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## Abstract

As cloud-based services become increasingly popular as platforms for storage and computation, privacy issues relating to their use have become increasingly important. Much of the data stored on cloud platforms are private, belonging to individuals or institutions who often desire to utilize the facilities provided by these platforms, but, at the same time, do not desire to expose their data to the platform itself.

Encrypting the data prior to storage on the cloud helps to protect private information. However, this causes problems if we need to perform computations on them, for instance, to train some machine learning algorithm. This requires the server to observe the content, so decryption is necessary. This gives rise to privacy concerns in different cloud computing settings. Several solutions based on cryptographic techniques have been proposed to address the issue. However, they have high computational cost and high bandwidth requirements, and in practice are difficult to scale.

In this work, we propose an alternative approach. In this work we introduce a privacy mechanism based on limited leakage transformations which have two key properties:

1. Individual transformed vectors are uninformative about their preimage; and
2. The comparison of transformed data points can provide information about the similarity of their preimages, but only if they are sufficiently close; the comparison provides no information about them otherwise.

We use tools from information theory to state theoretical properties and describe how to use this kind of scheme in practical scenarios.

We study the implications of using our proposed method in distance-based machine learning, which is the family of algorithms that depend directly on distance computations, with the objective of developing privacy mechanisms that enable the use of such methods without revealing private data. We discuss how to perform both training and inference phases under a private setting. Our goal is to show that fast and private computations on the cloud are feasible and useful for this class of techniques. We present our progress in this research and future directions to be addressed.
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## Part I

## Introduction

## Chapter 1

## Thesis Overview

### 1.1 Motivation

Cloud-based services have become popular as platforms for large storage and expensive computation, meaning on-demand supply of software and hardware at any negotiable level. These features are particularly useful for Machine Learning as a Service, where we can distinguish two parties: a client, who has data with which he wants to work, and a service provider, who has a model or a platform to work with the client's data and return a desirable outcome. This is summarized as figure 1.1 shows,


Figure 1.1: Client-Cloud setting. When we talk about Machine Learning as a Service, we consider two parties, a client and a service provider, who interact in order to obtain a desirable answer.

Under this setting, we can consider two Machine Learning tasks,

## 1. Training models.

The growing success of Machine Learning is mainly due to having large volumes of data, more computational resources and better and more sophisticated algorithms. Hence, in different situations, it is much more convenient to store and process these large amounts of data on the cloud. For instance, having access to multiple computers to parallelize some procedures can be relevant for training models
in a reasonable amount of time.

## 2. Inference with trained models.

In many situations, machine learning applications such as face or speech recognition are deployed using a client-server model, where the client has the input data (image, speech, financial data, genetic code, etc.), and a remote server in the cloud has the corresponding machine learning model. There are several reasons for considering this model. First, in general the use of a machine learning model may require heavy computation and many parameters to control, making it more efficient to submit the client's data to a server than send a model to a client. The second reason is related to intellectual property constraints; the appropriate model and its parameters to perform a specific task is a key resource for the service provider. Thus, keeping the secrecy of the model is part of most business strategies.

However, despite the benefits that the cloud provides for addressing the challenges that appear in machine learning tasks, privacy issues relating to their use have become increasingly important. In fact, much of the data submitted and stored on cloud platforms are private, belonging to individuals or institutions who often desire to utilize the facilities provided by these platforms, but, at the same time, do not desire to expose their data to the platform itself.

For example, in situations that involve health data, the privacy issues that emerge are quite evident. We can consider the case where a patient wants to know the probability of having a specific type of cancer. For this, their doctors suggest using a machine learning model that uses the patient's genetic information as input. Although, this model can be very accurate in its estimation, it is clear that the patient is exposed to various problems that affect their privacy in case the model is deployed in the cloud. In effect, not only the genetic information of the patient will be exposed and potentially at risk, but also the outcome of the model to predict cancer. In this case, it is desirable to protect both the input and the output of the model.

Similar problems appear in the financial sector. In this case the input data may be associated with information regarding income, loans or debts of people or institutions. A model could take these data and generate some useful outcome for some organization. For example, a bank could use this type of data to predict the risk of a customer not paying a loan. If the bank makes use of the cloud to train a model to predict this risk, then the bank could put in risk information that is very sensitive for its customers as well as its business. Indeed, both the customers data and the trained model would be exposed to the cloud, being potentially compromised.

In general, if we need to upload data to the cloud to train a machine learning model, besides exposing the data, the final model will be totally exposed, being a risk if the platform is susceptible to be compromised. Similarly, in case we need to use an external machine learning service, similar concerns appear. Even though
the service provider has a privacy policy, the client's data is usually stored in an external repository that may be compromised. In addition, the service provider may disclose the data along with the outcome of the model.

Therefore, it is very important to have a mechanism to protect the data from the risks we have discussed. An obvious solution is to encrypt the data prior to the submission and storage on the cloud. However, this causes problems in case we want to perform any computation on the data, and in particular, when we want to make any comparison between data instances.

This is particularly important given the fact that many machine learning algorithms are based on the comparison of examples of a data set, or the comparison between examples and an array of parameters. More specifically, many machine learning algorithms make extensive use of distance calculations between instances. We will call this type of algorithms simply distance-based machine learning algorithms, which will be the focus of this work. In consequence, there is a need to "hide" data, while permitting to compute distances between instances.

### 1.2 Thesis Statement

With the previous motivation, we proposed a privacy-preserving framework for distance-based machine learning algorithms that allows to process data without revealing it. We focus on the two tasks described above: training and inference. In the former, we assume that the client has data and wants to train a machine learning model using a cloud platform. The privacy constraints require that the cloud provider should not observe the data and not get any relevant information about the resulting model. In the second setting, we assume that the client has the data and the server has a trained machine learning model to be used. In this case, based on the privacy requirements, the server should not observe the data and the client should not observe the model.

The main objective of this thesis is to show that:

Fast and private computations on the cloud
are feasible and useful for distance-based machine learning tasks.

To support this statement, we introduce tools from Information Theory to propose a framework for privacy preservation, setting a tunable and user designed trade-off between privacy and utility. The presented work attempts to contribute to the field of Privacy-preserving Machine Learning, with a specific focus on distance-based methods, such as Clustering, Nearest Neighbors Classification, Support Vector Machines, among many others.

### 1.3 Summary of Contributions

To the best of our knowledge, this is the first work to make a connection between data comparison and privacy requirements using an information theoretical approach.

The technical contributions of this thesis are the following:

1. The introduction of a mathematical framework to study the information leakage in sample comparisons; a concept that is properly defined in this work.
2. The presentation of different theorems that allow understanding and controlling information leakage.
3. The relationship between transformations that satisfy our privacy requirements with distance-based machine learning methods.

### 1.4 Thesis Organization

This work is organized as follows,

- In chapter 2 , we make an overview about the current privacy preserving technologies, showing their advantages and drawbacks.
- In chapter 3, we present different privacy leakage measurements that have been introduced, discussing different points of view.
- In chapter 4 , we introduce the main concepts of this thesis. We present the definition of Limited Leakage Transformation along with some theoretical results, discussing the scope of these as a mechanism to enhance privacy in the cloud. Some of these ideas have been published as [1], [2].
- In chapter 5 , we discuss how to estimate distances between points after transforming the data using the mechanism shown in the previous chapter. We present theoretical results and we analyse practical implications. Part of this work has been published as, [1], [3].
- In chapter 6 , we analyse how to train distance-based machine learning models after applying the privacy enhancing transformation we have presented. One of the most important results is one that relates the transformed data to Kernel methods. In particular we show that with this kind of transformation we can change a non-linear method to a linear one with minimal loss of performance. Part of this work has been published as, [4], [5]
- In chapter 7, we start discussing potential applications that the introduced technique may have. In this chapter we study the case of biometrics protections, with a focus on speech signatures, comparing
our method with some current solutions and applications. Part of this work has been published as, [2], [6].
- In chapter 8 , we analyze the potential application of this technique in private image retrieval. In this case, we need to retrieve images from providing an image query. We would like to obtain the most similar image in a dataset. Since the image may contain sensitive information, it is necessary to hide the content of the query and the images in the data set. We discuss how our method helps to solve this problem and some current implementations that have used our method.
- In chapter 9 , we present an application on two party computation. Here, there are two parties, each has a real valued vector and they want to compute the distance between them without revealing their corresponding vectors to each other. We present how our method may help to solve this problem or reduce the complexity in case of dealing with high dimensional data. Part of this work has been published as [3]
- In chapter 10, we present our conclusions and in chapter 11 we comment on lines for future work.


## Chapter 2

## Privacy Preserving Technologies

In this chapter we present some solutions that have been proposed to address the privacy concerns that arise in the setting we presented in the previous chapter. In general, there are two kind of solutions; one group based on cryptographic methods, where the security relies on the unfeasibility of solving some particular problems, while the second group of solutions is based on information theoretic guarantees, where the analysis of the security is unrestricted by the computational abilities that an adversary may have.

### 2.1 Cryptographic Solutions

In this section we give an overview of some tools based on cryptographic methods. In general, these methods achieve a high level of security, but are difficult to scale.

### 2.1.1 Homomorphic Encryption

Homomorphic Encryption schemes are a special type of cryptosystems that allow for operations to be performed on ciphertexts without requiring knowledge of the corresponding plaintexts. Hence, the structure of the plaintext space is preserved in the ciphertext space for additions and/or multiplications of plaintext data under encryption. Thus, Homomorphic Encryption enables operations on encrypted data without any decryption.

More formally, if two data instances $x$ and $z$ are encrypted to $E(x)$ and $E(z)$ using a homomorphic encryption scheme, we can obtain the encryption of the result of an operation $\otimes$ performed on $x$ and $z$ by performing another, possibly the same, operation $\oplus$ directly on the encrypted versions of $x$ and $z$,

$$
\begin{equation*}
E(x \otimes z)=E(x) \oplus E(z) \tag{2.1}
\end{equation*}
$$



Figure 2.1: Homomorphic Encryption applied in the Client-Server setting.

Using HE, a data owner can encrypt their data with the public key, send it to a service provider that has a model and has no access to the secret key, and receive the required answer in encrypted form, which only the client can decrypt with its secret key.

We can distinguish three types of Homomorphic Encryption schemes:

1. Partially Homomorphic Encryption (PHE)
2. Somewhat Homomorphic Encryption (SHE)
3. Fully Homomorphic Encryption (FHE)

FHE allows unlimited additions and multiplications at the cost of an increased computational load [46], while SHE schemes have a fixed limit of multiplications to speed up their execution. PHE schemes support either additions or multiplications, hence, they are only partially homomorphic.

The problem of SHE schemes is that the resulting ciphertext cannot be decrypted when the limit of multiplications is exceeded. Furthermore, there are SHE schemes that cannot correctly decrypt when different operations are combined, i.e., only additions or multiplications are possible but combining both operations in the encrypted domain cannot be handled.

Some examples of Homomorphic Encryption schemes include Paillier [47], ElGamal [48], and NTRU [49] cryptosystems. In general, the drawback of these schemes is a relatively high computational overhead and the relatively large ciphertexts and keys. An extensive overview of different Homomophic Encryption Schemes can be found in [50].


Figure 2.2: Homomorphic Encryption can be applied for private distance computation.

## Distance Computation using Homomorphic Encryption

Given that the focus of this work is on distance-based methods, it is worth understanding how this type of technique is applied to calculate distances in the encrypted domain. To illustrate how this technique works, we will consider any Partial Additive Homomorphic Encryption, as Paillier, denoting the encryption function as $E$. These systems satisfy the following properties for any pair of integers $x$ and $z$,

$$
\begin{align*}
E(x) \cdot E(z) & =E(x+z)  \tag{2.2}\\
(E(x))^{z} & =E(x \cdot z) \tag{2.3}
\end{align*}
$$

## Hamming distance

We can suppose that $\mathbf{x}$ and $\mathbf{z}$ are vectors in $\{0,1\}^{N}$. Let's assume that data owner has the vector $\mathbf{x}$ while the service provider has the vector $\mathbf{z}$. The data owner wants the value of the Hamming distance between these vectors without exposing the vector $\mathbf{x}$ to the service provider. The Hamming distance between binary vectors is just the number of positions at which the corresponding components are different.

On the other hand, the service provider is willing to expose the hamming distance, but not the entire vector $\mathbf{z}$. Note that if the Hamming distance is zero, then, the data owner will know that the service provider's vector is equal to its vector, so will have total knowledge about the service provider's data. So, assume that the service provider does not have any problem about this issue, this means, he or she is willing to expose just the information that the Hamming distance provides.

We can use PHE to solve this problem. Indeed, we can assume that both the data owner and the service provider have a public key of a partial homomorphic encryption scheme, but only the data owner has the secret key.

Then, first the data owner encrypts each of the components of its vector, obtaining $E\left(x_{1}\right), E\left(x_{2}\right), \ldots, E\left(x_{N}\right)$, and sends these values to the service provider.

To compute the Hamming distance with the encrypted data, the service provider performs the following computation

$$
\begin{align*}
\prod_{i=1}^{N} E\left(x_{i}\right) \cdot E\left(z_{i}\right) \cdot E\left(x_{i}\right)^{-2 z_{i}} & =\prod_{i=1}^{N} E\left(x_{i}+z_{i}-2 x_{i} z_{i}\right)  \tag{2.4}\\
& =E\left(\sum_{i=1}^{N} x_{i}+z_{i}-2 x_{i} z_{i}\right) \tag{2.5}
\end{align*}
$$

This equality is obtained using the basic properties that appear in Partial Additive HE. But, since we are dealing with binary data, it is easy to realize that the expression $x_{i}+z_{i}-2 x_{i} z_{i}$ is 0 if $x_{i}=z_{i}$, and 1 otherwise. Therefore, the expression computed by the service provider is in fact the encrypted version of the Hamming distance. Note also that the service provider cannot obtain any information about the client's data.

Thus, the service provider sends back the value obtained after computing 2.5 to the data owner, who can decrypt this message using its secret key.

Note that this method does not work when both vectors are encrypted. However, using a fully homomorphic encryption scheme, this task can be easily solved.

## Euclidean distance

A very similar approach can be considered for the Euclidean distance case. We can consider the same setting as before, where the data owner has the vector $\mathbf{x}$, while the service provider has the vector $\mathbf{z}$, and the data owner wants to know the squared Euclidean distance between these vectors under the same privacy constraints.

In this case, the data owner has to encrypt the components of its vector along with the sum of the square of each component. Hence, the service provider receives $E\left(x_{1}\right), E\left(x_{2}\right), \ldots, E\left(x_{N}\right)$ and $E\left(\sum_{i=1}^{N} x_{i}^{2}\right)$. Then, the service provider, using its vector and the public key, can compute the following expression,

$$
\begin{align*}
E\left(\sum_{i=1}^{N} x_{i}^{2}\right) \cdot E\left(\sum_{i=1}^{N} z_{i}^{2}\right) \cdot \prod_{i=1}^{N} E\left(x_{i}\right)^{-2 z_{i}} & =E\left(\sum_{i=1}^{N} x_{i}^{2}+z_{i}^{2}-2 x_{i} z_{i}\right)  \tag{2.6}\\
& =E\left(\|\mathbf{x}-\mathbf{z}\|^{2}\right) \tag{2.7}
\end{align*}
$$

Then, the service provider sends these values to the client and she or he can decrypt the message using its secret key, obtaining the value of the squared Euclidean distance.

More example about how to apply HE to different distance computations can be found in [54]

| $\hat{\wedge}$ | $b=0$ | $b=1$ |
| :---: | :---: | :---: |
| $a=0$ | $E_{k_{0}^{0}}\left(E_{k_{0}^{1}}\left(k_{0}^{2}\right)\right)$ | $E_{k_{0}^{0}}\left(E_{k_{1}^{1}}\left(k_{0}^{2}\right)\right)$ |
| $a=1$ | $E_{k_{1}^{0}}\left(E_{k_{0}^{1}}\left(k_{0}^{2}\right)\right)$ | $E_{k_{1}^{0}}\left(E_{k_{1}^{1}}\left(k_{1}^{2}\right)\right)$ |

Table 2.1: Truth table for garbled AND gate

### 2.1.2 Secure Two-Party Computation

Secure Multiparty Computation is a sub-field of cryptography that concerns with settings in which $n$ parties are interested in jointly computing a function $f$ using their input data while maintaining the privacy of their inputs. When $n=2$, we refer as Secure Two-Party Computation (STPC).

Privacy in these kinds of protocols is established by the constraint that no party should learn anything apart from the output and the intermediate steps of the computation. Thus, in Secure Two-Party Computation we consider that each party has inputs $x_{1}$ and $x_{2}$ respectively, and they need to compute the output $f\left(x_{1}, x_{2}\right)=\left(y_{1}, y_{2}\right)$. Under this setting, the privacy constraints require that each party provides the value $x_{i}$ and obtains the outcome $y_{i}$, as well as does not observe the input or output of any other party.

Here, the function $f$ is usually represented as a circuit, this is, a directed acyclic graph where the edges represent intermediate wires, and the nodes show input and output wires, and gates that compute a basic function; consider, for example, Boolean functions where the gates consist in AND and XOR gates. For the secure evaluation of $f$, parties rely on securely computing every gate in the function's circuit.

The most well known example is given by the Yao's garbled circuits protocol [55], which has been subject to many optimisations and used in different applications. Garbled Circuits operate on binary inputs and compute a function by evaluating its garbled Boolean circuit representation.

In this protocol we consider that one party will garble the circuit and the other will evaluate it. The former is called the garbler whereas the latter is called the evaluator. First, for each wire $w$, the garbler creates random labels $k_{0}^{w}$ and $k_{1}^{w} \in\{0,1\}^{k}$, where $k$ is the security parameter, for example, $k=128$. Then, for each gate $g$, the garbler generates a garbled gate $\hat{g}$ such that, given $\hat{g}$ and the labels corresponding to the values of the input wires of $g$, the evaluator can compute the label corresponding to the correct value of the output wire of $g$. This construction makes use of a symmetric encryption scheme. As example, we can consider an AND gate. If $E_{k}(x)$ denoted the encrypted version of $x$ using the key $k$, table 2.1 shows the truth table of the garbled AND gate.

In this example $k_{0}^{0}$ and $k_{1}^{0}$ denotes the labels corresponding to the wire related to $a$ for the values 0 and 1 respectively. Similarly, $k_{0}^{1}$ and $k_{1}^{1}$ are the labels corresponding to the wire related to $b$ for the values 0 and 1 respectively, and $k_{0}^{1}$ and $k_{1}^{1}$ are the labels corresponding to output wire for the values 0 and 1 respectively.

After garbling each gate in the circuit, the garbler randomly permutes the entries of each garbled gate
and sends the resulting garbled circuit to the evaluator. A final task is that, in order to enable the evaluation of the garbled circuit, the garbler has to transfer the labels corresponding to the input bits of both parties without revealing one party's input to the other. Since the labels are chosen uniformly at random, just sending the labels corresponding to the garbler's inputs to the evaluator reveals nothing about the actual input. However, sending the labels for the input of the evaluator is problematic, as the garbler must not know which labels to send but also cannot send both labels for each bit because then the evaluator could learn information about the garbler's input by evaluating the circuit on other inputs than its own. The solution to this problem is a cryptographic primitive called Oblivious Transfer (OT). Such an OT allows a sending party with the input $\left(x_{0} x_{1}\right)$ to send the value $x_{b}$ to a receiving party with input bit $b \in\{0,1\}$ without learning anything about $b$ and without revealing anything about $x_{1-b}$ to the receiver. In order to send the evaluator its corresponding labels, both parties engage in an OT protocol for every input bit $y_{j}$ of the evaluator's input $y$, with the garbler acting as sender with input $\left(k_{0}^{j}, k_{1}^{j}\right)$ and the evaluator acting as receiver with input $y_{j}$.

We can summarize the Yao's GC protocol in the following steps:

1. The garbler transforms $f$ into a Boolean circuit consisting of XOR and AND gates. It generates labels for all wires and garbled gates for every gate in the circuit.
2. The garbler sends the permuted garbled gates and the labels corresponding to its own input bits to the evaluator. Then, both parties engage in OTs, where the evaluator obliviously receives the labels corresponding to its input bits.
3. The evaluator evaluates each gate in the garbled circuit using the labels obtained in step 2 .
4. To reveal the output, the garbler can reveal the plaintext bits corresponding to the circuit output labels obtained in step 3.

Compared to Homomorphic Encryption, most of the Secure Two Party Computation protocols rely on relatively cheap symmetric cryptographic operations, for example AES, but STPC requires interaction per gate between the parties, while HE does this only for the inputs and outputs.

An overview of some frameworks that implement STPC protocols can be found in [75].

## SMC in Machine Learning Systems

Many efforts have been done to preserve privacy in machine learning algorithms using Secure Multiparty protocols, e.g. in clustering [72], nearest neighbor classification, support vector machine, neural networks[74] and many other techniques [73].

However, most of these works focus on the inference task based on a client-server model and generally have problems with the scaling up the computation. For example, in [72] the communication cost increases linearly in the number of points involved and the dimensionality of the data.

### 2.2 Information Theoretic Privacy

As mentioned earlier, another class of privacy preserving methods, referred to as information theoretical privacy mechanisms, are based on information theory tools. The main advantage of these techniques is that they provide privacy against adversaries with unbounded computational power.

### 2.2.1 Differential Privacy

A data set $\mathcal{D}$ is a collection of elements. A randomised query mechanism $\mathcal{M}$ produces a response when performed on a given data set. Two data sets $\mathcal{D}$ and $\mathcal{D}^{\prime}$ are said to be adjacent if they differ by at most one element. There are two proposed definitions for adjacent data sets. The stronger one is based on deletion: $\mathcal{D}^{\prime}$ contains one entry less than $\mathcal{D}$. The weaker one is based on substitution: one entry of $\mathcal{D}^{\prime}$ differs in value from that in $\mathcal{D}$.

The query mechanism $\mathcal{M}$ is said to satisfy differential privacy [51] if the probability of $\mathcal{M}$ resulting in a solution $S$ when performed on a data set $\mathcal{D}$ is very close to the probability of $\mathcal{M}$ resulting in the same solution $S$ when executed on an adjacent data set $\mathcal{D}^{\prime}$. Formally, we say that a randomised function $\mathcal{M}$ satisfies $\varepsilon$-differential privacy if for all adjacent data sets $\mathcal{D}$ and $\mathcal{D}^{\prime}$ and for any $S \in \operatorname{range}(\mathcal{M})$,

$$
\begin{equation*}
\mathbb{P}[\mathcal{M}(\mathcal{D})=S] \leq \exp (\varepsilon) \mathbb{P}\left[\mathcal{M}\left(\mathcal{D}^{\prime}\right)=S\right] \tag{2.8}
\end{equation*}
$$

The value of the $\varepsilon$ parameter is referred to as leakage and determines the degree of privacy. A smaller $\varepsilon$ represents a stronger privacy. In practice, $\varepsilon$ is set less than 1 (e.g., 0.1 or $\ln (2)$ ).

As a consequence of this model, we may consider that if an individual chooses to contribute to the data set, there is a little or no increase in privacy risk for the individual as compared to not choosing to contribute to the data set. With the aim of designing mechanisms that satisfy differential privacy, two composition theorems are used:

Theorem 2.2.1 (Sequential Composition). If a set of mechanisms $\left\{\mathcal{M}_{1}, \mathcal{M}_{2}, \ldots, \mathcal{M}_{n}\right\}$ is sequentially performed on a data set, and each $\mathcal{M}_{i}$ provides $\varepsilon_{i}$-differential privacy, then the entire mechanism will provide $\left(\sum_{i=1}^{n} \varepsilon_{i}\right)$-differential privacy.

Theorem 2.2.2 (Parallel Composition). If $\left\{\mathcal{D}_{1}, \ldots, \mathcal{D}_{n}\right\}$ is a partition of the data set and $\mathcal{M}_{i}$ is a $\varepsilon_{i}$ differential privacy mechanism applied on $\mathcal{D}_{i}$, then the mechanism that applies the $\mathcal{M}_{1}, \mathcal{M}_{2}, \ldots, \mathcal{M}_{n}$ in the corresponding sets $\mathcal{D}_{1}, \ldots, \mathcal{D}_{n}$ is a (max $\left.\left\{\varepsilon_{1}, \ldots, \varepsilon_{n}\right\}\right)$-differential privacy mechanism.

These two theorems help to control the degradation of privacy when we need to compose several differentially private mechanisms. One way to achieve differential privacy is through the exponential mechanism [62] for releasing continues-valued functions. Given a function $f$ to be evaluated over the data set $\mathcal{D}$, we need to add a perturbation to the value of $f(\mathcal{D})$ to prevent leakage. To do this, the mechanism $\mathcal{M}$ adds the appropriate perturbation $\eta$, such that $f(\mathcal{D})+\eta$ satisfies differential privacy. The distribution of $\eta$ is determined by the sensitivity of $f$ on the data set $\mathcal{D}$. This is the maximum difference between $f(\mathcal{D})$ and $f\left(\mathcal{D}^{\prime}\right)$ where $\mathcal{D}^{\prime}$ is an adjacent data set. Formally, the sensitivity $S$ of $f$ is given by:

$$
\begin{equation*}
S=\max _{\mathcal{D}, \mathcal{D}^{\prime}}\left\|f(\mathcal{D})-f\left(\mathcal{D}^{\prime}\right)\right\|_{1} \tag{2.9}
\end{equation*}
$$

Hence, the sensitivity $S$ of the function $f$ indicates how much the function is likely to change after changing one instance from the data set. It is possible to prove that if $\eta$ is sampled from Laplace $(S / \varepsilon)$, then the mechanism $f(\mathcal{D})+\eta$ satisfies $\varepsilon$-differential privacy [62]. Note that the perturbation $\eta$ introduces an error with respect to the true value $f(\mathcal{D})$ which is inversely proportional to $\varepsilon$. This implies a trade-off between privacy and utility. Differential privacy has become an important research field; for a general overview and further details see [52].

## Differential Privacy in Machine Learning

In machine learning systems, the query mechanism can be thought of as an algorithm learning the classification rule which is evaluated over the training data set. The output of an algorithm satisfying differential privacy is likely to be the same when the value of any single data set instance is modified, and therefore, no additional information can be obtained about any individual training instances with certainty by observing the output of the learning algorithm.

In addition, the $\varepsilon$-differential privacy model limits the information that an adversary can gain about a particular private value by observing an entire function learned from a data set containing that value, even if she or he knows every other value in the database. Naturally, if we want to apply this method to machine learning problem we need to be aware of the trade-off between privacy and learnability.

Most of the training methods for a recognition system are based on optimisation problems. In practice, there are two strategies for inserting differential privacy on the learning process of a recognition system. The
first type adds noise to the execution process of the corresponding optimisation algorithm. The second type makes a perturbation directly to the objective function, typically adding a differentially private noise before the learning procedure. Both strategies have been explored in different models, which we will now briefly mention.

1. Large Margin Classifiers. In [63] is presented an algorithm for learning a discriminatively trained multiclass Gaussian mixture model-based classifier that preserves differential privacy using a large margin loss function. The solution involves adding a perturbation term to the objective function. The authors show that differential privacy is satisfied and they establish a bound on the excess risk of the classifier learned which is directly proportional to the number of classes and inversely proportional to the privacy parameter reflecting a trade-off between privacy and utility.
2. Multi-Party Classifiers with Differential Privacy. In many cases it is common to have the problem of learning a classifier from a multi-party collection of private data. The goal is to learn a classifier from the union of all the data. In [64], the imposed conditions are that: (a) None of the parties are willing to share the data with one another or with any third party (e.g., a curator). (b) The computed classifier cannot be reverse engineered to learn about any individual data instance possessed by any contributing party
3. Differentially Private Deep Learning. Deep learning has been one of the most successful techniques in machine learning and signal processing. The basic idea is to apply a multiple-layer structure to extract complex features from high-dimensional data and use them to build models. Each layer has a set of parameters that must be learned from training samples, minimizing a a loss function, which depends on these parameters. In practice, stochastic gradient descent (SGD) methods are used to achieve this objective. As previously mentioned, the knowledge of the model or its use on particular samples can leak information about the training data, which results in privacy risks. To deal with this issue, deep learning models can be adapted to reach differential privacy. In [65] a differentially private SGD algorithm is designed by introducing a sparse vector technique. Similarly, in [66] a differentially private SGD algorithm is designed relying on a Gaussian Mechanism [52]. On the other hand, in [67] a perturbation on the objective function of a deep auto-encoder is considered to achieve differential privacy.

Note that differential privacy solves a different privacy problem from those that Homomorphic Encryption and Secure Multiparty Computation solve. While Homomorphic Encryption and Secure Two-Party Computation solve the problem of private inference, these techniques do not deal with the problem of po-
tential leakage of information using the system responses. In fact, an attacker may try to use the responses of the system to infer model parameters and eventually learn information about training samples. In this context, differential privacy can be added to prevent those types of attack.

In addition, differential privacy provides the relative guarantee that the release of information will be just as likely whether or not the data about an individual is present in the database. As a consequence, if an individual chooses to contribute to the database there is little or no increase in the privacy risk of the individual as opposed to not contribute to the database.

## Local Differential Privacy

The general idea of differential privacy works under the notion of privacy in databases. Thus, all these constructions make sense at the moment of releasing a global statistic or a model from the data set.

However, there are some situations where data belonging to particular individuals must be released to untrusted parties. To address this problem, people have proposed the notion of local differential privacy.

Definition 2.2.1 Let $\varepsilon$ be a positive real number and $\mathcal{A}$ be a randomized algorithm that takes a user's private data as input. The algorithm $\mathcal{A}$ is said to provide $\varepsilon$-local differential privacy if, for all pairs of user's possible private data $x$ and $x^{\prime}$ and all subsets $S$ of the range of $\mathcal{A}$ we have,

$$
\begin{equation*}
\mathbb{P}(\mathcal{A}(x) \in S) \leq e^{\varepsilon} \cdot \mathbb{P}\left(\mathcal{A}\left(x^{\prime}\right) \in S\right) \tag{2.10}
\end{equation*}
$$

where the probability is taken over the randomness used by the algorithm.

The main difference between this definition and the standard definition of Differential Privacy is that in differential privacy the probabilities are of the outputs of an algorithm that takes all users' data, while an $\varepsilon$-local differential privacy algorithm takes as input a single user's data.

This approach is much convenient for practical purposes, in case a data set comes from different parties, for example, smart phone devices, the randomization can be done locally.

The main disadvantage of this method is the fact that the randomization is strictly related to the algorithm we want to compute. In addition, the privacy guarantees are stated for the final outcome and not for the user's data itself. In fact, most of the local differential privacy methods are based on adding a particular type of noise to the user's data. Thus, this randomized observation may give personal information.

## Part II

## An Information Theoretical Approach to

 Limit Leakage in Comparisons
## Chapter 3

## Privacy Leakage Measurements

In this chapter, we will discuss different ways to quantify the privacy leakage after processing data. For this, we will use information theory tools, which will allow us to formalize our problem and analyze the privacy requirements regardless of the computational capacities that an adversary may have. Indeed, information theory helps to understand fundamental limits of a hiding mechanism, guiding the development of techniques to address new challenges related to privacy concerns in cloud computing settings.

### 3.1 Preliminaries

In general, we will understand that a privacy protection mechanism takes a piece of data $X$, and transforms it into a new random variable $Y$. The variable $X$ can refer to a data instance or a complete set of data. Thus, we are interested in analyzing the statistical relationships between $X$ and $Y$, in particular we are interested in studying the information that we can know about $X$ by observing $Y$. This motivates the following definition.

Definition 3.1.1 Let $X$ and $Y$ be two random variables. The Information Density at the point ( $x, y$ ) is given by

$$
\begin{equation*}
i(x ; y)=\log \frac{\mathbb{P}(X=x \mid Y=y)}{\mathbb{P}(X=x)} \tag{3.1}
\end{equation*}
$$

Thus, the information density in the point $(x, y)$ compares the prior probability of obtaining $x$ as an instance of $X$, and the probability of obtaining $x$ for $X$ under the knowledge that $Y=y$. In other words, it is a direct comparison between a prior and a posterior. If this number is very close to 0 , it means that the knowledge of $Y=y$ contributes little information about whether $X=x$. On the other hand, if the information density is far from 0 , then it means that the knowledge that $Y=y$ reveals relevant information about whether $X=x$ or not.

Note that, by Bayes's rule, we can obtain easily the symmetry property, that is $i(x, y)=i(y, x)$. Therefore, the same measure works to quantify how much information the knowledge of $X=x$ reveals about whether $Y=y$ or not.

In order to obtain a global measure about the leakage that $Y$ produces on $X$ one can try to combine the information density at different values of $(x, y)$. Within the different ways to do it, the simplest is to take the average weighted by the probability of obtaining $(x, y)$. As a result, we get a measure that is commonly used in Information Theory.

Definition 3.1.2 The Mutual Information [56] between two random variables $X$ and $Y$ is

$$
\begin{align*}
I(X ; Y) & =\sum_{x, y} \mathbb{P}(X=x, Y=y) \log \frac{\mathbb{P}(X=x \mid Y=y)}{\mathbb{P}(X=x)}  \tag{3.2}\\
& =\sum_{x, y} \mathbb{P}(X=x, Y=y) i(x, y) \tag{3.3}
\end{align*}
$$

The mutual information is just the average of the Information Density through all possible values of $X$ and $Y$. Some of the well known properties of the mutual information are the following,

1. Non-negativity. For any pair of discrete random variables $X$ and $Y$, we always have

$$
\begin{equation*}
I(X ; Y) \geq 0 \tag{3.4}
\end{equation*}
$$

2. Symmetry. The mutual information between $X$ and $Y$ is equal to the mutual information between $Y$ and $X$.

$$
\begin{equation*}
I(X ; Y)=I(Y ; X) \tag{3.5}
\end{equation*}
$$

3. Relation to the entropy. The mutual information between two random variables can be written as a difference between two entropies; the entropy of $X$ and the conditional entropy of $X$ given $Y$. In other words, the mutual information can be seen as a measure of reduction of entropy of one random variable under the knowledge of the other one.

$$
\begin{equation*}
I(X ; Y)=H(X)-H(X \mid Y) \tag{3.6}
\end{equation*}
$$

4. Measure of independence. $X$ and $Y$ are independent if and only if $I(X ; Y)=0$. Thus, if the mutual information is zero, any knowledge about one random variable is irrelevant to knowledge about the other random variable.


Figure 3.1: Common setting in encryption schemes. Two parties share a key that they use to communicate securely.

### 3.2 Information Secrecy

The mutual information has been used to analyze different problems both in signal processing and communication theory. In this section, we will see its connection to preserving secrecy in cryptographic settings. Here, we assume the well established approach, where there are two parties, Alice and Bob, who want to communicate each other over a untrusted channel. We assume that Alice has a message $X$ to be shared with Bob. In order to prevent that an eavesdropper may observe the message, Alice decides to encrypt her message. To do so, Alice and Bob have already shared a random secret key $R$, so Alice uses it, combined with $X$, to produce the message $Y$. To ensure the secrecy of the message, an eavesdropper should not gain any information about $X$ from observing $Y$ without the knowledge of $R$. Hence, a cryptosystem can be described by the triplet $(X, R, Y)$, where the random variable $X$ represents the messages that Alice can send (assuming that a message comes from a particular distribution), $R$ is the random variable that describes the key generation, and $Y$ the possible encrypted messages. Figure 3.1 illustrates this setting.

The security of this setting can be formalized in information theoretical terms, motivating the following definition.

Definition 3.2.1 $A$ cryptosytem $(X, R, Y)$ is an Error-free perfect secrecy [57] system if

$$
\begin{align*}
I(X ; Y) & =0  \tag{3.7}\\
H(X \mid R, Y) & =0  \tag{3.8}\\
I(X ; R) & =0 \tag{3.9}
\end{align*}
$$

The first equation of this definition states that $X$ and $Y$ must not be related, ensuring perfect secrecy. The second equation says that, under the knowledge of $R$ and $Y$, there is no entropy corresponding to $X$, which is a condition for decryption. The last equation states that the message $X$ and the secret key $R$ are not related, which is just a guarantee for practical purposes.

Hence, in a system with perfect secrecy, an adversary who does not have the key cannot find any statistical relationship between a plaintext $X$ and its ciphertext $Y$. Nevertheless, if the adversary has the cipher text and the key, there is no uncertainty about the plaintext.

However, in order to achieve perfect secrecy, it is possible to prove [109] that the support of the random variable $X$ must contain fewer elements than the support of $R$. In other words, the key space must be larger than the plaintext space. This, of course, has important consequences for practical purposes, since the possible messages that Alice can send depends on how large the key space is. This fact has been extensively studied both in Information Theory and Cryptography. To guarantee a level of security in more practical conditions, different relaxations to perfect privacy have been proposed.

Definition 3.2.2 A cryptosystem ( $X, R, Y$ ) satisfies Strong Secrecy [58] [59] with leakage $\xi$ if

$$
\begin{equation*}
I(X ; Y) \leq \xi \tag{3.10}
\end{equation*}
$$

Of course, it is desirable that the value of $\xi$ is as small as possible to obtain a high level of security. Note that due to the constrains that appear in cryptosystems with perfect secrecy, we can claim that most of the current encryption schemes satisfy strong secrecy with some value of $\xi$. We can also say that strong secrecy is a necessary condition to obtain a secure cryptosystem.

The idea of controlling the mutual information between $X$ and $Y$ has been also considered for designing privacy mechanisms. One example is known as the rate-distortion approach, where attempts to constrain or optmize a utility function such as an empirical loss $\hat{R}_{X}(Y)=\frac{1}{n} \sum_{i=1}^{n} \operatorname{loss}_{X_{i}}(Y)$. The goal is to minimize the mutual information between $Y$ and $X$ while ensuring some amount of utility, i.e.

$$
\begin{equation*}
\min _{\mathbb{P}(Y \mid X)} I(X ; Y) \quad \text { s.t. } \quad \mathbb{E}\left[\hat{R}_{X}(Y)\right] \leq \gamma \tag{3.11}
\end{equation*}
$$

To find the rate-distortion function $\mathbb{P}(\cdot \mid X)$, the Blahut-Arimoto algorithm [60] [61] is used which starting from some initial $\mathbb{P}(Y)$ iteratively updates

$$
\begin{equation*}
\mathbb{P}(Y \mid X) \propto \mathbb{P}(Y) e^{-\beta \hat{R}_{X}(Y)} \tag{3.12}
\end{equation*}
$$

### 3.3 Comparison of Transformed Messages

One of the aspects that is not addressed in the traditional framework is what happens when we have multiple encrypted messages. An adversary may not be interested in learning the relation between the plaintext and the ciphertext. It may just want to find statistical dependencies between different ciphertexts, because the relationship between ciphertexts may tell them something about the relation between the corresponding plaintext.

To limit the adversary's learning capabilities, we should control the leakage between comparisons, that is, for any $i, j, i \neq j$, we would like to make $I\left(Y_{i} ; Y_{j}\right)$ as small as possible.

One important observation is that this is not a necessary condition for the other properties. Indeed, even under a strong property as Perfect Secrecy we may not have a guarantee to protect data under relationship learning. Just to illustrate this, we can take the example of One-time Pad with reused key.

Example 3.3.1 Let $X_{1}$ and $X_{2}$ be elements in $\{0,1\}$. We can select as secret key an element $R \in\{0,1\}$ uniformly random. With this, we can encrypt these values as $Y_{1}=X_{1} \oplus R$ and $Y_{2}=X_{2} \oplus R$. In this case, we have Perfect Secrecy in terms of $\left(X_{i}, Y_{i}\right)$; in fact, $I\left(X_{i} ; Y_{i}\right)=0$. However, since $Y_{1} \oplus Y_{2}=X_{1} \oplus X_{2}$, we can conclude that, if $X_{1} \oplus X_{2}=1$, then $I\left(Y_{1} ; Y_{2}\right)=1$. In the same way, if $X_{1} \oplus X_{2}=0$, then $I\left(Y_{1} ; Y_{2}\right)=1$.

Our goal is to allow learning relationships, but only if the plaintext satisfies some specific conditions. In particular, the data owner wants to use the cloud to perform some particular computation, but she or he is not interested in recovering the original data once it is uploaded to the cloud. We also assume that she or he is willing to leak some information in exchange for making computation simpler.

Thus, we have two research questions to explore:

1. How to control the information leakage?
2. What kind of computations can be done?

We need a flexible framework that allows us to control the trade-off between privacy and utility. In the next chapter we try to address these questions.

## Chapter 4

## Limited Leakage Transformations

In this chapter, we will introduce the concept around which our work revolves; Limited Leakage Transformations. The objective in our case is to transform data points so that when comparing transformed values, they can reveal information if and only if the original points are close enough; if the data points are far enough, negligible information is leaked. To do this, we will give a general definition of what we understand by a Limited Leakage Transformation, and then analyze particular constructions of these kinds of functions, analyzing their practical implications.

To facilitate the reading, it was decided to exclude from this chapter the proofs of all the theorems and propositions, and to present them in the appendix of this work.

### 4.1 General Assumptions

Throughout this chapter, we will assume that there is an individual, who we will refer to as Data owner, that has a finite collection of data points. We assume these are elements in a metric space $\mathcal{M}$, provided with a metric $d$, which satisfies the standard properties. The data owner wants to perform some computation on its data using the cloud.

We will also assume there is an adversary who can observe the data located in cloud but he or she cannot make any modification to it; thus, we will not consider that the integrity of the data is an issue. The adversary's objective is essentially trying to get as much information as possible observing the data located in the cloud.

Since the data owner can consider that its data is sensitive, he or she decides to transform it in order to limit the leakage of information, but in some way, to continue allowing some comparison between her or his data instances. Since we are working with the metric space structure, it is natural to think that the type of calculations that the data owner wishes to make depends on the value of the metric between two
points. Indeed, as we mentioned before, there are many algorithms of machine learning that depend on some measure of similarity between data instances, and ultimately, some measure of distance between different examples. Most of these algorithms make extensive use of distance whenever it is small enough, making cases where the distance is large, that is, when the similarity is small, have an insignificant effect, or even cases that the data owner wants to avoid.

In this way, the information useful for a distance-based machine learning algorithm is associated to those comparisons where the distance is small. This does not mean that, in general, the information revealed between data instances whose distance is large is not relevant for other tasks, but for purposes of the algorithm that the data owner wants to compute this information that is not useful, so it is desirable to hide it from a potential adversary. In other words, the data owner is willing to reveal to the cloud, or to a potential adversary, the information that is strictly necessary for the algorithm that he wishes to calculate. Thus, if the data owner wants to use the cloud to train an algorithm that depends on the distance between points, but only if it is small, then it can transform its data points in order to control the information leakage that is not associated with this condition.

Next, we will try to formalize these ideas, delivering a precise definition of transformations that allow to control the information leakage by comparison, and to establish different mathematical statements.

### 4.2 Controlling information leakage in data comparison

As mentioned earlier, we consider we are working with points in a metric space $\mathcal{M}$, and we are measuring the closeness between points with a metric $d$, which satisfies the standard properties of a metric, which are:

1. $d\left(\mathbf{x}_{0}, \mathbf{x}_{1}\right)=0$ if and only if $\mathbf{x}_{0}=\mathbf{x}_{1}$
2. For every $\mathbf{x}_{0}, \mathbf{x}_{1} \in \mathcal{M}$ we have that $d\left(\mathbf{x}_{0}, \mathbf{x}_{1}\right)=d\left(\mathbf{x}_{1}, \mathbf{x}_{0}\right)$
3. For every $\mathbf{x}_{0}, \mathbf{x}_{1}, \mathbf{x}_{2} \in \mathcal{M}$, we have that $d\left(\mathbf{x}_{0}, \mathbf{x}_{1}\right) \leq d\left(\mathbf{x}_{0}, \mathbf{x}_{2}\right)+d\left(\mathbf{x}_{2}, \mathbf{x}_{1}\right)$

It is worth saying that beyond the assumption of metric space, we are not considering any other restriction on the set $\mathcal{M}$, in particular, this could be an infinite set like $\mathbb{R}^{N}$ or the set of finite binary sequences, or a finite set such as $\{0,1\}^{N}$, to give some examples.

To prevent an adversary gaining information about our points in this space, we are going to transform the points to a space $\mathcal{E}$. In principle, we will not impose any metric structure on $\mathcal{E}$, but in the following chapters we will see how to take advantage of this to do certain operations in this space that reveal information about the corresponding points in the original space $\mathcal{M}$. For now, the only relevant assumption about $\mathcal{E}$ is that it is a finite set.


Figure 4.1: We assume that a privacy mechanism transform data instances $\mathbf{x}$ using a source of randomness $R$ into an object $Q_{R}(\mathbf{x})$

In principle we would like to be able to design this transformation and make its design public. Since we can not control the randomness of the elements in $\mathcal{M}$, and as we said, we are assuming that they do not have any random components, we must introduce some source of randomness in order to avoid dictionary attacks by the adversary. Thus, similar to what is an encryption scheme, we will generate a secret key $R$, which for purposes of this model is a random variable that does not depend on any point of $\mathcal{M}$. Then, using this secret key $R$, we can compose a transformation $Q_{R}$ that allows us to convert points in $\mathcal{M}$ into points in $\mathcal{E}$. Therefore, for any $\mathbf{x} \in \mathcal{M}, R$ composes the random variable $Q_{R}(\mathbf{x})$ with support in $\mathcal{E}$; all the randomness of $Q_{R}(\mathbf{x})$ comes from $R$ and $\mathbf{x}$ is considered as a fixed parameter.

This idea seems to be very similar to a standard encryption scheme, however, we have two key differences. First, since we want to enable operations in the cloud, we must allow some leakage that is associated with the proximity of the points to be hidden. This cannot be achieved with classic encryption models. Indeed, although the security of the models can be controlled, the potential leakage is uniform for all the points, and consequently, all the possible relationships that can be established. In addition, by design, standard encryption models do not allow inference of relationships with encrypted data. While we could do that using Homomorphic Encryption, the computational cost increases by several orders of magnitude.

The second important difference is the fact that in this setting we are not interested in recovering the original point after transforming it. Our only interest is to be able to perform some operations in the cloud. Part of this work is to show that we can make estimates of the closeness between points without necessarily preserving all information about them. What remains to be determined is what type of properties the random transformation $Q_{R}$ must have in order to satisfy the requirements described above.

The first property that must be satisfied is the fact that the value of the random variable $Q_{R}(\mathbf{x})$ does not reveal any information about $\mathbf{x}$. This is formalized in the following definition.

Definition 4.2.1 We say that the random transformation $Q_{R}$ satisfies indistinguishability if for any $\mathbf{x}_{0}$,
and $\mathbf{x}_{1} \in \mathcal{M}$, the corresponding random variables $Q_{R}\left(\mathbf{x}_{0}\right)$ and $Q_{R}\left(\mathbf{x}_{1}\right)$ have the same probability distribution.

In other words, the distribution of $Q_{R}(\mathbf{x})$ over the possible values in $\mathcal{E}$ does not depend on $\mathbf{x}$, and therefore, only observing realizations of $Q_{R}(\mathbf{x})$ we can not infer anything about $\mathbf{x}$. It should be noted that this does not mean that when observing realizations on other points you can not gain information about $\mathbf{x}$. Indeed. if we go back to the example of One-time pad, we can notice that if we consider $\mathcal{M}=\{0,1\}$, and $R \sim \operatorname{Bernoulli}(0.5)$, then One-time pad can be described as $Q_{R}(\mathbf{x})=\mathbf{x} \oplus R$. In this case, $Q_{R}$ satisfies indistinguishability, but we already know that by applying the same transformation on another point in $\mathcal{M}$ an adversary can infer information about $\mathbf{x}$.

Thus, the indistinguishability property seems to be a necessary condition, but it is far from being sufficient for the requirements we seek. In order to be able to limit the information leakage between instance comparisons, it is useful to consider the leakage measures discussed in the previous chapter, to limit the possible inferences that an adversary can make. In particular, we will use the mutual information between transformed points, making it negligible when the distance between the original points is large. Formally, we introduce the following definition.

Definition 4.2.2 Consider that the random variable $R$ composes a transformation $Q_{R}: \mathcal{M} \rightarrow \mathcal{E}$. We say that $Q_{R}$ satisfies the Limited Leakage Property (LLP) with respect the metric d, if there exist positive constants $C$ and $\gamma$ such that for every $\mathbf{x}_{0}, \mathbf{x}_{1} \in \mathcal{M}$ we obtain,

$$
\begin{equation*}
I\left(Q_{R}\left(\mathbf{x}_{0}\right) ; Q_{R}\left(\mathbf{x}_{1}\right)\right) \leq C \exp \left(-\gamma d\left(\mathbf{x}_{0}, \mathbf{x}_{1}\right)\right) \tag{4.1}
\end{equation*}
$$

Therefore, LLP states that if two points are far enough, then their corresponding transformation should look independent, this means, the adversary can not learn any useful statistical relationship analysing these transformed points.

The values of the parameters $C$ and $\gamma$ determine the information leakage that occurs when comparing transformed points. The parameter $C$ is associated with the entropy of a transformed point. In effect, if $\mathbf{x}_{0}=\mathbf{x}_{1}$, we have that if $Q_{R}$ satisfies LLP, then

$$
\begin{align*}
I\left(Q_{R}\left(\mathbf{x}_{0}\right) ; Q_{R}\left(\mathbf{x}_{1}\right)\right) & =H\left(Q_{R}\left(\mathbf{x}_{0}\right)\right)  \tag{4.2}\\
& \leq C \tag{4.3}
\end{align*}
$$

Consequently, if $Q_{R}$ satisfies LLP, then the parameter $C$ must be at least an upper bound for the entropy of the transformation $H\left(Q_{R}\left(\mathbf{x}_{0}\right)\right)$ at each point. Note that, if $Q_{R}$ also satisfies the indistinguishability property, then the value of entropy $H\left(Q_{R}\left(\mathbf{x}_{0}\right)\right)$ does not depend on $\mathbf{x}_{0}$.

On the other hand, the parameter $\gamma$ refers to the leakage control. If $\gamma$ grows, the speed with which the information leakage decays as function of the distance between points will be higher. It is important to note that in either case, LLP considers that the relationship between distance and information leakage has an exponential decay. This ensures that for sufficiently large distances, the information leakage is negligible, and therefore, for practical purposes, an adversary can not distinguish between comparing two transformed points, or two independent realizations of the same random variable.

However, the pairwise comparison between transformed points seems to not be a strong enough guarantee. In fact, limiting leakage from pairwise comparison is not enough to bound the overall information leakage. The following example illustrates this fact.

Example 4.2.1 Consider $Y_{1}$ and $Y_{2}$ two independent random variables, both distributed as a Bernoulli(0.5), We can define the random variable $Y_{3}$ as $Y_{1} \oplus Y_{2}$, where $\oplus$ stands for the XOR operation. Then the joint probability function is given as the following table shows,

| $Y_{1}$ | $Y_{2}$ | $Y_{3}=Y_{1} \oplus Y_{2}$ | $\mathbb{P}\left(Y_{1}, Y_{2}, Y_{3}\right)$ |
| :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0.25 |
| 0 | 1 | 1 | 0.25 |
| 1 | 0 | 1 | 0.25 |
| 1 | 1 | 0 | 0.25 |

Table 4.1: Joint probability function that illustrates that pairwise independence does not imply joint independence.

It is straightforward to check out that in this case, we get $I\left(Y_{1} ; Y_{2}\right)=I\left(Y_{1} ; Y_{3}\right)=I\left(Y_{2} ; Y_{3}\right)=0$, but $I\left(Y_{1}, Y_{2} ; Y_{3}\right)=1$. Indeed, knowing the values of $Y_{1}$ and $Y_{2}$ we can determine the value of $Y_{3}$ with no error.

In general, the pairwise mutual information just gives us a lower bound of a more generic information leakage measurement, as is shown bellow,

$$
\begin{equation*}
I\left(Q\left(\mathbf{x}_{0}\right) ; Q\left(\mathbf{x}_{1}\right), Q\left(\mathbf{x}_{2}\right), \ldots, Q\left(\mathbf{x}_{n}\right)\right) \geq \max _{i} I\left(Q\left(\mathbf{x}_{0}\right) ; Q\left(\mathbf{x}_{i}\right)\right) \tag{4.4}
\end{equation*}
$$

This inequality comes directly from the Information Processing Inequality considering the projection mapping. Hence, the information leakage from pairwise comparison is just a lower bound of the information leakage produced by more complex comparisons.

Note that this consideration is relevant in practical scenarios. Even though an adversary cannot learn relationships between a transformed point $Q\left(\mathbf{x}_{0}\right)$ and $Q\left(\mathbf{x}_{i}\right)$ because $I\left(Q\left(\mathbf{x}_{0}\right), Q\left(\mathbf{x}_{i}\right)\right)$ is limited, eventually, the adversary can learn other relationships if $I\left(Q\left(\mathbf{x}_{0}\right) ; Q\left(\mathbf{x}_{1}\right), Q\left(\mathbf{x}_{2}\right), \ldots, Q\left(\mathbf{x}_{n}\right)\right)$ is large.

That said, it is worth asking whether there are conditions in which the Limited Leakage Property can guarantee control of information leakage over more complex comparisons. For this, it is necessary to introduce the following definition.

Definition 4.2.3 We say that a transformation $Q_{R}$ is $\varepsilon$-persistent if for any point $\mathbf{x} \in \mathcal{M}$

$$
\begin{equation*}
\mathbb{P}\left(Q_{R}(\mathbf{x})=Q_{R}(\mathbf{z}), \forall \mathbf{z} \in B(\mathbf{x}, \varepsilon)\right) \geq \frac{1}{2} \tag{4.5}
\end{equation*}
$$

where $B(\mathbf{x}, \varepsilon)$ is the ball of radius $\varepsilon$ with center $\mathbf{x}$ using the metric d. Formally,

$$
\begin{equation*}
B(\mathbf{x}, \varepsilon)=\{\mathbf{z} \in \mathcal{M}: d(\mathbf{x}, \mathbf{z}) \leq \varepsilon\} \tag{4.6}
\end{equation*}
$$

This definition captures a requirement that seems reasonable for purposes of making comparisons when two points are close enough. Thus, a random transformation $Q_{R}$ is $\varepsilon$-persistent if for any point $\mathbf{x}$ in $\mathcal{M}$, the probability that all points that are distant less than $\varepsilon$ have the same transformation value $Q_{R}(\mathbf{x})$ is greater than $1 / 2$. Since this probability, in principle, can vary depending on the value of $\mathbf{x}$, it is convenient to introduce the following quantity,

Definition 4.2.4 Let $\varepsilon$ be a positive number and $Q_{R}$ a random transformation, we can define the degree of $\varepsilon$-persistence as,

$$
\begin{equation*}
\rho\left(\varepsilon, Q_{R}\right)=\inf _{\mathbf{x} \in \mathcal{M}} \mathbb{P}\left(Q_{R}(\mathbf{x})=Q_{R}(\mathbf{z}), \forall \mathbf{z} \in B(\mathbf{x}, \varepsilon)\right) \tag{4.7}
\end{equation*}
$$

From this definition, following statements are easily derived.

Proposition 4.2.1 If $R$ is a random variable that composes the transformation $Q_{R}$, then the following statements are true,

1. $Q_{R}$ is $\varepsilon$-persistent if and only if $\rho\left(\varepsilon, Q_{R}\right) \geq \frac{1}{2}$
2. $\rho\left(0, Q_{R}\right)=1$

The notion of persistence allows us to understand the information leakage when the random transformation is applied on collections of points that are nearby. Thus, we can understand how to quantify the mutual information between the transformations of two groups whose points are in a conglomerate, as is illustrated in the figure 4.2 .

The following theorem connects the Limited Leakage Property with the concept of $\varepsilon$-persistence, allowing to find an upper bound for the information leakage produced by complex comparisons of transformed data points.

Theorem 4.2.1 Consider that $\left\{\mathbf{x}_{0}, \mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right\} \subseteq B\left(\mathbf{x}_{0}, \varepsilon_{1}\right)$ and $\left\{\mathbf{z}_{0}, \mathbf{z}_{1}, \ldots, \mathbf{z}_{m}\right\} \subseteq B\left(\mathbf{z}_{0}, \varepsilon_{2}\right)$. If $Q_{R}$ is a random transformation that satisfies LLP with constants $C$ and $\gamma$, and $Q_{R}$ is $\varepsilon$-persistent with $\varepsilon>\max \left\{\varepsilon_{1}, \varepsilon_{2}\right\}$,


Figure 4.2: It is interesting to analyze the information leakage produced by comparing the transformed points from one group of points against the transformed points from other group, and to study the effect of the geometry in the leakage. In particular, we would like the study the effect on the leakage depending on how spread the points are.
then

$$
\begin{align*}
I\left(Q_{R}\left(\mathbf{x}_{0}\right), Q_{R}\left(\mathbf{x}_{1}\right), \ldots, Q_{R}\left(\mathbf{x}_{n}\right) ; Q_{R}\left(\mathbf{z}_{0}\right), Q_{R}\left(\mathbf{z}_{1}\right), \ldots, Q_{R}\left(\mathbf{z}_{m}\right)\right) \leq & C \exp \left(-\gamma d\left(\mathbf{x}_{0}, \mathbf{z}_{0}\right)\right) \\
& +H\left(p_{1}\right)+H\left(p_{2}\right) \\
& +\left(1-p_{1}\right) \log \left(|\mathcal{E}|^{n}-1\right) \\
& +\left(1-p_{2}\right) \log \left(|\mathcal{E}|^{m}-1\right) \tag{4.8}
\end{align*}
$$

where $p_{i}=\rho\left(\varepsilon_{i}, Q_{R}\right)$, and $H(p)$ is the entropy of a random variable distributed as a $\operatorname{Bernoulli}(p)$, this is $H(p)=-p \log p-(1-p) \log (1-p)$.

This result can be considered as a kind of generalization to LLP. Indeed, if we consider that the degrees of persistence are zero, then the upper bound of the theorem will be just the term $C \exp \left(-\gamma d\left(\mathbf{x}_{0}, \mathbf{z}_{0}\right)\right)$, and this condition is achievable if $\varepsilon_{1}=\varepsilon_{2}=0$, getting the Limited Leakage Property.

A disadvantage of this bound is the fact that it depends linearly on the number of points on the ball around the points $\mathbf{x}_{0}$ or $\mathbf{z}_{0}$. Thus, given that this is only an upper bound for the information leakage, it is not clear from this result if it actually grows in the same way with the number of points observed. However, this result allows us to quantify the information leakage through a non trivial upper bound for it.

### 4.3 Designing a Limited Leakage Transformation

So far we have only defined what we understand by transformations that satisfy the Limited Leakage property and a theorem that analyzes the leakage of more complex comparisons under the assumption of $\varepsilon$ -persistence. However, we have not shown any example of a transformation that achieves these conditions.

In this section we will introduce a concrete example that complies with the definitions and properties that we have established. We will consider in this case that $\mathcal{M}$ corresponds to the $N$-dimensional Euclidean space with the Euclidean distance $d(\mathbf{x}, \mathbf{z})=\|\mathbf{x}-\mathbf{z}\|=\sqrt{\sum_{i=1}^{N}\left(x_{i}-z_{i}\right)^{2}}$. In addition, we will consider that $\mathcal{E}$ is equal to the finite set $\mathbb{Z}_{k}^{M}$, where $\mathbb{Z}_{k}=\{0,1, \ldots, k-1\}$. The description of the random transformation is established by the following definition,

Definition 4.3.1 Gaussian Modular Hashing. Let $k$ be an integer number greater than 1. Let $A$ be an $M \times N$ matrix such that its components are independent and randomly generated according to a Gaussian distribution $\mathcal{N}\left(0, \sigma^{2}\right)$, and $U$ be a vector with $M$ random independent components distributed uniformly between 0 and $k$. We define the transformation $Q_{k, A, U}: \mathbb{R}^{N} \rightarrow \mathbb{Z}_{k}^{M}$ as

$$
\begin{equation*}
Q_{k, A, U}(\mathbf{x})=\lfloor A \mathbf{x}+U\rfloor(\bmod k) \tag{4.9}
\end{equation*}
$$

where ( $\bmod k$ ) and $\lfloor\cdot\rfloor$ are component-wise, and $\lfloor\cdot\rfloor$ stands for the floor function.
Thus, in this case, the secret key $R$ corresponds to $(k, A, U)$. Note that $k$ is not a random variable, but is a constant integer number. However, since $k$ defines the distribution of $U$, just for completeness, we decided to include it in $R$.

To illustrate the effect of a Gaussian Modular Hash over the points of the Euclidean space, figure 4.3 shows the case where $k=3$, transforming points belonging to $\mathbb{R}^{2}$. We can observe how this transformation is defined as a partition on the Euclidean space given by different stripes in different orientations and width produced in a random way.


Figure 4.3: Example of realization of a Gaussian Modular Hash function from $\mathbb{R}^{2}$ to $\mathbb{Z}_{3}^{4}$. Each plot illustrates the value a one component of $Q_{3, A, U}(\mathbf{x})$ for different values of $\mathbf{x}$.

This construction seems to be similar to that used in the Learning with Errors (LWE) problem [76] [77]. Indeed, the fact that both technique use an affine linear transformation over the data to be protected. However, there are several difference that make significant distinctions on the kind of properties we can obtain. The first difference is related to the input data; in our construction we are dealing with real value
vectors, but in the LWE problem, the input data is considered a vector in $\mathbb{Z}_{q}$, with $q$ prime. Even though we could consider in practical scenarios a correspondence between real value vector and integer vector, for analysis of our scheme is useful to keep our assumption, especially because we are interested on study the effect on distance between points.

The second difference is in the distribution used to generate the parameters of the transformation. In both cases the operation takes the form $A \mathbf{x}+U$. As we already said, in our construction the coefficients of $A$ are generated using a zero-mean Gaussian distribution. However, the in the LWE problem the distribution for the coefficients of the matrix $A$ is a uniform distribution over $\mathbb{Z}_{q}$. Regarding the distribution of $U$, in LWE a custom distribution $\chi$ is used, unlike our method, that uses a uniform distribution.

Finally, other major distinction is on the kind of operations we use. In LWE both the additions and multiplication are done in modulo $q$. In our case, additions and multiplications are done as floating number, and the modulo appears just after converting the real value vector into an integer value vector through the floor function. In other world, we use the modulo operation primarily as a quantization function. Overall, with these difference stated, we should expect different properties.

In fact, We can show that a Gaussian Modular Hash transformation satisfies the properties we described in the previous section. First, we can analyze the distribution obtained after applying the transformation over a single point. The next result shows that indistinguishability is achievable.

Theorem 4.3.1 Indistinguishability. If $(k, A, U)$ satisfies the conditions to compose a Gaussian Modular Hash function $Q_{k, A, U}$, then, for all $\mathbf{x} \in \mathbb{R}^{N}$ and for all $\mathbf{i} \in \mathbb{Z}_{k}^{M}$ we have

$$
\begin{equation*}
\mathbb{P}\left(Q_{k, A, U}(\mathbf{x})\right)=\frac{1}{k^{M}} \tag{4.10}
\end{equation*}
$$

Hence, the distribution of $Q_{k, A, U}(\mathbf{x})$ does not depend on the value of $\mathbf{x}$, so observing realizations from this random variable, we cannot gain any information about the original vector $\mathbf{x}$.

The second important result about Gaussian Modular Hashing is the fact that satisfies LLP using the Euclidean distance as a metric, as the following theorem states,

Theorem 4.3.2 Limited Leakage Property. If $(k, A, U)$ satisfies the conditions to compose a Gaussian Modular Hash function $Q_{k, A, U}$, then, there exist positive constants $C$ and $\gamma$ such that for any pair of points $\mathbf{x}_{1}, \mathbf{x}_{2} \in \mathbb{R}^{N}$ the mutual information between $Q_{k, A, U}\left(\mathbf{x}_{1}\right)$ and $Q_{k, A, U}\left(\mathbf{x}_{2}\right)$ is bounded as follows,

$$
\begin{equation*}
I\left(Q_{k, A, U}\left(\mathbf{x}_{1}\right) ; Q_{k, A, U}\left(\mathbf{x}_{2}\right)\right) \leq C \exp \left(-\gamma \sigma\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|\right) \tag{4.11}
\end{equation*}
$$



Figure 4.4: Probability that all elements in an $\varepsilon$-ball have the same hash value, as a function of $\varepsilon$ for different values of $\sigma$, considering $N=100$ and $M=1$.

Here, we can see that the Gaussian Modular Hash satisfies LLP, but one of its main characteristics is the fact that the speed of decay depends on $\sigma$, which is the standard deviation of the Gaussian random variable used to generate $A$. Thus, since the parameter $\sigma$ can be selected independently from the data points, this parameter helps to control the information leakage by design, that is, if we want that the mutual information between hashed data is smaller than $\kappa$ when the distance between the points is larger than $\delta$, then we can find a good value of $\sigma$ to achieve this condition.

Finally, it remains to determine under what values of $\varepsilon$ this transformation is $\varepsilon$-persistent. The next result clarifies this,

Theorem 4.3.3 If $(k, A, U)$ satisfies the conditions to compose a Gaussian Modular Hash function $Q_{k, A, U}$, where $\sigma^{2}$ is the variance of $a_{i j}$, then, the degree of persistence is given by

$$
\begin{equation*}
\rho\left(\varepsilon, Q_{k, A, U}\right)=\left(\frac{\gamma\left(\frac{N}{2}, \frac{1}{4 \varepsilon^{2} \sigma^{2}}\right)}{\Gamma\left(\frac{N}{2}\right)}-2 \sqrt{2} \sigma \varepsilon \frac{\gamma\left(\frac{N+1}{2}, \frac{1}{4 \varepsilon^{2} \sigma^{2}}\right)}{\Gamma\left(\frac{N}{2}\right)}\right)^{M} \tag{4.12}
\end{equation*}
$$

where $\gamma(s, x)=\int_{0}^{x} t^{s-1} e^{-t} d t$ is the lower incomplete gamma function, and $\Gamma(z)=\int_{0}^{\infty} x^{z-1} e^{-x} d x$ is the well known gamma function.

With this result, we can compute and plot the value of the persistence as a function of $\varepsilon$ for different values of $\sigma$, which according to the previous theorem, controls the information leakage. Figure 4.4 shows this for $M=1$.

We can see that as the value of $\sigma$ increases, the range of $\varepsilon$ values for which $\rho\left(\varepsilon, Q_{R}\right)$ is larger than $\frac{1}{2}$ decreases. We also can observe that this probability decreases almost linearly until a threshold point. With
this, we can conclude that there are values of $\sigma$ that allows us to reach $\varepsilon$-persistence, and eventually to control the information leakage under complex comparisons.

### 4.3.1 The case $k=2$

In addition to the general results, we can further exploit the structure of the Gaussian Modular Hash. The following properties appear when we consider $k=2$, that is, the result of the transformation are binary vectors.

The following result shows that information leakage can be controlled when comparing two transformed data against one.

Theorem 4.3.4 If we consider the $Q_{2, A, U}$ is Gaussian Modular Hash, then the mutual information between $Q_{2, A, U}\left(\mathbf{x}_{0}\right)$ and $\left(Q_{2, A, U}\left(\mathbf{x}_{1}\right), Q_{2, A, U}\left(\mathbf{x}_{2}\right)\right)$ goes exponentially fast to 0 when the minimum distance from $\mathbf{x}_{0}$ to $\mathbf{x}_{1}$ and $\mathbf{x}_{2}$ goes to infinity.


Figure 4.5: Geometric condition to control information leakage. When we compare two transformed points against a third transformed point, the information leakage is negligible if this third point is far enough.

Thus, this result shows, unlike the general result established in the previous section, that the information leakage goes to zero exponentially fast, regardless having an additional point.

The last observation is related to the generalization of this result. The following theorem states a different bound for the mutual information between one transformed point and a set of transformed points that belong to an $\varepsilon$ ball in the original space, as figure 4.6 illustrates.

Theorem 4.3.5 Let $\mathbf{x}_{0}$ be a point in $\mathbb{R}^{N}$. Consider the set of points $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right\} \subseteq B\left(\mathbf{x}_{1}, \varepsilon\right)$. If we consider that $Q_{R}$ is a Gaussian Modular Hash with $R=(2, A, U)$, then

$$
\begin{aligned}
I\left(Q_{R}\left(\mathbf{x}_{0}\right) ; Q_{R}\left(\mathbf{x}_{1}\right), \ldots, Q_{R}\left(\mathbf{x}_{n}\right)\right) \leq & I\left(Q_{R}\left(\mathbf{x}_{0}\right) ; Q_{R}\left(\mathbf{x}_{1}\right)\right) \\
& +1-\rho\left(\varepsilon, Q_{R}\right)+\mathbb{P}\left(Q_{R}\left(\mathbf{x}_{1}\right)=Q_{R}\left(\mathbf{x}^{*}\right)\right) \log \frac{1}{\rho\left(\varepsilon, Q_{R}\right)}
\end{aligned}
$$

where $\mathbf{x}^{*}$ is the farthest point to $\mathbf{x}_{1}$ in the set $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right\}$.


Figure 4.6: Geometric condition to control information leakage in complex comparisons.

Even though this result does not show that the information leakage goes to zero when the distance between $\mathbf{x}_{0}$ and $\mathbf{x}_{1}$ grows, it is able to give a non-trivial bound to the mutual information. The most notable consequence of this result is the dependence on epsilon, which, as seen, if it tends to zero, then similar results are obtained to satisfy LLP. Furthermore, the fact that the dimension does not depend on the number of points in the ball $B\left(\mathbf{x}_{1}, \varepsilon\right)$ makes the bound very useful for situations where we do not control the number of points to be transformed.

### 4.3.2 Leaking conditions

The results presented in the previous section give us guarantees to control the information leakage produced by the comparison between transformed version of a single point $\mathbf{x}_{0}$ and the transformation of the points $\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}$. In a practical scenario, $\mathbf{x}_{0}$ may represent the instance a private data point while the set $\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right\}$ represent points generated by an adversary to gain information about $\mathbf{x}_{0}$. We already know that if the set is far enough from the point $\mathbf{x}_{0}$ and its diameter is also small, then the information leakage is small.

A good question is to know what happens with the leakage information in case these conditions are not met. To address this point, we can think on the persistence property. In fact, by construction, our transformation enables to identify when two points are close just by analyzing a collision, thus, if the distance between two points is small, then the probability of obtaining the same value after applying our transformation is high (larger that 0.5). Hence, if at least one point of the set $\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right\}$ is close to $\mathbf{x}_{0}$, then you could identify that just for simple collision analysis. In information theoretical terms, we can simply use the inequality shown in 4.4 and state that information leakage is not negligible. From an adversarial point of view, this is relevant because the comparison allows to estimate information about the private data $\mathbf{x}_{0}$.

The key issue is the possibility to infer the actual distance between data points just by comparing the transforming points. In fact, in [105] a triangulation attack is discussed to evaluate the security of hashing methods to protect data. Here it is shown that if an adversary obtain the distance between the private point $\mathbf{x}_{0}$ and other three random points, it is possible to obtain a good estimation of the private data. In this case, unlike our method, it is possible to estimate any distance value through hashes; in our case that property is limited by the value of the distances, thus, if the distance between the points is large, no useful comparison can be made, because the comparison should be similar to compare two indistinguishable independent random variables. Overall, under the context of limited leakage transformations, an adversary can gain information about data points as long as the adversarial points are close enough to the privata data point.

### 4.4 Other Metrics

We have analyzed in detail a concrete example of a random transformation that satisfies our privacy requirements. It remains to be asked if it is possible to extend these concepts to other metrics. Below are some guidelines on how to build limited leakage transformations for different metrics.

### 4.4.1 Mahalanobis Distance

Given a positive definitive matrix $S$, its corresponding Mahalanobis distance is defined as a metric in $\mathbb{R}^{N}$, as follows

$$
\begin{equation*}
d_{S}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)=\sqrt{\left(\mathbf{x}_{1}-\mathbf{x}_{2}\right)^{\top} S^{-1}\left(\mathbf{x}_{1}-\mathbf{x}_{2}\right)} \tag{4.13}
\end{equation*}
$$

This distance is extensively used in Statistics and Machine Learning, since it is related to the likelihood obtained under a multivariate Gaussian model. It turns out that it is possible to adapt the Gaussian Modular Hash function to transfer the properties obtained for the Euclidean distance to the Mahalanobis distance.

Definition 4.4.1 $\Gamma$-Gaussian Modular Hash. Let $k$ be an integer number greater than 1. Let $A$ be a $M \times N$ matrix such that each of its rows are independent and randomly generated according to a multivariate Gaussian distribution $\mathcal{N}\left(\mathbf{0}, \sigma^{2} \Gamma \cdot \Gamma^{t}\right)$, and $U$ be a vector with $M$ random independent components distributed uniformly between 0 and $k$. We define the transformation $Q_{k, A, U}: \mathbb{R}^{N} \rightarrow \mathbb{Z}_{k}^{M}$ as

$$
\begin{equation*}
Q_{k, A, U}(\mathbf{x})=\lfloor A \mathbf{x}+U\rfloor(\bmod k) \tag{4.14}
\end{equation*}
$$

where $(\bmod k)$ and $\lfloor\cdot\rfloor$ are component-wise, and $\lfloor\cdot\rfloor$ stands for the floor function.

With this hash function, we can obtain the indistinguishability result along with the following,

Proposition 4.4.1 If $Q_{k, A, U}$ is a $\Gamma$-Gaussian Modular Hash, then then, there exist positive constants $C$ and $\gamma$ such that for any pair of points $\mathbf{x}_{1}, \mathbf{x}_{2} \in \mathbb{R}^{N}$ the mutual information between $Q_{k, A, U}\left(\mathbf{x}_{1}\right)$ and $Q_{k, A, U}\left(\mathbf{x}_{2}\right)$ is bounded as follows,

$$
\begin{equation*}
I\left(Q_{k, A, U}\left(\mathbf{x}_{1}\right) ; Q_{k, A, U}\left(\mathbf{x}_{2}\right)\right) \leq C \exp \left(-\gamma \sigma d_{S}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)\right) \tag{4.15}
\end{equation*}
$$

where $S^{-1}=\Gamma \Gamma^{t}$

### 4.4.2 Manhattan Distance

A more interesting case is the one corresponding to the distance $\ell_{1}$, or also known as Manhattan Distance, where the distance between two vectors $\mathbf{x}$ and $\mathbf{z}$ is given by $\|\mathbf{x}-\mathbf{z}\|_{1}=\sum_{i=1}^{N}\left|x_{i}-z_{i}\right|$. In order to build a transformation that satisfies LLP with respect the Manhattan distance, it is necessary to use a specific distribution for the key generation.

Definition 4.4.2 Let $X$ be a random variable and $\sigma>0 . X$ is distributed as Cauchy $(\sigma)$ if its density function is given by,

$$
\begin{equation*}
f_{X}(x ; \sigma)=\frac{1}{\pi} \cdot \frac{\sigma}{x^{2}+\sigma^{2}} \tag{4.16}
\end{equation*}
$$

Simulating this type of distribution is not difficult. For example, we can use the following well known property to obtain samples from a Cauchy distribution.

Proposition 4.4.2 If $X \sim \operatorname{Unif}(0,1)$ and any $\sigma>0$, then we obtain $\sigma \cdot \tan \left(\pi\left(X-\frac{1}{2}\right)\right) \sim \operatorname{Cauchy}(\sigma)$.

The Cauchy distribution allows to define the random transformation described below,

Definition 4.4.3 $\sigma$-Cauchy Modular Hashing. Let $k$ be an integer number greater than 1. Let $A$ be an $M \times N$ matrix such that its components are independent and randomly generated according to a Cauchy distribution Cauchy $(\sigma)$, and $U$ be a vector with $M$ random independent components distributed uniformly between 0 and $k$. We define the transformation $Q_{k, A, U}: \mathbb{R}^{N} \rightarrow \mathbb{Z}_{k}^{M}$ as

$$
\begin{equation*}
Q_{k, A, U}(\mathbf{x})=\lfloor A \mathbf{x}+U\rfloor(\bmod k) \tag{4.17}
\end{equation*}
$$

where $(\bmod k)$ and $\lfloor\cdot\rfloor$ are component-wise, and $\lfloor\cdot\rfloor$ stands for the floor function.

With this change on the distribution in the key generation, we can switch the metric by the Manhattan distance in the formulation of the limited leakage property, as the following proposition states,

Proposition 4.4.3 If $Q_{k, A, U}$ is a $\sigma$-Cauchy Modular Hash, then then, there exist positive constants $C$ and $\gamma$ such that for any pair of points $\mathbf{x}_{1}, \mathbf{x}_{2} \in \mathbb{R}^{N}$ the mutual information between $Q_{k, A, U}\left(\mathbf{x}_{1}\right)$ and $Q_{k, A, U}\left(\mathbf{x}_{2}\right)$ is bounded as follows,

$$
\begin{equation*}
I\left(Q_{k, A, U}\left(\mathbf{x}_{1}\right) ; Q_{k, A, U}\left(\mathbf{x}_{2}\right)\right) \leq C \exp \left(-\gamma \sigma\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|_{1}\right) \tag{4.18}
\end{equation*}
$$

### 4.4.3 Cosine Distance

The cosine similarity is a measure extensively used in Machine Learning. This is a similarity measure between two vectors (non-null) given by $\frac{\langle\mathbf{x}, \mathbf{z}\rangle}{\|\mathbf{x}\| \cdot\|\mathbf{z}\|}$. Thus, two vectors are considered similar if this number is close to 1 . In order to get a kind of metric that captures in a similar way this notion of closeness, cosine distance is defined as

$$
\begin{equation*}
d_{\cos }(\mathbf{x}, \mathbf{z})=2-2 \frac{\langle\mathbf{x}, \mathbf{z}\rangle}{\|\mathbf{x}\| \cdot\|\mathbf{z}\|} \tag{4.19}
\end{equation*}
$$

Note that this is not a metric strictly speaking. In fact, it is easy to find different values of $\mathbf{x}$ and $\mathbf{z}$ such that $d_{\cos }(\mathbf{x}, \mathbf{z})=0$. However, its use is very common in different tasks.

In order to adapt the proposed hash to the cosine distance, it is enough to notice that this distance corresponds to the squared Euclidean distance with normalized vectors. Therefore, using a Gaussian Modular Hash it is possible to prove the following,

Proposition 4.4.4 If $Q_{k, A, U}$ is a Gaussian Modular Hash, then then, there exist positive constants $C$ and $\gamma$ such that for any pair of points $\mathbf{x}_{1}, \mathbf{x}_{2} \in \mathbb{R}^{N}$ the mutual information between $Q_{k, A, U}\left(\mathbf{x}_{1}\right)$ and $Q_{k, A, U}\left(\mathbf{x}_{2}\right)$ is bounded as follows,

$$
\begin{equation*}
I\left(Q_{k, A, U}\left(\frac{\mathbf{x}_{1}}{\left\|\mathbf{x}_{1}\right\|}\right) ; Q_{k, A, U}\left(\frac{\mathbf{x}_{2}}{\left\|\mathbf{x}_{2}\right\|}\right)\right) \leq C \exp \left(-\gamma \sigma d_{\cos }\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)\right) \tag{4.20}
\end{equation*}
$$

Note, however, that for this case, the actual distance between the original vectors is bounded between 0 and 2 , so the analysis of the information leakage is restricted to this range.

### 4.5 Comparison with other methods

From a practical perspective, we can compare the proposed approach with different privacy mechanisms. First, we can make a comparison between Limited Leakage Transformations and well known cryptographic tools. In particular we can compare our method with Standard Symmetric Encryption and Cryptographic Hashing. There are three aspects we are interested to analyze: the need of secret keys, the capacity to recover the original message, and the feasibility of performing computation on transformed data. For these three

|  | Standard Encryption | Cryptographic Hash | LLP Transformation |
| ---: | :--- | :--- | :--- |
| Keys | Secret | Public | Secret |
| Recovering Plaintext | No error | Infeasible | Depends on the Struc- <br> ture of Plaintext in <br> case of knowing the key |
| Computation | Infeasible | Through Collision | Next Part |

Table 4.2: Comparison between standard cryptographic methods
methods, table 4.2 summarizes our observations. First of all, we can say that both in LLP transformations and in Encryption we need to keep our keys secret, otherwise privacy can be compromised. On the other hand, we know that using the secret key, the plaintext can be recovered with no error using the secret key on the ciphertext obtained from Encryption. In the case of Cryptographic hash, we know that recovering the original message from its hashed value is an unfeasible task. For the case of the transformations we have discussed, we do not have a strong statement; indeed, it is a research topic.

With respect to the kind of computations we can perform after transforming data points, it is well known that, using standard Encryption this task in unfeasible; no operation can be performed on encrypted data using standard probabilistic schemes. In the case of a Cryptographic Hash, the only operation we can do is identifying collisions, that is, we just can identify if two data points are the same or not (with high probability). Finally, we can consider that thetransformation with $\varepsilon$-persistence and LLP are a relaxation of the Cryptographic Hash, in terms of whether we can identify if two points are close enough or not. In the next part of this work we will continue analyzing the effects of comparing transformed points that are close.

On the other hand, the idea of leaking relevant information to improve efficiency in a particular task is not new. For example, in Order-preserving encryption (OPE) [106] [107] the objective is to encrypt data such that the order between plaintexts is preserved. Thus, it is possible that a remote untrusted server can index private encrypted data that it receives, using a data structure that permits efficiently answering queries based on ranges; returning ciphertexts whose corresponding plaintexts belong to some range $[a, b]$. Despite the idea of leaking information is the same, the analysis of the privacy requirements is different from our approach. The security of most of the OPE schemes are based on random injections on large sets, being vulnerable to multiple attacks [108]. The main difference with our approach is the fact that we are interested on just leaking local information (just when points are close enough), while in OPE any arbitrary
order relation can be infer by comparing ciphertexts.
Finally, we can compare Differential Privacy with our method. In fact, even though both approaches take a probabilistic formulation, they have significant differences. The main distinction is the fact that differential privacy mechanisms are algorithm dependent, this means that the method can change if the objective of the algorithm changes. Moreover, most of the differential privacy approaches consider that the data is processed in a trusted infrastructure, where the randomness is added. In contrast, our method just makes assumptions about the geometric relationship between data points, being agnostic about a potential algorithm to be used. In addition, if the transformation satisfies the indistinguishability property, we know that, observing one single transformed point, an adversary cannot infer any relevant information about the original point.

The method presented can be comparable to the work shown in [15], where a binary quantization function is proposed to preserve privacy. Nevertheless, the proposed transformation does not satisfy the indistinguishability property, and the analysis of the decay of the mutual information is done in a particular case. In [105] a privacy mechanism over a type of hashes is proposed. However, to analyze the mutual information between data points distributional assumptions must be made.

### 4.6 Contributions

We have proposed the concept of Limited Leakage Transformation as a privacy mechanism that allows to transform data points such that it removes relationships between vectors that are far enough, but maintains persistence if they are close.

We have shown a generic theoretical result about how the information leakage can be controlled under determined geometric conditions on the data points. We also have presented particular examples of this kind of transformation, providing a rigorous analysis about the information leakage at different levels of comparisons.

In the next part of this work, we discuss how to take advantage on the information leakage obtained when two points are close in order to perform some computation on transformed points, and analyze its implication in machine learning systems.

## Part III

## Limited Computation. About the utility of the information leakage.

## Chapter 5

## Limited Distance Estimation

In the previous chapter we showed a family of transformations that satisfy a privacy guarantee that relates the distance between points to the relation we can learn comparing their corresponding transformed values. We demonstrated that if the points are far enough, the mutual information between transformed points is exponentially close to zero, making the comparison between them meaningless, because comparing transformed points will be indistinguishable from comparing independent random variables.

Hence, the natural question is what should happen when the points are close. In fact, part of the willingness to sacrifice privacy to enhance computation is to understanding properly the kind of operation we can perform comparing transformed values and identify the information we are leaking.

In this chapter, we will focus on the Modular Hash function, as we proposed previously, and we will analyse how to estimate the actual distance between data points using hashes. From the properties we have from the previous chapter, we know that this estimation can be done only if the points are close enough. We will call this kind of estimation Limited Distance Estimation. To do so, we analyse two metrics in the hash domain $\mathbb{Z}_{k}^{M}$ : the Hamming distance and the Modular distance. We establish an analytical relationship between these metrics with the corresponding metric in $\mathbb{R}^{N}$.

Later, in the following chapter, we will make the connection with some Machine Learning tasks, and in particular how to run Machine Learning Algorithms over the hashed data.

### 5.1 General Observation

We want to estimate the distance between $\mathbf{x}$ and $\mathbf{z}$ using the values of $Q_{R}(\mathbf{x})$ and $Q_{R}(\mathbf{z})$. In particular, we will study the expected value of $f\left(Q_{R}(\mathbf{x}), Q_{R}(\mathbf{z})\right)$, for some function $f$. If $Q_{R}$ satisfies the indistinguishability property along with LLP, and if the distance between $\mathbf{x}$ and $\mathbf{z}$ is large, then $\mathbb{E}\left[f\left(Q_{R}(\mathbf{x}), Q_{R}(\mathbf{z})\right)\right] \approx K$, where $K$ is a constant value which does not depend on either of $\mathbf{x}$ or $\mathbf{z}$. Indeed, under these conditions, we can not


Figure 5.1: We want to study the relationship between transformed points when the original vectors are close enough.
distinguish whether we are comparing $Q_{R}(\mathbf{x})$ with $Q_{R}(\mathbf{z})$ or if they are two independent random variables $W_{1}$ and $W_{2}$ with the same distribution of $Q_{R}(\mathbf{x})$.

### 5.2 Hamming Distance between Hashes

The first approach for trying to recover the actual distance between points through the comparison of hashes is analyzing the probability of getting a collision between them. It turns out that we can recover the distance between the original points through hash collision as long as the distance between data points is small enough. Since we are comparing hashes, which are elements in $\mathbb{Z}_{k}^{M}$, we need to define a way to take advantage of the collision at component-wise level.

Definition 5.2.1 Let $\mathbf{a}$ and $\mathbf{b} \in \mathbb{Z}_{k}^{M}$, we can define the Normalized Hamming Distance between these two points as,

$$
\begin{equation*}
d_{H}(\mathbf{a}, \mathbf{b})=\frac{1}{M} \sum_{i=1}^{M} 1\left[a_{i} \neq b_{i}\right] \tag{5.1}
\end{equation*}
$$

where

$$
1[a \neq b]= \begin{cases}1 & \text { if } a \neq b  \tag{5.2}\\ 0 & \text { otherwise }\end{cases}
$$

Hence, the Normalized Hamming Distance between two elements in $\mathbb{Z}_{k}^{M}$ is a number between 0 and 1, and its formulation does not depend directly on $k$.

One important observation about the Gaussian Modular Hash function is the fact that its components are statistically independent with the same distribution, therefore, it is enough to analyze the probability
of collision at component level. Moreover, under this observation it is easy to see that we can consider the Normalized Hamming Distance simply as an average of independent and identically distributed random variables.

The following theorem gives us a precise formulation for the probability of getting a collision of in any component between hashes,

Theorem 5.2.1 If $\mathbf{x}_{1}$ and $\mathbf{x}_{2} \in \mathbb{R}^{N}$ and $R=(k, A, U)$ is a random key to compose a $\sigma$-Gaussian Modular Hash, then the probability of getting a collision in the $j$ component is given by the following expression,

$$
\begin{equation*}
\mathbb{P}\left(Q_{R}\left(\mathbf{x}_{1}\right)_{j}=Q_{R}\left(\mathbf{x}_{2}\right)_{j}\right)=\frac{1}{k}+\frac{2}{k} \sum_{i=1}^{\infty} \operatorname{sinc}^{2}\left(\frac{i}{k}\right) \exp \left(-2\left(\frac{\pi \sigma i\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|}{k}\right)^{2}\right) \tag{5.3}
\end{equation*}
$$

where $\operatorname{sinc}(x)=\frac{\sin (\pi x)}{\pi x}$.

Despite the complexity of the expression obtained in the previous theorem, from this result, we can see that the probability of getting a collision depends just on the Euclidean distance between points $\mathbf{x}_{1}$ and $\mathbf{x}_{2}$. To have a better understanding of this expression, we can bound it and study its asymptotic behavior,

Theorem 5.2.2 If $\mathbf{x}_{1}$ and $\mathbf{x}_{2} \in \mathbb{R}^{N}$ and $R=(k, A, U)$ is a random key to compose a $\sigma$-Gaussian Modular Hash, then

$$
\begin{equation*}
\frac{1}{k} \leq \mathbb{P}\left(Q_{R}\left(\mathbf{x}_{1}\right)_{j}=Q_{R}\left(\mathbf{x}_{2}\right)_{j}\right) \leq \frac{1}{k}\left(1+\frac{k^{2}}{3} \exp \left(-2\left(\frac{\pi \sigma\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|}{k}\right)^{2}\right)\right) \tag{5.4}
\end{equation*}
$$

Therefore, if $\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\| \rightarrow \infty$, then

$$
\begin{equation*}
\mathbb{P}\left(Q_{R}\left(\mathbf{x}_{1}\right)_{j}=Q_{R}\left(\mathbf{x}_{2}\right)_{j}\right) \rightarrow \frac{1}{k} \tag{5.5}
\end{equation*}
$$

Thus, the probability of collision converges exponentially fast to the constant value $\frac{1}{k}$, which corresponds to the probability of getting a collision after drawing two independent and uniform distributed random variables over $\mathbb{Z}_{k}$.

From theorem 5.2.1, and thanks to the linearity of the expectation, it is very straightforward to obtain the following corollary,

Corollary 5.2.2.1 If $R=(k, A, U)$ is a random key to compose a $\sigma$-Gaussian Modular Hash, then, for any pair of points $\mathbf{x}_{1}$ and $\mathbf{x}_{2} \in \mathbb{R}^{N}$ the expected value of the Normalized Hamming Distance is given by

$$
\begin{equation*}
\mathbb{E}\left[d_{H}\left(Q_{R}\left(\mathbf{x}_{1}\right), Q_{R}\left(\mathbf{x}_{2}\right)\right)\right]=1-\frac{1}{k}\left(1+2 \sum_{i=1}^{\infty} \operatorname{sinc}^{2}\left(\frac{i}{k}\right) \exp \left(-2\left(\frac{\pi \sigma i\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|}{k}\right)^{2}\right)\right) \tag{5.6}
\end{equation*}
$$

Figure 5.2 shows the shape of obtained from this expression for different values of $k$ as function of the Euclidean distance.


Figure 5.2: Expected value of Normalized Hamming Distance between Gaussian Modular Hashes as function of the Euclidean distance using different values of $k$.

From here, we can see that when the Euclidean distance is small enough, there is one-to-one relationship between the Euclidean distance and the expected value of the Hamming distance between hashes.

All these results are in expectation and eventually the actual value of the Hamming distance between hashes may differ. However, thanks to the Law of Large Numbers, the Normalized Hamming Distance between $Q_{R}\left(\mathbf{x}_{\mathbf{1}}\right)$ and $Q_{R}\left(\mathbf{x}_{1}\right)$ converges to the expected value for large values of M , since this distance is an average of independent and identically distributed random variables. We see in figure 5.3 that the empirical estimate closely follows the plot for the theoretical expression.


Figure 5.3: Simulations of Normalized Hamming distance between Gaussian Modular Hashes as function of the Euclidean distance between data points

A more formal guarantee is given by following result, where the probability of having a small error in
estimation depends on the value of $M$ and the number of points to be transformed,

Proposition 5.2.1 If we have $n$ points $\mathbf{x}_{1}, \ldots, \mathbf{x}_{n} \in \mathbb{R}^{N}$, and $M \geq \frac{1}{\varepsilon^{2}} \log \left(\frac{n}{2 \eta}\right)$, then

$$
\begin{equation*}
\mathbb{P}\left(\forall \mathbf{x}_{i}, \mathbf{x}_{j},\left|d_{H}\left(Q_{R}\left(\mathbf{x}_{i}\right), Q_{R}\left(\mathbf{x}_{j}\right)\right)-\mathbb{E}\left[d_{H}\left(Q_{R}\left(\mathbf{x}_{i}\right), Q_{R}\left(\mathbf{x}_{j}\right)\right)\right]\right|<\varepsilon\right) \geq 1-\eta \tag{5.7}
\end{equation*}
$$

This result allows to control the error in the estimation of the Euclidean distance based on this one-toone relationship depending on the number of components in the hash function. A larger $M$ allows a better estimation, but also a larger information leakage. Therefore, here we have a clear trade-off between privacy and utility.

### 5.3 Modular Distance between Hashes

We also can use the topological structure in $\mathbb{Z}_{k}$, and work with the modular distance. The modular distance $d_{\text {mod }}$ is a natural metric in $\mathbb{Z}_{k}$, and it is defined for any pair $(a, b) \in \mathbb{Z}_{k} \times \mathbb{Z}_{k}$ as

$$
\begin{equation*}
d_{m o d}(a, b)=\min (|a-b|, k-|a-b|) \tag{5.8}
\end{equation*}
$$

This is equivalent to computing the shortest path between numbers assuming they are arranged as a ring, as figure 5.4 shows.


Figure 5.4: Topology of $Z_{k}$ to define the Modular Distance between its elements.

Then, similarly to the Hamming distance case, we can extend this metric to $\mathbb{Z}_{k}^{M}$ using a normalized version of it. The next definition clarifies this point,

Definition 5.3.1 Let $\mathbf{a}$ and $\mathbf{b} \in \mathbb{Z}_{k}^{M}$, we can define the Normalized Modular Distance between these two points as,

$$
\begin{equation*}
d_{m o d}(\mathbf{a}, \mathbf{b})=\frac{1}{M} \sum_{i=1}^{M} d_{m o d}\left(a_{i}, b_{i}\right) \tag{5.9}
\end{equation*}
$$

Note that for the case $k=2$ we obtain $d_{H}=d_{\text {mod }}$. Using this metric, we can find a similar relationship to the previous case, stating a relation between the modular distance between hashes to the Euclidean distances between the original data points, as the following theorem shows,

Theorem 5.3.1 If $R=(k, A, U)$ is a random key to compose a $\sigma$-Gaussian Modular Hash, then, for any pair of points $\mathbf{x}_{1}, \mathbf{x}_{2} \in \mathbb{R}^{N}, \forall k$ even, we have:

$$
\begin{equation*}
\mathbb{E}\left[d_{\text {mod }}\left(Q_{R}\left(\mathbf{x}_{1}\right), Q_{R}\left(\mathbf{x}_{2}\right)\right)\right]=\frac{k}{4}-\frac{2 k}{\pi^{2}} \sum_{j=1}^{\infty} \frac{1}{(2 j-1)^{2}} \exp \left(-2\left(\frac{\pi \sigma(2 j-1)\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|}{k}\right)^{2}\right) \tag{5.10}
\end{equation*}
$$

This expression seems to be complex and, even though there is a functional relation between $\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|$ and the expected value of the modular distance between the corresponding hashes, it is not clear how to estimate the actual euclidean distance after applying this kind of technique.

The following result gives us an estimation of the error when we want to use directly the modular distance as an estimation of the Euclidean distance:

Theorem 5.3.2 Setting $\sigma=\sqrt{\frac{\pi}{2}}$, and given $R=(k, A, U)$ the random key that composes a $\sigma-G a u s s i a n$ Modular Hash, and defining the error

$$
\begin{equation*}
\epsilon\left(\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|, k\right):=\left|\mathbb{E}\left[d_{m o d}\left(Q_{R}\left(\mathbf{x}_{1}\right), Q_{R}\left(\mathbf{x}_{2}\right)\right)\right]-\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|\right| \tag{5.11}
\end{equation*}
$$

we have that

$$
\begin{equation*}
\epsilon\left(\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|, k\right) \leq F\left(\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|, k\right) \tag{5.12}
\end{equation*}
$$

where

$$
\begin{equation*}
F(t, k)=t \cdot \exp \left(-\frac{k^{2}}{4 \pi t^{2}}\right) \tag{5.13}
\end{equation*}
$$

It is easy to see that $F$ is increasing in $t$ and decreasing in $k$. Moreover, for a fixed $t$, when $k$ tends to infinity $F(t, k)$ tends to 0 . Therefore, we can prove the following proposition

Proposition 5.3.1 $\forall \varepsilon>0, \forall T>0, \exists k$ even, $\forall\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|<T$

$$
\begin{equation*}
\epsilon\left(\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|, k\right)<\varepsilon \tag{5.14}
\end{equation*}
$$

This proposition states that, given a threshold $T$, we can find a value of $k$ large enough, such that the difference between $\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|$ and the expected value of the modular distance between the corresponding hashes is as small as we want for all the distances smaller than $T$. Figure 5.5 (left) shows an alternative way of seeing this, which plots the expression given by Theorem 5.3.1, showing an almost linear behavior for distances smaller than some threshold, then converging to $\frac{k}{4}$. Therefore, we can compute an accurate estimate of the Euclidean distance between $\mathbf{x}_{1}$ and $\mathbf{x}_{2}$ using their hashes directly.

For practical purposes, we need to use the Normalized Modular distance as the estimate of the Euclidean distance, and similarly to the Hamming distance case, the error depends on $M$, the number of components that the hash has. The following proposition helps us to control this error in the estimation,

Proposition 5.3.2 Taking $\sigma=\sqrt{\frac{\pi}{2}}$ and $R=(k, A, U)$ the random key that composes a $\sigma-G a u s s i a n$ Modular Hash, if $M \geq \frac{\log (2) \cdot(\beta+1) \cdot k^{2}}{8 \varepsilon^{2}}$, then

$$
\begin{equation*}
\mathbb{P}\left(\left|d_{\text {mod }}\left(Q_{R}\left(\mathbf{x}_{1}\right), Q_{R}\left(\mathbf{x}_{2}\right)\right)-\mathbb{E}\left[d_{\text {mod }}\left(Q_{R}\left(\mathbf{x}_{1}\right), Q_{k, A, U}\left(\mathbf{x}_{2}\right)\right)\right]\right|<\varepsilon\right) \geq 1-\frac{1}{2^{\beta}} \tag{5.15}
\end{equation*}
$$

Thus, the Normalized Modular Distance is similar to its expectation value with high probability if $M$ satisfies the described condition. For example, if $\beta=10, \varepsilon=0.5$ and $k=8$, then with $M \geq 244$ we can obtain an estimate of the expected Modular distance, and as we showed, a very close estimate of the actual Euclidean distance with precision 0.5 with probability more than 0.999 .

A very relevant consequence of this results is the non-dependency of $N$, the dimensionality of the data points, on $M$, the required number of components in the hash. Hence, we may consider this random transformation as a dimensionality reduction technique. Figure 5.5 (right) shows how the normalized modular distance approximates the Euclidean distance when this is smaller than some threshold, using different values of $k$, being totally consistent with the previous theoretical results.

Finally, it should be mentioned that the results presented here are valid for the Euclidean distance. Using the previously described constructions, such as $\Gamma$-Gaussian Modular Hash, or Cauchy Modular Hash, we can obtain analogous results for the Mahalanobis distance and Manhattan distance respectively.


Figure 5.5: Left: Expected value of the Modular Distance between $Q_{R}\left(\mathbf{x}_{1}\right)$ and $Q_{R}\left(\mathbf{x}_{2}\right)$ as a function of $\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|$ using expression given by Theorem 5.3.1 and considering $\sigma=\sqrt{\frac{\pi}{2}}$. Right: Simulated data. Normalized modular distance between hashes as a function of $\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|$ for $\sigma=\sqrt{\frac{\pi}{2}}, N=5000$ and 500 samples.

### 5.4 Related Work and Contributions

The idea of finding a transformation that preserves the distance between data instances is not new. The most well known example of this is the transformation provided by the Johnson-Lindenstrauss Lemma, which preserves the Euclidean distance under a multiplicative error, this is

$$
\begin{equation*}
(1-\epsilon)\|\mathbf{x}-\mathbf{z}\|^{2} \leq\|f(\mathbf{x})-f(\mathbf{z})\|^{2} \leq(1+\epsilon)\|\mathbf{x}-\mathbf{z}\|^{2} \tag{5.16}
\end{equation*}
$$

with a small value of $\epsilon$.
One way to construct this kind of transformation is using random projections. It is possible to prove that if $A$ is a matrix with components drawn randomly from a particular distribution, the conditions in 5.16 are achieved by the transformation $f(\mathbf{x})=A \mathbf{x}$ with high probability.

Other examples are Locality Sensitive Hashing (LSH) [10] schemes, that map the input data space into a set of "buckets" using a probabilistic map such that vectors that are close to each other in the input space map into the same bucket with very high probability, whereas those that are distant from one another have a high probability of being mapped into different buckets.

Formally, a locality sensitive hashing function is a map $h$ from a metric space $\mathcal{M}$ to a set $B$ such that, given any two elements $x_{1}, x_{2} \in \mathcal{M}$,

$$
\begin{align*}
d\left(x_{1}, x_{2}\right)<r & \Rightarrow h\left(x_{1}\right)=h\left(x_{2}\right) \text { with probability } \geq P_{1}  \tag{5.17}\\
d\left(x_{1}, x_{2}\right)>c r & \Rightarrow h\left(x_{1}\right) \neq h\left(x_{2}\right) \text { with probability } \geq P_{2}
\end{align*}
$$

for some radius of interest $r$ and some constant $c$. Ideally both $P_{1}$ and $P_{2}$ are high. Thus, vectors that are
less than a distance $r$ apart have a high probability of being hashed to the same value, while that is highly improbable if they are more than cr apart.

Although LSH schemes have been primarily used as a mechanism for fast nearest-neighbor matching $[10,11]$ they have also been used to both hide the data, and compute distances $[12,13]$. However, they do not satisfy the privacy requirements stated in the previous part of this work. Actually, in general it is not difficult to infer information about the hidden element just observing the transformed point.

In order to guarantee privacy they must be combined with homomorphic encryption schemes [14]. In [15] Boufounos et al. propose a band-quantization scheme that is shown to be information-theoretically secure, and has been successfully applied to nearest-neighbor problems [15]; however it reveals the length of the input vector.

Therefore, the main contribution of this part is to show that the computational approach presented in this chapter is not inconsistent with our privacy requirements, and in fact, we can use the transformed data to perform a limited distance computation.

## Chapter 6

## Private Distance-based Machine Learning

Until now we have analyzed how to take advantage of the hash comparisons when the original points are close enough. In the previous chapter we showed two approaches to infer the actual distance between points in the case of Modular Hashes. This can be very useful in cases where you have to do distance calculations where the value of the distance is not entirely sensitive but the data on which it is calculated is.

In this chapter we will study how to use distance-based machine learning models on data to which Modular Hash has been applied in order to preserve privacy in the sense described in the previous chapters. We will show how the algorithms can be adapted as well as conditions on the hashes in order to make the least possible modification to the machine learning methods.

### 6.1 Use by Substitution

As we mentioned earlier, our focus in this work is distance-based machine learning methods, so the simplest way to use the hashing schemes presented is simply to replace the distance between points by the corresponding metric between hashes. For example, in case the algorithm depends on the Euclidean distance, we can consider the following approximation

$$
\begin{equation*}
d_{\text {mod }}\left(Q_{R}\left(\mathbf{x}_{1}\right), Q_{R}\left(\mathbf{x}_{2}\right)\right) \approx\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\| \tag{6.1}
\end{equation*}
$$

So, instead of uploading the data without protection to the cloud to train a distance-based algorithm, we can apply some of the hash functions discussed before uploading the data to the cloud, so that the estimate of the distances over the data has been limited by limiting the information leakage as we mentioned before.

This applies very directly to several Machine Learning algorithms. For example, in Clustering, where the objective is to identify groups in data. The same approach can be used for Nearest Neighbor Classification, where it is assumed that we have a data set where each data instance has a label associated with it, which


Figure 6.1: The Kernel trick is based on the idea of mapping data points into a higher dimensional space in order to find linear patterns.
corresponds to some class. Thus, if you want to estimate the label of a new instance, the algorithm proposes to associate the label of the closest example.

In both cases, an explicit change of the calculation of the distance under the approximation 6.1 must be made. However, we know that in case of using the Gaussian Modular Hash function, and considering $k=2$, then we have that $\forall \mathbf{a}, \mathbf{b} \in \mathbb{Z}_{2}^{M}$

$$
\begin{equation*}
d_{H}(\mathbf{a}, \mathbf{b})=\frac{1}{M}\|\mathbf{a}-\mathbf{b}\|^{2} \tag{6.2}
\end{equation*}
$$

So in this case it is not necessary to make any adaptation of the algorithm in view that the Euclidean distance between hashes has a direct correspondence with the Hamming distance, and consequently, with the distance between the original points, being a very favorable point for practical purposes. However, as we will see in the next section, we can make a less obvious connection between our methods with more sophisticated algorithms, in particular, Kernel methods.

### 6.2 Hashing to Compute Kernels

Kernel methods have been widely used in different machine learning tasks, the most popular being the classification task, through the Support Vector Machine (SVM) model. The main idea is to assume that finding a non-linear pattern is equivalent to finding a linear pattern after mapping the data to a larger space. Thus, a data instance $\mathbf{x} \in \mathbb{R}^{N}$ is mapped using a function $\varphi$ as $\varphi(\mathbf{x}) \in \mathbb{R}^{P}$ where $P \gg N$.

In general, many linear algorithms are determined by the inner product between examples, which after applying the mapping corresponds to using $\langle\varphi(\mathbf{x}), \varphi(\mathbf{z})\rangle$ where $\mathbf{x}$ and $\mathbf{z}$ are two instances of data.

Thus, the kernel trick is based on realizing that, in order to recognize non-linear patterns, instead of modeling the function $\varphi$, it is more convenient to directly model this internal product in high dimensions.

Therefore, a kernel function will be any function $K(\mathbf{x}, \mathbf{z})$ where there is a function $\varphi$ such that

$$
\begin{equation*}
K(\mathbf{x}, \mathbf{z})=\langle\varphi(\mathbf{x}), \varphi(\mathbf{z})\rangle \tag{6.3}
\end{equation*}
$$

All of this, without the need of defining the function $\varphi$ explicitly.
Different Kernel functions have been proposed. Among those that stand out are the shift-invariant kernels, which are those whose value does not change if the data are moved by the same amount. In particular, if the kernel depends on the norm of the difference between the vectors, then it is shift-invariant.

The best known example of this type of kernel is the Radial Basis Kernel, whose expression is given by

$$
\begin{equation*}
K\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)=\exp \left(-\sigma^{2}\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|^{2}\right) \tag{6.4}
\end{equation*}
$$

A variant of this kernel is known as Laplacian Kernel, which is given by the following expression,

$$
\begin{equation*}
K\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)=\exp \left(-\gamma \pi\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|_{1}\right) \tag{6.5}
\end{equation*}
$$

where $\gamma$ is a parameter of the model.
In this section we will show how to approximate this kind of kernel using hashing methods, and we will discuss the connection with the Modular Hashes, then finalize with an empirical evaluation of this technique.

### 6.2.1 A hash function to estimate kernels

The two previous kernel functions are closely linked with the Modular Hashes previously studied. To illustrate this we will take the case of Cauchy Modular Hash, but the analysis is analogous to the Gaussian case. To see this connection, it is necessary to introduce a small variant of these hash functions.

Definition 6.2.1 Let $A$ be an $M \times N$ matrix such that its components are independent and randomly generated according to a Cauchy $(\gamma)$ distribution, and $U$ be a vector with $M$ random independent components distributed uniformly between 0 and 2. We define the transformation $H_{A, U}: \mathbb{R}^{N} \rightarrow\left\{-\frac{1}{\sqrt{M}}, \frac{1}{\sqrt{M}}\right\}^{M}$ as

$$
\begin{equation*}
H_{A, U}(\mathbf{x})=\frac{1}{\sqrt{M}} h(A \mathbf{x}+U) \tag{6.6}
\end{equation*}
$$

where $h$ is taken component-wise and it is given by

$$
\begin{equation*}
h(t)=2 \cdot(\lfloor t\rfloor(\bmod 2))-1 \tag{6.7}
\end{equation*}
$$

The periodic function $h$ of period 2 is illustrated in Figure 6.2 and can take values of either 1 or -1 .
Thus, this transformation takes a real value vector with $N$ components and gives a vector with $M$ components, which can be either $\frac{1}{\sqrt{M}}$ or $-\frac{1}{\sqrt{M}}$. This definition is needed to ease the computation between hashes for approximating a kernel. In fact, the following theoretical result shows this,


Figure 6.2: The function $h$ quantizes real values to -1 or 1 for each hash component.

Theorem 6.2.1 $\forall \mathbf{x}_{1}, \mathbf{x}_{2} \in \mathbb{R}^{N}$, the expected value of inner product between their corresponding transformed points is:

$$
\begin{equation*}
\mathbb{E}\left(\left\langle H_{A, U}\left(\mathbf{x}_{1}\right), H_{A, U}\left(\mathbf{x}_{2}\right)\right\rangle\right)=\frac{8}{\pi^{2}} \sum_{i=1}^{\infty} \frac{1}{(2 i-1)^{2}} \exp \left(-\pi \gamma(2 i-1)\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|_{1}\right) \tag{6.8}
\end{equation*}
$$

This expression only depends on the $\ell_{1}$ distance between the original vectors $\mathbf{x}_{1}$ and $\mathbf{x}_{2}$. Figure 6.3(a) shows the shape of these curves for fixed values of $\gamma$. It is easy to prove that this function is decreasing and tends to 0 when $\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|_{1}$ tends to infinity. In addition, if $\mathbf{x}_{1}=\mathbf{x}_{2}$, the previous expression is 1 .

The expression given in Theorem 6.2.1 is not exactly the expression for the Laplacian Kernel described in equation 6.5. However, we can find bounds which depend on this kernel. The following proposition shows an upper and lower bound for the expected value of the inner product between hashes.

Proposition 6.2.1 The expression given by theorem 6.2.1 can be bounded as follows,

$$
\begin{equation*}
\frac{8}{\pi^{2}} \exp \left(-\pi \gamma\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|_{1}\right) \leq \mathbb{E}\left(\left\langle H_{A, U}\left(\mathbf{x}_{1}\right), H_{A, U}\left(\mathbf{x}_{2}\right)\right\rangle\right) \leq \exp \left(-\pi \gamma\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|_{1}\right) \tag{6.9}
\end{equation*}
$$

These inequalities show how similar the Laplacian Kernel is compared to the expression given by theorem 6.2.1. We can see that the difference between these two kernels is bounded by $\frac{\pi^{2}-8}{\pi^{2}} \exp \left(-\pi \gamma\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|_{1}\right)$, which means that the difference decreases as $\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|_{1}$ increases, converging to 0 . Actually, in the worst case, this is when $\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|_{1}=0$, the difference between these kernels is $\frac{\pi^{2}-8}{\pi^{2}} \approx 0.189$.

Nevertheless, both Theorem 6.2.1 and Proposition 6.2.1 are in expectation and eventually the actual result given by the stochastic hashing may differ. However, thanks to the Law of Large Numbers, the Inner


Figure 6.3: (a) Theoretical Expression. Expectation of the inner product between $H_{A, U}\left(\mathbf{x}_{1}\right)$ and $H_{A, U}\left(\mathbf{x}_{2}\right)$ as a function of $\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|_{1}$ using Theorem 6.2.1 considering $\gamma=1$ and $\gamma=0.2$. We took the first 5,000 terms of the series. (b) Simulations. Inner product between $H_{A, U}\left(\mathbf{x}_{1}\right)$ and $H_{A, U}\left(\mathbf{x}_{2}\right)$ as a function of $\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|_{1}$ with $N=5000, M=2500$ and $\gamma=1$ and $\gamma=0.2$.

Product between $H_{A, U}\left(\mathbf{x}_{1}\right)$ and $H_{A, U}\left(\mathbf{x}_{2}\right)$ converges to the expected value for large values of $M$. In fact, at the moment of computing the inner product between two hashes, we are performing an operation which is a sum of i.i.d. random variables, divided by $M$, to obtain a simple average of random variables. Figure 6.3(b) shows a simulation, where the empirical value is plotted as a function of the actual $\ell_{1}$ distance between vectors. We see here that the empirical estimate closely follows the plot for the theoretical expression in figure 6.3(a).

Similarly to the case of distance estimation, a more formal guarantee is given by theorem 6.2 .2 based on Hoeffding's inequality, where the probability of having a small error estimation depends on the value of $M$ and the number of points to transform.

Theorem 6.2.2 If we have $n$ points $\mathbf{x}_{1}, \ldots, \mathbf{x}_{n} \in \mathbb{R}^{N}$, and $M \geq \frac{4}{\varepsilon^{2}} \log \left(\frac{n}{2 \eta}\right)$, then

$$
\begin{equation*}
\mathbb{P}\left(\forall \mathbf{x}_{i}, \mathbf{x}_{j},\left|\left\langle H_{A, U}\left(\mathbf{x}_{i}\right), H_{A, U}\left(\mathbf{x}_{j}\right)\right\rangle-\mathbb{E}\left(\left\langle H_{A, U}\left(\mathbf{x}_{i}\right), H_{A, U}\left(\mathbf{x}_{j}\right)\right\rangle\right)\right|<\varepsilon\right) \geq 1-\eta \tag{6.10}
\end{equation*}
$$

This result gives a way to measure the quality of the approximation made by the hashes. In particular, if $\eta$ and $\varepsilon$ are fixed, the number of components needed in the hashing function depends on the $\log$ of the number of points $n$ that we want to transform. Moreover, note that the value of $M$ does not depend on the dimensionality of the input data. Both facts may have important implications when we work with high dimensional data.

### 6.2.2 Connection with Modular Hash

As we have seen, the hash function $H_{A, U}$ takes a real valued vector $\mathbf{x}$ and outputs a vector with $M$ components whose values can be either $-\frac{1}{\sqrt{M}}$ or $\frac{1}{\sqrt{M}}$. This means that even though $M$ may be smaller than the original data dimension, the final representation of each hash component is a float number.

However, we can recode this hash function using the Modular Hash function we have already studied. In fact, we can note that

$$
Q_{2, A, U}(\mathbf{x})=\frac{1}{2}\left(H_{A, U}(\mathbf{x})+2\right)
$$

Therefore, there is a deterministic relation between the hash $H_{A, U}$ and our modular hash. This means that all the privacy guarantees that the modular hash has are transferred to this new hash.

Moreover, it is quite straightforward to prove that the inner product $H_{A, U}\left(\mathbf{x}_{1}\right)$ and $H_{A, U}\left(\mathbf{x}_{2}\right)$ can be recovered using $Q_{2, A, U}\left(\mathbf{x}_{1}\right)$ and $Q_{2, A, U}\left(\mathbf{x}_{2}\right)$. Indeed, we have the next equation

$$
\begin{equation*}
\left\langle H_{A, U}\left(\mathbf{x}_{1}\right), H_{A, U}\left(\mathbf{x}_{2}\right)\right\rangle=1-2 \cdot d_{H}\left(Q_{2, A, U}\left(\mathbf{x}_{1}\right), Q_{A, U}\left(\mathbf{x}_{2}\right)\right) \tag{6.11}
\end{equation*}
$$

Thus, we can recover the kernel approximation using the Normalized Hamming distance between hashes. However, for this purpose we prefer to use the hash function $H_{A, U}$ since there is no need to adapt any algorithms that work directly with inner products. We just need to transform the data and run the algorithm on it.

Indeed, SVM models are usually trained using its dual form that naturally leads to the kernel trick; its dual form only depends on the inner product between pairs of input vectors. The kernel trick implies the computation of the Kernel matrix using the input features and a non-linear kernel. However, such computation scales poorly because its time and storage complexity are quadratic in the dimensionality and number of the input features. Hence, we can apply our hashing scheme to the SVM. First, we take the input features and generate our hashes as described in the previous sections. Then, we use the hashes to compute the kernel matrix with the inner product, which is a linear operation. This combination approximates a non-linear Laplacian kernel SVM. Formally

$$
\begin{equation*}
K(\mathbf{x}, \mathbf{y})=\langle\phi(\mathbf{x}), \phi(\mathbf{y})\rangle \approx\langle H(\mathbf{x}), H(\mathbf{y})\rangle \tag{6.12}
\end{equation*}
$$

We can name this procedure Hashing Trick.

### 6.2.3 Empirical Evaluation

To show the benefits of using hashing with a linear SVM over using the input features and a non-linear SVM with Laplacian kernel we present an evaluation in the Acoustic Scene Classification task, where the


Figure 6.4: The audio recordings are used to extract input features. Then, these features are used to train an SVM in two different ways. One is to pass the features directly to a non-linear SVM, second is to compute hashes and pass them to a linear SVM. Lastly, the trained SVM is used for classification.
objetive is to identify an audio recording as belonging to a predefined set of scene classes that characterizes an environment, for example, park, home, or office.

The experiments presented are in the context of the DCASE Task 1 - Acoustic Scene Classification [68]. The pipelines of the experiments are also illustrated in Figure 6.4.

## Acoustic Scenes Data Set

For our experiments we used the "DCASE: TUT Acoustic Scenes 2017" development dataset [68]. It consists of recordings from various acoustic scenes of 3-5 minutes long. The 15 acoustic scenes are: Bus, Cafe / Restaurant, Car, City center, Forest path, Grocery store, Home, Lakeside beach, Library, Metro station, Office, Residential area, Train, Tram, Urban park.

## Audio Feature Extraction

A typical approach in this task is to capture diverse characteristics from the audio signal by computing different types of features. We extracted the large set of audio features of 6,553 dimensionality employed in $[69,70]$. The set includes different features to extract different relevant information from the acoustic scenes, which consist of multiple sound sources. The set is extracted using the toolkit openSMILE [71] with the configuration file emolarge.conf. The features are divided in four categories: cepstral, spectral, energy related and voicing features, and are extracted every 10 ms from 25 ms frames. Moreover, we included functionals, such as mean, standard deviation, percentiles and quartiles, linear regression functionals, or local minima/maxima. All these features played the role of input data to train a classifier.

## Acoustic Scene Classification

First, we evaluate the input features using the non-linear SVM with the Laplacian kernel. Then, we evaluate the hashes with a linear SVM to approximate the baselines. Lastly, we include from our previous work [7]

| Method $\backslash \gamma$ | $2^{-12}$ | $2^{-14}$ | $2^{-16}$ | $2^{-18}$ | $2^{-20}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Laplacian Kernel | 71.21 | 77.91 | $\mathbf{7 8 . 6 4}$ | 78.51 | 78.51 |
| Hash $\left(M=2^{6}\right)$ | 19.80 | 40.59 | 37.75 | 23.71 | 13.00 |
| Hash $\left(M=2^{8}\right)$ | 31.28 | 53.95 | 50.96 | 44.00 | 28.94 |
| Hash $\left(M=2^{10}\right)$ | 49.85 | 68.44 | 66.28 | 58.11 | 46.95 |
| Hash $\left(M=2^{12}\right)$ | 64.45 | 74.86 | 75.18 | 70.51 | 64.92 |
| Hash $\left(M=2^{14}\right)$ | 68.57 | 76.06 | 76.31 | 75.93 | 72.90 |
| Hash $\left(M=2^{16}\right)$ | 69.70 | 76.72 | $\mathbf{7 7 . 5 5}$ | 77.38 | 76.21 |

Table 6.1: Accuracy performance (\%) as $\gamma$ varies for the Laplacian kernel (with input features), Series kernel (with input features) and different hashing sizes $M$ in bits (with linear SVM). The best results for each type are in bold. Note how as the value of $M$ increases the performance is better approximated.
the random features with a linear SVM to approximate the Laplacian kernel.
We trained SVM classifiers with a one-vs-all setup and tuned the $\gamma$ parameter. For each experiment we used the feature vectors of the testing set to evaluate performance and measured it with accuracy. As a baseline model, we trained a SVM model with Laplacian kernel using the described 6,533 features components as input.

Then, we used our hashing scheme and tried different hash sizes $(M)$ to compare against the baseline performance. Hence, we used the training and testing acoustic feature vectors of $6,553 \mathrm{dims}$ to compute hashes. The size of the hashes was varied from $M=2^{6}$ to $M=2^{16}$ bits. The hashes were used to train the SVM with a linear kernel.

## Results on Acoustic Scenes Classification

For the model with Laplacian kernel we obtained a range of accuracy results from $71.21 \%$ to $78.64 \%$, depending on the value of $\gamma$, as it is shown in table 6.1.

The accuracy results of the hashes improved as the size $M$ increased to a number close to the baselines. Similar to the baseline experiments, the performance varied depending on the value of the parameter $\gamma$. For the best performing hash and largest size $\left(2^{16}\right)$ the range was $69.70 \%\left(\gamma=2^{-12}\right)$ to $77.55 \%\left(\gamma=2^{-16}\right)$. Table 6.1 shows these values.

Furthermore, we can observe that after applying the hashing technique and training a linear model on the hashes we have a minimal loss of performance with respect the original kernel method. Moreover, we have the computational advantage of working with a linear problem instead of a non-linear quadratic one.

Significant findings are related to the size of the output obtained from our hashing function. In this experiment, each input sample is represented by a vector of 6,553 components, which is more than $2^{18}$ bits if each component is represented by 8 bytes. In contrast, to achieve similar results with our hashing technique, we need $2^{16}$ bits, that is, a factor of 4 reduction in size. Hence, this method not only changes a nonlinear

| Method | Accuracy | \# of Bits |
| :--- | :---: | :---: |
| DCASE Challenge [68] | $74.8 \%$ | - |
| Laplacian Kernel | $78.6 \%$ | $>2^{18}$ |
| Random features $M=2^{12}[7]$ | $75.8 \%$ | $2^{18}$ |
| Hashing $M=2^{16}$ | $77.5 \%$ | $2^{16}$ |

Table 6.2: The performance of the hashing scheme outperforms the reported Challenge score and the random features. Moreover, performance is comparable to using the Laplacian Kernel, however with the benefits of reducing the bit representation by 4 times.
problem to a liner one, but also reduces the dimensionality of the feature vector.
We can compare these techniques with other methods. Particularly, in table 6.2 we include the official DCASE performance based on a Multilayer Perceptron, our baselines, our hashing scheme and the random features [7].

Random features are a similar technique, which allowed us to approximate the Laplacian kernel with an accuracy of $75.8 \%$. Even though the dimensionality of the random features was 3 times lower than the original vector, each random feature component used $2^{18}$ bits if each component is represented by 8 bytes. In contrast, using the hashing technique, with $2^{14}$ bits we obtain a performance of $76.31 \%$. Hence, we can reduce the size of the final representation by 16 times and obtain comparable results. Actually, with a small loss of performance, we may use hashes with $2^{12}$ bits and obtain an accuracy of $75.18 \%$, reducing the size of the final representation by 64 times or 6 orders of magnitude.

### 6.3 Related Work and Contributions

Through appropriate choice of kernel, SVMs can approximate non-linear functions or decision boundaries given enough training samples, however, the computation of the kernel matrix scales poorly. The Kernel matrix's time and storage complexity increase in the dimensionality and number of the inputs, which contrasts to linear functions, which can be computed much faster [19]. One solution to take the best of both approaches is by computing random features [21, 28, 29], which maps the input features into a randomized lower-dimensional feature space. Then, the resulting random features are combined in a linear manner to approximate a non-linear kernel, but at a much lower cost than direct computations of kernels.

One effective method for quantizing features is through hashing schemes [20]. Hashing schemes, roughly speaking, quantize the random features to be represented with just one bit instead of real numbers represented by 32 or 64 bits. This has significant implication in storage, because even if the dimensionality of the random features is the same or larger than the input features dimension, the overall size in bits of the transformed vector can be an order of magnitude smaller. This reduction has benefits in storage, processing and transmission [20].

Random features and hashing schemes are kernel dependent; this means that to approximate different non-linear kernels we need different kinds of random transformations of the input features. The most popular and best-studied kernels are shift-invariant [22, 23], such as Guassian, Laplacian and Cauchy. The Gaussian employs the $\ell_{2}$ norm and the Laplacian employs the $\ell_{1}$ norm, and although both offer different benefits, the latter has been significantly less studied. The Laplacian kernel, in particular, has outperformed the Gaussian kernel without hashing schemes for sound-event classification [24, 25] and with hashing schemes for image processing [26, 27]. However, to the best of our knowledge, the mathematical and theoretical guarantees to employ hashing schemes to approximate Laplacian kernels was unavailable in the literature.

In conclusion, we have introduced a scheme that hashes features, which are combined with a linear function to approximate a non-linear Laplacian kernel. Additionally, the hashing reduces the dimensionality of real-valued vectors into bits-based representations by reducing storage up to six orders of magnitude. We evaluated our hashing scheme in the context of the 2017 DCASE Task 1 - Acoustic Scene Classification [68]. Our main contribution are the mathematical and theoretical guarantees to validate the approximation of the Laplacian kernel, which was unavailable in the literature and can be applied to tasks other than audio.

## Part IV

## Applications

## Chapter 7

## Speech Signal Protection

### 7.1 Introduction

Certainly, the most natural communication tools used by human beings are their voices. Hence, it is expected that a lot of research has been devoted to analyzing and understanding speech signals for several applications. One of them is Speaker Authentication, where the objective is to determine or verify the identity of the speaker. Other applications include Automatic Speech Recognition, where the goal is to transcribe a recorded speech signal into its corresponding sequence of words.

One way to implement these applications is based on using a set of template recordings, where finding a word or identifying a speaker can be made through a distance computation between features of the query signal and each template in the database. Since these databases are frequently large, external cloud-based repositories are used and, as a consequence, the corresponding distance computation is made in the cloud.

However, speech data may carry many privacy concerns. Eventually, we could infer private information from speech, such as gender, age, ethnicity, education and emotional states. Thus, the server could extract this information from templates and queries, and then use it for undesired purposes. Moreover, the recordings may be edited in order to create fake speech that the client never spoke. Furthermore, authentication techniques can be applied to identify the presence of a user in other media such as YouTube or Flickr videos.

Hence, we need a mechanism that enables signal comparison and at the time hides private information to the server without losing performance. In particular, we are interested on speaker authentication through distance computation based on templates. In our context, this equates to determining whether a speaker in a recording matches a target speaker in an example recording, without revealing any information about the signals to the server.

Thus, the private mechanism described in this work may help to solve these privacy concerns as well as
allowing comparison between signals, which in this problems means to verify an identity.
Just to provide some context, first we will show a brief description of the tools used in speaker authentication. In general, these kinds of systems do not use any kind of mechanism to protect the speech information. Then, we will describe some of the properties that a protected system must have according to the literature, and finally we will show that the transformation we have presented, the Gaussian and Cauchy modular hash function, satisfy similar properties.

### 7.2 Speaker Authentication Basics

As we mentioned previously, in most of the speech processing applications we want to extract information from a signal and make an inference about it. In the Speaker Verification problem, for example, the purpose is to determine if the user is indeed who she or he claims to be.

In general, this kind of system does not work directly from the speech signal, because audio recordings comprise sequences of samples of varying length. Therefore, if we want to apply a common classifier for verification, the signals must be converted to fixed-length "feature" vectors. To perform this conversion, we employ a representation known as Gaussian mean supervectors [17]. Each recording is first parametrized into a sequence of "Mel-frequency cepstral coefficient" (MFCC) vectors [18]. Each vector in the sequence is augmented by the first- and second-order differences between its immediate neighbors, resulting in a sequence of 39 -dimensional feature vectors. The distribution of the feature vectors in each recording is modeled by a Gaussian mixture model, learned using a maximum a posteriori estimator. The means of the Gaussians are then concatenated to result in the desired supervector, which are considered as feature vector of a recording.

On the other hand, in the client-server model, the speaker verification system is in the server and the client executes a program which computes the features and sends them to the server. Speaker verification has two phases: the enrollment, where the user submits a few samples of recordings or feature vectors to the system, and verification, where the user submits a test feature vector and the system makes an acceptance decision based on its similarity to the enrollment data. Therefore, in this systems it is necessary that the server contains some templates and receives queries in order to compare them, generating the privacy concerns previously described. Obviously, this scheme can be used for any biometrics signal. Figure 7.1 summarizes both phases.

Here, we use an authentication framework that uses a nearest neighbor classifier to perform authentication [38] [40] [44]; as we shall see, even this simple mechanism suffices to provide near-perfect authentication performance in our two-factor setting, that is properly defined below. In the enrollment phase the user $u$ submits a set $E_{u}$ of supervectors to the server. During verification, the subject claims identity $u$ and submits


Figure 7.1: Enrollment and verification processes in a biometric system.
a single test recording supervector $\mathbf{x}$. The system computes

$$
\begin{equation*}
d\left(\mathbf{x}, E_{u}\right)=\min _{\mathbf{y} \in E_{u}} D(\mathbf{x}, \mathbf{y}) \tag{7.1}
\end{equation*}
$$

where $D$ is some metric to compare feature vectors. The subject is successfully authenticated if $d\left(\mathbf{x}, E_{u}\right) \leq t$, for a predefined threshold $t$. On the other hand, if $d\left(\mathbf{x}, E_{u}\right)>t$, then the subject is rejected. In our work we specifically use the $\ell_{2}$ or $\ell_{1}$ distance to compare vectors. Thus, the server takes a decision based on

$$
\begin{equation*}
d\left(\mathbf{x}, E_{u}\right)=\min _{\mathbf{y} \in E_{u}}\|\mathbf{x}-\mathbf{y}\|_{1} \tag{7.2}
\end{equation*}
$$

### 7.3 Cancelable Biometrics

It is clear that the described setting applies for any kind of biometrics; for example, fingerprints or face recognition, among others. An important problem that is common to all biometric authentication systems, including speech, is that biometrics are unique and permanent. A compromised biometric is compromised for ever. Unlike conventional written passwords which can simply be replaced if compromised, once a biometric is compromised it can never be used again.

In order to solve these problems, researchers have introduced the concept of Cancelable Biometrics [32] where the client transforms the biometric signal (or feature vectors derived from it) before sending it to the server. The server only receives the modified signals that nevertheless retain the information required for authentication. A number of different types of transformations have been proposed, with different properties, advantages and disadvantages [33] [42] [44]. The approach provides the biometric with two
desirable properties. First, when properly performed, the transform masks the biometric itself and prevents the inference of undesired information from it. Secondly, the biometric signatures stored by the server now become cancelable - if compromised to an outside adversary the client only needs to change the transform used to modify the signal. The original biometric itself stays secure.

Of particular interest to us are Two Factor Transformations (TFT) [34] which transform the biometric through a secret parameter, known as a key. The secret key itself can be generated using a text password provided by the user, which can seed a random number generator [35]. The system must now work with the TFT-modified signals in order to perform authentication. Ideally, using the correct password/key to transform signals, the system performance on transformed signals must be comparable to that obtained with the original unprotected signal. If the identity claimant is unaware of the correct key, however, the system must absolutely reject the authentication. If properly performed, in addition to the benefits mentioned in the earlier paragraph, this technique adds a further security measure: it effectively converts the biometric authentication to a two-factor process. In order to be authenticated the client must possess both, the correct biometric and the correct password.

Ideally, the TFT "hides" the true biometric from the server which cannot recover the original biometric from the transformed signal. However, simply hiding individual signals may be insufficient: information may nevertheless be gleaned through the comparisons of transformed signals and templates about the general distribution of distances between signals, which may in turn be used to learn about the biometric itself. Thus, an additional desideratum for TFTs is that comparison of TFT-transformed signals must also be uninformative. This requirement however is opposed to the fact that authentication is based on comparison of signals and templates. Most solutions thus strike the compromise that they do not necessarily guarantee the uninformativeness of comparison, relying mainly on the privacy of the password/key for security.

To formalize the concept of TFT, we can consider that it is a one-way function that considers as input the feature $\mathbf{x}$ and a user specific key $\mathbf{K}$, to generate a transformed version $T(\mathbf{x}, \mathbf{K})$. As stated by Chikkerur et al. [44], if $D$ is a metric to compare features, a TFT should satisfy the following properties:

1. Local Similarity Preservation. If two features belong to the same user, they should be similar, so the transformation must preserve similarity, i.e.

$$
\begin{equation*}
D\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)<t \Rightarrow D\left(T\left(\mathbf{x}_{1}, \mathbf{K}\right), T\left(\mathbf{x}_{2}, \mathbf{K}\right)\right)<\theta \tag{7.3}
\end{equation*}
$$

2. Mismatch must persist. If two features vectors do not belong to the same user, the distance between them should be large, so the transformation does not make mistmatched vectors closer. Formally, this
means

$$
\begin{equation*}
D\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)>t \Rightarrow D\left(T\left(\mathbf{x}_{1}, \mathbf{K}\right), T\left(\mathbf{x}_{2}, \mathbf{K}\right)\right)>\theta \tag{7.4}
\end{equation*}
$$

3. Uninformativity. The transformed version of the feature vector should not match with the original signal, this is

$$
\begin{equation*}
D(\mathbf{x}, T(\mathbf{x}, \mathbf{K}))>t \tag{7.5}
\end{equation*}
$$

4. Unlinkability. Two transformation of the same vector using different keys must not match. Formally, this is

$$
\begin{equation*}
D\left(T\left(\mathbf{x}, \mathbf{K}_{1}\right), T\left(\mathbf{x}, \mathbf{K}_{2}\right)\right)>\theta \tag{7.6}
\end{equation*}
$$

Note that, according to these properties, to not have any inconsistency with the metric $D$, both the biometric $\mathbf{x}$ and the transformed biometric $T(\mathbf{x}, \mathbf{K})$ must belong to the same space.

In addition, any authentication system must be resistant to imposter claims. Under this model, where to perform an authentication we need both a feature vector and the secret key, we consider the following attacks:

1. An attacker does not get access to either a valid feature vector $\mathbf{x}$ or the key $\mathbf{K}$
2. An attacker has access to a feature vector only.
3. An attacker has access to the secret key only.

The Two factor transformation should be resistant to all these attacks. Note that, if the attacker gets both elements, a compromised feature vector $\mathbf{x}$ and the secret key $\mathbf{K}$, it is not possible to prevent an attack.

### 7.4 Limited Leakage Transformation as TFT

We demonstrate that our approach, Limited Leakage Transformations, can be used to protect biometrics, in particular speech features, satisfying analogous properties to the described above.

In fact, we can adapt a speaker verification system using our methods. For the enrollment phase, instead of sending raw supervectors $\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}$ to the server, a user must create a password, fixing an integer value $k$, and use it as a seed to generate a matrix $A$ and a vector $U$, according the suggested distributions to compose a Gaussian or Cauchy Modular Hash. These two parameters work as a secret key, allowing him to send $Q_{k, A, U}\left(\mathbf{x}_{1}\right), \ldots, Q_{k, A, U}\left(\mathbf{x}_{n}\right)$ to the server. In the verification phase, the user recovers the key using the
same password and, instead of submitting the supervector $\mathbf{x}$, submits $Q_{k, A, U}(\mathbf{x})$. Then, to make a decision, the server computes the Normalized Modular Distance between the transformed test supervectors and the transformed enrollment vectors as given in Section 7.2 to authenticate the user.

Finally, we note that the relationships we derive are statistical in nature. This is to be expected from any TFT mechanism that makes claims relating to information leakage. Hence, to conclude this section, we can now reformulate the properties of good TFTs presented in probabilistic terms as below, and note that the proposed transform satisfies all of them.

## 1. Local Similarity Preservation.

$$
\begin{equation*}
\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|<t \Rightarrow \mathbb{E}\left[d_{\bmod }\left(Q_{k, A, U}\left(\mathbf{x}_{1}\right), Q_{k, A, U}\left(\mathbf{x}_{2}\right)\right)\right]<\theta \tag{7.7}
\end{equation*}
$$

This means that the Normalized Modular Distance between transformed points using the same secret key reveals information about the distance between the original points as long as these are close enough.
2. Mismatch must persist

$$
\begin{equation*}
\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|>t \Rightarrow \mathbb{E}\left[d_{\bmod }\left(Q_{k, A, U}\left(\mathbf{x}_{1}\right), Q_{k, A, U}\left(\mathbf{x}_{2}\right)\right)\right]>\theta \tag{7.8}
\end{equation*}
$$

In other words, if the distance between the original points is larger than some threshold, the Normalized Modular Distance should be large too. In our case, not only is it large, it will also be uninformative, i.e. not provide any information about the true distance between the original vectors.
3. Uninformativity. For any $\mathbf{i} \in \mathbb{Z}_{k}^{M}$ and for any $\mathbf{x} \in \mathbb{R}^{N}$,

$$
\begin{equation*}
\mathbb{P}\left(Q_{k, A, U}(\mathbf{x})=\mathbf{i}\right)=\frac{1}{k^{M}} \tag{7.9}
\end{equation*}
$$

Thus, the probability of obtaining a particular hash value does not depend on the original point, i.e., a hash itself does not reveal information about the original vector. Note that this is different from the uniformativeness of the distance between mismatched hashes, mentioned above.
4. Unlinkability. If $\left(k, A_{1}, U_{1}\right)$ is independent of $\left(k, A_{2}, U_{2}\right)$, then

$$
\begin{equation*}
\mathbb{E}\left[d_{m o d}\left(Q_{k, A_{1}, U_{1}}(\mathbf{x}), Q_{k, A_{2}, U_{2}}(\mathbf{x})\right)\right]=\frac{k}{4}>\theta \tag{7.10}
\end{equation*}
$$

This means that, even if we transform the same vector using independent keys, the resulting hashes will be independent. As a consequence, thanks to the Limited Leakage Property, we cannot distinguish the hashes of a pair of distant vectors from two hashes of the same signal using independent keys.

### 7.5 Empirical evaluation

To illustrate the scope of oue technique, we applied our proposed technique to the speaker verification task using a Cauchy Modular Hash with $k=2$.

We ran experiments on the YOHO Speaker Verification corpus [16], comprising utterances by 138 speakers. Each utterance contains a spoken sequence of three two-digit numbers. The corpus is split into an enrollment set ( 96 utterances per speaker) and a verification set ( 40 utterances per speaker). In order to develop a speaker verification system, we require both recordings from target speakers and a large number of recordings from attackers. In our experiments, however, we did not explicitly record imposters; instead, for each of the 138 speakers, the remaining 137 were used as imposters. All experiments were conducted using the verification approach described in Section 7.2; thus, a subject is accepted in the verification phase if the $\ell_{1}$ distance between the verification query and some element in the corresponding enrollment set is smaller than a threshold.

The first row of Table 7.1 shows the baseline performance obtained using supervectors of the speech recordings directly, without any transformation. The resolution of the supervector depends on the number of Gaussians in the GMM used to model the distributions of the MFCC vectors in the recordings. In fact, the performance improves as the number of Gaussians increases.

The second row shows the performance of the system using our transformation under the ideal condition, where the imposters have neither the key nor the biometric. In this setting the system is perfect, making no mistakes at all. Thus, combining a speech signal with a password using the TFT transform increases the performance of the system. In addition, notice that the server sees neither the password nor the actual supervectors, and thus learns nothing about the speaker.

In adverse scenarios, the performance is not compromised. The third row of table 7.1 shows a system where the adversary has managed to obtain a valid biometric signal from the user, but does not have the secret key. We assume that, under the lack of knowledge about the secret key, the adversary generates an independent key and uses it to transform the compromised biometric. Once again, the system is perfect. Finally, the fourth row shows the scenario where an adversary has managed to steal the user's key, but does not have his biometric. We note only minimal degradation attributable to the TFT with respect to the unprotected baseline. The explanation for this degradation lies in the randomness introduced by the hashes.

In all cases we computed no more than 64 bits in the transformation per component of the supervector. In general, we observed a trade-off between the number of bits per components and the performance in this last task; having fewer bits can be useful for storage and computation, but the performance can be compromised with smaller representations.

| Experiment / \# gaussians | 4 | 8 | 16 | 32 |
| :---: | :---: | :---: | :---: | :---: |
| Baseline | 5.66 | 3.21 | 1.99 | 1.27 |
| Transform | 0 | 0 | 0 | 0 |
| Stolen Voice | 0 | 0 | 0 | 0 |
| Stolen Key | 5.80 | 3.40 | 2.23 | 1.57 |

Table 7.1: Experimental Results. EER(\%) for each scenario, considering different number of gaussians. We took $\gamma=0.02$

### 7.6 Conclusion

In this chapter we have discussed how to use our proposed method as a Two Factor Transformation to protect speech data for speaker verification tasks, which converts speaker verification into a two-factor task. In addition, and more importantly, it hides the speech data from both the system and adversaries, protecting the privacy of the user. The proposed TFT allows us to obtain an acceptance response if the distance between two feature vectors of the biometric speech signals is smaller than a threshold without revealing the actual speech data, while providing information-theoretic security at larger distances to protect the biometric. Also, this is a cancelable framework where, if the user's account is compromised on the server, he or she only needs to change his key to re-enroll since the actual biometric remains private. Moreover, our experiments also show that this transformation improves the accuracy of the system in all usage scenarios where the adversary does not possess the secret key, while only affecting performance minimally in the most compromised situations.

## Chapter 8

## Private Image Retrieval

### 8.1 Introduction

It is common for cloud users to require content-based access to their data. For instance, they may desire to retrieve from the cloud a record that matches a given key or query. To perform this retrieval, the system must compare the query to the contents of the stored data, identify relevant records, and return them to the user. This, however, requires the server to be able to inspect the contents, immediately granting it access to the data, and in consequence, raising some privacy concerns for users. In fact, even if the server is to perform any organization of the data on its own, it requires access to the contents of the data, thereby violating eventual privacy requirements of the user. More generally, if the user requires to retrieve a ranked list of records in response to a similarity-based query, the necessary computation would require exposure of the data to the server.

To protect the data we may apply conventional encryption functions, but they destroy neighborhood by design; if they do not, they become susceptible to differential cryptanalysis. Thus, given any cleartext message $x$, its encryption $E(x)$ provides no information about $x$ itself, unless the encryption keys are known. It also destroys all the information for similarity search. This is particularly relevant for multimedia files, where a matching between files is based on a fuzzy similarity score instead of a strong match. In the case of image retrieval, it is usual to consider a similarity-based approach, where different informative features are extracted from each image file, and two images are deemed to be similar if their corresponding features are close enough. Thus, typically an image retrieval system operates in two phases, an indexing phase, where the images of a database are organized according to the similarity provided by the closeness between feature vectors, and a retrieval phase, where given an image query we identify the most similar images in the database comparing the feature vectors from the database to the feature vector obtained from the image

Indexation


Figure 8.1: Standard design of an Image Retrieval System.
query.
Note that under this system design, generally both the image database and feature database are located in the cloud, and therefore both images and features are unprotected. However, if we assume that the features of the images can be computed locally before being sent to the cloud, then we can obtain a minimum of security by uploading the images encrypted to the cloud, along with their retrieval-relevant features, which are in the clear. Thus, the client can retrieve encrypted images by comparing the corresponding unprotected feature vectors, and then she or he decrypt the encrypted file using a secret key. Despite this security procedure, as expected, the feature vector can reveal information about the content of the image, generating potential privacy risks.

We consider that our proposed approach can contribute to address this problem. The overall solution is very straightforward using the kind of transformation we have studied in this thesis, as we detail in the following section.

### 8.2 Limited Leakage Transformation for Retrieval

To address the problem of private image retrieval, we believe the utility of our proposed Limited Leakage transformations is immediately obvious. Given a collection of images $x_{1}, x_{2}, \cdots, x_{n}$, we store in the cloud the encrypted image $E\left(x_{i}\right)$ along with the hash $Q_{R}\left(f_{i}\right)$, where $f_{i}$ corresponds to the feature vector extracted from the image $x_{i}$. The key $R$ for the hash remains with the user; given the security guarantees shown in chapter 4 , the hashes in isolation provide minimal information about the data. In order to retrieve records based on any image query $q$, we compute its feature vector $f_{q}$ and we transmit the hash $Q_{R}\left(f_{q}\right)$ to the cloud.


Figure 8.2: Design of a proposed image retrieval system that promoted privacy.

Here, the cloud may find close matches, those that fall within $\delta$ of the query, by comparing $Q_{R}\left(f_{q}\right)$ and the hashes $Q_{R}\left(f_{i}\right)$ for the image records. Instances which fall within it may be ranked and retrieved.

Moreover, the hashes have the property that they are very fast to compute and the distance computation between the hashes comprises the computation of a Hamming distance, which is also trivially fast to calculate. By appropriately relaxing $\delta$, they also provide means of effecting a trade-off between privacy and computational efficiency.

These ideas have been implemented in an actual image retrieval system [53]. Here, our work is used as a key component of the system in a similar way as is described in figure 8.2. To improve search efficiency, Kmeans algorithm is used to construct a tree-index, showing comparable results with the unprotected scheme both in search accuracy and speed. In fact, using the tree structure and the hamming distance between hashes it is possible to obtain a cost in search smaller than linear orders of computations.

### 8.3 Conclusions

In this chapter we have presented an application on image retrieval with privacy constraints. Based on the guarantees presented in the previous chapters, we know that our proposed transformations helps to hide the information provided by a feature vector but preserving similarity relationships if these are strong enough.

These properties fit very well for this problem, where we are just interested on identifying the most similar points for a query. Even though there are other techniques, such as Locality Sensitive Hashing, which allows to speed up this kind of search, they do not have the privacy requirements that we have shown as is is discussed in [1]. Indeed, this kind of hash function do not satisfy either the indistinguishability property nor the limited leakage property or something similar.

## Chapter 9

## Two-party Computation for Distance Inference

### 9.1 Introduction

In this chapter we want to show that the particular construction of Gaussian Modular Hash may help us to solve a two party computation problem for distances. In particular, consider two parties, Alice and Bob, who have two real valued vectors $\mathbf{x}_{1}$ and $\mathbf{x}_{2} \in \mathbb{R}^{N}$ respectively, with a large value of $N$. One or both parties require the computation of $\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|$. However, at the same time, it is required that none besides Alice learns about $\mathbf{x}_{1}$, and none besides Bob is exposed to $\mathbf{x}_{2}$.

Different methods have been suggested to solve this problem. These have generally involved the use of secure multi-party computation protocols (GCS) [8] or fully homomorphic encryption [9, 14] which enables the computation of distances over encrypted data. As we already know, even though this provides the participants with the desired privacy, they could be computationally unattractive.

An alternate approach uses trusted third parties to facilitate the computation. Here, Alice and Bob interact with a third party, Charles, to compute the distances between their signals with information theoretical privacy. No party gets additional information regardless their computational power. Under this approach, protocols based on secret sharing using polynomials on finite fields have been proposed to compute the Euclidean distance [30] between privately held real-valued vectors. While secure, the precision of the computation depends on how well real numbers are represented in the selected field. Moreover, the communication complexity of this kind of protocol is proportional to the dimensionality of the data, which is problematic when Alice and Bob need to compute a distance between high dimensional vectors in the presence of communication constraints. Moreover the third party itself is to be fully trusted, a questionable
condition in most practical scenarios.
We consider that the hashes we proposed can provide an advantage to solve this problem. The key observation which helps to address these drawbacks is the fact that the joint probability function of two Gaussian modular hashes just depends on the Euclidean distance between the actual points.

$$
\begin{equation*}
\mathbb{P}\left(Q_{k, A, U}\left(\mathbf{x}_{1}\right)=i, Q_{k, A, U}\left(\mathbf{x}_{2}\right)=j\right)=f\left(i, j,\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|\right) \tag{9.1}
\end{equation*}
$$

So, if a third party just observes the corresponding hashes of $\mathbf{x}_{1}$ and $\mathbf{x}_{2}$, then, the only information possible to infer the is Euclidean distance between points. This helps us to introduce the concept of Somewhat Third Trusted Party.

### 9.2 Somewhat Third Trusted Party

Suggesting the use of a third party is always controversial, because once we send a piece of information to it, we do not have any control on the data, which could potentially be misused. The idea of a Somewhat Trusted Party is to limit the information that it receives for a particular task. In our case, for distance computation, the Somewhat Trusted Party should obtain just the information necessary to compute the distance. Thus, this party is trusted because we believe that the computation will be done correctly and the result will be sent with no modifications, but it is also somewhat because we are not willing to send the raw vectors to perform the computation.

We propose to use Gaussian Modular Hash to solve this problem for distance computation. Indeed, we have seen that this transformation provides a good estimate of the actual distance between inputs through the modular distance between hashes. In addition, since this hash satisfies the limited leakage property as well as the indistinguishability property, it hides the information of the inputs preserving just the information needed to estimate the distance between them. We propose the following protocol:

Input: Alice and Bob have $\mathbf{x}_{1}$ and $\mathbf{x}_{2} \in \mathbb{R}^{N}$ respectively.
Output: Alice and/or Bob obtain an estimation of $\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|$, provided it is lower than some threshold $T$.
Protocol:

1. Alice and Bob agree on a threshold $T$ and precision $\epsilon$.
2. Alice generates $(k, A, U)$ and sends them to Bob securely, this is

$$
a_{i j} \sim \mathcal{N}\left(0, \frac{\pi}{2}\right) \quad \text { and } \quad u_{i} \sim \operatorname{Unif}(0, k)
$$

The parameters $T$ and $\epsilon$ define the value of $k$ and the dimensionality of $A$ and $U$ according to the theorems presented in chapter 5.


Figure 9.1: Protocol for distance computation using a Somewhat Third Trusted Party
3. Alice computes $Q_{k, A, U}\left(\mathbf{x}_{1}\right)$ and sends it to Charles.
4. Bob computes $Q_{k, A, U}\left(\mathbf{x}_{2}\right)$ and sends it to Charles.
5. Charles computes $d=d_{\text {mod }}\left(Q_{k, A, U}\left(\mathbf{x}_{1}\right), Q_{k, A, U}\left(\mathbf{x}_{2}\right)\right)$ and sends $d$ to Alice and Bob.

First, we can see that after this protocol no party gets anything more than the estimate of $\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|$. Alice and Bob never see each others' vectors. Charles never sees the plain vectors and receives just two vectors in $\mathbb{Z}_{k}^{M}$, where each one can be seen as a sequence of independent realizations of draws from a uniform distribution in $\mathbb{Z}_{k}$. Since Charles does not know $(A, U)$, he does not have any mechanism to reconstruct the actual vectors, or even extract any kind of information more than the distance between them.

Note that it is important that Charles must not know $(A, U)$; otherwise he may reconstruct the original vectors, particularly if he has some knowledge of the domain of the signals. For the same reason Alice and Bob cannot directly share their hashes after sharing the key $(k, A, U)$. Provided these conditions are followed, the scheme can be shown to be information theoretically secure.

One drawback of this protocol is related to the key transmission. Indeed, if the vectors have a high dimension, transmitting the matrix $A$ may cause a communication overhead. To prevent this problem, we can make $A$ public and keeping secret $U$ and introducing a secret random permutation in the hash components.

### 9.3 Enhancing Privacy with Cryptography

In case we would like to prevent the use of a third party, we can establish a cryptographic protocol which lets us compute the modular distance privately. However, since the calculation of the modular distance involves a minimum between two numbers, it is not combine well with the application of cryptographic techniques, such as homomorphic encryption. Although methods like Secure Multiparty Computation can deal with this type of problem (computing minima), both the communication and computation complexity increase as the length of the hash increases.

Nevertheless, it is possible to reduce the modular distance computation to a Hamming Distance computation, an operation that can be easily performed in the encrypted domain. In fact, we can encode any element in $\mathbb{Z}_{k}$, with $k$ an even number, as a vector in $\{0,1\}^{\frac{k}{2}}$. If $a \in \mathbb{Z}_{k}$, we define $\mathbf{c}(a) \in\{0,1\}^{\frac{k}{2}}$ as follows: If $a \leq \frac{k}{2}$,

$$
c(a)_{i}= \begin{cases}1 & \text { if } i \leq a  \tag{9.2}\\ 0 & \text { otherwise }\end{cases}
$$

If $a>\frac{k}{2}$,

$$
c(a)_{i}= \begin{cases}0 & \text { if } i \leq a-\frac{k}{2}  \tag{9.3}\\ 1 & \text { otherwise }\end{cases}
$$

Example 9.3.1 In $\mathbb{Z}_{6}$, the code left

$$
\mathbf{c}(0)=\left[\begin{array}{l}
0 \\
0 \\
0
\end{array}\right] \quad \mathbf{c}(1)=\left[\begin{array}{l}
1 \\
0 \\
0
\end{array}\right] \quad \mathbf{c}(2)=\left[\begin{array}{l}
1 \\
1 \\
0
\end{array}\right] \quad \mathbf{c}(3)=\left[\begin{array}{l}
1 \\
1 \\
1
\end{array}\right] \quad \mathbf{c}(4)=\left[\begin{array}{l}
0 \\
1 \\
1
\end{array}\right] \quad \mathbf{c}(5)=\left[\begin{array}{l}
0 \\
0 \\
1
\end{array}\right]
$$

This kind of coding has the following property,

$$
\begin{equation*}
d_{\text {mod }}(a, b)=d_{\text {Hamming }}(\mathbf{c}(a), \mathbf{c}(b))=\sum_{i=1}^{k / 2} c(a)_{i} \oplus c(b)_{i} \tag{9.4}
\end{equation*}
$$

Therefore, an element $\mathbf{z} \in \mathbb{Z}_{k}^{M}$ can be coded as $c(\mathbf{z}) \in\{0,1\}^{M \cdot \frac{k}{2}}$, where

$$
\mathbf{c}(\mathbf{z})=\left[\begin{array}{c}
\mathbf{c}\left(z_{1}\right)  \tag{9.5}\\
\mathbf{c}\left(z_{2}\right) \\
\vdots \\
\mathbf{c}\left(z_{M}\right)
\end{array}\right]
$$

Then, the Normalized Modular Distance between $\mathbf{z}_{1}$ and $\mathbf{z}_{2} \in \mathbb{Z}_{k}^{M}$ is equal to

$$
\begin{equation*}
d_{\text {mod }}\left(\mathbf{z}_{1} \mathbf{z}_{2}\right)=\frac{d_{\text {Hamming }}\left(\mathbf{c}\left(\mathbf{z}_{1}\right), \mathbf{c}\left(\mathbf{z}_{2}\right)\right)}{M} \tag{9.6}
\end{equation*}
$$

With this result we enable the estimation of the Euclidean distance between two points in $\mathbb{R}^{N}$ using the Hamming distance of two binary vectors. As a consequence, we can replace the third party computation by any protocol which computes securely the Hamming distance between binary vectors; for example, [31] defines a two party protocol based on Oblivious Transfer.

To summarize, we define the following protocol,

## Protocol:

1. Alice generates $(k, A, U)$ and sends them to Bob.
2. Alice computes $\mathbf{c}\left(Q_{k, A, U}\left(\mathbf{x}_{1}\right)\right)$ privately.
3. Bob computes $\mathbf{c}\left(Q_{k, A, U}\left(\mathbf{x}_{2}\right)\right)$ privately.
4. Alice and Bob apply a secure two party protocol to compute the Hamming distance $d$ between $\mathbf{c}\left(Q_{k, A, U}\left(\mathbf{x}_{1}\right)\right)$ and $\mathbf{c}\left(Q_{k, A, U}\left(\mathbf{x}_{2}\right)\right)$.
5. Alice and Bob compute the estimate of $\left\|\mathbf{x}_{1}-\mathbf{x}_{1}\right\|$ as $\frac{d}{M}$.

Unlike most protocols based on homomorphic encryption to compute the Euclidean distance, the complexity of the presented protocols does not depend on the dimensionality of the vector at the moment of applying the cryptographic technique. Hence, our proposal for computing the Euclidean distance between two vectors is to embed them in binary vectors and compute the Hamming distance between them.

### 9.4 Conclusions

In this chapter we have presented an application of Gaussian Modular Hashes. We know that, given a threshold $T$, we can generate hashes from vectors preserving the Euclidean distance if this is smaller than $T$. These hashes are uninformative if the random parameters of the function are unknown. With this kind of transformation, we enable the description of protocols to compute distances privately and efficiently. In fact, the hash defined is not only uninformative, but it can be seen as a transformation which reduces the data dimension and preserves the Euclidean distance in the modular distance output space. Although the fact that the preservation of the distance holds until some threshold seems to be a drawback, if both Alice and Bob know the maximum possible distance between their vectors (i.e. the threshold $T$ within which they
would like to enable distance computation), then they can set an appropriate value of $k$ which lets them preserve all possible values of the distance within that threshold.

In addition, we describe how to prevent the use of a third party, by using a particular encoding of the hashes that transforms the modular distance between hashes into a Hamming distance between binary vectors, and a cryptographically secure two-party computation protocol for Hamming distance computation.

## Part V

## Conclusions

## Chapter 10

## Thesis Conclusions

In this thesis, we have analyzed the problem of performing operations on the cloud with private data. We considered a setting where a data owner can transform its data instances prior to sending them to the cloud, in order to prevent an adversary from gaining potentially sensitive information about the data. We proposed the concept of Limited Leakage Transformations, which are functions with two properties: a transformed points provides no information about the original data, and the comparison of transformed points cannot provide information about the points if the distance between them is large, but it is persistent for points that are close.

We considered the utility of this transformation for training distance-based machine learning models in the cloud with sensitive data. Our privacy mechanism allows us to hide information in the cloud, exhibiting just the relevant information related to points that are sufficiently close. We also analyzed concrete potential applications that this kind of mechanism may have. We summarize our results below.

### 10.1 Summary of Results

## Part II

In this part, we studied measures of privacy loss, concluding that the mutual information between transformed points is a reasonable and natural way to measure information leakage between transformed points. Later, in chapter 4, we introduced the concept of Limited Leakage Transformation as a privacy mechanism. This allows to transform data points in a manner that removes relationships between vectors that are distant from one another. In order to understand the different types of comparisons that an adversary can make, we introduced the idea of information leakage under complex comparisons, which basically is the mutual information between two sets of transformed data.

We proved a generic theoretical result about how the information leakage can be controlled under specific geometric conditions of the data points. We also have presented particular examples of this kind of transformation, providing a rigorous analysis about the information leakage at different levels of comparison. Moreover, we note that the proposed particular constructions are relatively fast to compute; they are simply quantized linear operations.

Finally, we make a comparison between our technique and other approaches that aim to preserve privacy. We conclude that our technique is agnostic to the potential calculation to be performed on the cloud, unlike other methods such as differential privacy, where the main objective is preserving privacy after releasing a set of statistics or a machine learning model.

## Part III

In this part we studied different kinds of operations that can be useful when the points are sufficiently close. We started by analyzing the Normalized Hamming distance between transformed points, in particular using our proposed Gaussian Modular Hash function. We showed that metric between transformed vectors provides a good estimation of the actual Euclidean distance between original points. The computational advantage is evident; Hamming distance computation is a fast operation in general, with negligible computational cost.

We also analyzed another topology in $\mathbb{Z}_{k}$, provided by the modular distance. We could show that the normalized modular distance can estimate accurately the Euclidean distance if this is smaller than some threshold. For both methods to compute distance between hashed data, we gave theoretical guarantees over the necessary number of components to bound the error estimation.

Next, in chapter 6, we focus on machine learning algorithms based on distances. One contribution was to make a direct connection with kernel methods, showing that a small modification of the hash function can be connected to kernel estimation, allowing us to covert a non-linear kernel-computation problem using the original vectors into a linear problem with hashed data. This is particularly useful in large scale scenarios, where computing the Gram-kernel matrix is an infeasible task.

We also presented an empirical evaluation of this technique, for the particular case of the Laplacian kernel, showing a minimal loss of performance in the problem of audio scene classification (as an exemplar task) using support vector machines.

## Part IV

In this last part, we analyze the scope of our proposed concept in different applications. In all of them the use of distance computation is a key element. First, we went through the problem of protecting speech
signals, which is a relevant topic since an audio recording may contain a lot of sensitive information about the speaker. One popular application of speech processing is speaker identification, where speech is used as a signature for individuals. Beside the fact the speech signal may be used for undesirable purposes, other problems arise in this application. As in any biometric, if the input signal is compromised, security concerns appear; for example, an imposter may try to impersonate a particular person for accessing a system. To deal with these problems, the concept of cancelable biometrics has been proposed in the past. In this work, we could show that Limited Leakage transformations can be used to define a Two Factor Transformation, satisfying the required conditions to obtain a cancelable function, and therefore, allowing to protect the biometric signals from potential privacy risks.

We also explored the problem of retrieving images with privacy constraints. We discusse how our method, besides enhancing privacy, can be used to perform fast search of files. A system for private image retrieval has been implemented using our approach.

Finally, we study a secure two-party computation protocol based on our technique to compute distances without revealing the corresponding vectors. To do so, we first introduced the notion of "somewhat-trusted" third party, who receives the information to estimate the distance but can not infer any other information about the corresponding vectors involved. Since our hash function also works as a dimensionality reduction method, this method can be used to speed up the calculation. Moreover, if the use of a third part is not desired, we can combine this technique with cryptographic approaches. Since the distance estimation can be done using a Hamming distance between transformed points, we can use any cryptographic technique that is optimized to perform this operation.

### 10.2 Discussion

We have presented the concept of Limited Leakage Transformation, which has the property that comparing transformed vectors reveals information about their similarity in a limited way, giving information about their similarity if they are close, but providing no information about it if the points are far enough. Based on Information Theory tools, we study generic theoretical results and we propose concrete constructions of transformations that satisfy our requirements. In general, these transformations are fairly efficient to compute, which is a relevant property since in the context of cloud computing, the evaluation of these functions must be done before sending the data to the cloud.

We also analyzed the different operations that can be performed on the transformed data. We studied how to estimate distances and how to train distance-based machine learning models. We observe that, in general, these operations are fast to compute and also reduce the complexity of some machine learning
algorithms. Finally, both theoretically and empirically, we could observe that our method also provides a new way to set the trade-off between privacy and utility. In fact, controlling the information leakage has an effect on the performance of the quality of distance estimation and the accuracy of classification models. For our concrete examples, we observe that the way to control the information leakage is by varying the number of components in the transformed vector or through the variance of the random keys used by the transform. From a user perspective, this is very convenient; she or he can determine, based on their own risk tolerance, the information that they are willing to leak.

In this way, we believe that our proposed approach allows us to perform fast and private computations on the cloud.

## Chapter 11

## Future Work

In this thesis, we have developed the concept of Limited Leakage Transformation, presenting both theoretical and empirical results, as well as, analyzing different applications. However, there is a lot of room to continue developing this theory.

### 11.1 Multiparty Formulation

An open question relates to obtaining a multiparty scheme based on our method. It is very often to assume that the data comes from different sources, for example, different users of a platform. If all the users need to send the data to a common repository to perform computation there, it is reasonable to think that they need to have their own secret key. However, if users generate their keys independently, we know that they produce independently transformed values, and therefore, the comparison between them will be useless.

Thus, something interesting to explore is how to combine different, independent keys in order to obtain similar properties as that presented in this work.

Another direction is related to controlling the leakage based on different users' role. For example, for the interactions of some particular users we would like a small level of leakage, while for other interactions we are willing to tolerate larger information leakage.

### 11.2 Transforming Non-vector objects

The concept of Limited Leakage Transformation and $\varepsilon$-persistence were defined for any metric space. This provides a generic framework to work with. Nevertheless, the practical constructions we presented are just for the Euclidean space with some norm. Therefore, we think that it could be very relevant to explore transformations for other kind of metric spaces, such as graphs or variable length strings.

The challenge is to find computationally efficient transformations which allow us to control the information leakage in an easy manner.

### 11.3 Signal Reconstruction using Keys

One problem, which comes from the Compressed Sensing field, is whether we can recover the original vector $\mathbf{x}$ from $Q_{R}(\mathbf{x})$ and $R$. All the privacy statements stated in this work make the assumption that $R$ must be kept secret. However, it is not evident how to reconstruct the original signal knowing the secret key. If this can be done with an efficient algorithm, then we can also consider our transformation as a compressing technique. If not, it means that the keys can be released and the main risk related to the privacy of the data are dictionary attacks. Nevertheless, the evidence seems to point to the former scenario. In [110] some algorithm have been presented to reconstruct signal under specific geometric conditions with a similar (but not the same) scheme to compress data.

## Appendix A

## Random Convolutional Features

## A. 1 Introduction

One particularly important task in time signal processing is signal classification, where given a time signal, we must determine the class it belongs to. Applications range from classification of medical time signals (such as ECGs) to automatic speech recognition, classification of financial series, astronomy, and even modeling language.

The most common approaches employ statistical models, such as Hidden Markov Models [78] [79] [80], conditional random fields [81] [82], or convolutional or recurrent neural networks [83] [84] [85] [86]. While highly effective, these approaches are typically data intensive, prone to overfitting, and often need high tuning of hyperparameters.

An alternate approach is through kernel methods, such as support vector machines, which are generally less data intensive and easier to optimize. However, these come with a concomitant challenge: that of defining an appropriate kernel that captures the similarity between instances. Conventional similarity measures such as the inner product will not suffice, since one must also consider the alignment between time signals when computing their similarity. Consider, for instance, the two $\operatorname{signals} \sin (\omega k)$ and $\sin (\omega k+\phi)$, where $k$ is the running time index. Although the two are structurally identical, the inner product between the two will vary with the phase shift $\phi$. In order to correctly compute the similarity between the two signals, they must be aligned to line up; however the amount of shift will generally not be known a priori. Hence, a good similiarity measure between time signals must be shift invariant.

Several common solutions for computing kernels between time signals view them as regular vectors and do not consider the alignment between them [87]. Other approaches do implicitly consider the issue, but generally construct expensive statistical machinery to do so [88][89] [90] [91]. Fourier-transform-based
methods transform the signals into the Fourier domain, to deal with the issue of shift invariance [92], however they effectively consider every alignment, not just the right one, making them susceptible to noise [93]. The kernels that best account for the alignment between the two signals are DTW-based kernels [94] [95] that explicitly find the optimal warping between them in the process of computing their similarity. However, the computational complexity of finding the optimal warp is quadratic, or even cubic in the length of the sequences, making them impractical in many scenarios.

Possibly the most appropriate similarity measure in this setting is the peak cross-correlation between the signals. The cross-correlation of two time signals computes the inner product between the signals at every alignment between the two. Formally, given two time signals $\mathbf{f}=\left(f_{1}, \ldots, f_{N}\right)$ and $\mathbf{g}=\left(g_{1}, \ldots, g_{N}\right)$ of length $N$, the cross-correlation between the two, represented as $\mathbf{f} \star \mathbf{g}$, is the signal computed as

$$
\begin{equation*}
(\mathbf{f} \star \mathbf{g})_{i}=\sum_{k} f_{k} \cdot g_{k+i} \tag{A.1}
\end{equation*}
$$

Different settings of the limits of the summation in $k$ result in different types of cross-correlation. The linear cross-correlation between $\mathbf{f}$ and $\mathbf{g}$ is obtained by summing $k$ from $-\infty$ to $\infty$, assuming that both $\mathbf{f}$ and $\mathbf{g}$ take value 0 outside the index range $1 \cdots N$. The circular cross-correlation is obtained by summing $k$ from 1 to $N$, and assuming $g_{k+i}=g_{N-k-i}$ for $k+i>N$ [96]. The linear cross-correlation may also be obtained from the circular cross-correlation by zero-padding both signals out to length $2 N$ and computing the circular cross-correlation over the longer zero-padded sequences. In either case, the outcome of Equation A. 1 is a complete time signal, where each term $(\mathbf{f} \star \mathbf{g})_{i}$ computes the inner product between $\mathbf{f}$ and $\mathbf{g}$ when the latter has been shifted by $i$ in order to line it up with $\mathbf{f}$.

The peak cross correlation is the maximal value of the cross correlation, $\max _{i}(\mathbf{f} \star \mathbf{g})_{i}$, which is the inner product under the best scoring alignment between the two time signals. Although this quantity has good properties such as symmetry, and accounts well for the alignment of the two signals, it does not define a valid kernel; the corresponding gram matrix may not be positive definite [97]. Instead, we define a crosscorrelation kernel as a weighted combination of the elements of the cross-correlation, such that the maximum value of the cross-correlation has a larger weight compared to the remaining values:

$$
\begin{equation*}
\mathcal{K}(\mathbf{f}, \mathbf{g})=\frac{1}{N} \sum_{i} \exp \left(\gamma \cdot(\mathbf{f} \star \mathbf{g})_{i}\right) \tag{A.2}
\end{equation*}
$$

where $\gamma$ is a positive parameter which governs the relative contribution of the individual terms - as $\gamma$ increases, the contribution of the maximum values of the cross-correlation is larger. It can be proved that $\mathcal{K}(\mathbf{f}, \mathbf{g})$ as defined above is indeed a proper kernel [97].

For the circular cross-correlation, one way to compute this is through the Fourier Transform. Using the
properties of the Fourier Transform it is straightforward to see that [96]

$$
\begin{equation*}
\mathcal{K}(\mathbf{f}, \mathbf{g})=\frac{1}{N} \sum_{i} \exp \left(\gamma \cdot \mathcal{F}^{-1}\left(\mathcal{F}(\mathbf{f}) \cdot \mathcal{F}(\mathbf{g})^{*}\right)_{i}\right) \tag{A.3}
\end{equation*}
$$

where $\mathcal{F}(\mathbf{f})$ is the Fourier transform of $\mathbf{f}, \mathcal{F}^{-1}$ is the inverse Fourier transform operator, and $\mathcal{F}(\mathbf{g})^{*}$ is the component-wise complex conjugate of $\mathcal{F}(\mathbf{g})$. Using the Fast Fourier Transform algorithm to compute the Fourier transforms, the complexity of computing $\mathcal{K}(\mathbf{f}, \mathbf{g})$ is $\mathcal{O}(N \log N)$ [98]. While this is less computationally expensive to compute than other time-signals kernels, it is still significantly more expensive than computing a simple inner product, which has a complexity of only $\mathcal{O}(N)$. The difference is even greater when the sequences must be increased in length by zero-padding, in order to compute the linear cross-correlation via circular cross-correlation.

This leads us to the key challenge addressed in this work. The cost of computing the kernel is a significant component of both training and evaluating kernel machines such as SVMs. For SVMs in particular, for nonlinear kernels such as the cross-correlation kernel, we must solve the dual form of the optimization to train the model, which requires the computation of a gram matrix. Gram matrix computation scales quadratically (both in time and storage complexity) with the number of training samples. Thus, for the cross-correlation kernel, training the SVM with $L$ training samples would require $\mathcal{O}\left(L^{2} N \log N\right)$ computations, just for the gram matrix. In addition, given a model with $V$ support vectors, the inference would require $\mathcal{O}(V N \log N)$ computations per sample to be classified.

In such situations, it is well known that random projections of the data can be used to derive simpler, lower-dimensional representations of the data on which the kernels can be approximated, to derive savings in both computation and storage [29] [99]. This method has been successfully applied to both inner-product kernels of high-dimensional data [100] [21], and to a variety of non-linear kernels [101] [102], although in the latter case the actual manner of computing the random features depends on the kernel.

In this work we extend this principle to derive a randomized scheme for computing lower-dimensional representations of time-signals data, from which cross-correlation kernels can be computed through a simple inner-product computation. We call these random convolutional features.

The proposed method has multiple desirable features. The computation of random features makes no assumption about the length of the time signals; this is, the number of components in the low-dimensional representation depends only on the energy in the signal, and not on the number of samples in it. In practice, the number of components required is generally smaller than the length of the time signal itself. Thus the cost of computing a kernel thus becomes that of computing a low-dimensional inner product. For energynormalized signals, this becomes a fixed-dimensional computation. The final benefit is one that is common to most random-feature-based approximations of kernel functions: since kernel computation now becomes an
inner product, the training of the SVM can be solved in its primal form, eliminating the need for the gram matrix. The time and space complexity of the model too simply become the size (number of components) in the random feature itself; the cost of inference reduces to that of deriving the projection itself.

This part is organized as follows. In Section 2 we describe our proposed random feature construction providing some theoretical guarantees to validate its use. In Section 3, we present a experimental results on a number of data sets, showing that these benefits come at no cost to classification performance, which remains comparable to that obtained with the full cross-correlation kernel. Finally, in Section 4, we conclude analyzing the scope of this techniques and discussing future directions.

## A. 2 Methods

In this section we describe the construction of our random feature scheme that approximates the crosscorrelation kernel.

First, we present our scheme, named random convolutional features, which defines a random mapping from time signals to a low dimensional space, approximating the cross-correlation kernel through the computation of inner products between random features. Later, we show theoretical guarantees to validate the approximation to the cross-correlation kernel.

## A.2.1 Random Convolutional Features

As its name says, the random feature scheme presented is based on a convolutional operation. The randomness of this features comes from its parameters which are randomly generated according to some particular distributions.

Definition. Let $\gamma$ be a positive number. Let $\mathcal{W}=\left\{\mathbf{w}_{1}, \ldots, \mathbf{w}_{M}\right\}$ be a set of $M$ random time signals of length $N$, where each component is random and independently generated according to a Gaussian distribution $\mathcal{N}(0, \gamma)$, and $\mathcal{U}$ a set $M$ scalars where each one is random and independently generated using a uniform distribution between 0 and $2 \pi$. We define a random convolutional feature as the random mapping $\psi_{\mathcal{W}, \mathcal{U}, \gamma}$ : $\mathbb{R}^{N} \rightarrow \mathbb{R}^{M}$ as follows:

$$
\begin{equation*}
\psi_{\mathcal{W}, \mathcal{U}, \gamma}(\mathbf{f})_{i}=\frac{\sqrt{2}}{N \sqrt{M}} \exp \left(\frac{\gamma}{2}\|\mathbf{f}\|^{2}\right) \sum_{j=1}^{N} \cos \left(\left(\mathbf{w}_{i} * \mathbf{f}\right)_{j}+u_{i}\right) \tag{A.4}
\end{equation*}
$$

where $*$ denotes the convolution operation between signals.


Figure A.1: Approximation of Cross-correlation Kernel through inner product of Random Features. (Left) Effect of the number of components in the random mapping on the approximation error for Kernel estimation. (Right) Pairwise comparison between the cross-correlation and its estimation through random features. Each dot is a corresponds to a pair $\left(\mathbf{f}_{1}, \mathbf{f}_{2}\right)$. We consider $M=1024$. Both figures where generated using the GunPoint data set from [103]

## A.2. 2 Theoretical Results

The following results show the relation of the random convolutional features to the cross-correlation kernel. The first result analyzes the expected values of inner products between random features while the second shows how to use these inner products.

Theorem 1. For any time signals $\mathbf{f}_{1}, \mathbf{f}_{2} \in \mathbb{R}^{N}$, the expected value of the inner product between their corresponding random mappings $\psi_{\mathcal{W}, \mathcal{U}, \gamma}\left(\mathbf{f}_{1}\right)$ and $\psi_{\mathcal{W}, \mathcal{U}, \gamma}\left(\mathbf{f}_{2}\right)$ is given by:

$$
\begin{equation*}
\mathbb{E}\left(\left\langle\psi_{\mathcal{W}, \mathcal{U}, \gamma}\left(\mathbf{f}_{1}\right), \psi_{\mathcal{W}, \mathcal{U}, \gamma}\left(\mathbf{f}_{2}\right)\right\rangle\right)=\mathcal{K}\left(\mathbf{f}_{1}, \mathbf{f}_{2}\right)=\frac{1}{N} \sum_{i=1}^{N} \exp \left(\gamma \cdot\left(\mathbf{f}_{1} \star \mathbf{f}_{2}\right)_{i}\right) \tag{A.5}
\end{equation*}
$$

## Proof

Since $\mathbf{w}$ are totally random, we can interchange the convolutional operation by a cross-correlation.

$$
\begin{aligned}
\mathbb{E}\left(\psi_{\mathcal{W}, \mathcal{U}, \gamma}\left(\mathbf{f}_{1}\right)_{i} \cdot \psi_{\mathcal{W}, \mathcal{U}, \gamma}\left(\mathbf{f}_{2}\right)_{i}\right)= & \frac{2}{N^{2} M} \exp \left(\frac{\gamma}{2}\left\|\mathbf{f}_{1}\right\|^{2}\right) \cdot \exp \left(\frac{\gamma}{2}\left\|\mathbf{f}_{2}\right\|^{2}\right) \\
& \mathbb{E}\left[\left(\sum_{j=1}^{N} \cos \left(\left(\mathbf{w}_{i} \star \mathbf{f}_{1}\right)_{j}+u_{i}\right)\right) \cdot\left(\sum_{j=1}^{N} \cos \left(\left(\mathbf{w}_{i} \star \mathbf{f}_{2}\right)_{j}+u\right)\right)\right] \\
= & \frac{2}{N^{2} M} \exp \left(\frac{\gamma}{2}\left\|\mathbf{f}_{1}\right\|^{2}\right) \cdot \exp \left(\frac{\gamma}{2}\left\|\mathbf{f}_{2}\right\|^{2}\right) . \\
& \mathbb{E}\left[\sum_{j=1, k=1}^{N} \cos \left(\left(\mathbf{w}_{i} \star \mathbf{f}_{1}\right)_{j}+u_{i}\right) \cdot \cos \left(\left(\mathbf{w}_{i} \star \mathbf{f}_{2}\right)_{k}+u_{i}\right)\right]
\end{aligned}
$$

but, by definition of cross-validation, we know that $(\mathbf{w} \star \mathbf{f})_{j}=\left\langle\mathbf{w}, \mathbf{f}_{(j)}\right\rangle$, where $\mathbf{f}_{(j)}$ is the circular shifted
version of $\mathbf{f}$ shifted by $j$ positions. Then, from [21], we have

$$
\begin{aligned}
\mathbb{E}\left[\psi_{\mathcal{W}, \mathcal{U}, \gamma}\left(\mathbf{f}_{1}\right)_{i} \cdot \psi_{\mathcal{W}, \mathcal{U}, \gamma}\left(\mathbf{f}_{2}\right)_{i}\right]= & \frac{2}{N^{2} M} \exp \left(\frac{\gamma}{2}\left\|\mathbf{f}_{1}\right\|^{2}\right) \cdot \exp \left(\frac{\gamma}{2}\left\|\mathbf{f}_{2}\right\|^{2}\right) . \\
& \sum_{j=1, k=1}^{N} \mathbb{E}\left[\cos \left(\left(\mathbf{w}_{i} \star \mathbf{f}_{1}\right)_{j}+u_{i}\right) \cdot \cos \left(\left(\mathbf{w}_{i} \star \mathbf{f}_{2}\right)_{k}+u_{i}\right)\right] \\
= & \frac{1}{N^{2} M} \sum_{j=1, k=1}^{N} \exp \left(\gamma\left\langle\mathbf{f}_{1(j)}, \mathbf{f}_{2(k)}\right\rangle\right)
\end{aligned}
$$

but, we know that $\left\langle\mathbf{f}_{1(j)}, \mathbf{f}_{2(k)}\right\rangle=\left\langle\mathbf{f}_{1}, \mathbf{f}_{2(k-j)}\right\rangle$. Therefore,

$$
\begin{aligned}
\mathbb{E}\left[\psi_{\mathcal{W}, \mathcal{U}, \gamma}\left(\mathbf{f}_{1}\right)_{i} \cdot \psi_{\mathcal{W}, \mathcal{U}, \gamma}\left(\mathbf{f}_{2}\right)_{i}\right] & =\frac{1}{N^{2} M} \cdot N \sum_{j=1}^{N} \exp \left(\gamma\left\langle\mathbf{f}_{1}, \mathbf{f}_{2(j)}\right\rangle\right) \\
& =\frac{1}{N M} \sum_{j=1}^{N} \exp \left(\gamma\left(\mathbf{f}_{1} \star \mathbf{f}_{2}\right)_{j}\right)
\end{aligned}
$$

Finally, using the linearity of expectation, we get the desired result.

Thus, the cross-correlation kernel corresponds to the expected value of the inner product between the proposed random features. Furthermore, we can analyze the convergence of actual inner product to the kernel function. The following statement, based on applying Hoeffding's inequality, provides some guarantees.

Theorem 2. If we have a set of $L$ time signals of length $N, \mathcal{T}=\left\{\mathbf{f}_{1}, \mathbf{f}_{2}, \ldots, \mathbf{f}_{L}\right\}$, and $C \geq\left\|\mathbf{f}_{i}\right\|^{2}$ for all $i$, then, considering $M \geq \frac{16 \exp (2 \gamma C)}{\varepsilon^{2}} \log \left(\frac{L}{\eta}\right)$, we have

$$
\begin{equation*}
\mathbb{P}\left(\forall \mathbf{f}_{i}, \mathbf{f}_{j} \in \mathcal{T},\left|\left\langle\psi_{\mathcal{W}, \mathcal{u}, \gamma}\left(\mathbf{f}_{i}\right), \psi_{\mathcal{W}, \mathcal{u}, \gamma}\left(\mathbf{f}_{j}\right)\right\rangle-\mathcal{K}\left(\mathbf{f}_{i}, \mathbf{f}_{j}\right)\right|<\varepsilon\right) \geq 1-\eta \tag{A.6}
\end{equation*}
$$

Therefore, the probability of obtaining a small error in the estimation of the kernel using the inner product between random features depends on the number of components in the random features and the energy of the time signals. Figure A. 1 illustrates this.

Applying this technique to SVMs has several advantages. In case of using directly the cross-correlation kernel, we know that for training we need to obtain the gram matrix which requires $\mathcal{O}\left(L^{2} N \log N\right)$ computations. Alternatively, we can compute random features and train a linear model using a fast implementation. Obtaining the random features requires $\mathcal{O}(M L N \log N)$. So, if $M \ll L$, we can observe a natural advantage in the training phase. In the case of inference, using the kernel function directly requires to store $\mathcal{O}(V N)$ values and perform $\mathcal{O}(V N \log N)$ operations for each prediction, where $V$ is the number of support vectors. On the other hand, using random features, we must store $\mathcal{O}(M)$ values and perform $\mathcal{O}(M N \log N)$ computations for each prediction. Then, in case of $M \ll V$ we get a benefit for inference computation, while having $M \ll V N$ gives benefits in model storage.

## A. 3 Experiments

As a proof of concept, we applied the presented technique over 15 different data sets for the task of time signals binary classification. This section aims to show the benefits of the modeling capabilities of the crosscorrelation kernel as well as analyze the benefits of using random convolutional features with linear SVM over the raw time signals with the cross-correlation kernel.

## A.3.1 Datasets

For our experiments, we used 15 data sets provided by the University of California, Riverside time series classification archive [103]. Each data set consists of equal-length time series belonging to one of two classes. The data sets selected and details about the size of the training and testing sets, as well as the time series length are presented in table A.1.

Beside the sample points, this archive also provides the prediction error of three different classification methods; 1-Nearest Neighbor using Euclidean distance, 1-Nearest Neighbor using Best Warping Window DTW, and 1-Nearest Neighbor using DTW with no Warping window.

## A.3.2 Results using Nonlinear SVM with Cross-correlation kernel

First, we evaluate the capabilities of the cross-correlation kernel over the 15 data sets presented in table A. 1 using a SVM classifier based on this kernel. To select the hyperparameters $\gamma$ that defines the kernel, and $C$ corresponding to the SVM cost, we performed a grid search considering $\gamma \in\left\{2^{-10}, 2^{-9}, \ldots, 2^{-1}, 1\right\}$ and $C \in\left\{10^{-4}, 10^{-2}, 1,10^{2}, 10^{4}\right\}$, doing the selection through jack-knife cross-validation. In table A. 1 the selected parameters can be found, as well as their corresponding error classification rate.

We can observe that in 11 of 15 data sets, SVM models with cross-correlation kernel outperform alternative methods. This shows empirically the utility of this kernel function.

## A.3.3 Results using Linear SVM with Random Features

To analyze the utility of our proposed random features we trained linear SVMs using different values of M. To select the hyperparameters we proceeded as before. In table A. 1 we present the error rates we obtained. We can observe how the error rate changes as the number of components on the random features increases. In general, we observe that error rate decreases as $M$ increases; except for the case of the data set BirdChicken.

Moreover, in 7 of 15 data sets the difference between the nonlinear method compared to the linear method is less than $1 \%$ using 256 or less components in random features, and in other 4 data sets the difference is

Table A.1: Results in Binary Classification Task.

| Data set |  | SVM with Cross-Correlation Kernel |  |  | SVM with Random Convolutional Features |  |  |  | Other Methods |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Signal <br> Length | $\gamma$ | C | Error <br> Rate | $M=2^{5}$ | $M=2^{6}$ | $M=2^{7}$ | $M=2^{8}$ | $1-N N$ Euclidean Distance | 1-NN Best <br> Warping Window DTW | 1-NN DTW, no Warping Window |
| Gun-Point | 150 | 0.0625 | 0.0001 | 0.013 | 0.035 | 0.031 | 0.028 | 0.025 | 0.087 | 0.087 | 0.093 |
| Lightning-2 | 637 | 0.0156 | 0.0001 | 0.230 | 0.282 | 0.252 | 0.224 | 0.212 | 0.246 | 0.131 | 0.131 |
| ECG | 96 | 0.0313 | 1 | 0.100 | 0.159 | 0.142 | 0.130 | 0.129 | 0.120 | 0.120 | 0.230 |
| Coffee | 286 | 0.0313 | 0.0001 | 0.000 | 0.012 | 0.007 | 0.003 | 0.000 | 0.000 | 0.000 | 0.000 |
| ECGFiveDays | 136 | 0.1250 | 0.0001 | 0.005 | 0.009 | 0.003 | 0.006 | 0.002 | 0.203 | 0.203 | 0.232 |
| MoteStrain | 84 | 0.2500 | 0.0001 | 0.265 | 0.274 | 0.246 | 0.238 | 0.255 | 0.121 | 0.134 | 0.165 |
| SonyAIBORobot Surface | 70 | 0.1250 | 0.0001 | 0.068 | 0.237 | 0.212 | 0.183 | 0.182 | 0.305 | 0.305 | 0.275 |
| SonyAIBORobot SurfaceII | 65 | 0.0625 | 0.0100 | 0.132 | 0.199 | 0.194 | 0.187 | 0.168 | 0.141 | 0.141 | 0.169 |
| TwoLeadECG | 82 | 0.2500 | 0.0001 | 0.011 | 0.036 | 0.024 | 0.021 | 0.016 | 0.253 | 0.132 | 0.096 |
| BeetleFly | 512 | 0.0156 | 0.0001 | 0.050 | 0.303 | 0.292 | 0.270 | 0.242 | 0.250 | 0.300 | 0.300 |
| BirdChicken | 512 | 0.0078 | 0.0100 | 0.200 | 0.171 | 0.176 | 0.185 | 0.204 | 0.450 | 0.300 | 0.250 |
| Ham | 431 | 0.0313 | 0.0001 | 0.305 | 0.309 | 0.311 | 0.309 | 0.300 | 0.400 | 0.400 | 0.533 |
| Herring | 512 | 0.0010 | 100,000 | 0.359 | 0.418 | 0.424 | 0.421 | 0.407 | 0.484 | 0.469 | 0.469 |
| ToeSegmentation1 | 277 | 0.0313 | 0.0001 | 0.118 | 0.274 | 0.248 | 0.225 | 0.221 | 0.320 | 0.250 | 0.228 |
| ToeSegmentation2 | 343 | 0.0039 | 1.0000 | 0.123 | 0.182 | 0.157 | 0.140 | 0.136 | 0.192 | 0.092 | 0.162 |

less than $5 \%$. This diversity is due the complexity of finding the decision boundary, as is established in [100]. We note that, even with 32 components the loss of performance be can considered acceptable in several cases.

## A. 4 Conclusions

In this work we presented a random feature scheme that allows us to transform time signals into a low dimensional vectors, and used them to approximate the cross-correlation kernel through a simple inner product computation. Our main contribution was to show theoretical guarantees to validate this approximation. We studied this scheme with SVMs for Time Signal Classification. The proposed random feature provides minimal loss of performance in several cases, reducing storage and transforming a non-linear learning problem into a linear one. This has a significant implication in big data scenarios, where a large number of signals must be processed.

Moreover, the presented scheme has other potential applications. For example, with this technique we could train compact models on devices; linear models are much simpler to train than kernel-based models, specially with low dimensional data. Another application is related to cloud computing and privacy. In case we need to process sensitive time signals (e.g. medical or financial data), we can apply this random mapping keeping the random parameters $\mathcal{W}$ and $\mathcal{U}$ private. Then, we can still process the transformed data in the cloud, hiding in somehow information without exposing the original data.

Finally, we think this work can provide some guidelines to understand other methods based on crosscorrelation, such as Convolutional Neural Networks. In fact, previous works have shown that it is possible to obtain good performance even without training the random initialized filters [104], being consistent with our results.

## Appendix B

## Proofs

## B. 1 Proof Theorem 4.2.1

Theorem 4.2.1.
Consider that $\left\{\mathbf{x}_{0}, \mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right\} \subseteq B\left(\mathbf{x}_{0}, \varepsilon_{1}\right)$ and $\left\{\mathbf{z}_{0}, \mathbf{z}_{1}, \ldots, \mathbf{z}_{m}\right\} \subseteq B\left(\mathbf{z}_{0}, \varepsilon_{2}\right)$. If $Q_{R}$ is a random transformation that satisfies LLP with constants $C$ and $\gamma$, and $Q_{R}$ is $\varepsilon$-persistent with $\varepsilon>\max \left\{\varepsilon_{1}, \varepsilon_{2}\right\}$, then

$$
\begin{aligned}
I\left(Q_{R}\left(\mathbf{x}_{0}\right), Q_{R}\left(\mathbf{x}_{1}\right), \ldots, Q_{R}\left(\mathbf{x}_{n}\right) ; Q_{R}\left(\mathbf{z}_{0}\right), Q_{R}\left(\mathbf{z}_{1}\right), \ldots, Q_{R}\left(\mathbf{z}_{m}\right)\right) \leq & C \exp \left(-\gamma d\left(\mathbf{x}_{0}, \mathbf{z}_{0}\right)\right) \\
& +H\left(p_{1}\right)+H\left(p_{2}\right) \\
& +\left(1-p_{1}\right) \log \left(|\mathcal{E}|^{n}-1\right) \\
& +\left(1-p_{2}\right) \log \left(|\mathcal{E}|^{m}-1\right)
\end{aligned}
$$

where $p_{i}=\rho\left(\varepsilon_{i}, Q_{R}\right)$, and $H(p)$ is the entropy of a random variable distributed as a $\operatorname{Bernoulli}(p)$, this is $H(p)=-p \log p-(1-p) \log (1-p)$.

Proof

First, we will prove the following result,
Proposition. For any set of points $\left\{\mathbf{x}_{0}, \mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right\}$ and $\left\{\mathbf{z}_{0}, \mathbf{z}_{1}, \ldots, \mathbf{z}_{m}\right\}$ is always true the next inequality,

$$
\begin{aligned}
I\left(Q_{R}\left(\mathbf{x}_{0}\right), Q_{R}\left(\mathbf{x}_{1}\right), \ldots, Q_{R}\left(\mathbf{x}_{n}\right) ; Q_{R}\left(\mathbf{z}_{0}\right), Q_{R}\left(\mathbf{z}_{1}\right), \ldots, Q_{R}\left(\mathbf{z}_{m}\right)\right) \leq & I\left(Q_{R}\left(\mathbf{x}_{0}\right) ; Q_{R}\left(\mathbf{z}_{0}\right)\right) \\
& +H\left(Q_{R}\left(\mathbf{x}_{1}\right), \ldots, Q_{R}\left(\mathbf{x}_{n}\right) \mid Q_{R}\left(\mathbf{x}_{0}\right)\right) \\
& +H\left(Q_{R}\left(\mathbf{z}_{1}\right), \ldots, Q_{R}\left(\mathbf{z}_{m}\right) \mid Q_{R}\left(\mathbf{z}_{0}\right)\right)
\end{aligned}
$$

Proof Proposition

It is easy to observe that

$$
\mathbb{P}\left(Q_{R}\left(\mathbf{x}_{0}\right)=i_{0}, \ldots, Q_{R}\left(\mathbf{x}_{n}\right)=i_{n}, Q_{R}\left(\mathbf{z}_{0}\right)=j_{0}, \ldots, Q_{R}\left(\mathbf{z}_{m}\right)=j_{m}\right) \leq \mathbb{P}\left(Q_{R}\left(\mathbf{x}_{0}=i_{0}, Q_{R}\left(\mathbf{z}_{0}\right)=j_{0}\right)\right.
$$

Then, we have

$$
\begin{array}{r}
\log \frac{\mathbb{P}\left(Q_{R}\left(\mathbf{x}_{0}\right)=i_{0}, \ldots, Q_{R}\left(\mathbf{x}_{n}\right)=i_{n}, Q_{R}\left(\mathbf{z}_{0}\right)=j_{0}, \ldots, Q_{R}\left(\mathbf{z}_{m}\right)=j_{m}\right)}{\mathbb{P}\left(Q_{R}\left(\mathbf{x}_{0}\right)=i_{0}, \ldots, Q_{R}\left(\mathbf{x}_{n}\right)=i_{n}\right) \cdot \mathbb{P}\left(Q_{R}\left(\mathbf{z}_{0}\right)=j_{0}, \ldots, Q_{R}\left(\mathbf{z}_{m}\right)=j_{m}\right)} \leq \log \frac{\mathbb{P}\left(Q_{R}\left(\mathbf{x}_{0}\right)=i_{0}, Q_{R}\left(\mathbf{z}_{0}\right)=j_{0}\right)}{\mathbb{P}\left(Q_{R}\left(\mathbf{x}_{0}\right)=i_{0}\right) \mathbb{P}\left(Q_{R}\left(\mathbf{z}_{0}\right)=j_{0}\right)} \\
\\
+\log \frac{\mathbb{P}\left(Q_{R}\left(\mathbf{x}_{0}\right)=i_{0}\right)}{\mathbb{P}\left(Q_{R}\left(\mathbf{x}_{0}\right)=i_{0}, \ldots, Q_{R}\left(\mathbf{x}_{n}\right)=i_{n}\right)} \\
\\
+\log \frac{\mathbb{P}\left(Q_{R}\left(\mathbf{z}_{0}\right)=j_{0}\right)}{\mathbb{P}\left(Q_{R}\left(\mathbf{z}_{0}\right)=j_{0}, \ldots, Q_{R}\left(\mathbf{z}_{n}\right)=j_{n}\right)}
\end{array}
$$

Then, multiplying by the joint probability of all the transformed points and doing the proper marginalization, we have the result.

## Proof of Theorem

Under the hypothesis the theorem, and using the previous proposition, we just need to find an upper bound for the conditional entropy terms. Without loss of generality, we can just focus on the set $\left\{\mathbf{x}_{0}, \ldots, \mathbf{x}_{n}\right\}$.

To do so, we use a similar approach used to prove Fano's inequality. Let's consider the random variable $E$ as follows,

$$
E= \begin{cases}1 & \text { if } Q_{R}\left(\mathbf{x}_{0}\right)=Q_{R}\left(\mathbf{x}_{1}\right)=\ldots=Q_{R}\left(\mathbf{x}_{n}\right) \\ 0 & \text { otherwise }\end{cases}
$$

With this, using the well known properties of the entropy (and conditional entropy), we have the following equality,

$$
\begin{aligned}
H\left(Q_{R}\left(\mathbf{x}_{1}\right), \ldots, Q_{R}\left(\mathbf{x}_{n}\right), E \mid Q_{R}\left(\mathbf{x}_{0}\right)\right)= & H\left(Q_{R}\left(\mathbf{x}_{1}\right), \ldots, Q_{R}\left(\mathbf{x}_{n}\right) \mid Q_{R}\left(\mathbf{x}_{0}\right)\right) \\
& +H\left(E \mid Q_{R}\left(\mathbf{x}_{0}\right), Q_{R}\left(\mathbf{x}_{1}\right), \ldots, Q_{R}\left(\mathbf{x}_{n}\right)\right)
\end{aligned}
$$

but, since $E$ is a deterministic function of $Q_{R}\left(\mathbf{x}_{0}\right), Q_{R}\left(\mathbf{x}_{1}\right), \ldots, Q_{R}\left(\mathbf{x}_{n}\right)$, we have

$$
H\left(E \mid Q_{R}\left(\mathbf{x}_{0}\right), Q_{R}\left(\mathbf{x}_{1}\right), \ldots, Q_{R}\left(\mathbf{x}_{n}\right)\right)=0
$$

On the other hand, we can also write the following,
$H\left(Q_{R}\left(\mathbf{x}_{1}\right), \ldots, Q_{R}\left(\mathbf{x}_{n}\right), E \mid Q_{R}\left(\mathbf{x}_{0}\right)\right)=H\left(E \mid Q_{R}\left(\mathbf{x}_{0}\right)\right)+H\left(Q_{R}\left(\mathbf{x}_{1}\right), \ldots, Q_{R}\left(\mathbf{x}_{n}\right) \mid Q_{R}\left(\mathbf{x}_{0}\right), E\right)$

Note that, since

$$
\frac{1}{2} \leq \rho\left(\varepsilon_{1}, Q_{R}\right) \leq \mathbb{P}(E=1)
$$

therefor,

$$
H\left(E \mid Q_{R}\left(\mathbf{x}_{0}\right)\right) \leq H(E) \leq H\left(\rho\left(\varepsilon_{1}, Q_{R}\right)\right)
$$

With all this, we have

$$
H\left(Q_{R}\left(\mathbf{x}_{1}\right), \ldots, Q_{R}\left(\mathbf{x}_{n}\right) \mid Q_{R}\left(\mathbf{x}_{0}\right)\right) \leq H\left(\rho\left(\varepsilon_{1}, Q_{R}\right)\right)+H\left(Q_{R}\left(\mathbf{x}_{1}\right), \ldots, Q_{R}\left(\mathbf{x}_{n}\right) \mid Q_{R}\left(\mathbf{x}_{0}\right), E\right)
$$

Finally, we can note the next equation,

$$
\begin{aligned}
H\left(Q_{R}\left(\mathbf{x}_{1}\right), \ldots, Q_{R}\left(\mathbf{x}_{n}\right) \mid Q_{R}\left(\mathbf{x}_{0}\right), E\right)= & \sum_{q \in \mathcal{E}} \mathbb{P}\left(Q_{R}\left(\mathbf{x}_{0}\right)=q, E=1\right) H\left(Q_{R}\left(\mathbf{x}_{1}\right), \ldots, Q_{R}\left(\mathbf{x}_{n}\right) \mid Q_{R}\left(\mathbf{x}_{0}\right)=q, E=1\right) \\
& +\mathbb{P}\left(Q_{R}\left(\mathbf{x}_{0}\right)=q, E=0\right) H\left(Q_{R}\left(\mathbf{x}_{1}\right), \ldots, Q_{R}\left(\mathbf{x}_{n}\right) \mid Q_{R}\left(\mathbf{x}_{0}\right)=q, E=0\right)
\end{aligned}
$$

But note that, if $E=1$, then, all the transformed points have the same value, so, if we know the value of $Q_{R}\left(\mathbf{x}_{0}\right)$, we can determine the value of the remaining points, so

$$
H\left(Q_{R}\left(\mathbf{x}_{1}\right), \ldots, Q_{R}\left(\mathbf{x}_{n}\right) \mid Q_{R}\left(\mathbf{x}_{0}\right)=q, E=1\right)=0
$$

On the other hand, if $E=0$, we know that, there one case that can not happen. Thus, we can bound the othe conditional entropy term as follows,

$$
H\left(Q_{R}\left(\mathbf{x}_{1}\right), \ldots, Q_{R}\left(\mathbf{x}_{n}\right) \mid Q_{R}\left(\mathbf{x}_{0}\right)=q, E=0\right) \leq \log \left(|\mathcal{E}|^{n}-1\right)
$$

Overall, we have the following inequality

$$
H\left(Q_{R}\left(\mathbf{x}_{1}\right), \ldots, Q_{R}\left(\mathbf{x}_{n}\right) \mid Q_{R}\left(\mathbf{x}_{0}\right), E\right) \leq \mathbb{P}(E=0) \log \left(|\mathcal{E}|^{n}-1\right)
$$

but, since $\rho\left(\varepsilon, Q_{R}\right) \leq \mathbb{P}(E=1)$, we have $\mathbb{P}(E=0) \leq 1-\rho\left(\varepsilon_{1}, Q_{R}\right)$, obtaining

$$
H\left(Q_{R}\left(\mathbf{x}_{1}\right), \ldots, Q_{R}\left(\mathbf{x}_{n}\right) \mid Q_{R}\left(\mathbf{x}_{0}\right), E\right) \leq\left(1-\rho\left(\varepsilon_{1}, Q_{R}\right)\right) \log \left(|\mathcal{E}|^{n}-1\right)
$$

getting our result.

## B. 2 Proof Theorem 4.3.1

## Theorem 4.3.1.

Indistinguishability. If $(k, A, U)$ satisfies the conditions to compose a Gaussian Modular Hash function $Q_{k, A, U}$, then, for all $\mathbf{x} \in \mathbb{R}^{N}$ and for all $\mathbf{i} \in \mathbb{Z}_{k}^{M}$ we have

$$
\mathbb{P}\left(Q_{k, A, U}(\mathbf{x})\right)=\frac{1}{k^{M}}
$$

Proof

First, we need to prove the following proposition,
Proposition. Let $X$ be a continuous random variable, and $U$ a continuous uniform random variable between 0 and $k$. If $X$ and $U$ are independent, then $X+U(\bmod k)$ is uniformly distributed between 0 and $k$.

Proof Proposition.

It is easy to see that, the density function of $X+U$ is given by

$$
f_{X+U}(x)=\frac{1}{k}\left[F_{X}(x+k)-F_{X}(x)\right]
$$

where $F_{X}$ is the cdf of $X$. Then, if $x \in[0, k]$

$$
\begin{aligned}
f_{X+U(\bmod k)}(x) & =\sum_{i \in \mathbb{Z}} f_{X+U}(x+i k) \\
& =\sum_{i \in \mathbb{Z}} \frac{1}{k}\left[F_{X}(x+k+i k)-F_{X}(x+i k)\right] \\
& =\frac{1}{k} \sum_{i \in \mathbb{Z}}\left[F_{X}(x+(i+1) k)-F_{X}(x+i k)\right]
\end{aligned}
$$

Clearly we have a telescope summation. Therefore,

$$
\begin{aligned}
f_{X+U(\bmod k)}(x) & =\frac{1}{k}\left[\left(\lim _{i \rightarrow \infty} F(x+i k)\right)-\left(\lim _{i \rightarrow-\infty} F(x+i k)\right)\right] \\
& =\frac{1}{k}
\end{aligned}
$$

## Proof Theorem

Since all the hash components are independent, we can just focus in a single value, which is equivalent to consider the number of columns in $A$ as $M=1$.

Notice that

$$
\begin{equation*}
\lfloor A \mathbf{x}+U\rfloor(\bmod k)=\lfloor A \mathbf{x}+U(\bmod k)\rfloor \tag{B.1}
\end{equation*}
$$

and, by the previous proposition, if $X$ is a random variable and $U$ a uniform between 0 and $k$, then $X+U(\bmod k)$ is distributed as a Uniform between 0 and $k$. Then, $\lfloor A \mathbf{x}+U(\bmod k)\rfloor$ is uniformly distributed over $\mathbb{Z}_{k}$

## B. 3 Proof Theorem 4.3.2

## Theorem 4.3.2.

Limited Leakage Property. If $(k, A, U)$ satisfies the conditions to compose a Gaussian Modular Hash function $Q_{k, A, U}$, then, there exist positive constants $C$ and $\gamma$ such that for any pair of points $\mathbf{x}_{1}, \mathbf{x}_{2} \in \mathbb{R}^{N}$ the mutual information between $Q_{k, A, U}\left(\mathbf{x}_{1}\right)$ and $Q_{k, A, U}\left(\mathbf{x}_{2}\right)$ is bounded as follows,

$$
\begin{equation*}
I\left(Q_{k, A, U}\left(\mathbf{x}_{1}\right) ; Q_{k, A, U}\left(\mathbf{x}_{2}\right)\right) \leq C \exp \left(-\gamma \sigma\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|\right) \tag{B.2}
\end{equation*}
$$

Proof

Similar to the previous case, since all the hash components are independent, we can just focus in a single value, which is equivalent to consider the number of columns in $A$ as $M=1$. Hence, the a bound for the mutual information must just be multiplied by $M$ for the more generic setting.

To prove this theorem, we need to demonstrate several previous results:

Lemma. Consider that $(k, A, U)$ composes a Gaussian Modular Hash function, and $\mathbf{x}_{1}$ and $\mathbf{x}_{2}$ are any points in $\mathbb{R}^{N}$. If we define the random variables $Q_{1}=Q_{k, A, U}\left(\mathbf{x}_{1}\right)$ and $Q_{2}=Q_{k, A, U}\left(\mathbf{x}_{2}\right)$, then the following statements are true:

1. $\forall i \in \mathbb{Z}_{k}, \mathbb{P}\left(Q_{1}-Q_{2}=i\right)=\mathbb{P}\left(Q_{1}-Q_{2}=-i\right)$
2. If $n_{1}-m_{1}=n_{2}-m_{2}$, then $\mathbb{P}\left(Q_{1}=n_{1}, Q_{2}=m_{1}\right)=\mathbb{P}\left(Q_{1}=n_{2}, Q_{2}=m_{2}\right)$
3. If $n_{1}-m_{1}=n_{2}-m_{2} \pm k$, then $\mathbb{P}\left(Q_{1}=n_{1}, Q_{2}=m_{1}\right)=\mathbb{P}\left(Q_{1}=n_{2}, Q_{2}=m_{2}\right)$

## Proof Lemma

1. We know that, as in the previous arguments, that

$$
\begin{equation*}
\mathbb{P}\left(Q_{1}-Q_{2}=i\right)=\int_{0}^{\infty} g_{i, k}(l) f_{L}(l) \mathrm{d} l \tag{B.3}
\end{equation*}
$$

where $f_{L}$ is the density function of $L \sim \mathcal{N}\left(0, \sigma^{2}\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|^{2}\right)$, and $g_{i, k}=t r i * h_{i, k}$ where

$$
\begin{equation*}
h_{i, k}(x)=\sum_{j=0}^{\infty} \delta(x-i-j k)+\sum_{j=0}^{\infty} \delta(x+i+j k) \tag{B.4}
\end{equation*}
$$

Similarly

$$
\begin{equation*}
\mathbb{P}\left(Q_{1}-Q_{2}=-i\right)=\int_{-\infty}^{0} g_{i, k}(l) f_{L}(l) \mathrm{d} l \tag{B.5}
\end{equation*}
$$

and by the symmetry of $g_{i, k}$ and $f_{L}$ we have the result. This can be seen in the figure B.1.


Figure B.1: Illustration of functions $g_{i, k}$ and $f_{L}$
2. First, we have to notice that, if $X$ and $Y$ are continuous random variables, and $U \sim \operatorname{Unif}(0, k)$, then

$$
\begin{aligned}
\mathbb{P}(X+U \leq x, Y+U \leq y) & =\mathbb{P}(X \leq x-U, Y \leq y-U) \\
& =\int_{0}^{k} \mathbb{P}(X \leq x-u, Y \leq y-u) \frac{1}{k} \mathrm{~d} u \\
& =\frac{1}{k} \int_{0}^{k} F_{X, Y}(x-u, y-u) \mathrm{d} u \\
& =\frac{1}{k} \int_{x-k}^{x} F_{X, Y}(t, y-x+t) \mathrm{d} t \\
& =\frac{1}{k} \int_{y-k}^{y} F_{X, Y}(x-y+t, t) \mathrm{d} t
\end{aligned}
$$

Besides, if $n, m \in \mathbb{Z}$

$$
\begin{aligned}
\mathbb{P}(\lfloor X+U\rfloor=n,\lfloor Y+U\rfloor=m)= & \mathbb{P}(X+U \leq n+1, Y+U \leq m+1) \\
& -\mathbb{P}(X+U \leq n+1, Y+U \leq m) \\
& -\mathbb{P}(X+U \leq n, Y+U \leq m+1) \\
& +\mathbb{P}(X+U \leq n, Y+U \leq m)
\end{aligned}
$$

then, if $n, m \in \mathbb{Z}$ such that $0 \leq n<k$ and $0 \leq m<k$

$$
\begin{aligned}
\mathbb{P}(\lfloor X+U\rfloor=n,\lfloor Y+U\rfloor=m \bmod k)= & \sum_{i, j \in \mathbb{Z}} \mathbb{P}(\lfloor X+U\rfloor=n+i k,\lfloor Y+U\rfloor=m+j k) \\
= & \sum_{i, j \in \mathbb{Z}}[\mathbb{P}(X+U \leq n+i k+1, Y+U \leq m+j k+1) \\
& -\mathbb{P}(X+U \leq n+i k+1, Y+U \leq m+j k) \\
& -\mathbb{P}(X+U \leq n+i k, Y+U \leq m+j k+1) \\
& +\mathbb{P}(X+U \leq n+i k, Y+U \leq m+j k)] \\
= & \sum_{i, j \in \mathbb{Z}} \frac{1}{k} \int_{n+i k+1-k}^{n+i k+1} F_{X, Y}(t, m-n+(j-i) k+t) \mathrm{d} t \\
& -\frac{1}{k} \int_{n+i k+1-k}^{n+i k+1} F_{X, Y}(t, m-n+(j-i) k-1+t) \mathrm{d} t \\
& -\frac{1}{k} \int_{n+i k-k}^{n+i k} F_{X, Y}(t, m-n+(j-i) k+1+t) \mathrm{d} t \\
& +\frac{1}{k} \int_{n+i+k-k}^{n+i k} F_{X, Y}(t, m-n+(j-i) k+t) \mathrm{d} t
\end{aligned}
$$

Doing a change of variables in the indexes in the summation, $j=j-i$ and $i=i$, we have

$$
\begin{aligned}
\mathbb{P}(\lfloor X+U\rfloor=n,\lfloor Y+U\rfloor=m \bmod k)= & \sum_{i, j \in \mathbb{Z}} \frac{1}{k} \int_{n+(i-1) k+1}^{n+i k+1} F_{X, Y}(t, m-n+j k+t) \\
& -F(t, m-n+j k-1+t) \mathrm{d} t \\
& -\frac{1}{k} \int_{n+(i-1) k}^{n+i k} F_{X, Y}(t, m-n+j k+1+t) \\
& -F_{X, Y}(t, m-n+j k+t) \mathrm{d} t \\
= & \sum_{j \in \mathbb{Z}} \frac{1}{k} \int_{-\infty}^{\infty} 2 F_{X, Y}(t, m-n+j k+t) \\
& -F_{X, Y}(t, m-n+j k-1+t) \\
& -F_{X, Y}(t, m-n+j k+1+t) \mathrm{d} t
\end{aligned}
$$

Thus, this last expression depends on the difference between $m$ and $n$.
3. From the last expression, we have

$$
\begin{aligned}
\mathbb{P}\left(\lfloor X+U\rfloor=n_{1},\lfloor Y+U\rfloor=m_{1} \bmod k\right)= & \sum_{j \in \mathbb{Z}} \frac{1}{k} \int_{-\infty}^{\infty} 2 F_{X, Y}\left(t, m_{1}-n_{1}+j k+t\right) \\
& -F_{X, Y}\left(t, m_{1}-n_{1}+j k-1+t\right) \\
& -F_{X, Y}\left(t, m_{1}-n_{1}+j k+1+t\right) \mathrm{d} t \\
= & \sum_{j \in \mathbb{Z}} \frac{1}{k} \int_{-\infty}^{\infty} 2 F_{X, Y}\left(t, m_{2}-n_{2} \pm k+j k+t\right) \\
& -F_{X, Y}\left(t, m_{2}-n_{2} \pm k+j k-1+t\right) \\
& -F_{X, Y}\left(t, m_{2}-n_{2} \pm k+j k+1+t\right) \mathrm{d} t \\
= & \sum_{j \in \mathbb{Z}} \frac{1}{k} \int_{-\infty}^{\infty} 2 F_{X, Y}\left(t, m_{2}-n_{2}+j k+t\right) \\
& -F_{X, Y}\left(t, m_{2}-n_{2}+j k-1+t\right) \\
& -F_{X, Y}\left(t, m_{2}-n_{2}+j k+1+t\right) \mathrm{d} t \\
= & \mathbb{P}\left(\lfloor X+U\rfloor=n_{2},\lfloor Y+U\rfloor=m_{2} \bmod k\right)
\end{aligned}
$$

We also need to prove the next result
Proposition 1. If $(k, A, U)$ composes a Gaussian Modular Hash function, then $\forall \mathbf{x}_{1}, \mathbf{x}_{2} \in \mathbb{R}^{N}$ and $\forall i \in \mathbb{Z}_{k}$, defining the random variables $Q_{i}=Q_{k, A, U}\left(\mathbf{x}_{i}\right)$, we have

$$
\begin{equation*}
\mathbb{P}\left(\left|Q_{1}-Q_{2}\right|=i\right)+\mathbb{P}\left(\left|Q_{1}-Q_{2}\right|=k-i\right) \leq 2 \cdot \mathbb{P}\left(Q_{1}=Q_{2}\right) \tag{B.6}
\end{equation*}
$$

## Proof of Proposition 1

We know that

$$
\begin{equation*}
\mathbb{P}\left(\left|Q_{1}-Q_{2}\right|=i\right)=\int_{-\infty}^{\infty} f_{L}(l) \cdot\left(\operatorname{tri} * h_{i, k}(l)\right) \mathrm{d} l \tag{B.7}
\end{equation*}
$$

where $f_{L}$ is the density function of $L \sim \mathcal{N}\left(0, \sigma^{2}\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|^{2}\right)$, and $g_{i, k}=t r i * h_{i, k}$ where

$$
h_{i, k}(x)=\sum_{j=0}^{\infty} \delta(x-i-j k)+\sum_{j=0}^{\infty} \delta(x+i+j k)
$$

Therefore

$$
\begin{aligned}
\mathbb{P}\left(\left|Q_{1}-Q_{2}\right|=i\right)+\mathbb{P}\left(\left|Q_{1}-Q_{2}\right|=k-i\right) & =\int_{-\infty}^{\infty} f_{L}(l) \cdot\left(\operatorname{tri} * h_{i, k}(l)\right) d l+\int_{-\infty}^{\infty} f_{L}(l) \cdot\left(\operatorname{tri} * h_{k-i, k}(l)\right) \mathrm{d} l \\
& =\int_{-\infty}^{\infty} f_{L}(l) \cdot\left(\operatorname{tri} *\left(h_{i, k}+h_{k-i, k}\right)(l)\right) \mathrm{d} l
\end{aligned}
$$

However,

$$
\begin{aligned}
h_{i, k}(x)+h_{k-i, k}(x) & =\sum_{j=0}^{\infty} \delta(x-i-j k)+\sum_{j=0}^{\infty} \delta(x+i+j k)+\sum_{j=0}^{\infty} \delta(x-(k-i)-j k)+\sum_{j=0}^{\infty} \delta(x+(k-i)+j k) \\
& =\sum_{j=0}^{\infty} \delta(x-i-j k)+\sum_{j=0}^{\infty} \delta(x+i+j k)+\sum_{j=0}^{\infty} \delta(x+i-k-j k)+\sum_{j=0}^{\infty} \delta(x+i+k+j k) \\
& =\sum_{j=0}^{\infty} \delta(x-i-j k)+\sum_{j=0}^{\infty} \delta(x+i+j k)+\sum_{j=1}^{\infty} \delta(x+i-j k)+\sum_{j=1}^{\infty} \delta(x+i+j k) \\
& =\sum_{j \in \mathbb{Z}} \delta(x-i-j k)+\sum_{j \in \mathbb{Z}} \delta(x+i+j k) \\
& =\sum_{j \in \mathbb{Z}} \delta(x+j k) *(\delta(x-i)+\delta(x+i))
\end{aligned}
$$

Then, applying the Parseval's Theorem, we have

$$
\begin{aligned}
\mathbb{P}\left(\left|Q_{1}-Q_{2}\right|=i\right)+\mathbb{P}\left(\left|Q_{1}-Q_{2}\right|=k-i\right) & =\int_{-\infty}^{\infty} \hat{f}_{L}(\xi) \cdot\left(\operatorname{tri} *\left(\widehat{\left(h_{i, k}+\right.} h_{k-i, k}\right)\right)(\xi) \mathrm{d} \xi \\
& =\int_{-\infty}^{\infty} \hat{f}_{L}(\xi) \cdot \hat{t r i}(\xi)\left(h_{i, k} \widehat{+h_{k}-i, k}\right)(\xi) \mathrm{d} \xi \\
& =\int_{-\infty}^{\infty} \hat{f}_{L}(\xi) \cdot \hat{\operatorname{tr} i(\xi)}\left(\sum_{j \in \mathbb{Z}} \delta(x+j k) *(\delta(x-i)+\delta(x+i))\right)(\xi) \mathrm{d} \xi \\
& =\int_{-\infty}^{\infty} \hat{f}_{L}(\xi) \cdot \operatorname{tri}(\xi) \cdot \frac{1}{k} \sum_{j \in \mathbb{Z}} \delta\left(\xi+\frac{j}{k}\right) \cdot 2 \cos (2 \pi \xi) \mathrm{d} \xi \\
& \leq 2 \int_{-\infty}^{\infty} \hat{f}_{L}(\xi) \cdot \hat{\operatorname{tr} i}(\xi) \cdot \frac{1}{k} \sum_{j \in \mathbb{Z}} \delta\left(\xi+\frac{j}{k}\right) \mathrm{d} \xi \\
& =2 \int_{-\infty}^{\infty} e^{-2\left(\frac{\pi\left\|x_{1}-x_{2}\right\| \xi}{\delta}\right)^{2}} \cdot \operatorname{sinc}^{2}(\xi) \cdot \frac{1}{k} \sum_{j \in \mathbb{Z}} \delta\left(\xi+\frac{j}{k}\right) \mathrm{d} \xi \\
& =2 \cdot \mathbb{P}\left(Q_{1}=Q_{2}\right)
\end{aligned}
$$

The last result we need to prove our theorem is the following,
Proposition 2. If $(k, A, U)$ composes a Gaussian Modular Hash function, then $\forall \mathbf{x}_{1}, \mathbf{x}_{2} \in \mathbb{R}^{N}$ and $\forall n, m \in \mathbb{Z}_{k}$, defining the random variables $Q_{i}=Q_{k, A, U}\left(\mathbf{x}_{i}\right)$, we have

$$
\begin{equation*}
\mathbb{P}\left(Q_{1}=n, Q_{2}=m\right) \leq \frac{\mathbb{P}\left(Q_{1}=Q_{2}\right)}{k} \tag{B.8}
\end{equation*}
$$

Proof of Proposition 2.

Let $i$ be equal to $n-m$. From the previous lemma, we know that if $|n-m|=\left|n_{2}-m_{2}\right|$, so

$$
\begin{equation*}
\mathbb{P}\left(Q_{1}=n, Q_{2}=m\right)=\mathbb{P}\left(Q_{1}=n_{2}, Q_{2}=m_{2}\right) \tag{B.9}
\end{equation*}
$$

Then

$$
\begin{aligned}
\mathbb{P}\left(\left|Q_{1}-Q_{2}\right|=i\right) & =\sum_{\left|n_{2}-m_{2}\right|=i} \mathbb{P}\left(Q_{1}=n_{2}, Q_{2}=m_{2}\right) \\
& =2 \cdot(k-i) \cdot \mathbb{P}\left(Q_{1}=n, Q_{2}=m\right)
\end{aligned}
$$

Moreover, from the previous lemma we can also see that, if $|n-m|=k-\left|n_{2}-m_{2}\right|$

$$
\mathbb{P}\left(Q_{1}=n, Q_{2}=m\right)=\mathbb{P}\left(Q_{1}=n_{2}, Q_{2}=m_{2}\right)
$$

with this, we can get the following

$$
\begin{aligned}
\mathbb{P}\left(\left|Q_{1}-Q_{2}\right|=k-i\right) & =\sum_{\left|n_{2}-m_{2}\right|=k-i} \mathbb{P}\left(Q_{1}=n_{2}, Q_{2}=m_{2}\right) \\
& =2 \cdot i \cdot \mathbb{P}\left(Q_{1}=n, Q_{2}=m\right)
\end{aligned}
$$

Thus,

$$
\begin{aligned}
\mathbb{P}\left(\left|Q_{1}-Q_{2}\right|=i\right)+\mathbb{P}\left(\left|Q_{1}-Q_{2}\right|=k-i\right)= & 2 \cdot(k-i) \cdot \mathbb{P}\left(Q_{1}=n, Q_{2}=m\right) \\
& +2 \cdot i \cdot \mathbb{P}\left(Q_{1}=n, Q_{2}=m\right) \\
= & 2 k \mathbb{P}\left(Q_{1}=n, Q_{2}=m\right)
\end{aligned}
$$

And using the previous proposition, we have

$$
2 k \mathbb{P}\left(Q_{1}=n, Q_{2}=m\right) \leq 2 \mathbb{P}\left(Q_{1}=Q_{2}\right)
$$

Proof of Theorem Defining the random variables $Q_{i}=Q_{k, A, U}\left(\mathbf{x}_{i}\right)$," we have that the mutual information between $Q_{1}$ and $Q_{2}$ is given by

$$
I\left(Q_{1} ; Q_{2}\right)=\sum_{n, m=0}^{k-1} \mathbb{P}\left(Q_{1}=n, Q_{2}=m\right) \log \left(\frac{\mathbb{P}\left(Q_{1}=n, Q_{2}=m\right)}{\mathbb{P}\left(Q_{1}=n\right) \mathbb{P}\left(Q_{2}=m\right)}\right)
$$

but, we know that for any $i \in \mathbb{Z}_{k}$ we have

$$
\mathbb{P}\left(Q_{1}=i\right)=\mathbb{P}\left(Q_{2}=i\right)=\frac{1}{k}
$$

Then

$$
I\left(Q_{1} ; Q_{2}\right)=\sum_{n, m=0}^{k-1} \mathbb{P}\left(Q_{1}=n, Q_{2}=m\right) \log \left(\mathbb{P}\left(Q_{1}=n, Q_{2}=m\right)\right)-\log \frac{1}{k^{2}}
$$

Moreover, since

$$
\mathbb{P}\left(Q_{1}=n, Q_{2}=m\right) \leq \frac{\mathbb{P}\left(Q_{1}=Q_{2}\right)}{k}
$$

we have

$$
\begin{aligned}
I\left(Q_{1} ; Q_{2}\right) & \leq \sum_{n, m=0}^{k-1} \mathbb{P}\left(Q_{1}=n, Q_{2}=m\right) \log \left(\frac{\mathbb{P}\left(Q_{1}=Q_{2}\right)}{k}\right)-\log \frac{1}{k^{2}} \\
& =\log \left(\frac{\mathbb{P}\left(Q_{1}=Q_{2}\right)}{k}\right)-\log \frac{1}{k^{2}}
\end{aligned}
$$

and, since we know (see theorem 5.2.2 )

$$
\mathbb{P}\left(Q_{1}=Q_{2}\right) \leq \frac{1}{k}\left(1+\frac{k^{2}}{3} e^{-2\left(\frac{\pi \sigma\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|}{k}\right)^{2}}\right)
$$

and finally, using the Mean Value Theorem, we have

$$
\begin{aligned}
I\left(Q_{1} ; Q_{2}\right) & \leq \log \left(\frac{1}{k^{2}}\left(1+\frac{k^{2}}{3} e^{-2\left(\frac{\pi \sigma\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|}{k}\right)^{2}}\right)\right)-\log \frac{1}{k^{2}} \\
& \leq k^{2} \cdot\left(\frac{1}{k^{2}}+\frac{1}{3} e^{-2\left(\frac{\pi \sigma\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|}{k}\right)^{2}}-\frac{1}{k^{2}}\right) \\
& =\frac{k^{2}}{3} \exp \left(-2\left(\frac{\pi \sigma\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|}{k}\right)^{2}\right)
\end{aligned}
$$

## B. 4 Proof Theorem 4.3.3

## Theorem 4.3.3.

If $(k, A, U)$ satisfies the conditions to compose a Gaussian Modular Hash function $Q_{k, A, U}$, where $\sigma^{2}$ is the variance $a_{i j}$, then, the degree of persistence is given by

$$
\rho\left(\varepsilon, Q_{k, A, U}\right)=\left(\frac{\gamma\left(\frac{N}{2}, \frac{1}{4 \varepsilon^{2} \sigma^{2}}\right)}{\Gamma\left(\frac{N}{2}\right)}-2 \sqrt{2} \sigma \varepsilon \frac{\gamma\left(\frac{N+1}{2}, \frac{1}{4 \varepsilon^{2} \sigma^{2}}\right)}{\Gamma\left(\frac{N}{2}\right)}\right)^{M}
$$

where $\gamma(s, x)=\int_{0}^{x} t^{s-1} e^{-t} \mathrm{~d} t$ and it is known as the lower incomplete gamma function, and $\Gamma(z)=$ $\int_{0}^{\infty} x^{z-1} e^{-x} \mathrm{~d} x$ is the well known gamma function.

## Proof

Without loss of generality, we can consider $M=1$.
Using the same principle if theorem 4.3.2, we can show that, since the hash is based on a random projection, the following

$$
\rho\left(\varepsilon, Q_{R}\right)=\int_{0}^{1}(1-x) f_{X}(x) \mathrm{d} x
$$

where $f_{X}$ is the density function of the random variable $X$, which is $X=2 \varepsilon\|A\|$ Note that, the cumulative probability function of $X$ is given by

$$
\begin{aligned}
F_{X}(x) & =\mathbb{P}(2 \varepsilon\|A\| \leq x) \\
& =\mathbb{P}\left(W \leq \frac{x^{2}}{4 \varepsilon^{2} \sigma^{2}}\right)
\end{aligned}
$$

where $W$ is a sum $N$ of square independent Gaussians with zero-mean and standard deviation 1, i.e., $W$ is distributed as a $\chi_{N}^{2}$. Thus, it is possible to prove that

$$
\begin{aligned}
\rho\left(\varepsilon, Q_{R}\right) & =F_{X}(1)-\int_{0}^{1} x f_{X}(x) \mathrm{d} x \\
& =F_{\chi_{N}^{2}}\left(\frac{1}{4 \varepsilon^{2} \sigma^{2}}\right)-\int_{0}^{1} f_{\chi_{N}^{2}}\left(\frac{x^{2}}{4 \varepsilon^{2} \sigma^{2}}\right) \frac{x^{2}}{2 \varepsilon^{2} \sigma^{2}} \mathrm{~d} x
\end{aligned}
$$

and doing the change of variables $y=\frac{x^{2}}{4 \varepsilon^{2} \sigma^{2}}$ it is possible to show that

$$
\rho\left(\varepsilon, Q_{k, A, U}\right)=\frac{\gamma\left(\frac{N}{2}, \frac{1}{4 \varepsilon^{2} \sigma^{2}}\right)}{\Gamma\left(\frac{N}{2}\right)}-2 \sqrt{2} \sigma \varepsilon \frac{\gamma\left(\frac{N+1}{2}, \frac{1}{4 \varepsilon^{2} \sigma^{2}}\right)}{\Gamma\left(\frac{N}{2}\right)}
$$

For values of $M>1$, we just need to multiply $M$ times, since is a condition over $M$ independent random variables.

## B. 5 Proof Theorem 4.3.4

## Theorem 4.3.4.

If we consider the $Q_{2, A, U}$ is Gaussian Modular Hash, then the mutual information between $Q_{2, A, U}\left(\mathbf{x}_{0}\right)$ and $\left(Q_{2, A, U}\left(\mathbf{x}_{1}\right), Q_{2, A, U}\left(\mathbf{x}_{2}\right)\right)$ goes exponentially fast to 0 when the minimum distance from $\mathbf{x}_{0}$ to $\mathbf{x}_{1}$ and $\mathbf{x}_{2}$ goes to infinity.

Proof

First, we need to prove the following proposition
Proposition. Consider $R=(2, A, U)$ composes a Gaussian Modular Hash. Given any three points in $\mathbb{R}^{N}, \mathbf{x}_{0}, \mathbf{x}_{1}$ and $\mathbf{x}_{2}$, then

$$
\begin{aligned}
\mathbb{P}\left(Q_{R}\left(\mathbf{x}_{0}\right)=i_{0}, Q_{R}\left(\mathbf{x}_{1}\right)=i_{1}, Q_{R}\left(\mathbf{x}_{2}\right)=i_{2}\right)= & \frac{1}{2} \mathbb{P}\left(Q_{R}\left(\mathbf{x}_{0}\right)=i_{0}, Q_{R}\left(\mathbf{x}_{1}\right)=i_{1}\right) \\
& +\frac{1}{2} \mathbb{P}\left(Q_{R}\left(\mathbf{x}_{0}\right)=i_{0}, Q_{R}\left(\mathbf{x}_{2}\right)=i_{2}\right) \\
& +\frac{1}{2} \mathbb{P}\left(Q_{R}\left(\mathbf{x}_{1}\right)=i_{1}, Q_{R}\left(\mathbf{x}_{2}\right)=i_{2}\right) \\
& -\frac{1}{4}
\end{aligned}
$$

Proof of Proposition.

It is possible to show that

$$
\mathbb{P}\left(Q_{R}\left(\mathbf{x}_{0}\right)=i_{0}, Q_{R}\left(\mathbf{x}_{1}\right)=i_{1}, Q_{R}\left(\mathbf{x}_{2}\right)=i_{2}\right)=\mathbb{P}\left(Q_{R}\left(\mathbf{x}_{0}\right)=i_{0}+1, Q_{R}\left(\mathbf{x}_{1}\right)=i_{1}+1, Q_{R}\left(\mathbf{x}_{2}\right)=i_{2}+1\right)
$$

being the sum in modulo. Thus, we just need to focus of the half of the probability distribution.

Just to simplify the notation, we define $q_{i}:=Q_{2}\left(\mathbf{x}_{i}\right)$. Thus, we have the following linear system

$$
\left(\begin{array}{c}
0.5 \\
\mathbb{P}\left(q_{1}=0, q_{2}=0\right) \\
\mathbb{P}\left(q_{0}=0, q_{2}=0\right) \\
\mathbb{P}\left(q_{0}=0, q_{1}=0\right)
\end{array}\right)=\left(\begin{array}{llll}
1 & 1 & 1 & 1 \\
1 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 \\
1 & 0 & 0 & 1
\end{array}\right)\left(\begin{array}{l}
\mathbb{P}\left(q_{0}=0, q_{1}=0, q_{2}=0\right) \\
\mathbb{P}\left(q_{0}=1, q_{1}=0, q_{2}=0\right) \\
\mathbb{P}\left(q_{0}=0, q_{1}=1, q_{2}=0\right) \\
\mathbb{P}\left(q_{0}=0, q_{1}=0, q_{2}=1\right)
\end{array}\right)
$$

This linear system is invertible and it can be written as follows

$$
\left(\begin{array}{l}
\mathbb{P}\left(q_{0}=0, q_{1}=0, q_{2}=0\right) \\
\mathbb{P}\left(q_{0}=1, q_{1}=0, q_{2}=0\right) \\
\mathbb{P}\left(q_{0}=0, q_{1}=1, q_{2}=0\right) \\
\mathbb{P}\left(q_{0}=0, q_{1}=0, q_{2}=1\right)
\end{array}\right)=\left(\begin{array}{cccc}
-0.5 & 0.5 & 0.5 & 0.5 \\
0.5 & 0.5 & -0.5 & -0.5 \\
0.5 & -0.5 & 0.5 & -0.5 \\
0.5 & -0.5 & -0.5 & 0.5
\end{array}\right)\left(\begin{array}{c}
0.5 \\
\mathbb{P}\left(q_{1}=0, q_{2}=0\right) \\
\mathbb{P}\left(q_{0}=0, q_{2}=0\right) \\
\mathbb{P}\left(q_{0}=0, q_{1}=0\right)
\end{array}\right)
$$

We also need to note that

$$
-\mathbb{P}\left(q_{i}=0, q_{j}=0\right) \quad=\quad \mathbb{P}\left(q_{i}=0, q_{j}=1\right)-\frac{1}{2}
$$

Thus, the theorem is proved.

## Proof of Theorem

First, using the previous proposition, definig $Q_{i}=Q_{R}\left(\mathbf{x}_{i}\right)$, we can note that

$$
\frac{\mathbb{P}\left(Q_{0}=i_{0}, Q_{1}=i_{1}, Q_{2}=i_{2}\right)}{\mathbb{P}\left(Q_{0}=i_{0}\right) \mathbb{P}\left(Q_{1}=i_{1}, Q_{2}=i_{2}\right)}=1+\frac{\mathbb{P}\left(Q_{0}=i_{0}, Q_{1}=i_{1}\right)+\mathbb{P}\left(Q_{0}=i_{0}, Q_{2}=i_{2}\right)-1 / 2}{\mathbb{P}\left(Q_{1}=i_{1}, Q_{2}=i_{2}\right)}
$$

Moreover, we can see that, always
$\left.\mathbb{P}\left(Q_{R}(\mathbf{x})=i, Q_{R}(\mathbf{z})=j\right)\right) \leq \frac{1}{2} \mathbb{P}\left(Q_{R}(\mathbf{x})=Q_{R}(\mathbf{z})\right) \leq \frac{1}{4}\left(1+\frac{4}{3} \exp \left(-2\left(\frac{\pi \sigma\|\mathbf{x}-\mathbf{z}\|}{2}\right)^{2}\right)\right)$
Thus,

$$
\frac{\mathbb{P}\left(Q_{0}=i_{0}, Q_{1}=i_{1}, Q_{2}=i_{2}\right)}{\mathbb{P}\left(Q_{0}=i_{0}\right) \mathbb{P}\left(Q_{1}=i_{1}, Q_{2}=i_{2}\right)} \leq 1+\frac{1}{3} \frac{\exp \left(-2\left(\frac{\pi \sigma\left\|\mathbf{x}_{0}-\mathbf{x}_{1}\right\|}{2}\right)^{2}\right)+\exp \left(-2\left(\frac{\pi \sigma\left\|\mathbf{x}_{0}-\mathbf{x}_{2}\right\|}{2}\right)^{2}\right)}{\mathbb{P}\left(Q_{1}=i_{1}, Q_{2}=i_{2}\right)}
$$

Since $\mathbf{x}_{1}$ and $\mathbf{x}_{2}$ are fixed, we can consider $C=\min _{\left\{i_{1}, i_{2}\right\}} \mathbb{P}\left(Q_{1}=i_{1}, Q_{2}=i_{2}\right)$ and $\log (x) \leq x-1$, we have

$$
I\left(Q_{0} ; Q_{1}, Q_{2}\right) \leq \frac{1}{3 C}\left[\exp \left(-2\left(\frac{\pi \sigma\left\|\mathbf{x}_{0}-\mathbf{x}_{1}\right\|}{2}\right)^{2}\right)+\exp \left(-2\left(\frac{\pi \sigma\left\|\mathbf{x}_{0}-\mathbf{x}_{2}\right\|}{2}\right)^{2}\right)\right]
$$

and we have our result

## B. 6 Proof Theorem 4.3.5

## Theorem 4.3.5.

Let $\mathbf{x}_{0}$ a point in $\mathbb{R}^{N}$. Consider the set of points $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right\} \subseteq B\left(\mathbf{x}_{1}, \varepsilon\right)$. If we consider the $Q_{2, A, U}$ is Gaussian Modular Hash, then

$$
\begin{aligned}
I\left(Q_{R}\left(\mathbf{x}_{0}\right) ; Q_{R}\left(\mathbf{x}_{1}\right), \ldots, Q_{R}\left(\mathbf{x}_{n}\right)\right) \leq & I\left(Q_{R}\left(\mathbf{x}_{0}\right) ; Q_{R}\left(\mathbf{x}_{1}\right)\right) \\
& +1-\rho\left(\varepsilon, Q_{R}\right)+\mathbb{P}\left(Q_{R}\left(\mathbf{x}_{1}\right)=Q_{R}\left(\mathbf{x}^{*}\right)\right) \log \frac{1}{\rho\left(\varepsilon, Q_{R}\right)}
\end{aligned}
$$

where $\mathbf{x}^{*}$ is the farthest point to $\mathbf{x}_{1}$ in the set $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right\}$.

Proof

Based on the definition of $\rho\left(\varepsilon, Q_{R}\right)$, we can observe that

$$
\rho\left(\varepsilon, Q_{R}\right) \leq \mathbb{P}\left(Q_{R}\left(\mathbf{x}_{1}\right)=Q_{R}\left(\mathbf{x}_{2}\right)=\ldots=Q_{R}\left(\mathbf{x}_{n}\right)\right) \leq \mathbb{P}\left(Q_{R}\left(\mathbf{x}_{1}\right)=Q_{R}\left(\mathbf{x}^{*}\right)\right)
$$

On the other hand, the summation that defines the mutual information can be splitted in two terms, when $Q_{R}\left(\mathbf{x}_{1}\right)=\ldots=Q_{R}\left(\mathbf{x}_{n}\right)$ and when not. We can analyze this last case. Note that, defining the random variable $Q_{i}=Q_{R}\left(\mathbf{x}_{i}\right)$, we have

$$
\begin{array}{r}
\sum_{i_{0} \operatorname{not}\left(i_{1}=\ldots=i_{n}\right)} \mathbb{P}\left(Q_{0}=i_{0}, Q_{1}=i_{1}, \ldots, Q_{n}=i_{n}\right) \log \frac{\mathbb{P}\left(Q_{0}=i_{0},, Q_{1}=i_{1}, \ldots, Q_{n}=i_{n}\right)}{\mathbb{P}\left(Q_{0}=i_{0}\right) \mathbb{P}\left(Q_{1}=i_{1}, \ldots, Q_{n}=i_{n}\right)} \\
\leq \sum_{i_{0} \operatorname{not}\left(i_{1}=\ldots=i_{n}\right)} \sum_{\mathbb{P}\left(Q_{0}=i_{0}, Q_{1}=i_{1}, \ldots, Q_{n}=i_{n}\right) \log \frac{\mathbb{P}\left(Q_{1}=i_{1}, \ldots, Q_{n}=i_{n}\right)}{1 / 2 \mathbb{P}\left(Q_{1}=i_{1}, \ldots, Q_{n}=i_{n}\right)}} \begin{array}{r}
=\sum_{i_{0}} \sum_{\operatorname{not}\left(i_{1}=\ldots=i_{n}\right)} \mathbb{P}\left(Q_{0}=i_{0},, Q_{1}=i_{1}, \ldots, Q_{n}=i_{n}\right) \\
\\
=1-\mathbb{P}\left(Q_{1}=\ldots=Q_{n}\right) \leq 1-\rho\left(\varepsilon, Q_{R}\right)
\end{array}
\end{array}
$$

The other case can be written as follows

$$
\begin{aligned}
& \sum_{i_{0}} \sum_{i} \mathbb{P}\left(Q_{0}=i_{0}, Q_{1}=i, \ldots, Q_{n}=i\right) \log \frac{\mathbb{P}\left(Q_{0}=i_{0}, Q_{1}=i, \ldots, Q_{n}=i\right)}{1 / 2 \mathbb{P}\left(Q_{1}=i, \ldots, Q_{n}=i\right)} \\
\leq & \sum_{i_{0}} \sum_{i} \mathbb{P}\left(Q_{0}=i_{0}, Q_{1}=i, \ldots, Q_{n}=i\right) \log \frac{\mathbb{P}\left(Q_{0}=i_{0}, Q_{1}=i\right)}{1 / 2 \cdot 1 / 2 \cdot \rho\left(\varepsilon, Q_{R}\right)} \\
= & \sum_{i_{0}} \sum_{i} \mathbb{P}\left(Q_{0}=i_{0}, Q_{1}=i, \ldots, Q_{n}=i\right) \log \frac{\mathbb{P}\left(Q_{0}=i_{0}, Q_{1}=i\right)}{1 / 2 \cdot 1 / 2} \\
& +\sum_{i_{0}} \sum_{i} \mathbb{P}\left(Q_{0}=i_{0}, Q_{1}=i, \ldots, Q_{n}=i\right) \log \frac{1}{\rho\left(\varepsilon, Q_{R}\right)}
\end{aligned}
$$

But note that

$$
\begin{aligned}
& \sum_{i_{0}} \sum_{i} \mathbb{P}\left(Q_{0}=i_{0}, Q_{1}=i, \ldots, Q_{n}=i\right) \log \frac{\mathbb{P}\left(Q_{0}=i_{0}, Q_{1}=i\right)}{1 / 2 \cdot 1 / 2} \\
\leq & \sum_{i_{0}} \sum_{i} \mathbb{P}\left(Q_{0}=i_{0}, Q_{1}=i\right) \log \frac{\mathbb{P}\left(Q_{0}=i_{0}, Q_{1}=i\right)}{1 / 2 \cdot 1 / 2} \\
= & I\left(Q_{R}\left(\mathbf{x}_{0}\right) ; Q_{R}\left(\mathbf{x}_{1}\right)\right)
\end{aligned}
$$

On the other hand

$$
\begin{aligned}
& \sum_{i_{0}} \sum_{i} \mathbb{P}\left(Q_{0}=i_{0}, Q_{1}=i, \ldots, Q_{n}=i\right) \log \frac{1}{\rho\left(\varepsilon, Q_{R}\right)} \\
= & \sum_{i} \mathbb{P}\left(Q_{1}=i, \ldots, Q_{n}=i\right) \log \frac{1}{\rho\left(\varepsilon, Q_{R}\right)} \\
\leq & \mathbb{P}\left(Q_{R}\left(\mathbf{x}_{1}\right)=Q_{R}\left(\mathbf{x}^{*}\right)\right) \log \frac{1}{\rho\left(\varepsilon, Q_{R}\right)}
\end{aligned}
$$

Therefore, we have

$$
\begin{aligned}
I\left(Q_{R}\left(\mathbf{x}_{0}\right) ; Q_{R}\left(\mathbf{x}_{1}\right), \ldots, Q_{R}\left(\mathbf{x}_{n}\right)\right) \leq & I\left(Q_{R}\left(\mathbf{x}_{0}\right) ; Q_{R}\left(\mathbf{x}_{1}\right)\right) \\
& +1-\rho\left(\varepsilon, Q_{R}\right)+\mathbb{P}\left(Q_{R}\left(\mathbf{x}_{1}\right)=Q_{R}\left(\mathbf{x}^{*}\right)\right) \log \frac{1}{\rho\left(\varepsilon, Q_{R}\right)}
\end{aligned}
$$

## B. 7 Proof Theorem 5.2.1

## Theorem 5.2.1.

If $\mathbf{x}_{1}$ and $\mathbf{x}_{2} \in \mathbb{R}^{N}$ and $R=(k, A, U)$ a random key to compose a $\sigma$-Gaussian Modular Hash, then the probability of getting a collision in $j$-component is given by the following expression,

$$
\mathbb{P}\left(Q_{R}\left(\mathbf{x}_{1}\right)_{j}=Q_{R}\left(\mathbf{x}_{2}\right)_{j}\right)=\frac{1}{k}+\frac{2}{k} \sum_{i=1}^{\infty} \operatorname{sinc}^{2}\left(\frac{i}{k}\right) \exp \left(-2\left(\frac{\pi \sigma i\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|}{k}\right)^{2}\right)
$$

where $\operatorname{sinc}(x)=\frac{\sin (\pi x)}{\pi x}$.

Proof

Without loss of generality, we assume $A$ is a $1 \times N$ matrix. Using the same analysis as in the proof of theorem 4.3.2, we have that the $\mathbb{P}\left(Q_{R}\left(\mathbf{x}_{1}\right)=Q_{R}\left(\mathbf{x}_{2}\right) \mid\left\|A\left(\mathbf{x}_{1}-\mathbf{x}_{2}\right)\right\|\right)$ is given by the function $g_{k}$ depending on $L=\left\|A\left(\mathbf{x}_{1}-\mathbf{x}_{2}\right)\right\|$. In particular, we have

$$
g_{k}(x)= \begin{cases}x-i k+1 & \text { if } x \in[i k-1, i k] \text { for some } i \\ -x+i k+1 & \text { if } x \in[i k, i k+1] \text { for some } i \\ 0 & \text { otherwise }\end{cases}
$$

An illustration of this function is shown in the figure B.2. Besides, we know that the density


Figure B.2: Illustration of function $g_{k}$
function of $L$ is

$$
\begin{equation*}
f_{L}(l)=\sqrt{\frac{2}{\pi}} \frac{1}{\sigma\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|} \exp \left(-\frac{l^{2}}{2 \sigma^{2}\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|^{2}}\right) \tag{B.10}
\end{equation*}
$$

Then

$$
\mathbb{P}\left(Q_{R}\left(\mathbf{x}_{1}\right)=Q_{R}\left(\mathbf{x}_{2}\right)\right)=\int_{0}^{\infty} g_{k}(l) f_{L}(l) \mathrm{d} l
$$

But, since both $g_{k}$ and $f_{L}$ are positive, we can extend these functions over real line, defining $\tilde{g}_{k}$ as

$$
\tilde{g}_{k}(x)=\left\{\begin{array}{lll}
g_{k}(x) & \text { if } & x \geq 0 \\
g_{k}(-x) & \text { if } & x<0
\end{array}\right.
$$

Similarly we define $\tilde{f}_{L}$. Then

$$
\mathbb{P}\left(Q_{R}\left(\mathbf{x}_{1}\right)=Q_{R}\left(\mathbf{x}_{2}\right)\right)=\frac{1}{2} \int_{-\infty}^{\infty} \tilde{g}_{k}(l) \tilde{f}_{L}(l) \mathrm{d} l
$$

However, we can see that

$$
\tilde{g}_{k}(l)=\operatorname{train}_{k} * \operatorname{tri}(l)
$$

where

$$
\operatorname{train}_{k}(l)=\sum_{i=-\infty}^{\infty} \delta(l-i k) \quad \text { and } \quad \operatorname{tri}(l)= \begin{cases}1-l & \text { if }|l| \leq 1 \\ 0 & \text { if }|l|>1\end{cases}
$$

Additionally, using the Parseval's theorem we have

$$
\mathbb{P}\left(Q_{R}\left(\mathbf{x}_{1}\right)=Q_{R}\left(\mathbf{x}_{2}\right)\right)=\frac{1}{2} \int_{-\infty}^{\infty} \hat{\tilde{g}}_{k}(\xi) \hat{\tilde{f}}_{L}(\xi) d \xi
$$

where $\hat{\tilde{g}}_{k}$ and $\hat{\tilde{f}}_{L}$ are the Fourier transform of $\tilde{g}_{k}$ and $\tilde{f}_{L}$ respectively. But, using the definition of $\tilde{g}_{k}$ we have

$$
\begin{aligned}
\hat{\tilde{g}}_{k}(\xi) & =\hat{\operatorname{tri}}(\xi) \cdot \operatorname{train}_{k}(\xi) \\
& =\operatorname{sinc}^{2}(\xi) \cdot\left(\frac{1}{k} \sum_{i=-\infty}^{\infty} \delta\left(\xi-\frac{i}{k}\right)\right)
\end{aligned}
$$

On the other hand, since $\tilde{f}_{L}$ is a Gaussian, it is easy to see

$$
\hat{\tilde{f}}_{L}(\xi)=2 \exp \left(-2\left(\pi \sigma\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\| \xi\right)^{2}\right)
$$

Therefore

$$
\begin{aligned}
\mathbb{P}\left(Q_{R}\left(\mathbf{x}_{1}\right)=Q_{R}\left(\mathbf{x}_{2}\right)\right) & =\int_{-\infty}^{\infty} \frac{1}{k} \operatorname{sinc}^{2}(\xi) \sum_{i=-\infty}^{\infty} \delta\left(\xi-\frac{i}{k}\right) \exp \left(-2\left(\pi \sigma\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\| \xi\right)^{2}\right) \mathrm{d} \xi \\
& =\frac{1}{k} \sum_{i=-\infty}^{\infty} \operatorname{sinc}^{2}\left(\frac{i}{k}\right) \exp \left(-2\left(\frac{\pi \sigma\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\| i}{k}\right)^{2}\right) \\
& =\frac{1}{k}\left(1+2 \sum_{i=1}^{\infty} \operatorname{sinc}^{2}\left(\frac{i}{k}\right) \exp \left(-2\left(\frac{\pi \sigma i\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|}{k}\right)^{2}\right)\right)
\end{aligned}
$$

## B. 8 Proof Theorem 5.2.2

Theorem 5.2.2.
If $\mathbf{x}_{1}$ and $\mathbf{x}_{2} \in \mathbb{R}^{N}$ and $R=(k, A, U)$ a random key to compose a $\sigma$-Gaussian Modular Hash, then

$$
\begin{equation*}
\frac{1}{k} \leq \mathbb{P}\left(Q_{R}\left(\mathbf{x}_{1}\right)_{j}=Q_{R}\left(\mathbf{x}_{2}\right)_{j}\right) \leq \frac{1}{k}\left(1+\frac{k^{2}}{3} \exp \left(-2\left(\frac{\pi \sigma\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|}{k}\right)^{2}\right)\right) \tag{B.11}
\end{equation*}
$$

Therefore, if $\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\| \rightarrow \infty$, then

$$
\begin{equation*}
\mathbb{P}\left(Q_{R}\left(\mathbf{x}_{1}\right)_{j}=Q_{R}\left(\mathbf{x}_{2}\right)_{j}\right) \rightarrow \frac{1}{k} \tag{B.12}
\end{equation*}
$$

Proof

The left-hand side inequality is trivial noting that in the series there are positive elements only.
For the second inequality, we have to notice that $\exp (-x)$ is decreasing, then $\forall i \in \mathbb{N}$

$$
\exp \left(-2\left(\frac{\pi \sigma\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|}{k}\right)^{2}\right) \geq \exp \left(-2\left(\frac{\pi \sigma i\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|}{k}\right)^{2}\right)
$$

Besides, $\operatorname{sinc}(x)=\frac{\sin (\pi x)}{\pi x}$, and if $x>0$

$$
-\frac{1}{\pi x} \leq \operatorname{sinc}(x) \leq \frac{1}{\pi x}
$$

then

$$
\operatorname{sinc}^{2}(x) \leq \frac{1}{\pi^{2} x^{2}}
$$

Therefore

$$
\operatorname{sinc}^{2}\left(\frac{i}{k}\right) \leq \frac{k^{2}}{\pi^{2} i^{2}}
$$

Then,

$$
\begin{aligned}
\sum_{i=1}^{\infty} \operatorname{sinc}^{2}\left(\frac{i}{k}\right) \exp \left(-2\left(\frac{\pi \sigma\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\| i}{k}\right)^{2}\right) & \leq \sum_{i=1}^{\infty} \operatorname{sinc}^{2}\left(\frac{i}{k}\right) \exp \left(-2\left(\frac{\pi \sigma\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|}{k}\right)^{2}\right) \\
& \leq \exp \left(-2\left(\frac{\pi \sigma\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|}{k}\right)^{2}\right) \sum_{i=1}^{\infty} \frac{k^{2}}{\pi^{2} i^{2}} \\
& =\exp \left(-2\left(\frac{\pi \sigma\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|}{k}\right)^{2}\right) \frac{k^{2}}{\pi^{2}} \sum_{i=1}^{\infty} \frac{1}{i^{2}} \\
& =\exp \left(-2\left(\frac{\pi \sigma\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|}{k}\right)^{2}\right) \frac{k^{2}}{\pi^{2}} \cdot \frac{\pi^{2}}{6}
\end{aligned}
$$

Thus, replacing this inequality we get the result.

## B. 9 Proof Theorem 5.3.1

Theorem 5.3.1.
If $R=(k, A, U)$ is a random key to compose a $\sigma$-Gaussian Modular Hash, then, for any pair of points $\mathbf{x}_{1}, \mathbf{x}_{2} \in \mathbb{R}^{N}, \forall k$ even, we have:

$$
\mathbb{E}\left[d_{\text {mod }}\left(Q_{R}\left(\mathbf{x}_{1}\right), Q_{R}\left(\mathbf{x}_{2}\right)\right)\right]=\frac{k}{4}-\frac{2 k}{\pi^{2}} \sum_{j=1}^{\infty} \frac{1}{(2 j-1)^{2}} \exp \left(-2\left(\frac{\pi \sigma(2 j-1)\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|}{k}\right)^{2}\right)
$$

Proof

We can consider, with loss of generality, that $M=1$. We have that

$$
\mathbb{P}\left(d_{m o d}\left(Q_{R}\left(\mathbf{x}_{1}\right), Q_{R}\left(\mathbf{x}_{2}\right)\right) \leq j \mid\left\|A\left(\mathbf{x}_{1}-\mathbf{x}_{2}\right)\right\|\right)
$$

is given by the function $g_{k}$ depending on $L=\left\|A\left(\mathbf{x}_{1}-\mathbf{x}_{2}\right)\right\|$, described in the following figure


Besides, we know that the density function of $L$ is

$$
f_{L}(l)=\sqrt{\frac{2}{\pi}} \frac{1}{\sigma\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|} \exp \left(-\frac{l^{2}}{2 \sigma^{2}\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|^{2}}\right)
$$

Then

$$
\mathbb{P}\left(d_{\text {mod }}\left(Q_{R}\left(\mathbf{x}_{1}\right), Q_{R}\left(\mathbf{x}_{2}\right)\right) \leq j\right)=\int_{0}^{\infty} g_{k}(l) f_{L}(l) \mathrm{d} l
$$

But, since both $g_{k}$ and $f_{L}$ are positive, we can extend these functions over the entire real line, defining $\tilde{g}_{k}$ as

$$
\tilde{g}_{k}(x)=\left\{\begin{array}{lll}
g_{k}(x) & \text { if } & x \geq 0 \\
g_{k}(-x) & \text { if } & x<0
\end{array}\right.
$$

Similarly we define $\tilde{f}_{L}$. Then

$$
\mathbb{P}\left(d_{m o d}\left(Q_{R}\left(\mathbf{x}_{1}\right), Q_{R}\left(\mathbf{x}_{2}\right)\right) \leq j\right)=\frac{1}{2} \int_{-\infty}^{\infty} \tilde{g}_{k}(l) \tilde{f}_{L}(l) \mathrm{d} l
$$

However, we can see that

$$
\tilde{g}_{k}(l)=\operatorname{train}_{k} * h(l)
$$

where

$$
\operatorname{train}_{k}(l)=\sum_{i=-\infty}^{\infty} \delta(l-i k)
$$

and

$$
h(x)=\left\{\begin{array}{cl}
x+j+1 & \text { if } x \in[-j-1,-j] \\
1 & \text { if } x \in[-j, j] \\
-x+j+1 & \text { if } x \in[j, j+1] \\
0 & \text { otherwise }
\end{array}\right.
$$

Additionally, using the Parseval's theorem we have

$$
\mathbb{P}\left(d_{m o d}\left(Q_{R}\left(\mathbf{x}_{1}\right), Q_{R}\left(\mathbf{x}_{2}\right)\right) \leq j\right)=\frac{1}{2} \int_{-\infty}^{\infty} \hat{\tilde{g}}_{k}(\xi) \hat{\tilde{f}}_{L}(\xi) \mathrm{d} \xi
$$

where $\hat{\tilde{g}}_{k}$ and $\hat{\tilde{f}}_{L}$ are the Fourier transform of $\tilde{g}_{k}$ and $\tilde{f}_{L}$ respectively. But, using the definition of $\tilde{g}_{k}$ we have

$$
\begin{aligned}
\hat{\tilde{g}}_{k}(\xi) & =\hat{h}(\xi) \cdot \operatorname{trâin}_{k}(\xi) \\
& =\frac{1}{2 \pi^{2} \xi^{2}}(\cos (2 \pi \xi j)-\cos (2 \pi \xi(j+1))) \cdot\left(\frac{1}{k} \sum_{i=-\infty}^{\infty} \delta\left(\xi-\frac{i}{k}\right)\right)
\end{aligned}
$$

because

$$
\hat{h}(\xi)=\frac{1}{2 \pi^{2} \xi^{2}}(\cos (2 \pi \xi j)-\cos (2 \pi \xi(j+1)))
$$

On the other hand, since $\tilde{f}_{L}$ is a Gaussian, it is easy to see

$$
\hat{\tilde{f}}_{L}(\xi)=2 \exp \left(-2\left(\pi \sigma\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\| \xi\right)^{2}\right)
$$

Therefore

$$
\begin{aligned}
\mathbb{P}\left(d_{\text {mod }}\left(Q_{R}\left(\mathbf{x}_{1}\right), Q_{R}\left(\mathbf{x}_{2}\right)\right) \leq j\right)= & \int_{-\infty}^{\infty} \frac{1}{k} \frac{1}{2 \pi^{2} \xi^{2}}(\cos (2 \pi \xi j)-\cos (2 \pi \xi(j+1))) \\
& \cdot \sum_{i=-\infty}^{\infty} \delta\left(\xi-\frac{i}{k}\right) \exp \left(-2\left(\pi \sigma\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\| \xi\right)^{2}\right) \mathrm{d} \xi \\
= & \frac{1}{k} \sum_{i=-\infty}^{\infty} \frac{1}{2\left(\frac{\pi i}{k}\right)^{2}}\left[\cos \left(2 \pi j \frac{i}{k}\right)-\cos \left(2 \pi(j+1) \frac{i}{k}\right)\right] e^{-2\left(\frac{\pi \sigma\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\| i}{k}\right)^{2}} \\
= & \frac{k}{\pi^{2}} \sum_{i=1}^{\infty} \frac{\left[\cos \left(2 \pi j \frac{i}{k}\right)-\cos \left(2 \pi(j+1) \frac{i}{k}\right)\right]}{i^{2}} e^{-2\left(\frac{\pi \sigma i\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|}{k}\right)^{2}}+\frac{2 j+1}{k}
\end{aligned}
$$

Finally, noting that if $k$ is even, we have

$$
0 \leq d_{m o d}\left(Q_{R}\left(\mathbf{x}_{1}\right), Q_{R}\left(\mathbf{x}_{2}\right)\right) \leq \frac{k}{2}
$$

and

$$
\mathbb{E}\left[d_{\bmod }\left(Q_{R}\left(\mathbf{x}_{1}\right), Q_{R}\left(\mathbf{x}_{2}\right)\right)\right]=\sum_{i=0}^{k / 2} 1-\mathbb{P}\left(d_{\bmod }\left(Q_{R}\left(\mathbf{x}_{1}\right), Q_{R}\left(\mathbf{x}_{2}\right)\right) \leq j\right)
$$

we can prove that

$$
\mathbb{E}\left[d_{m o d}\left(Q_{R}\left(\mathbf{x}_{1}\right), Q_{R}\left(\mathbf{x}_{2}\right)\right)\right]=\frac{k}{4}-\frac{2 k}{\pi^{2}} \sum_{i=1}^{\infty} \frac{1}{(2 i-1)^{2}} e^{-2\left(\frac{\pi\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|(2 i-1)}{\delta k}\right)^{2}}
$$

## B. 10 Proof Theorem 5.3.2

## Theorem 5.3.2.

Setting $\sigma=\sqrt{\frac{\pi}{2}}$, and being $R=(k, A, U)$ the random key that composes a $\sigma$-Gaussian Modular Hash, and defining the error

$$
\begin{equation*}
\epsilon\left(\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|, k\right):=\left|\mathbb{E}\left[d_{\text {mod }}\left(Q_{R}\left(\mathbf{x}_{1}\right), Q_{R}\left(\mathbf{x}_{2}\right)\right)\right]-\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|\right| \tag{B.13}
\end{equation*}
$$

we have that

$$
\begin{equation*}
\epsilon\left(\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|, k\right) \leq F\left(\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|, k\right) \tag{B.14}
\end{equation*}
$$

where

$$
F(t, k)=t \cdot \exp \left(-\frac{k^{2}}{4 \pi t^{2}}\right)
$$

Proof

Using the same scheme as in the proof of theorem 5.3.1, we can see that

$$
\mathbb{E}\left[d_{\bmod }\left(Q_{R}\left(\mathbf{x}_{1}\right), Q_{R}\left(\mathbf{x}_{2}\right)\right)\right]=\int_{0}^{\infty} f_{L}(u) w(u), \mathrm{d} u
$$

where $f_{L}$ is given by

$$
f_{L}(u)=\sqrt{\frac{2}{\pi}} \frac{1}{\sigma\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|} \exp \left(-\frac{u^{2}}{2 \sigma^{2}\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|^{2}}\right)
$$

and $w$ by the function shown in the following plot


It is easy to see that

$$
w(u) \leq u \quad \forall u
$$

then

$$
\begin{aligned}
\mathbb{E}\left[d_{\text {mod }}\left(Q_{R}\left(\mathbf{x}_{1}\right), Q_{R}\left(\mathbf{x}_{2}\right)\right)\right] & \leq \int_{0}^{\infty} f_{L}(u) u \mathrm{~d} u \\
& =\sqrt{\frac{2}{\pi}} \sigma\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|
\end{aligned}
$$

Besides, noting that $d_{\text {mod }}\left(Q_{R}\left(\mathbf{x}_{1}\right), Q_{R}\left(\mathbf{x}_{2}\right)\right) \geq 0$, we can write

$$
\left|\mathbb{E}\left[d_{\text {mod }}\left(Q_{R}\left(\mathbf{x}_{1}\right), Q_{R}\left(\mathbf{x}_{2}\right)\right)\right]-\sqrt{\frac{2}{\pi}} \cdot \sigma\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|\right|=\left|\int_{0}^{\infty} f_{L}(u) \cdot(w(u)-u) \mathrm{d} u\right|
$$

but

$$
\left|\int_{0}^{\infty} f_{L}(u) \cdot(w(u)-u) \mathrm{d} u\right| \leq \int_{\frac{k}{2}}^{\infty} f_{L}(u) \cdot u \mathrm{~d} u
$$

and we have

$$
\int_{\frac{k}{2}}^{\infty} f_{L}(u) \cdot u \mathrm{~d} u=\sqrt{\frac{2}{\pi}} \sigma\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\| \exp \left(-\frac{k^{2}}{8 \sigma^{2}\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|^{2}}\right)
$$

Hence, setting $\sigma=\sqrt{\frac{\pi}{2}}$ we have

$$
\left|\mathbb{E}\left[d_{\text {mod }}\left(Q_{R}\left(\mathbf{x}_{1}\right), Q_{R}\left(\mathbf{x}_{2}\right)\right)\right]-\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|\right| \leq\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\| \cdot \exp \left(-\frac{k^{2}}{4 \pi\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|^{2}}\right)
$$

And defining

$$
F\left(\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|\right)=\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\| \cdot \exp \left(-\frac{k^{2}}{4 \pi\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|^{2}}\right)
$$

we have the result.
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