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Abstract

This thesis studies risk-sharing equilibria where trading is sub-
ject to transaction costs.

In an infinite-horizon model with specific state dynamics and
exogenous price volatility but general convex trading costs, we de-
termine equilibrium prices and trading strategies in closed form and
show how this allows us to calibrate the model to time-series data
for prices and trading volume.

For more general state dynamics and endogenous volatilities,
equilibria with transaction costs correspond to fully-coupled sys-
tems of nonlinear forward-backward stochastic differential equa-
tions. We propose a simulation-based deep-learning algorithm that
allows us to approximate the solution of such systems numerically.
For quadratic trading costs and specific state dynamics, we comple-
ment this with a global wellposedness result. As a byproduct, the
latter also yields explicit asymptotic expansions of the equilibrium
for small transaction costs.

These small-cost asymptotics formally extend to models with
general state dynamics, transaction costs, and endogenous volatil-
ities, leading to explicit asymptotic approximations of equilibrium
prices with general trading costs.
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Chapter 1

Introduction

The interplay of liquidity and asset prices has been studied extensively in the
empirical literature, cf., e.g., Amihud, Mendelson, and Pedersen (2006) and the
references therein for an overview. In particular, it is well-documented that
asset returns depend on liquidity, but how does liquidity affect the volatility
of a financial market? And do “illiquidity discounts” increase when there is
substantial liquidity risk, i.e., if liquidity fluctuates randomly over time?

To develop a theoretical underpinning for the impact of illiquidity on price
levels, asset returns, and volatilities, one needs to study equilibrium asset pric-
ing models. This means that price levels, returns, and volatilities are not
modelled as exogenous inputs, but determined endogenously by matching sup-
ply and demand. This in turn allows us to study how the price characteristics
depend on the market’s liquidity.

However, the analysis of equilibrium models that account for trading costs
is challenging. Indeed, both models with limited liquidity and equilibrium
asset pricing are notoriously intractable in their own right. These difficulties
are of course only compounded in models where equilibrium asset prices are
determined endogenously in the presence of trading frictions. To wit, trading
costs severely complicate the agents’ individual optimization problems. More-
over, representative agents cannot be used to analyze the impact of trading
costs, since they precisely do not account for the trades between the individual
market participants.

As a consequence, most of the existing literature on equilibrium asset pric-
ing with transaction costs focuses either on purely numerical approaches, or is
restricted to extremely stylized settings in order to obtain analytical results.
For example, Heaton and Lucas (1996); Adam, Beutel, Marcet, and Merkel
(2015); Buss and Dumas (2019) numerically solve discrete-time, discrete state
models. Vayanos (1998) studies models where equilibrium prices are diffusive
but trading follows deterministic patterns. Conversely, trading volume fluctu-
ates randomly in the model of Lo et al. (2004), but the corresponding equi-
librium prices are constant. Prices and trading volume fluctuate randomly in
the models of Garleanu and Pedersen (2016); Sannikov and Skrzypacz (2016);
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CHAPTER 1. INTRODUCTION

Bouchard, Fukasawa, Herdegen, and Muhle-Karbe (2018), but the volatilities
in these models are exogenous inputs.

This thesis builds on the recent work of Herdegen, Muhle-Karbe, and Pos-
samai (2019), who establish the existence of risk-sharing equilibria when trad-
ing is subject to quadratic transaction costs. The volatility process is deter-
mined endogenously in their model, and their setting is general enough to
generate diffusive prices and trading volume with random and mean-reverting
dynamics. However, existence results are only established under the restrictive
assumption that the agents’ preferences are sufficiently similar. Moreover, the
analysis in Herdegen et al. (2019) crucially exploits the assumption that trad-
ing costs are quadratic, which naturally raises the question of robustness with
respect to the specification of the trading cost. Finally, tractable results are
only obtained in Herdegen et al. (2019) for a specific model with linear state
dynamics and constant transaction costs. In contrast, the comparative statics
of models with more general state dynamics and the impact of liquidity risk
remain largely uncharted territory.

The present thesis contributes to this line of research in a number of ways.
Chapter 2, which is based on Gonon, Muhle-Karbe, and Shi (2019), studies
the equilibrium implications of general transaction costs in a simple stylized
benchmark model. The general trading cost nests quadratic and proportional
costs as limiting cases, and also covers trading costs that scale with the 3/2-th
power of the the order flow as suggested in various empirical studies. With an
infinite time horizon, specific linear state dynamics, and an exogenous volatility
process, we show that the equilibrium expected returns and trading strategies
can be characterized explicitly in terms of a single scalar ODE that has previ-
ously appeared in the partial-equilibrium literature (Guasoni and Weber, 2018;
Cayé, Herdegen, and Muhle-Karbe, 2019). These explicit results in turn allow
us to calibrate the model to time-series data for prices and trading volume,
which provides the basis for the quantitative analysis of this simple model and
its extensions that we study in the subsequent chapters.

To wit, in Chapter 3, we extend the baseline model from Chapter 2 to
more general state dynamics and endogenous volatilities. In such more general
settings, equilibrium asset prices and optimal trading strategies have a nat-
ural correspondence to fully-coupled systems of nonlinear forward-backward
stochastic differential equations (FBSDEs). These equations do not satisfy
the Lipschitz, non-degeneracy or monotonicity assumptions that underlie well-
posedness results in the existing literature. Here, as in Gonon, Muhle-Karbe,
and Shi (2019), we show how such systems can at least be attacked numeri-
cally by adapting the deep-learning algorithm proposed by Han, Jentzen, and
E (2018).

Subsequently, in Chapter 4, we rigorously derive global existence results
for a specific example with constant quadratic transaction costs and linear
state dynamics. In this context, Herdegen et al. (2019) have shown that the
general FBSDESs system can be reduced to four coupled ordinary differential
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equations of Riccati type. However, their existence proof based on Picard iter-
ation again crucially exploits the assumption that the agents’ risk aversions are
sufficiently similar. We show using direct computations that this assumption
is superfluous, in that equilibrium prices with transaction costs exist for arbi-
trary parameter configurations of the model. The bounds used to derive this
global existence result also allow us to obtain rigorous asymptotic expansions
of the equilibrium in the limit of small transaction costs.

Starting from the work of Shreve and Soner (1994), this kind of asymp-
totic analysis has a long history for partial-equilibrium models, see, e.g., the
survey Muhle-Karbe, Reppen, and Soner (2017) for an overview. In a specific
equilibrium model, formal small-costs first appear in Lo et al. (2004). In Chap-
ter 5, we formally extend the asymptotics from Chapter 4 to much more general
models that allow for essentially arbitrary Markovian state dynamics and gen-
eral transaction costs. Even in this generality, where rigorous existence and
uniqueness results are still far out of reach, our formal expansions suggest that
explicit formulas still obtain in the small-cost limit. Similar result have been
developed in partial-equilibrium contexts by Soner and Touzi (2013); Martin
(2014); Kallsen and Muhle-Karbe (2017); Moreau, Muhle-Karbe, and Soner
(2017); Cai, Rosenbaum, and Tankov (2017); Cayé, Herdegen, and Mubhle-
Karbe (2019). Extending these results to a general-equilibrium setting in turn
opens the door to future research on the impact of liquidity risk or the interplay
of stochastic volatility, liquidity, and trading volume, for example.






Chapter 2

Equilibrium Returns with
General Transaction Costs

2.1 Introduction

As discussed in the introduction, much recent progress on understanding the
equilibrium effects of transaction costs has been made by focusing on quadratic
costs on the agents’ trading rates (Garleanu and Pedersen, 2016; Sannikov and
Skrzypacz, 2016; Bouchard, Fukasawa, Herdegen, and Muhle-Karbe, 2018;
Herdegen, Muhle-Karbe, and Possamai, 2019). The analysis of these mod-
els crucially exploits the linearity of the corresponding first-order conditions,
thereby naturally raising the question how delicately the qualitative and quan-
titative predictions depend on the specific choice of the trading costs. Typical
examples of specifications of transaction costs are linear transaction taxes or
empirical estimates of actual trading costs that typically correspond to a power
of the order flow of around 3/2 (Lillo, Farmer, and Mantegna, 2003; Almgren,
Thum, Hauptmann, and Li, 2005).

In this chapter, we address this challenge by studying risk-sharing equilib-
ria with general convex costs levied on the agents’ trading rates. This nests
quadratic costs as one special case, but also covers proportional costs as an-
other limiting case. We show that in an infinite-horizon model with linear state
dynamics and exogenous price volatility, the corresponding equilibrium returns
can be characterized explicitly up to the solution of a single nonlinear ODE.
The latter determines the mean-reverting fluctuations of the frictional equi-
librium returns around their frictionless counterparts. If costs are quadratic,
this “liquidity premium” is an Ornstein-Uhlenbeck process similarly as in Gar-
leanu and Pedersen (2016); Bouchard, Fukasawa, Herdegen, and Muhle-Karbe
(2018); Herdegen, Muhle-Karbe, and Possamai (2019); for proportional costs
it turns out to be a doubly-reflected Brownian motion.

To assess the quantitative differences between the respective equilibrium
returns, we calibrate our model to market data. This is challenging, since
agents’ preferences and endowments are not directly observable. However,
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we show that this difficulty can be overcome as follows. We first pin down
some of the parameters by calibrating the frictionless model to a time series
of prices. Then, we fit the additional parameters of our model with propor-
tional transaction costs to trading volume data, by exploiting the fact that
the average turnover rate in the model can be computed in closed form. To
obtain comparable results for other forms of trading costs, we in turn match
the corresponding trading volumes and stationary variances of the liquidity
premium.

We find that realistic transaction costs lead to substantial fluctuations
around the constant frictionless expected returns if agents’ trading targets
are calibrated to match the large trading volume observed empirically. In
contrast, the differences between the results for proportional, quadratic, and
intermediate costs are rather small if the magnitude of these costs is matched
appropriately. This provides some justification for the use of quadratic trading
costs as a proxy for other less tractable specifications.

Trading volume is given by a nonlinear function of the equilibrium returns
in our model, and this transformation magnifies the differences between differ-
ent cost specifications. Indeed, for quadratic costs, volume follows the absolute
value of an Ornstein-Uhlenbeck process, whereas subquadratic costs skew vol-
ume towards either zero or infinite rates as observed in the limiting case of
proportional costs. The trading volume dynamics implied by our model re-
capture the main stylized facts observed empirically, such as autocorrelation
and mean reversion (Lo and Wang, 2000). However, with realistically small
transaction costs, our simple stylized model with constant volatilities and trad-
ing needs cannot reproduce the strong persistence observed in real time-series
data. Likewise, matching the large average turnover rate observed empirically
is tied to excessive fluctuations relative to the data.

The remainder of this chapter is organized as follows. Section 2.2 intro-
duces our frictionless baseline model and derives the corresponding equilibrium
returns. In Section 2.3, this model and the equilibrium results are extended
to general smooth convex costs on the agents’ trading rates. The limiting case
of proportional transaction costs is treated separately in Section 2.4. Both
models are calibrated to time series data in Section 2.5. For better readability,
all proofs are collected in Section 2.6.

Notation. Throughout this chapter, we work on a fixed filtered probability
space (2, F, (Z)i>0, P), where the filtration is generated by a one-dimensional
standard Brownian motion W = (W;);>¢. For p > 1, we denote by HP the R-
valued, progressively measurable processes X = (X)) that satisfy

T p/2 1/p
0

HXHHP = (E
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2.2 Frictionless Baseline Model

2.2.1 Risk-Sharing Economy

Randomness is generated by a one-dimensional standard Brownian motion
(Wi)i>0. We consider two agents indexed by n = 1,2 that receive (cumulative)
random endowments

d¢; = € dW,, where & = £"W,, €' €R.

To hedge against the fluctuations of their endowment streams, the agents trade
a safe and a risky asset. The price of the safe asset is exogenous and normalized
to one. The price of the risky asset follows

dSt = [Ltdt + Uth.

Here, the constant volatility o is given exogenously, whereas the expected re-
turns process p € H? is to be determined endogenously by matching the agents’
demand to the fixed supply s € R of the risky asset. See Vayanos (1998);
Zitkovi¢ (2012); Choi and Larsen (2015); Kardaras et al. (2015); Garleanu and
Pedersen (2016); Xing and Zitkovié¢ (2018); Bouchard et al. (2018) for related
equilibrium models where the volatility also is a free parameter. Models where
the volatility is determined endogenously are discussed in Chapters 3, 4, and 5.

Remark 2.1. Unlike for more general preferences, an additional orthogonal
component (and a finite variation drift) of the agents’ endowments would not
change the optimizers of the simple linear-quadratic goal functionals (2.1),
(2.3) that we consider below, compare Bouchard et al. (2018). We therefore
focus on the present most parsimonious specification.

The restriction to two agents is made to reduce the dimensionality of the
problem. More agents can be treated without difficulties in the frictionless case
and, using matrix algebra, also for quadratic costs (Bouchard et al., 2018). For
more general transaction costs, however, more than two agents would lead to
multidimensional nonlinear differential equations. Therefore, we focus on two
(representative) agents for tractability.

Likewise, we restrict ourselves to an extremely specific random endowment
in this chapter in order to avoid introducing additional state variables for the
optimization problems with transaction costs.

Finally, a constant exogenous volatility is also crucial for obtaining analyt-
ical results for general transaction costs in Section 2.3 and 2.4 below.

2.2.2 Frictionless Optimization and Equilibrium

As a reference point, we first consider the frictionless version of the model.
Starting from fixed initial positions that clear the market, o} + @2 = s,

'Here, the left limits indicate that the agents may immediately change their positions at
time ¢ = 0. This has no effect on their frictionless goal functional, but initial bulk trades
are nonnegligible with proportional costs.
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the agents choose their positions ¢ € H? in the risky asset to maximize one-
period expected returns penalized for the corresponding variances. Without
transaction costs, the continuous-time version of this criterion is

_ T ry” )
710 =& | [ (s + ) - Ll fvuds. + ¢

_E { / (o= 2 (o + ) )dt} . (2.1)

Put differently, agents trade off expected returns against the tracking error rel-
ative to the exogenous target position —£"/o as in Choi et al. (2018); Sannikov
and Skrzypacz (2016). The optimal strategy for (2.1) is readily determined by
point-wise optimization as

127 _f_f

Y
Yol o

o = te[0,T].

The frictionless equilibrium return is in turn pinned down by matching the
agents’ total demand o} + ¢? to the supply s of the risky asset at all times
t € 10,77

ﬂt:’_y[sa—i-{tl-kff] o, tel0,T], (2.2)

where the aggregate risk aversion is defined as

The agents’ optimal trading strategies corresponding to this frictionless equi-
librium return are
2 2¢2 el
57 V&~ _ _
T (Ve

Py =

Note that the frictionless equilibrium return and the corresponding optimal
trading strategies are independent of the time horizon T'. In particular, the
frictionless optimizers also maximize the long-run average performance J2/T
as T' — oo, in that for all competing admissible strategies 1),

1 .- _
lim sup = | J7(¥) = Jp(2")] < 0.

T—oo

With transaction costs — where the optimizers are no longer independent
of the planning horizon — we will directly solve the long-run version of (2.1),
see Definitions 2.3 and 2.10 below.
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2.3 Equilibrium with Costs on the Trading Rate

2.3.1 Transaction Costs and Strategies

We now take into account transaction costs. A popular class of models origi-
nating from the optimal execution literature focuses on absolutely continuous
trading strategies, cf. Almgren and Chriss (2001); Almgren (2003),

t
wt = 7/}8_ +/ iﬂudU, t 2 Oa
0

and penalizes the trading rate % = dipy/dt with an instantaneous trading cost
)\G(zbt), where A > 0 is a constant. Portfolio choice problems for the most
tractable quadratic specification AG(z) = Az?/2 are analyzed in single-agent
models by Garleanu and Pedersen (2016); Almgren and Li (2016); Moreau
et al. (2017); Guasoni and Weber (2017); equilibrium returns are determined
in Garleanu and Pedersen (2016); Sannikov and Skrzypacz (2016); Bouchard
et al. (2018). In Guasoni and Weber (2018); Cayé et al. (2019); Bayraktar
et al. (2018), single-agent models are solved for the more general power costs
AG(x) = Mz|?/q, ¢ € (1,2] proposed by Almgren (2003). Below, we will
determine equilibrium returns for general smooth convex cost functions G as
studied in the duality theory of Guasoni and Rasonyi (2015):

Assumption 2.2. (i) The trading cost G : R — R, is convex, symmetric,
and strictly increasing on [0, 00), differentiable on [0, 00), and satisfies
G(0) = 0;

(ii) The derivative G’ is also strictly increasing and differentiable on (0, co)
with G'(0) = 0;

(iii) There exist constants C' > 0, K > 2 and xy > 0 such that
(G M) <O+ |z|* ) forallz € R, G"(x) < C for all |z| > zo.

One readily verifies that the power functions G(x) = |z|%/q, ¢ € (1,2]
proposed in Almgren (2003) satisfy all of these requirements, as do linear
combinations of these power functions. A relevant example beyond the power
class is provided by the empirical estimates of Bucci et al. (2019), who find
that impact costs are quadratic for small trades but scale with a power of
approximately 3/2 for larger order sizes.

With transaction costs, the analogue of the frictionless mean-variance goal
functional (2.1) is

i) = [ [ (v o+ g7 xc@)a] . @

Unlike its frictionless counterpart, this optimization problem is no longer “my-
opic”, since the current position influences future choices in the presence of

9
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transaction costs, and since optimal strategies naturally depend on a finite
time horizon T here. To simplify the analysis below, we therefore focus on the
ergodic limit of (2.3), where the goal is to maximize the long-run average per-
formance Jr}’(¢) /T as T'— oo. This criterion has a long history in single-agent
problems with transaction costs, cf. Dumas and Luciano (1991); Taksar et al.
(1988); De Lataillade et al. (2012); Gerhold et al. (2014); Guasoni and Weber
(2017). Here, we show that it also makes the equilibrium analysis of general
trading costs tractable. Throughout, we focus on admissible strategies

t
wt:w3_+/ dudu, >0
0

that satisfy the integrability conditions

E {/OTG(%)dt} <00, E UOTw,?dt

as well as the transversality condition

< oo, forall T >0, (2.4)

lim LEW%] = 0. (2.5)

T—o0 T2

2.3.2 Equilibrium

For tractability, we focus on long-run Radner equilibria where agents maximize
the long-term average of their finite-horizon goal functionals:

Definition 2.3. A process 1 = (1) ,cjo 7y € H? is (long-run) equilibrium return
if there exist admissible trading rates ¢!, ¢? for agents 1 and 2 such that:

(i) market clearing: The agents’ optimal position clears the the market for
the risky asset at all times, i.e. ¢} + p? = s, t € [0,T].

(ii) individual optimality: The trading rate ¢™ is optimal for the long-run
version of agent n’s control problem (2.3) in that,

: 1 n n( n
limsup = | Jr(¥) = J7(¢")| < 0; (2.6)

T—o0

Remark 2.4. Note that as in, e.g., Lo et al. (2004); Buss and Dumas (2019),
our transaction cost is an exogenous deadweight cost and not an output of the
trading process in equilibrium.

The construction of the equilibrium return is based on the solution of a
nonlinear ODE. For single-agent models with instantaneous trading costs of
power form, a corresponding equation has been introduced and studied by

10
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Guasoni and Weber (2018).> In Section 2.6.3, we show that their existence
and uniqueness proof can be extended to general cost functions satisfying As-
sumption 2.2.

Lemma 2.5. Suppose the instantaneous trading cost G satisfies Assumption 2.2.
Then the ordinary differential equation

() e (B2) - % e

has a unique solution g on R such that xg(x) < 0 for all x € R. Moreover, g
1s odd, non-increasing on R and g satisfies the growth conditions

lim 9() ~1, lim 9()

T —00 A(G*)*l((71212)02x2) " 2540 A(G*)*l((71212)02x2)

=1

where G* is the Legendre transform of G.

Remark 2.6. For power functions G(z) = |z|?/q, ¢ € (1,2], the Legendre
transform is

G*(z) = Sgp{xy —Gy)} =2(G) (2) - G ((G") ()

1 -1
= wsgn(e)la] /07 = a0 = T faflt = [P,

where p = q/(q — 1) is the conjugate of g.

With the function g from Lemma 2.5, we can now define the ergodic state
variable that will drive both the expected returns and optimal trading rates
in equilibrium. (In equilibrium, this process describes the deviation of agent
I’s actual position ! from its frictionless counterpart @}, compare (2.12),
motivating our notation.)

Lemma 2.7. Let g be the solution of the ODE (2.7) from Lemma 2.5. There
exists a unique strong solution of the SDE

A 1 1 A2¢2
dAp! = (G (g( m)dw—vf Jith, t>0,

) 6"+
2
JANT R p—— — 2.9
900 8007 /71 + 72 ( )
Moreover, this process is a recurrent diffusion.
Proof. See Section 2.6.1. O

2Indeed, if G(z) = |2]7/q, q € (1, 2], then differentiating the first-order ODE (15) in (Gua-
soni and Weber, 2018, Theorem 4.1) and a change of variables as in Section 2.6.4 lead to the
second-order ODE (2.7). The same link to a first-order equation is exploited in our existence
proof in Section 2.6.3.

11
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Remark 2.8. If the instantaneous trading cost is quadratic, G(x) = x?/2, then
with (G")~!(z) = z and the solution to the ODE (2.7) from Lemma 2.5 is

o) = - (LT,

2
Accordingly,
angt = — (DN g
Py = 2\ Pt (71_’_72)0_ 12) - Y
2
1_ 1 5
AQOO = Yo- — ’71 _'_72'

Whence, A} is an Ornstein-Uhlenbeck process in this case. In general, the
drift rate in (2.9) describes the nonlinear attraction of the process Ay} towards
its average level zero, where zg(z) < 0 ensures that the process is indeed mean
reverting and in turn converges to an ergodic limit.

We now present our first main result. It identifies the equilibrium return
for general smooth, convex cost functions.

Theorem 2.9. Recall ¥ = ;. With the solution (Ap})is0 of (2.9), define

'Yl+')/2
1_ A2),2
mzw[sa+§3+€ﬂa+%wi, t>0. (2.10)
Then, the trading rates
. . 1 [(9(Ayy
p=pt =@ (U5 izo (211)

clear the corresponding market and are individually optimal in the long run.
Therefore, (ut)i>o i an equilibrium return.

Proof. See Section 2.6.1. [

The first term in (2.10) is the frictionless equilibrium return from (2.2).
Accordingly, the second term describes how the equilibrium return changes
due to transaction costs. Evidently, if both agents have the same risk aversion,
then the adjustment is zero like for the quadratic costs studied by Bouchard
et al. (2018). In this case, both agents are adversely affected by the transaction
costs, but the market still clears at the frictionless equilibrium price.

For heterogenous agents, there is a nontrivial liquidity premium depending
on the current demand imbalance. Indeed, in equilibrium, the state dynamics
dAp,; also describe the evolution of the deviation between agent 1’s actual
position and its frictionless counterpart,

_ Ag;) e — 42¢2 _
Aol = (N1 9(A¢y IS5 T - L&l 212
dAp; = (G") ( S ) dt + T 90 AWy = d(p; — ¢;) ( )

12
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By market clearing, the sign is reversed for agent 2. Accordingly, the liquidity
premium is positive if the more risk averse agent sells and negative if the
more risk averse agent buys to move closer to the corresponding frictionless
allocation. In each case, the return adjustment ensures market clearing by
offsetting the more risk averse agent’s stronger motive to trade.

For quadratic costs, we recover the Ornstein-Uhlenbeck returns from Corol-
lary 5.5 in Bouchard et al. (2018). For general convex trading costs, these are
replaced by processes with nonlinear mean-reversion speeds.

2.4 Equilibrium with Proportional Costs

One important cost specification is not covered by Assumption 2.2: propor-
tional transaction costs. These arise as the limit p — 1 in the model of Almgren
(2003). Rather than studying the (singular) limiting behaviour of the corre-
sponding optimal strategies as in Guasoni and Weber (2018), we instead show
that the equilibrium with proportional costs can be constructed directly using
singular rather than regular stochastic control.

Since proportional costs only penalize trade size but not speed, risky posi-
tions are naturally described by general finite-variation processes in this case
or, equivalently, by their Jordan-Hahn decompositions into minimal increasing
processes — the cumulative numbers of shares purchased and sold:

Y= Yp + Y — .

As in Janecek and Shreve (2010); Martin and Schéneborn (2011); De Lataillade
et al. (2012); Martin (2014) we assume for simplicity that the (cumulative)
costs )\(w; + 1/}%), A > 0, are proportional to the number of shares traded
(rather than the monetary amount transacted). Agent n’s goal functional in
turn becomes

Jp(W) =E { /0 ' (wtut - L (o + 5?)2) dt=A@p+vp)|. (213)

We again focus on the long-run average performance J%(y)/T as T' — oo of
admissible strategies that satisfy the integrability condition

T
E [/ ¢t2dt} < 00, E[¢l + ¢t] < co, for all T > 0, (2.14)
0
as well as the transversality condition
1
A B (lyr] =0. (2.15)

2.4.1 Equilibrium

We use an analogous notion of Radner equilibrium as in Definition 2.3:

13
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Definition 2.10. A process p € H? is a (long-run) equilibrium return if there
exist admissible strategies ¢!, ©? for agents 1 and 2 such that:

(i) market clearing: The agents’ optimal position clear the the market for
the risky asset at all times, i.e. ¢} + ¢? =s,t € [0,T);

(ii) individual optimality: The strategy ¢" is optimal for the long-run version
of agent n’s control problem (2.13) in that,

lim sup% T2 () — Jr(e™)] < 0. (2.16)

T—o0

The construction of the equilibrium return with proportional costs is based
on the analogue of the mean-reverting process from Lemma 2.7. This turns
out to be a doubly-reflected Brownian motion,

dA 1 _ 7151 B 7262

== dW, +dL; — dU,. 2.17
P G ge Mt ke Al (217)
where Ap) = @l — % and L, U are the minimal increasing processes with

Lo = Uy_ = 0 that keep (A} );>o in the interval [—1,1],*> whose endpoints
have the following explicit expression:
Tel _ A2¢23\2Y\ 1/3
(3~ 78 _
D

(2.18)

With the state variable Ap! at hand, we can now formulate our second
main result. It shows that the equilibrium return with proportional costs can
be expressed in direct analogy to its counterpart for the smooth, superlinear
costs treated in Theorem 2.9. The only difference is that the mean-reverting
state variable in Theorem 2.9 is replaced by the doubly-reflected Brownian
motion from (2.17).

Theorem 2.11. Recall ¥ = Y With the solution (Ap})iso of (2.17),

Yy
define
1_ A2),2
utzy[sa%—fg—l—iﬂa—l—%A@, t>0. (2.19)
Then, the trading strategies
or=¢y+Li—U, ¢i=s—gy +U—L, t>0, (2.20)

clear the market and are individually optimal in the long run. Therefore (fi)i>0
1 an equilibrium return.

3See Kruk et al. (2007) for the pathwise construction of L, U. In particular, there is an
initial jump in L or U if the initial value Ap}_ lies below —I or above [, respectively. On
(0,7, L and U have continuous paths.

14
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Proof. See Section 2.6.2. n

Note that, in equilibrium, each agent’s singular control problem has a fully
explicit solution. Similar closed-form expressions for optimal no-trade regions
also obtain for the ergodic control of Brownian motion, which underlies the
tractability of problems with small transaction costs Soner and Touzi (2013);
Kallsen and Muhle-Karbe (2017); Cai et al. (2017). Surprisingly, the equilib-
rium constructed in Theorem 2.11 displays the same tractability, even though
the corresponding equilibrium return is not zero but a reflected Brownian mo-
tion.

2.5 Calibration

To assess the quantitative properties of our equilibrium returns, we now cali-
brate the model to price and trading-volume data for the US equity market.
More specifically, we consider the 320 current constituents of the S&P500 for
which ten years of uninterrupted data are available from January 2, 2009 to
January 2, 2019 on the CRSP database.? To obtain the price dynamics of a
“typical stock”, we then compute the capitalization-weighted average of the
respective prices. The total number of outstanding shares of this average stock
then is the number of shares outstanding for all our stocks. Likewise, the total
share turnover is also aggregated across all stocks.

2.5.1 Calibration of the Frictionless Baseline Model

We first consider the frictionless baseline version of the model from Section 2.2.2.
The exogenous (absolute) daily volatility o can be estimated directly from the
time series of stock prices, leading to o = 1.88 for our dataset.” To obtain a
simple parsimonious model for the equilibrium returns, we suppose throughout
as in Lo et al. (2004) that there is no aggregate endowment (£} = —¢?). Then,
the frictionless equilibrium expected return from (2.2) is 1 = 7yso?. As the
number of shares outstanding is s = 2.46 x 10!, we choose ¥ = 8.31 x 10~
to match this to the average (absolute) daily returns i of 0.072 in our time
series.’

2.5.2 Calibration with Transaction Costs

Whereas the frictionless equilibrium price only depends on the aggregate risk

aversion 4 = ﬂlﬁjQ and aggregate endowment ¢! + €2, the individual values of

4We do not work with an even longer time series, since the corresponding larger changes
in price levels then become problematic for our arithmetic model.

5Since the average stock prices are 124.11 in our time series, this corresponds to a Black-
Scholes volatility of around 23.8%.

8This corresponds to a yearly Black-Scholes return of 14.44% relative to the average price
level.

15
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these parameters need to be pinned down to determine equilibria with trans-
action costs. Moreover, the initial allocations of the agents need to be specified
and an appropriate estimate for the respective trading cost is evidently needed.

Proportional Costs For proportional costs, we use the estimate obtained in
Novy-Marx and Velikov (2016) for value-weighted trading strategies: 0.25% of
the average stock prices, that is A\; = 0.31 for our dataset.” Once the aggregate
risk aversion ¥ is fixed, the individual agents’ absolute risk aversions !, ~?
are free parameters in the present model, which correspond to the agents’
sizes relative to each other. If both agents are of the same size, the frictional
equilibrium coincides with its frictionless counterpart. To illustrate the effect
of heterogeneity, we set 72 = 29!, so that the larger agent 2 has twice the risk
capacity of agent 1.° Then, with ¥ = 8.31 x 107! we have v! = 1.25 x 10713
and 72 = 2.5 x 10713, For the initial allocations, we suppose for simplicity that
each agent initially holds a fraction of the total supply equal to their share of
the total risk tolerance, p} = 71%28 = s — p3_. This minimizes the effect
of transaction costs because no initial bulk trades are necessary in this case.
But the initial allocation generally only affects the initial conditions of the
state variables in our long-run equilibria in Theorems 2.11, so that the effect
of different specifications disappears quickly in any case.

Finally, we calibrate the value of the endowment volatilities £} = —£2 = ¢,
to time-series data for trading volume. More specifically, given our estimate
A1 = 0.312 from the proportional cost, we choose the parameter ; to match
the average daily share turnover in 2009-2018, which is ShTu = 1.84 x 10°
(that is, about 187% of the outstanding shares per year), to the corresponding
long-term average value in our model. Using the ergodic theorem, the latter
can be calculated as in (Gerhold et al., 2014, Lemma C.2),

2N o2 1 a.s.

3
/yl 72 Y 4/3
—oo ]

ShTu = lim — Td||—l' by =
YT AT 0 LA e R N
Accordingly, we have

24ShTu’A 02\ /!
& = (%) — 257 x 10'°,
7+

Superlinear Costs For comparison, we also consider the power transaction
costs N\,Gy(x) = A\|7|9/q, ¢ € (1,2]. In this case, to choose the endowment
volatilities {; = —fg = &, we apply the ergodic theorem to compute the

"Somewhat larger bid-ask spreads of 1% are used by Lynch and Tan (2011); Buss and
Dumas (2019), for example.

8These specific parameter values are chosen because they lead to realistic levels of liquidity
premia in the extended version of the model with endogenous volatilities, see Section 4.4.5.
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long-term average of the daily share turnover as

N N oyt [ 9a(®)
ShTuzjlggof/o |90,Hdt:/_ ‘(Gq) 1((1)\—(1) vy(x)dx  as.

o)

Here, v,(z) is the invariant density of the stationary law of the state variable X.
For quadratic costs AgGa(z) = Aox?/2, this is an Ornstein-Uhlenbeck process
(cf. Remark 2.8) whose stationary distribution is Gaussian with mean zero and
variance (A\o&3)Y2/03(2(7 +42))Y/2. As

o (H2) - ()

the average turnover per year in turn is proportional to the endowment volatil-
ity & in this case,

1 [T 1 2\ /4
lim f/ Y| dt = (u) &, as.
0

T— o0 271'20'2)\2

Accordingly, to match the average share turnover for a given quadratic trans-
action cost Ag, we need & = ShTu/ (%)1/ 1. Whence, it remains to choose
an appropriate value for the trading cost parameter \s. To make its impact
comparable to the proportional cost, we choose it to obtain the same stationary
variance of the state variable Ay as with proportional costs.

With proportional costs, this process has a uniform stationary law with
standard deviation 1/3Y/2. With quadratic costs, the stationary standard de-

viation of the Ornstein-Uhlenbeck state variable is

9y 1/4 1/2
& (AZ" ) = ShTu ( A2 ) .
4~y 2v0?
To match this with the stationary standard deviation for proportional costs,
we choose Ay = 1.08 x 10719 This leads to & = 2.19 x 10'°. Note that this
“equivalent quadratic cost” is of the same order of magnitude as the direct
estimate obtained from proprietary trade execution data for S&P500 stocks
in (Collin-Dufresne et al., 2020, Table 5).

For general power costs \,G,(x) = A;|x|?/q the solution g, of the ODE (2.7)
is not known explicitly. However, by exploiting the homotheticity of the power
function, a change of variable allows us to reduce (2.7) to an equation that
only depends on the elasticity g of the price impact function, but not the
parameters \,, &, that we are trying to determine here. Accordingly, the
values of \;, {, that match the average share turnover observed empirically
as well as the variance of the state variable for proportional costs can be
expressed as integrals of this universal function. For fixed ¢, these can in turn
be computed by using a quadrature formula to integrate the numerical solution
of (2.7), cf. Subsection 2.6.4 for more details. For ¢ = 3/2, which is in line
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with empirical estimates of actual trading costs in Almgren et al. (2005); Lillo
et al. (2003), this leads to

3/ =233 x 10", A3/ =5.22x 107",
Analogously, for ¢ = 1.125 and trading costs close to proportional, we obtain
€1125 = 2.50 x 10, A1125 = 0.019.

Simulations of ten years of daily equilibrium returns (generated with the
same Brownian sample path) for these four sets of parameters are shown in
Figure 2.1. For our calibrated parameters, the frictional equilibrium returns
display substantial deviations around their frictionless counterpart, but the
differences between the equilibrium returns for the different cost specifications
is much smaller.

Even though these numbers are generated from just one sample path, they
in fact quite accurately reflect the stationary distributions of the state variables
by the ergodic theorem. This is illustrated in Figure 2.2, where we compare the
empirical probability density functions to the stationary normal distribution
for ¢ = 2. While the empirical distribution clearly does become more spread
out for smaller ¢ (it is normal for ¢ = 2 but uniform for ¢ = 1), the realized
distributions are nevertheless quite similar for our calibrated parameters.

The simulated daily share turnover for ¢ = 2 and ¢ = 3/2 is compared
to the historical trading volume data in Figure 2.3. By the calibration, the
averages of the simulated trading volumes agree with the empirical data and
broadly display the same mean-reverting behavior.

However, for the simple model with constant price volatility and homoge-
nous trading needs, the variances of trading volume are substantially larger
than in the data. Moreover, the autocorrelation functions in the model also
decay much faster than their empirical counterparts.

2.6 Proofs

To ease notation, define

§:vl+vz s 18—
2 (Yt +92)o

(2.21)

Then the ODE (2.7) in Lemma 2.5 can be rewritten as
52

S+ @) (1) <50,

and the SDE (2.9) in Lemma 2.7 as

1

dAgOg — (G/)—l (Q(A)\(pt)

) dt 4 6dW,.
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Figure 2.1: Simulated frictional equilibrium returns with calibrated parameters for
quadratic trading costs (top panel), costs proportional to the 3/2-th power of the agents’
trading rates (second panel), to the 9/8-th power (third panel), and proportional costs (bot-
tom panel). The corresponding (daily) frictionless equilibrium return is constant and equal
to 0.072 here. 19
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Figure 2.2: Empirical probability density functions for quadratic trading costs (top panel),
costs proportional to the 3/2-th power of the agents’ trading rates (second panel), to the 9/8-
th power (third panel), and proportional costs (bottom panel) compared to the stationary
normal distribution for quadratic costs.
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Figure 2.3: Simulated daily share turnover for quadratic trading costs (blue, upper panel)

and costs proportional to the 3/2-th power of the agents’ trading rates (blue, lower panel),
compared to empirical trading volume (orange).
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2.6.1 Proofs for Section 2.3

Proof of Lemma 2.7. This proof is based on Lemma 2.5, whose proof is in Sec-
tion 2.6.3. The (strong) existence and uniqueness of the (fast) mean-reverting
processes. follows from results of Veretennikov (1997). Strong existence and
uniqueness follow from a standard localization argument, cf. (Cayé et al., 2020,
Proof of Proposition 1.1). By Lemma 2.5, we have g(z) < 0 for x > 0 and, in
view of Assumption 2.2(iii) there exists M > 0 such that

o c
(G (2)| > gzl for |z] = |M].

As (G")7!is odd, it follows that, for x such that |g(z)] > AM,

@) (%2 = -t (220 < ~Llolgtol

From the properties of g listed in Lemma 2.5, we can infer that |g| is increasing
on [0, 00) and satisfies lim;|—,o0 |g(2)| = 00. Whence, there exists My > 0 such
that for every |z| > My, we have

g(—lz]) = |g(x)] > AM.

Hence, for every r > 0 and |z| > 2r/c|g(My)| + Mo,

T (9@ o e c e
|x](G) (A>S l9(x)] < =5 lg(Mo)| <

Thus, (Veretennikov, 1997, Condition (6)) is satisfied and the (strong) exis-
tence and uniqueness result follows. For later use also note that, by (Vereten-
nikov, 1997, Lemma 1), we have the following uniform moment bounds:

supE [|[Ap;|*] < oo, for every k € N. (2.22)
>0

The second part of the assertion is established in (Cayé et al., 2020, Ap-
pendix D.2). O

Proof of Theorem 2.9. Market clearing evidently holds by definition of the
trading rates (2.11). Observe that the corresponding strategy o' is admis-
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sible and satisfies the transversality condition (2.5). Moreover,

e — (g0 +&)o

1 2
7= _
=50 Ap Y [0+ & + Gl o= (pio +&)o
1 2 1
7= 7o
= ?Apt =70t + 5 (VP50 7% 27 — (v 7)€
2 vty
1 2 1
Y T aa 1 1.2 1 Yo 2 242 1e1
= 5 UASOt_VUSDt+71+,yg['750+'7€t_7€t]
1 2
= ~
= 50 Ap =yt + 700,
1 A2
=1 5 L 0? At —4'0? Ag]
= —Fo*Ayy.
Hence,

e — v (o + & o = —Fo* Ay, (2.23)

Consider a competing admissible strategy v for the first agent and, to ease
notation, set

t
6, =4y — ¢!, so that et:/ (wu—gb;)du:apt—gotl.
0

Identity (2.23) and the convexity of G yield

Jr() — Jp(&")

=K

r pT 1
[ = ot + o+ 2800 + 06D - G)

T 1 )
/ Opprr — %Qt (1/%0 - 901}(7 + 2(90%0 + ftl))a + )‘(G(@%) - G(¢t)) dt}
0

r T
[t 007 0=k + o) A D —0) ]

T 1 . .
/ —571 (0,0)% — 40,02 A} — MG (1)6, dt] . (2.24)
0

We now analyze the terms on the right-hand side. The dynamics (2.9) of A},
It6’s formula, and the ODE (2.7) for g imply

9(Ag;)

dg(Apy) = (1529”(&0%) +'(Ap)(G) 7! (T)) dt + g'(Apy ) 6dW,

2
= Jo*Apidt + g (A} )ddW,. (2.25)
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Integration by parts and the dynamics (2.25) in turn yield
d [0:9(Apy)] = (9}9@% ) + 79t02A90t1> dt + 0,9'(Ap;)odW,.  (2.26)
Here, the local martingale part is a true martingale. Indeed, by Holder’s in-

equality, the integrability condition (2.4) and the boundedness of ¢’ established
in Lemma 2.18,

t t
E {/ |0ug'(A<pi)|2du} < K°E {/ QZdu} < 00.
0 0
Also taking into account that

G = & ((G,>_1 (Q(A;O%))) _ g(AAsDD’

we can therefore use (2.26) to replace the second and the third terms on the
right-hand side of (2.24), obtaining

D) - T3 < ~Elo(dehon ~E | [ 5t et
The Cauchy-Schwartz inequality yields
Elg(Aph)or]| < (Elg(Apk)?E62])"
< (ERg(AQR)(E[(r)] + El(¢%)2)

By the polynomial growth of g established in Lemma 2.18 and (2.22), we have
supyrs E[g(A¢l)?] < oo. Together with the transversality condition (2.5), it
follows that

1/2

. 1
0< jlglolo T ’E[Q(A<P1T)9TH

< Jim ~ (E20(Aph(El(wr)?] +El(eh)]) " = 0.

T—o00

Therefore, the trading rate ¢! is indeed long-run optimal for agent 1:

lim sup% [J%(w) - J}(@lﬂ

T—o0
T
) 1 1 1, 9
<limsup — |—E[g(A¢7)0r]| — E =y (Opo)” dt
T—o00 T 0 2

1 1 1
= — lim =E[g(Apz)07] + limsup —=E —/ ~yt (0,0)% dt| < 0.
T T 2

T—o0 T—o0

An analogous argument shows that ¢? is long-run optimal for agent 2. This
completes the proof. n
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2.6.2 Proofs for Section 2.4

The following lemma provides the counterpart of the function g from Lemma 2.5
for proportional costs. It is given in closed form; its properties listed here are
therefore easily verified by direct calculations:

Lemma 2.12. With the constant | from (2.18), define

2
~o
9(x) = sy (2° = 30%2) Tjaicy — Asgn(z) L. (2.27)

This function has the following properties:
(i) g is an odd, decreasing function;
(it) 36%¢"(x) = yo?x for x € (—1,1);
(iii) ¢ is continuous on R and ¢'(l) = ¢'(=1) = 0;
(iv) For every x € [0,1], we have 0 > g(z) > g(I) = —A.

Lemma 2.13. The strategies from Theorem 2.11 are admissible and satisfy
the transversality condition (2.15). Moreover they clear the market.

Proof. Let x = |¢j_| + |¢3_| + [ + s. First, note that the initial jump satisfies
—1 < Apy=Lo—Uy+ Apy_ <1,
and hence
Ap; = oW, + L — Uy + Ay .
Therefore, we have

E[|Lr — Ur|] = E[|Apy — dWr — Apy_|]
< OE[|[Wr|] + E[|A¢r|] + |Agp_|

T 1/2
v

so that the transversality condition (2.15) is satisfied.
Notice that

2
Lo = Ul < (1Apt] + |Awg_| + 0| Wil)
< (x + 6|Wi])? < 222 4 2622

As a consequence,

T T
E U (L — Ut)%zt] <E [/ 22% + 262|Wt]2dt]
0

0
T
= 22°T + 20°E U |Wt\2dt1
0

= 22T + §°T?,
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so that ¢! satisfies the first integrability condition in (2.14).
Now, apply Itd’s formula to (Al + 1)? /41, obtaining

AgOT + l) Agoo + l)

41( 4z<
T 5 T 1 T 1

:/ 5 (Ap; +1) dm+/ —dt+/ — (=l +1)dL, — / — (1 + 1)dU,
o 2 o 2 o 2

2

T 5
:/ 5 (Al + DAW, + 2T = Ur + Up.
0

Rearranging, taking expectations, and 0 < Uy < |Apl| < x leads to
E[Ur]

_Uo—i—E(Acpo—i-l) +4lT E[/O 2Z(A90t+l)dwt} _E|:4Z(A90T+l):|

2

< [+ —T. 2.2
< x4+ +4l (2.28)

After applying Ito’s formula to (A} — 1)?/4l, a symmetric calculation and
0 < Lo < |Ap}| < o show

E[L7]
=Lo+ — (A l)2+§T—]E /TQ(A L —DdW,| —E l(A n—1)?
=0Ty o — 4 Y Pt t 1 Pr
52
<z+l+4+ =T (2.29)

41

Combining (2.28) and (2.29) yields the second integrability condition in (2.14);
therefore ¢! is indeed admissible. Market clearing evidently holds by construc-
tion; in particular ¢? is admissible as well. For later use also observe that, by
definition,

,72

h —Agot—§Wt+7 e

Yio(op, + &) — =50 Ap,.  (2.30)
0

Proof of Theorem 2.11. Consider a competing admissible strategy with Jordan-
Hahn decomposition 1 = ¢} + T — ¢+, To ease notation, set

0, =1, — !, sothat db, =dy] —dyy —dL,+dU, 6y = 0.
By properties (i) and (iv) of g from Lemma 2.12, and the fact that L, U only
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grow on the sets {Agp} = —I} and {Ap; = [}, respectively, we have

L0 (Aphg(Ap))db: < AL i) (Ap}) |dus] + dut |
<A1(M(A¢)Lw4+d¢i—dL,—mﬁy (2.31)

Loa) (Al )g(Apt)db: < Moo (Ag}) [du] +dv]
<ALM(A¢Q[mﬁ%wM%—dLy—d%]. (2.32)

Properties (i) and (iv) of ¢ from Lemma 2.12 and (2.31-2.32) show that

T
Q(A% d‘gt
0

- L (At [du] — dut - dL] - (A [a0] - vt +av)

T
A [ 1cu(aehg(aehin
0

IN

T

A/ (L (Ap)) + L (Agy) + Ty (Agy)) [d@/ﬁ +dyy —dL, — dUt]
0

=A [@D’}"“w%_LT_UT] - A {w§_+wé_ — Lo_ —U()_]

Aok + vt - Le - Us].

Together with (2.30), it follows that
T .
) [/ (( L — o) e — 70(% — o) (oY + o) + 2@1)) dt}
0

= [ (0 e = Got— ) v — vt + 2005t +€D) ) ]
= JE [0} + v} - Ly - Ur]

—&[ [ - (30— el) 00l — o) ) i
— A |4} + ¥} — Ly - Up]

T T T
<-E [/ EvlaQQEdt} —E {/ yo? A} 0,dt +/ g(Acpi)d@t} . (2.33)
0 0 0

To simplify this expression, use Itd’s formula, the dynamics (2.17) of the
doubly-reflected Brownian motion A¢!, the fact that L, U only grow on
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the sets {Ap} = —I} and {Ap; = [} respectively, and the ODE for g from
Lemma 2.12(ii) to compute

1 /" / /
dg(Apy) = 50°9"(Api)dt + g (Agp) [dL — dU] + 69/ (Agy)dW,
=Jo* Ap,dt + 64 (A, )dW;.
Integration by parts in turn yields
d [g(Ag;)0:] = g(Apy)db, + 70?0, Appdt + 56,g' (A} )dW.

Since ¢’ is bounded, the integrability condition (2.14) implies that the local
martingale part in this decomposition is a true martingale, so that

E { /0 ' Fo? At 0,dt + /0 ' g(Awi)th} =E [9(Apr)0r] — E [g(Apy_)00-]

E [g(Aph)br] . (2.34)

Now, the long-run optimality of ¢! for agent 1 follows from (2.33) and (2.34)
by taking into account that property (iv) of ¢ and the transversality condi-
tion (2.15) imply

1 i
lim =B [g(Aeh)0r] | < lim ZE [lg(A0h)or|

T—o00

A
< lim =E[|0
< Jim ZE6r]

T—o0
oA
< Jim ZE [jor] +]¢h] = 0.

An analogous argument shows that ¢? is optimal for agent 2, thereby complet-
ing the proof. [l

2.6.3 Proof of Lemma 2.5

In this subsection, we establish existence, uniqueness, and properties for the
second-order nonlinear ODE (2.7) from Lemma 2.5. To this end, we introduce
the following first-order nonlinear ODE:

y(z) = fzy(@)) == —az® + b+ Fy(x)), (2.35)

and extend the ideas of Guasoni and Weber (2018) to general functions F' :
R — R which satisfy Assumption 2.14 below. That is, in Lemma 2.17, we
establish that for suitable functions F', and any choice of ¢ > 0 and b € R,
(2.35) has a unique positive solution on its maximal domain, which contains

[\/max{b,0}/a,00). Then, for the first-order ODE:
g'(x) = az® —b— F(g(x)), (2.36)
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Lemma 2.18 shows that there is a unique value of b that guarantees there is
a solution on R such that zg(z) < 0, and the solution is unique. Moreover,

Lemma 2.19 proves that this solution to (2.36) is also the unique solution of
the second-order ODE:

g"(x) = 2ax — F'(g(x))g'(x). (2.37)

Finally, with the help of Lemma 2.20 pointing out the relationship between
Assumption 2.2 and Assumption 2.14, we establish the proof of Lemma 2.5
with F' chosen to be proportional to the Legendre transform of the trading
cost function G.

To carry out this program, we first introduce the assumptions on F' that are
needed to generalize the argument developed for power functions by Guasoni
and Weber (2018). Subsequently, in Remark 2.15 and Lemma 2.16, we derive
a number of consequences, which are crucial tools for the analysis.

Assumption 2.14. (i) F is convex, differentiable, even, and strictly in-
creasing on [0, c0) with F'(0) = 0;

(ii) F” is also differentiable and strictly increasing on [0, co) with F/(0) = 0;
(iii) There exists a constant K such that F(z) < K(1+ |z|?) for some p > 2;

(iv) There exist constants C' > 0 and x > 0 such that F”(z) > C for every
|z| > xo.

Remark 2.15. Some immediate consequences of Assumption 2.14 are as follows:

(i) F’ is increasing on the whole real line, since it is an odd function (as F'
is even) and F” is strictly increasing on [0, 00);

(ii) Assumption (iv) implies that there is some a > 0 such that F(z) > az?
for large x > 0. This is why p > 2 in Assumption 2.14(iii) is without loss
of generality.

Lemma 2.16. Suppose F' satisfies Assumption 2.1/. Then:
(i) F~1 exists and is concave on [0,0);
(ii) For every x > 0 and every a > 1:

aF(z) < F(ax), F Y ax) < aF(z);
(i11) For z,y > 0:
Flx+y) 2 F(x)+Fy),  Fla)+Fy) =2 F(z+y):
(iv) On (0,00), F~1 is strictly increasing but (F~') is strictly decreasing;
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(v) There exists constant C' > 0 that F~1(2?) < Clz| and 2x(F~1) (2*) < 2C
for every |x| > x.

Proof. (i): Convexity of F' implies that, for z,y > 0 and 0 < a < 1,
az + (1 —a)y = aF(F~}(2)) + (1 — o) F(F~'(y)) > F(aF () + (1 — a) F~(y)).

As F is increasing, F~! is increasing as well. Applying F~! on both sides of

the above estimate in turn yields the concavity of F~1.
(ii): Recall that F'(0) = 0 and again use convexity of F' to obtain, for
every x > 0 and o > 1,

1 1 1
F =a|—F 1——)FO)| >aF | — = afF'(z).
(az) =« L‘ (ozx)—i—( oz) ( )} >« (aax> aF(x)
Analogously, the concavity of F'~! yields F'~'(ax) < aF~1(x).

(iii): Since F” is increasing we have F'(z +y) — F'(z) > 0 for every
x,y > 0. As a consequence, F(x +vy) — F(z) > F(0+y) — F(0) = F(y) as
asserted. It implies that

F(F™'(z) + F(y)) 2 F(F(x)) + F(F ! (y)) = +y.
By the strictly increasing property of F', we can infer
F o)+ Fly) > F 'z +y).

(iv): Since F'is convex and F' and F’ are strictly increasing on [0, o),
then F' > 0, F” > 0 and they are both not equal to zero on any interval, hence

_ ; Y/ () — _ F/,(F_1($))
- F(F(x)) 20 ) <F/(F1(:v))>3 ="

and they are both not zero on any interval. So F~! is strictly increasing on
[0,00) but (F~') is strictly decreasing on (0, 00) as asserted.

(v): By directly integrating the inequality in Assumption 2.14 (iv) and
choosing C' large enough, together with (ii) in 2.16, it’s easy to see that the
first statement holds. For the second statement, by Assumption 2.14(ii),

(Y (x)

d
o [F'(x) — F(x)] = 2 F"(z) + F'(z) — F'(z) = 2F"(z) > 0.
x
By strictly increasing property of F~!, for x > 0, F~!(2%) > 0, hence

F(F~(z?%)) _ x?
F~1(2?) F-1(2?)

F'(FH(2%) 2

Together Assumption 2.14 (iv) it follows that, for x > |zo|,
d B 2z < 20 F~1(2?) < 2022
dx - FI(F1(z?)) — x? - a?
which yields the desired result. O]

F(a?) = 20(F ) (a)

— 20,
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Now we address the existence and uniqueness of the positive solution to (2.35)
on [y/max{b,0}/a, o).

Lemma 2.17. Let F' be a function satisfying Assumption 2.1/ and a > 0,
b€ R. Then there exists a unique solution y of

y(z) = f(z,y(@)) = —az® + b+ F(y(x)), (2.35)

such that [\/max{b,0}/a, 00) is contained in its mazximal interval of existence,
and y(z) > 0 for every x > +/max{b,0}/a. Moreover y is increasing on
[v/max{b,0}/a,00), and satisfies the growth condition

lim y(z)

— 7 =1. 2.38
T—00 F*l(aaﬂ) ( )

Further, in (2.35), if we rewrite y(x) = y(x;b), then for every x € [0,00),
beR,

Oy(z;b)
ob

<0. (2.39)

Proof. Let by = max{b,0}. On [\/bs/a,+0c0), we define the function h(x) =
F~'(az® —b). Notice that by definition of h(z) we have f(z,h(z)) = 0 and h is
strictly increasing on [/by /a, +00). Thus we can infer that h is a supersolution

on (4/by/a,00) in that h'(z) > f(x,h(x)) = 0.

Notice that f(x,y) is locally Lipschitz, so that local existence and unique-
ness hold for the initial-value problem (2.35) with initial condition (x¢, yo). For
every T > /b, /a, let y(z;z, h(Z)) denote the unique solution to (2.35) with
initial condition (z, h(Z)) on its maximal interval of existence (T, T"). The
first step is to show that the following inequalities hold for every = > /b, /a:

on [\/by/a,z), y(z;z,h(z)) > h(z) > 0, y(-;Z,h(Z)) is increasing,  (2.40)
on [z,T), ylx;z, h(T)) < h(x). (2.41)

First, by directly calculating the first-order derivative, we find that for every
xr > b+/a,

Y (22, h(2)) = f(z,y(z;2,M(2))) = f(2,h(T)) = 0 < W(2).

Therefore, there exists €~ € (0,Z—+/by/aVT~) such that y(z;z, h(Z)) > h(z)

for x € (T — €, 7). Define

1o = inf{z € [\/by/a,Z) N (T, T") : y(-;z,h(Z)) > h on (z,7]}.

It is easy to see that on (z9, %), y(x; Z, h(Z)) is increasing through
Y (2, h(2)) = f(x,y(; 2, h(2))) > f(x, h(z)) =0,
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and since y(zo; Z, h(Z)) is between h(zg) > 0 and h(Z) < oo, we conclude z, €
(T—,TT). Suppose xg > /by /a. The definition of zy yields y(xo; Z, h(T)) =
h(zo) and y'(zo; 2, h(Z)) > W'(z9) > 0; but plugging y(zo; 2, h(Z)) = h(zo)
into (2.35) gives v/ (xo; T, h(Z)) = f(xo, h(zg)) = 0, a contradiction. Therefore,
y(+;Z, h(Z)) is increasing on (o, ) and zo = \/b+/a hence (2.40) holds.

To show (2.41), we calculate the second-order derivative,

y'(z;2,M2)) = —2ax + F'(y(z; 2, W(2)))y' (z; 2, h(Z)), (2.42)

which implies that y"(z;z, h(Z)) < 0 and there exists e” > 0 such that
y(z;z,h(Z)) < h(z) for x € (Z,Z 4 €T). Define

vy i=sup{z € [z,T7) : y( 2, h(z)) < h on [z,2)}.
Suppose x1 < T, y(x1;%,h(Z)) = h(x1), and ¥/ (x1;Z, h(Z)) > W' (x1) > 0; but
on the other hand, y/'(z1;Z, h(Z)) = f(z1, h(x1)) = 0. W have a contradiction,

which implies (2.41) holds.
Define

xo:=sup{z > :y(;Z,h(z)) >0, or y/(-;Z,h(z)) <Oon [z,z]}. (2.43)

From (2.42), we see that v (x; 7, h(Z)) < —2ax for x € [z, x9), so y(+; T, h(T)) is
strictly decreasing and strictly concave on [Z, z5). This implies x5 < +00, and
by continuity we have y(x9;z, h(Z)) = 0, 3/(z2; %, h(Z)) < 0, and in addition
that y(-;z, h(Z)) < 0 in a right-neighbourhood of z5. For z > x4, we claim that
y(x; Z, h(Z)) < 0, because in order to become positive again, y(-; z, h(z)) would
need to cross zero, but y(z; Z, h(Z)) = 0 implies y'(x; z, h(Z)) = —az* + b < 0.
Therefore, we can conclude that either 7% = oo or limp+ y(2; Z, h(Z)) = —o0.
For the latter case, define

y(z;Z,h(Z)) = —oo0, for x € [T, 00).

Now consider the relationship between y(z; 1, h(z1)) and y(z; Za, h(Z3)) for
To > T1 > /by /a. By (2.40), at &y, y(Z1; Z1, h(Z1)) = h(Z1) < y(Z1; T2, h(Z2)).
By (local) uniqueness of the initial value problems associated with (2.35), there
cannot exist x such that y(x; Z1, h(z1)) = y(z; T2, h(Z2)) > —o0, thus the graph
of y(x; Z1, h(x1)) lies strictly below the graph of y(x;Ts, h(Z3)) except when
they both take the value —oco. In summary

on (\/by/a,00), y(z;-, h(:)) is increasing. (2.44)

Next, we show that any solution y of (2.35) such that [0, 00) is contained
in its maximum interval of existence with y(x) > 0 for every = > /b, /a,
automatically satisfies the growth condition (2.38). From the above argu-
ment concerning the relationship between h(x) and y(z;Z,h(Z)), an impor-
tant observation is for every x > /by /a and every T > z, we need to have
y(x) > y(z;z, h(z)) > h(z); otherwise the solution y will not stay positive.
We summarize the properties of y as follows:
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i) y(z) > h(x) >0,y () = —az? + b+ F(y(z)) > —az®*+ b+ F(h(x)) = 0,
which means y is strictly increasing on (/b /a, +00);

ii) [\/bs/a,+00) C D, where D is the maximal interval of existence of y(z).
From Property i) and Lemma 2.16 (iii,iv), it follows that
F~(a®) = F1(by)

L= xh_)rgo F~1(ax?)
< lim inf )
T—00 _1(0,(1}2)
, h(z)
<1
P F~1(az?)
F—l 2
R T ; ~1

and in turn

L y(x)

Next we show that L = lim,_, % exists and L = 1. To this end, set
M = limsup,_, % and notice that 1 < M < oco. If M =1 then we can
conclude that L = 1.

Assume 1 < M < oo. We first want to show M = L. There exists a sequence
(n)n>0 — oo such that

tim Yy
% T3 (ax2)

In particular, for any § € (0, M — 1) there exists N5 € N such that for every
n > Ns we have

y(@n) > (M = 8)F ' (azy).

For large z, we claim that the function s(z) = (M —§)F ! (az?) is a subsolution
of (2.35). By Lemma 2.16 (v), we know that for z > |z¢|/+/a,

0 < s'(x)=(M—68)(F 1 (ar*)2ax < 4v/a(M — 6)C.

Since M — § > 1, there exists Z such that for z > 7, we have (M — §)az?* —
ar? +b > 4\/a(M — §)C. As a consequence,

s'(x) < 4v/a(M —6)C
< —az’ +b+ (M — §)az®
= —ax® + b+ F(FY(M — 6)(az?)))
< —ar’ + b+ F((M — §)F(az?))
= [(z,5(x)).
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On the other hand, notice that y(x,) > s(z,) for every n > Ns. Thus by the
comparison lemma, for every 6 € (0, M — 1) and some large zy, from y(zy) >
(M — §)F~Y(az?%) = s(zn) we can conclude y(x) > s(z) = (M — §)F~(az?)

for x > xp. In particular, for every small 9,

e y(x)

and therefore

o y(o) . y(x)

If M = oo, we substitute M — ¢ with N € N and then infer with the same
argument that liminf, % = oo. In other words, the limit L exists and
L=Me]l,o)].

Next, we show L = 1. First, assume to the contrary 1 < L < oo. Since
lim, o % = L, by Lemma 2.16 (v), there exists a constant K > 0 such

that y(x) < Kz for large = > 0. Moreover, for every § € (0,L — 1) and large
x, by Lemma 2.16 (ii),

y(x) > (L —86)F Y az?) > F'((L — §)ax?).

As a consequence,

lim inf F(y(;zc)) > L -6

T—00 ax

On the other hand, (2.35) implies

/
mint Y% > 15150
T—00 ax

so that ¢/(z) grows at least quadratically, leading to a contradiction.
Now assume that L = 4+o0o. With a similar argument as above, for every
L' > 0 and z sufficiently large,

F(y(z)) > F(F ' (L'ax?)) = L'az?,

and it follows that

ax?

A )

From (2.35) it follows that

y(z) . —ar? + b+ F(y(x))
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Notice that for large = such that y(z) > Czo, Lemma 2.16 (v) yields

W (o (M) < p () < ryto

Thus, for small ¢ and sufficiently large z, for all x > = we have

1—90
gz V(@) < (1=8)F(y()) < y'().
Hence for sufficiently large & > 7,
! 1—90
y2(§) L
y ()~ C
Integrating this inequality from £ = z to £ = x, we obtain
1
y(@) > — 5 ———=

In particular, y(z) has a vertical asymptote, contradicting Property ii). In
summary, L = 1.

We now establish the uniqueness of y(x). Suppose there exists another
solution y, of (2.35) such that [0,00) is contained in its maximal domain,
and yo(x) > 0 for every x > \/b;/a, and there exists z, § > 0 such that
y2(Z) > y(Z)+0. Then, on [T, ), the graph of y, always lies above y; otherwise
it will violate the local uniqueness of the initial value problems associated
with (2.35). Moreover, for z > Z,

Yolx) =y (z) = Flya(x)) — Fly(x)) >0,

which means y, — y is increasing. As a result,

yo(x) —y'(z) = F(ya(2)) — Fy(x))
> F(ya(z) — y(z))
> F(y(z) — y(2))
> F(d) >0,

which implies that, for every x > 7,
ya(x) —y(x) 2 6+ (z — 2)F(6).
But ys also satisfies (2.38), and for large x we have
F_l(a:UQ) < vaCxz.
Whence,

@) -y 64 (@ D)F() _ F()
0= lm Sy 20— 2e T Jac
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which leads to contradiction. A symmetric argument yields the same results
for the case where there exists  and § > 0 such that y»(z) < y(z) — 6. This
establishes uniqueness.

We now establish the existence of y(x) by constructing it. To this end, fix
x > 4/by/a and define

y«(z) = sup{y(z; 2, h(Z)) : & > x}.

Let g > 0 and C' > 0 be the constant in Lemma 2.16 (v). For every z; >
/by /a, we can choose a large y; > F~'(ax? +2v/aC +z%+|b|), and for z > 1,
define

§(x) = F7H(F(y1) + a(z® — 27)).

Then by F(y;) — az? +b > 0, g(x) > h(x) for every x > z;. Moreover, from
the fact that F'(y;) — ax? + b > 2y/aC + 22 + |b| + b > 23, we can infer
0 < §'(2) =2ax(F~) (F(y) + a(2® — 27))

< 2v/a\/F(y) +a(a? — 23) (F7Y (F(y) + a(a?* — 23)
< 2v/aC
< F(y1) — axi + b= f(z1,4(21)).

In particular, the unique local solution y(z; x1,y1) to (2.35) with initial condi-
tion (x1,y;) satisfies

§'(x1) < flzy, g(21)) = flz,m) =y (xs 20, 00).

Thus for every = > 1, y(Z;x1,y1) > §(x) > h(Z) = y(Z;Z,h(Z)). The local
uniqueness of the initial value problems associated with (2.35) implies that
y(-;x1,y1) and y(+; &, h(Z)) cannot cross, so the graph of y(-;x1,y;) lies above
y(;Z,h(Z)) and, in particular, y; = y(x1;21,1) > y(z1; %, h(Z)). Taking the
supremum over T yields that y.(z1) < y; < 4+00. In summary y, is defined
pointwise on [y/by/a,00), and y,. < oo is guaranteed.

Next we study the continuity and differentiability of y.. Notice that by (2.40),
we know that y.(x) > h(x) > 0 and is increasing on [y/b/a, o). Therefore,
for every x € [\/by/a,+00), we have y,(x+) = lim_,o+ y.(x + €) exists; and
for every x € (y/by/a,+0), yu(x—) = lim_ o+ y«(z — €) exists as well. In

particular, f(z,y.(z)) is locally integrable on [{/by /a, c0).
For x9 > z1 > /b;/a, we want to estimate y,(z2) — y.(x1). By the mono-
tonicity of y(z;z, h(Z)) in T established in (2.44), we know that

y«(x) = sup{y(z; 2, h(Z)) - T > /by /a}.
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Together with y, > 0 and since F' is increasing on [0, 00), it follows that

Y(22) = yul1) = sup{y(22; 7, h(T)) — yu(21) 1 T > \/b+/a}
< sup{y(xe; T, h(z)) — y(z1; 2, M(T)) : T > /by /a}

zsup{/m '(&: 2, h(Z)) dE - x>\/M}

1

s/mwMy@xh 3> \/bja} de

xr1

:/m—a§2+b+sup{F( (&2, 0(T))) : & > /by /a} d§

x1

:/m—@%w+F@@»&

1
2

= [ f(&y(8))de. (2.45)

1
For every § > 0, there exists Z such that y(x1; %, h(Z)) +0 > y.(x2). By (2.44),
without loss of generality, we can assume that z > x5, and therefore y(&; z, h(Z))
is increasing in ¢ on the interval [z1, 23] by (2.40). Thus for every § > 0 and

for every £ € [x1, x2], the monotonicity of F on [0, 00) yields F(y(&;z, h(Z))) >
F(y(z1;2,h(2))) > F(y«(x1) — §). Therefore,

Yu(T2) — yul(1) >
>

=/ 2y’(€;f,h(i°)) d¢ -6

::/m—ﬂ€+w+wwmaahwnms—é

1

> (25— 21)F(y(1: 2, h(T))) — 6 + /xQ(_a§2 +b) de

1

2@b-%ﬂ%%@ﬁ-®—5+/mvﬂ5+®dé

1
As this holds for arbitrary small § > 0, it follows from the continuity of F' that

%@a—%@nzwrﬂmﬂm@m+/mv%%wma (2.46)

1

By (2.45) and (2.46), we can conclude the continuity of y. on [y/b/a, +00).
We then establish the differentiability of y.. First for z € [\/b, /a,+00),
by (2.45) and the continuity of v,

. T+e
nmww”@ymkaﬁ/ FEp(©)dE = f(r. (),

e—0+ € e—0t
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and by (2.46).

limint 28T =00 e ] (eF(y*(x)) + / W(—ag? + b)dg)

e—0F € e—0t €
= —az® +b+ F(y.(z))
= f(z,y.(7)).
In addition, for z € (1/b;/a,+00), by (2.45), (2.46) and the continuity of y.,
: L[*
f(@,yu(x)) = limsup = [ f (&, y.(8))dE

e—0t € Jp—e

Y () — yu(z — €)

> lim sup
e—0t €
> lim inf yo(2) — el — €)
e—0t €
1 xX
> liminf — (eF(y*(a: —€))+ / (—a&® + b)df)
e—0t € T—e

= —azx® + b+ F(y.(z))
= f(z, y()).

Hence we can conclude that y, exists and
Y(2) = f(2,5.(2), for all & € [\/b a, +00).

In summary, for b € R, the function y, therefore is a solution of (2.35) that
satisfies properties i), ii) and hence satisfies also the growth condition (2.38).

We only need to show (2.39) holds. When b > 0, where b, = b, [0,/b/a)
is contained in the maximal interval of existence of ¥, is a side product in the
proof of (2.39).

We rewrite h(x;b) = F~(ax? —b), and notice that A’ is strictly decreasing
by Lemma 2.16 (iv). Let y(x; Z, h(Z; b)) denote the solution to (2.35) with con-
stant b and initial condition (7, h(%;b)) with & > /b/a. Then by Proposition
2.76 in Chicone (1999), we know that

0
%y(
where ®(x;z,b) is the solution to the following initial value problem on its
maximal interval of existence,
O (z;7,0) = F' (y(x; 7, W(Z;D))) (x; T,b) + 1,
0 , (2.48)

O(z;2,b) = %h(j; b) =— (F) (az® — ).

To wit, for > o > /by /a, y(z;z, h(Z;b)) > h(z;b) > 0,
O(x;2,0) = — (F71) (a2 — b)e o F/wEmMT0) dé

_ / " o P e de gy, < 0, (2.49)

T

x; T, h(z;0)) = ®(x; 7, b), (2.47)
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Notice that F(F~!(x)) = z, then differentiate on both sides yields
F'(F~ (@) (F7) (2) = 1,
thus
F'(F~(az® — b)) (F_l) (az* —b) = 1,

In order to see whether ®(x;z,b) is increasing in & or not, we calculate its
partial derivatives with respect to Z, and using the property (2.44), F’ > 0,
(F1' >0, (F )" <0 to estimate the lower bound:

0
0T i

/ z -2 h(z: ‘ a
= (F7) (az? — b)e™ Js F'u(&nhia) de / F'(y(& 2, h(F;0))) 5y (& 7, h(7; 0))dg

xT

9 @(2;7,b)

+ (F_l) (az? — b)F' (y(z;Z, h(Z;D))) e~ J2 P (y(&2,h(z;0))) dE
— 2az (F7)" (az® — b)e™ o Fwl&mhmon) dé
_ o [T Py n@n) dé

b ([Pt o) ot nain) ds ) e e g,
= T

> (F (@ - 0)F (h(z; b)) e [ FOE@RE) dE _ o= [ P aeahn)
— (F7Y) (a® = b)F' (F~ ' (az® — b)) e~ J F/ERR@I) de _ o= [ F(u(&5ah(w:0) de
— o LI P Emh@)) dE _ o= [] Fu(&mh@bn) dE _ ()

hence, we conclude that ®(x;z,b) is increasing in Z on (x, +00).
We rewrite y(z;b) as the unique solution to (2.35) with constant b such that
[\/by/a,+00) is contained in its maximal interval of existence Dy, such that

y(z;b) > 0 for every x > \/by/a. For x > \/by/a, we claim 2y(x;b) exists
and

0
Gb(

For by > by > 0, fix © > /by, /a, we first see that

y(x;b9) — y(z;b1) = sup{y(x; T, h(Z;b9)) — y(x;b1) : T > x}
< sup{y(z;z, h(Z;b2)) — y(x; T, h(Z;b1)) : T > x}

b
= sup {/ %y(as;x, h(z;b)) db: z > a:}
b1

ba
S/ sup{a (x;:n,h(a:;b))::n>x} db
by b’

_ /b2 sup {®(z:7,b) : & > x} db. (2.51)

b1

y(x;0) = sup {P®(z;z,b) : & > x} <O0. (2.50)
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On the other hand, for every d > 0, there exists Zs such that
y(@; 25, h(Zs3 1)) + 0 > y(a; by).
By (2.44), we can assume without loss of generality that Zs > = and for every
T >
y(z;: @, h(Z; 1)) + 6 > y(z; b1).

Therefore, for every & > Zs,

y(w;b2) — y(z;b1)

b
- / ®(z;7,b) db — 6,

by

By the fact that ®(x;Z,b) is increasing in Z on (x,+00), we know that

b
y(x;by) — y(z;b1) > sup {/ O(x;z,0) db: T > f(;} -9
b1

[
= / sup {®(z;z,b) : & > Ts} db— 6
by

bo
= / sup {®(x;z,b) : x> a} db— 0,
by

since the above inequality holds for every 6 > 0, we conclude that

b
y(x;by) —y(z;b1) > / sup {®(z;z,b) : & >z} db. (2.52)

b1

By (2.51) and (2.52), y(x;b) is continuous and differentiable with respect to
b, and we can infer our claim (2.50) holds from (2.49), hence (2.39) holds. By
Theorem 2.77 in Chicone (1999), we know [0, 00) is contained in the maximal
interval of existence of y(-;b) for every b € R. O

In Lemma 2.17, we have shown that for every b > 0, there exists a non-
negative solution ¥, to (2.35) on [0,00). A symmetric argument yields that
for every b > 0, there exists a non-positive solution y; to (2.35) on (—o0, 0].
Then, as we shall see in the proof of Lemma 2.18 below, by the monotonicity
of y(0;b) with respect to b, there exists a unique choice of the constant b in
(2.35) that allows us to smoothly paste together the solution y; and y, at 0,
thereby obtaining a solution of (2.35) on the whole real line.
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Lemma 2.18. Let F' be a function satisfying Assumption 2.1/. Then there
exists a unique constant bp > 0 such that when b = b, the ODE

d(z) = az* —b— F(g(x)), (2.36)

has a solution g on R such that zg(x) < 0. Moreover, g is unique, and it is
odd and decreasing and satisfies the following growth conditions:

. glz) : g(z)
xgr—noo F-1(az?) L zl—lf-&{loo F~1(az?)

Further, there exists K > 0, such that for x € R,
lg(@)| < K(1+|z]),  |d(2)] < K.

=—1. (2.53)

Proof. From Lemma 2.17, we know that for every parameter b > 0 there
exists a unique solution y,(x;b) on its maximal domain D, of existence and
yr(z;0) > 0 for every @ > y/b/a, and y,(x;b) is unique and satisfies

lim yr(2:0)

YD)
z—+oo 1 (ax?)

By Lemma 2.17, we have [0, 00) C Dy. Define y;(z;b) = —y,(—x;b) on (—o0, 0].
Then

= — lim —yr(—:c; ) = — lim —yr(l‘;b)

ST =—1.
z——o0 F'~1(ax?) z——o0 =1 (ax?) z—oo F'=1(ax?)

Moreover, since F' is even, for z < 0,

vl (:b) =y, (—2:b) = —a(—2)* + b+ F(y,(—2:b))
= —ar® + b+ F(~y.(—;b))
= —az® + b+ F(y/(z;b)). (2.54)
That is, y;(z;b) also satisfies (2.35) on (—o0, 0].
For b =0, by i) in the proof of Lemma 2.17, y,(z;0) > F~!(az?), hence

yr(0;0) > F7H(0) = 0 > —y,(0;0) = 1:(0;0).

vy

y (2.39) in Lemma 2.17, for x > 0, y,.(x; b) is strictly decreasing in b and thus
yr(z;0) < y(x;0) < oo for all b > 0. In addition, we claim that as b — 400,
y-(0;b) goes to —oo. Suppose not. Then there exists

01 := lim y,(0;0) > —o0.

b—+o0

As a result,
1
w(10) =5 058) + [ —aa® + b+ Fly(sib) do
0

> y,.(0;b) + /1(—a +b)dx

Z§1+b—a,
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and, for b — +o0,

y-(1;0) = lim 4(1;0) > lim &) +b—a = +oo,

b—+o0 ——+00

which leads to contradiction. Hence as b — 400, ¥,(0;b) goes to —oo, and
y(0;0) = —y,(0;b) goes to +o0o. Thus, for some constant bp we have 0 is
contained in Dy, and

yT(O; bF) =0= yl(O; bF) (255)

As y,(x;b) is decreasing in b, the constant br is unique.
Now we use y,.(+;br) and y;(+; br) to construct the solution for (2.36):

9(x) == =y (2;b0) Lipz0) — Yi(2; bF) Ljz<q)-

It’s easy to see that g is defined on R and satisfies the growth conditions (2.53).
We now show that g is indeed a solution of (2.36) with b = bp. Using (2.55),
we can see that ¢ is continuous and equal to zero at = 0. Therefore,

9(r) = =y (z; bF)ﬂ[mZO] + yr(—x; bF>]]-[a:<O]
= —Yr(2; b)) Las0) + Yr (=25 bp) L <o) = —g(—2),

which implies that ¢ is odd. Furthermore, as y, is increasing on [y/br/a, 00),

and for = € [0, \/br/al,
Y. (v;br) = —ax® + by + F(y,(v;bp)) > —az® + bp > 0,

Yy, is increasing on [0, 00), and we infer that g is decreasing. Since F' is even,
we have

F(g(z)) = F(=yr(2;bp)) = F(=y(=2;bF)) = F(g(=z)), forz = 0.
Therefore we can conclude that
g'(x) = =y (x) = ax® — bp — F(y,(x;bp)) = az® — bp — F(g(z)), for z > 0.
Likewise,
d(x) = —y/(z) = ax® — by — F(y(z;br)) = az® — by — F(g(z)), for x <O.
Moreover, the continuity of ¢’ is guaranteed at x = 0 since

lim ¢'(z) = 4./ (0;0F) = —bp = —y/(0;bp) = lim ¢'(2).
z—0t z—0~
In summary, g therefore is indeed a solution of (2.36) with b = bp.
Next, we show that ¢ is unique. Let g, defined and continuously differen-
tiable on R, satisfy (2.36) for some b > 0 and also satisfy zg(x) < 0 for x € R.
Then —g is the unique function y(-;b) in Lemma 2.17. Because F' is even and
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g satisfies (2.36), we know g(—z) also satisfies the conditions of Lemma 2.17.
Hence g(—x) = y(x;b) for z in the maximal interval of existence of y(-;b).
Therefore,

—9(0) = y(0;0) = 9(0),

which implies y(0;b) = 0. This forces b to be equal to br, and g to be the
function constructed above.

The growth condition (2.53) and Lemma 2.16 (v) imply that there exist
zo > 0 and ¢ > 0 such that, for every |z| > x,

lg()| < 2|/F~H(az?)| < 2¢]x].
Therefore, for all z, and since —g is increasing,
9(z)] < [g(zo)| + 2¢|z]. (2.56)

Now we would like to show the boundedness of ¢’, which follows the same
idea as Bayraktar et al. (2018). Since g is odd, we only need to show that for
x > 0, ¢’ is bounded from below. From (2.56), we can infer that as + — oo, ¢
cannot go to —oo. Therefore, there exists M > 0 and an increasing sequence
{z,}2° such that z, — oo and —M < ¢'(x,) < 0. Now suppose ¢’ is not
bounded from below, which means that for every integer n > M, there exists
Zn > X such that ¢'(z,) < —n. For each n > M, let m(n) > n denote the
first integer such that x,, < 2, < Zy,(n). Then from

9'(20) < =1 < =M < min{g'(z,), §'(Tmw)},

we can infer that there exists a local minimum of ¢’ on [2,, T for every
integer n > M, denoted by &,,. Therefore, for every integer n > M, ¢"(&,) = 0,
and

0 < " (&) = 20— F"(9(&))(9'(€)” = F(9(&)9" (&)
= 20— F"(g(&))(9'(€)"
Together with Assumption 2.14 (iv), we know that F"(g(&,)) > 0 for n large
enough, and hence

9 p 2 2a 2a
n? < (g'(6n)) §m§ga

which leads to a contradiction. Without loss of generality, we choose M > 0
large enough so that |¢'(z)| < M for every |x| > xo.
Now choose K > M + |g(xq)| + 2¢, we have

(@) < K+ z]), (@) <K

as asserted. This completes the proof. O
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Next, we show that with b = bg, the solution to the first-order ODE (2.36)
on R with zg(z) < 0 is also the unique solution on R to the second-order
ODE (2.37) with zg(z) < 0.

Lemma 2.19. Let F' be a function satisfying Assumption (2.14). Then the
unique solution g on R to (2.36) such that xg(x) < 0 is also the unique solution
on R of the second-order ODE

¢'() = 203 — F'(g(2))g'(x) (2.37)
such that xg(x) < 0.

Proof. In view of the first-order ODE (2.36) satisfied by g, its derivative is also
differentiable. Differentiating the ODE for g in turn shows that ¢ also satisfies
the second-order ODE (2.37).

Now suppose g is a solution of the second-order ODE (2.37) satisfying
zg(z) <0, hence we can infer that § is non-increasing at zero. As

(F(g(x))) = F'(3(x))g (x),

integrating both sides of (2.37) gives
7@) =50+ [ (206~ F@OF©)dt = as® =D~ F(gla).
0

for some constant b = F(§(0)) — §(0). By Lemma 2.18 we know bp > 0 is
the unique constant such that (2.36) has a solution on R with zg(x) < 0.
Thus, b=bp and, by the uniqueness of g, we have § = g. This completes the
proof. O

We introduce one more lemma before the proof of Lemma 2.5.

Lemma 2.20. Suppose the general cost function G satisfies Assumption 2.2.
Then G*, the Legendre transform of G, satisfies Assumption 2.1/, and so does
cG*(%), where ¢ > 0 is a constant.

Proof. Observe that the Legendre transformation of the cost function G(x) is
G*(x) = 2(G") " (z) = G((G) (@)

Since the instantaneous cost G is even, G’ and in turn (G’)~! are odd, so that
the function G* is even. Moreover, G(0) = G'(0) = 0 imply G*(0) = 0. As
both G and (G')™! are differentiable,

(G7)(z) = (G") (=) > 0.

In particular, (G*)~! exists on [0,00) and is differentiable. Moreover, by the
convexity and twice differentiability of G,

(G")'(z) = (G) ) (x) > 0.
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It follows that G* is convex and (G*) is strictly increasing, so that Assump-
tions 2.14 (i i) are satisfied. By Assumption 2.2, |(G')"}(z)| < C(1 + |z|*1)
for C' > 0 and k > 2. Whence, there exists a constant K > 0 such that

G*(x) = |G*(2)] < [2(G) (@) < Oz + [2]*) < K(1+]al").

Therefore, Assumption 2.14(iii) is also satisfied. Again by Assumption 2.2,
(G")7" is increasing, and there exists C' > 0 and zy > 0, such that for large
x> x0, (G')" (z) is large and by Assumption 2.2 (iii)

1
-G ((E)7 (@)

*\// N —1\/ 1
(G")"(x) = ((G") ) (=) > 5
Thus, Assumption 2.14(iv) holds as well. O

We now turn to the proof of Lemma 2.5.

Proof of Lemma 2.5. Let G* denote the Legendre transform of GG, and define

T re-Be(3)

where 7 and ¢ are defined as in (2.21). By Lemma 2.20, G* and in turn F
satisfy Assumption 2.14. For the above choices of a and F, Lemma 2.17 and
Lemma 2.18 therefore yield the existence and uniqueness of the constant bp
and the solution g on R to the first-order ODE (2.36) such that zg(x) < 0 for
every x € R. In view of the first-order ODE (2.36) satisfied by g,

g(@) = 750” = Flg(a) — br
(

B [ (4) o ()]

multiplying the above equation by %52 and differentiating on both sides show
that ¢ is also the unique solution to the ODE (2.7) from Lemma 2.5:

3700 == st (1) <6 (@) (Q))]WU
— —g/(2)(@)" (@) + 0%z,

Here, we have used in the last step that
e (@)} (e (42 4 gy (£2) 49
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and

[AG ((Gf)l ( R
= g(2)((G")YY (@) g’g\x).
To complete the proof, notice that

2 2~ 2 ~ 9
“109\y _ =1 [ Y0 2\ -1 0% yo* , _ =179 o
F~(az")=F (—52:)3)—(G) <—2)\—62x)—)\(G) (—2)\:5),

which yields the analogue of the growth conditions 2.53 that are exactly (2.8):

im 9r) lim 9@ (2.8)
ro=00 N(G*) Y 2?) wrboo \(G) 1 (12 22)
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2.6.4 Calibration Detalils

In this section, we provide some additional details concerning the calibration
of the model with costs of general power form at the end of Section 2.5.2.
If G,(z) = |z|?/q with cost parameter A\, > 0, ¢ € (1,2], then the nonlinear
ODE (2.7) from Lemma 2.5 can be simplified by rescaling. Indeed, the solution
then can be written as

)\q qv% ,’3//0'2(5;1 34% g—1 q:y/o'Q q% 1 %
= _ q ﬁ — .
= (3)7 (55 (= (50) " (5) ) e

where g, is the unique solution on R of

1

g—1

@) |y, (2.58)

q
This rescaled ODE only depends on the elasticity g of the trading cost but not
on the other primitives of the model. As a consequence, the rescaled ODE only
needs to be solved numerically once for each ¢ to determine the transaction
cost A\, and 9, that match the variance of the state variable for proportional
costs and the average share turnover observed empirically. To this end, first
notice that

(G)" (%ic)) — —sgn(z)

eyt [ () @)%
g q q
=— (Q’Y q) sgn(z) .

8¢ q

9, (@) + Gy() sgn(gq(x))

1

(2.59)

9As shown in Lemma 2.19, g, is in fact the solution to the first-order equation (17) in
(Guasoni and Weber, 2018, Theorem 6), with ¢ = o + 1.
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For power costs G,(z) = |z|?/q, the dynamics of the state-variable Ap; from
Lemma 2.7 in turn are given by

1 2q_ q—1
~ a—1 ~o2 \ at+2 q+2
A} (Q%Q(Sg)& (Agh) ! (2 ()" @) M) d
=—\|—= sgn t
t 8\, Pt q

+ 8,dW,. (2.60)

The stationary density (c.f. (Karatzas and Shreve, 1998, Chapter 5)) of the

Ay} therefore can therefore be computed via the normalized speed measure
10

as
o35 ()T (17 2%%@22)4%(%)5@% Ga) [T
ER)T () e | - W
VII(x) = 1
2 [[7 exp (— Iy qu(y) o dy) dx

The goal now is to choose the model parameters A\, and ¢, to match the
share turnover in the model to its empirical level and the stationary variance
of the state variable to its counterpart for proportional costs. To this end,

define
00 x L -1
Cq = [2/ exp (—/ dy) dx] ,
0 0
o0 x ~ qfll
Vg = 2Eq/ 22 exp (—/ M dy) dx.
0 0

To match the total share turnover, we then need

o0 = w1 (Ao \ T2 (1 e
ShTu:/ vo(z)dz = 267 (qza) (5_) é02,  (2.61)

q
which is satisfied if we choose

1/4
b ShTu | “2
5q_<2q_1q~ 2( ~ ) ) . (2.62)
qua Cq

After matching the average share turnover, we now choose the size )\, of the
trading cost to match the stationary variance of the state variable to its coun-
terpart for proportional costs \;. For power costs with elasticity ¢, the station-
ary mean of the state variable is zero by the symmetry of v, and the stationary

gq(y)

9q()

A

q

0For quadratic costs ¢ = 2, where the state variable has Ornstein-Uhlenbeck dynamics,
this reduces to the density of the normal distribution.
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variance can in turn be computed by integrating against the stationary density,

2/00 v, (z)dr = Yy o = @q)\f’, ShTu q, (2.63)
0 ! = ( o2 w2 [ \are  207'gy0? Cq
15 (52)™ (3)

where we have inserted (2.62) in the second step. For proportional costs the
state variable is a doubly reflected Brownian motion, whose stationary law
is the uniform distribution on [—[,{] (which has variance [?/3). Recall from
Section 2.5.2 that for proportional costs A;, we need

L& [128hTedA |
o)

to match the average share turnover ShTu. After inserting this into For-
mula (2.18) for the trading boundary [, it follows that the stationary variance
[2/3 of the state variable for proportional costs is given by

P 1300\ AShTu
33 B '

2702 ~yo?
To match this with the corresponding stationary variance (2.63) for power
costs with elasticity ¢, we therefore need to choose

~ ~ —1
A = Lo (26 N\ (2.64)
9, \ShTu

In summary, for a given value of ¢, the solution g, of (2.58) therefore needs
to be computed numerically on a fine grid once. Then, we can use numerical
integration to determine ¢,;, ?,. This finally allows us to compute the A,
corresponding to the proportional trading cost A, via (2.64), and pins down
the corresponding d, through (2.62).
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Chapter 3

Endogenous Volatilities and
Nonlinear FBSDEs

3.1 Introduction

In the previous chapter, we have studied a simple, tractable equilibrium model
with transaction costs. There, very specific assumptions on the exogenous in-
puts of the model have allowed us to obtain explicit solutions that facilitate a
calibration of the model to time-series data. However, this very stylized model
suffers from a number of limitations. We have already discussed discrepancies
between trading volume in the model and the empirical data in Chapter 2.
Two other key restriction of the benchmark model are that liquidity premia
are zero on average and volatilities are given exogenously. The first property is
at odds with a large empirical literature that documents that less liquid secu-
rities exhibit higher average expected returns (Amihud and Mendelson, 1986;
Brennan and Subrahmanyam, 1996; Pastor and Stambaugh, 2003). The sec-
ond limitation rules out studies of the effects changes in market liquidity have
on market volatility (compare, e.g., the numerical analyses of the impact of
transaction taxes in Adam, Beutel, Marcet, and Merkel (2015); Buss, Dumas,
Uppal, and Vilkov (2016)).

In order to address these limitations, it is natural to extend our baseline
model to more general state dynamics (where volatilities are mean-reverting
stochastic processes, for example, that lead to richer trading-volume dynam-
ics) and to determine the volatility process endogenously by matching an ex-
ogenous terminal dividend (which allows us to study how liquidity influences
volatility). As a byproduct, models of this kind can also generate systematic
liquidity premia as demonstrated in a model with quadratic costs by Herde-
gen, Muhle-Karbe, and Possamai (2019). However, the analysis of models
with more general state dynamics and endogenous volatilities is substantially
more involved, in that it leads to fully-coupled systems of nonlinear forward-
backward stochastic differential equations (FBSDEs). Indeed, the optimal
positions evolve forward from the agents’ initial allocations. In contrast, the
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initial optimal trading rates need to be determined as part of the solution, tak-
ing into account that trading stops at the terminal time. Likewise, the stock
dynamics also need to be derived from the terminal dividend. For quadratic
trading costs, wellposedness of this multidimensional and fully-coupled sys-
tem has recently been established by Herdegen et al. (2019) for agents with
sufficiently similar risk aversions.

In this chapter, we show how to derive similar FBSDE systems for models
with general transaction costs. If trading costs are not quadratic, wellposed-
ness of the system becomes an even more challenging and completely open
problem. Moreover, simplifications to systems of coupled Riccati equations as
in Herdegen et al. (2019) are not possible even for the simplest linear state dy-
namics. In order to nevertheless shed some first light on the behaviour of such
models, we demonstrate in this chapter how to approximate their solutions
numerically by adapting the simulation-based deep learning approach of Han,
Jentzen, and E (2018) if the time horizon is not too long. Here, the idea is to
use a deep neural network to parametrize the “decoupling field” that describes
the backward components as a function of the forward variables. For each
choice of the decoupling field, the corresponding forward dynamics of the sys-
tem can in turn be simulated by a standard Euler scheme, so that it remains to
keep updating the initial guess for the decoupling field using stochastic gradi-
ent descent until the simulation matches the terminal condition of the equation
sufficiently well.

We verify that our algorithm produces accurate results by comparing it
to the Riccati system that describes the equilibrium in a benchmark example
with quadratic costs and linear state dynamics. With minor adjustments, the
same algorithm is also able to deal with other trading cost specifications. As
in our baseline model from Chapter 2, the numerical results we report here
suggest that the specification of the trading cost has only a minor effect on
the equilibrium price dynamics for our calibrated parameters. Complementing
these numerical results with a rigorous verification theorem is an important
direction for future research.!

This chapter is organized as follows: we first introduce the general setting
in Section 3.2. In Section 3.3, we then define the (Radner) equilibria with
endogenous volatilities and discuss the frictionless baseline model. The rela-
tionship between frictional equilibrium with general transaction costs on the
trading rate and a FBSDE system is derived in Section 3.4. We then describe
the deep-learning approach in Section 3.5. Finally, equilibria in models with
proportional transaction costs and their relation to FBSDEs with reflection
are discussed in Section 3.6.

Notation. We fix a filtered probability space (2, .7, (%)icp,1, P) with finite
time horizon T' > 0, where the filtration is generated by a d-dimensional stan-

IFor the model with quadratic costs and linear state dynamics from Herdegen et al.
(2019), we extend their local results to global existence in Chapter 4.
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dard Brownian motion W = (W), 7. Throughout, let || - | be the 2-norm
of a real-valued vector. We denote by FV the set of finite-variation processes
and, for p > 1, write H? for the R-valued, progressively measurable processes

X = (X¢)iejo,r) that satisfy
T p/2]\ VP
0

|1 X || = (E

3.2 Market

In this chapter, we consider more general state dynamics than in Sections
2.2.2, 2.3, and 2.4. To wit, randomness in the market is now generated by a d-
dimensional Brownian motion (W;)ico,r). The cumulative random endowment
of agent n = 1,2 now is of the general form

d¢; = &dW;,  for a general d-dim process " € H?,
and the price of the risky asset has dynamics
dSt = ,utdt + O-tth' (31)

In contrast to Chapter 2, not just the equilibrium return process (t)icpo,n
but also also the initial price Sy € R and the volatility process o are to be
determined in equilibrium by matching the agents’ demand to the supply s € R
of the risky asset. To pin down these additional quantities, we assume as in
Herdegen et al. (2019) that the terminal stock price is given by an exogenous
Fr-measurable random variable:

Sr = 6. (3.2)

This can be interpreted as a fundamental value as in Kyle (1985) or as a
terminal dividend as in Grossman and Stiglitz (1980). In order to ensure
that the agents’” mean-variance optimization problems are well-defined for a
sufficiently large class of trading strategies, we require the volatility process to
belong to H? and the corresponding return process to satisfy the no-arbitrage
condition 1 = ok for an R%valued market price of risk process x € HZ.

3.3 Frictionless Optimization and Equilibrium

3.3.1 Individual Optimization

As a reference point, we once again first consider the frictionless version of
the model. As in Section 2.2, the agents maximize expected returns penalized

o1
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for the corresponding quadratic variations. That is, without transaction costs,
they optimize

T n
Jr(W) =E VO (wtut - %Hwtat + SZLHZ)dt} : (3.3)

over admissible strategies satisfying the integrability condition o € H? with
respect to the given price process S with dynamics (3.1).

The frictionless results from Section 2.2 readily adapt to this more gen-
eral setting. Indeed, also for a general stochastic volatility process, pointwise
maximization of the goal functional (3.3) still yields the agents’ individually
optimal strategies,

n 1
or =1 ST e 0,7, (3.4)

= T
Yty 010y

Remark 3.1. Recall that we require the expected return process to satisfy
the no-arbitrage condition 1 = ok for a market price of risk x € H?. By
the Cauchy-Schwarz inequality, the admissibility condition ¢o € H? therefore
guarantees that

e ) ] <3 [E] [ ' o) +5 | [ ' ]|

Also observe that the individually optimal strategy ¢" from (3.4) satisfies
"o € H? automatically:

T T n T 2
B| [ ot =5 | [ e S0, dt]
0 0 17700 0104

Ry

2
< 9E | !|£f|!2dt] < o
Y

’

3.3.2 Equilibrium

With the agents’ individually optimal strategies at hand, we now turn to the
corresponding equilibrium prices. In the present context with endogenous
volatility process, the notion of Radner equilibrium from Definition 2.3 natu-
rally generalizes as follows:

Definition 3.2. A price process S for the risky asset with initial asset price
So € R, expected returns process pu = (,ut)te[o ) 88 well as volatility process

o = (0t)ciom) € H? is called a (Radner) equilibrium if:
(i) the price process satisfies the no-arbitrage condition yu = or for k € H?;

(ii) the terminal condition Sy = & is satisfied;
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(iii) individual optimality: there exists admissible strategies @™ for agents
n = 1,2 maximizing their goal functionals J7 with respect to the given
price process S;

(iv) market clearing: the agents’ optimal strategies clear the the market for
the risky asset at all times: ¢; + @7 = s, t € [0, T].

As in Section 2.2, the equilibrium return is pinned down by matching the
agents’ total demand o] + ¢? to the supply s of the risky asset at all times
te0,7T):

fe=75[sor+& +&]a,, tel0,T], where recall that y = — el
Ty

(3.5)
Now, however, we also need to determine the corresponding initial price of the
risky asset and its volatility. To this end, insert (3.5) into (3.1) and recall the

terminal condition (3.2). This leads the following scalar quadratic BSDE:
dS; = 7 [so, + & + &) 6/ dt + 5,dW, Sr =6, (3.6)

As is well known, the solution of this equation can be expressed in terms of
the Laplace transform of the terminal condition, leading to explicit solutions
in many concrete examples. We sumarize these results in Proposition 3.3; a
detailed discussion can be found in (Herdegen et al., 2019, Section 4.1).

Proposition 3.3. Suppose the following assumptions hold:
(i) the aggregate random endowment satisfies £ + £ € H?;
(ii) the local martingale Z¢ := exp (— N W({tl + ff)th) is a true martingale;

D _Q+tp)p (4+p)P -

(ii) E [(Z%)’“ + (Z§> UL APRS i) | < oo for some
constants p > 1, p> 1, and p > 1.

Then there exists a solution (S,5) € (H2)* of (3.6), and S is an equilibrium
price in the frictionless market.

Remark 3.4. In fact, the uniqueness of frictionless equilibrium can also be
established among a large class of processes, see Proposition 4.3 in Herdegen
et al. (2019). We will therefore henceforth refer to the frictionless equilibrium
price (3.6).

The agents’ optimal trading strategies (3.4) corresponding to the friction-
less equilibrium price (3.6) are

2 2¢2 1elN=T
1 Sy (V& —v'&)o, 2 —1
_ —s—¢@l, tel0,7). (3.7
(71 ’)/2)5',55; (pt S (‘Dt [ ] ( )
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Using (3.7), the frictionless equilibrium return (3.5) can be rewritten as follows:

_ 1 NI _

=5 [(Ps+ (V' =P)eo + (VG + ) e, te0 T (38)
If the aggregate endowment is zero and the terminal condition is a lin-

ear function of the driving Brownian motion, then the frictionless equilibrium

prices have Bachelier dynamics just as in the model with exogenous volatility

studied in Chapter 2:

Example 3.5. Suppose the state variable is a one-dimensional Brownian mo-
tion (d = 1), the aggregate endowment is zero as in Lo et al. (2004) (¢! = —&2),
and the terminal dividend is a linear function of the driving Brownian motion
(& = BT + aWr). Then, the frictionless equilibrium price S is a Bachelier
model with constant expected returns and volatilities:

dS; = ysa’dt + adW;, So = (8 —7sa)T.

To wit, the volatility of the asset is inherited from uncertainty about the ter-
minal dividend here. The corresponding expected return in turn compensates
the agents for exposure to this risk.
Agent n = 1,2’s optimal trading strategies in this frictionless equilibrium
are also Brownian motions:
w57 &

= — te 0,7 3.9
g="0-t tel] (39)

3.4 Frictional Optimization and Equilibrium

3.4.1 Individual Optimization

With transaction costs, both individual optimization and the corresponding
equilibria become significantly more involved, leading to systems of fully-
coupled nonlinear FBSDEs. As in Section 2.3, we focus on absolutely continu-
ous trading strategies here, and penalize the trading rate ¢y = di, /dt with an
instantaneous trading cost Gt(z/}t) = )\tG(z/}t), where the smooth convex func-
tion G satisfies Assumption 2.2. The singular limiting case of proportional
costs is in turn discussed separately in Section 3.6.

Like in the partial-equilibrium model of Moreau et al. (2017), we allow the
transaction cost to fluctuate randomly over time:

A=A,  te0,T). (3.10)

Here, the constant A > 0 modulates the magnitude of the cost (this scaling
parameter will be sent to zero in the small-cost asymptotics we consider in
Chapters 4 and 5 below). The strictly positive stochastic processes (A¢)icpo,r)
describes the fluctuations of liquidity over time, and allows to model “liqudity
risk” as in Acharya and Pedersen (2005), for example.
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Let us now consider the agents’ individual optimization problems for a
given initial asset price Sy € R, expected returns process (t)¢ejo,r] and volatil-
ity process (0¢)scppo,r)- The frictional analogue of the mean-variance goal func-
tional (3.3) is

Jp() =E { /0 ' (wt - %"uotwt +&72 - AG (@) )dt} . (3.11)

To make sure all terms are well defined, we focus on admissible strategies that
satisfy the same integrability condition 1o € H? as in the frictionless case, and
whose expected trading costs are finite:

E [/OT NG (@) )dt} < 0. (3.12)

By strict convexity of the goal functional (3.3), optimality of a trading
rate ¢" for agent n is equivalent to the first-order condition that the Gateaux
derivative lim,_,o(J3(¢" + pn) — J3(4™))/ p vanishes for any admissible pertur-
bation 7, cf. Ekeland and Temam (1999):

T t t
0=E, {/ (Mt/ Mudu — " (oupy + SZ)UJ/ Nudu — )\tG/(@?)ﬁt> dt} -
0 0 0

As in Bank et al. (2017), this can be rewritten using Fubini’s theorem as

0=k [ ([ (= (ot + o) — 2600 ) ]

Since this has to hold for any perturbation 7, the tower property of conditional
expectation yields

MG (@) = By [/tT (pu — 7" (0w + éﬁ)UI)dU}

t
— Myt / (V" (oul + €0 — ) du, (3.13)
0

for a martingale dM;* = Z]'dW; that needs to be determined as part of the
solution. Solving for the dynamics of the agents’ optimal trading rates would
introduce the dynamics of the trading costs. Accordingly, it is preferable to
instead work with the marginal trading cost as the backward process that
describes the agents’ optimal controls:

V"= MG (g, (3.14)

and from (3.13) we can easily infer that Y* = 0. With this notation, the
corresponding trading rates are

=@ (),
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Agent n’s optimal position ¢™ and the corresponding marginal trading costs
Y™ in turn solve the nonlinear FBSDE

YTL

dop = (G')"! (7) i, Si—gn . (315)
t

Y = ("ot + &0y — pe)dt + Zy'dW, Yr =0 (316)

For constant quadratic costs Az?/2 and constant volatility o, this FBSDE
becomes linear and can in turn be solved by reducing it to some standard
Riccati equations (Bank et al., 2017; Bouchard et al., 2018). For volatilities
and quadratic costs that fluctuate randomly, these ODEs are replaced by a
backward stochastic Riccati equation, compare Kohlmann and Tang (2002);
Ankirchner and Kruse (2015). With nonlinear costs, no such simplifications
are possible. In fact, the wellposedness of the system is generally unclear even
for short time horizons since no Lipschitz condition for (G’)~! is satisfied for
costs of power form G(z) = |z|?/q, ¢ € (1,2), for example.

3.4.2 Equilibrium

Despite these difficulties, formally solving for the corresponding equilibrium
return is — surprisingly — not more difficult than for quadratic costs. To see this,
first observe that symmetry of the trading cost GG implies that the marginal
cost G’ and in turn its inverse (G')~! are antisymmetric. As a consequence, the
market clearing condition ¢! = —¢? implies that (G')"*(¢f) = —(G')"H(¢?)
and in turn

VI+Y2=0, foralltel0,T]. (3.17)

After summing the corresponding backward equations (3.16), we see that the
frictional equilibrium return has to satisfy

0=t — Y (oot +E)a] + e — V(o007 + €D/

Together with the market clearing condition ¢! + ¢? = s, it follows that
the frictional equilibrium return has the same relationship to the frictional
volatility and the agents’ optimal positions as in the frictionless case (3.8):

1
=5 [(Ps+ (" =)o+ (VG + )] o (3.18)
Plugging expression (3.18) back into agent 1’s optimality condition (3.16) in
turn yields a backward equation that is linear in the optimal position, like for
quadratic costs:?

25

. 1
dy; = (W”tl — o= (78 - ml)) ol dt+ Z}dW, Y} =0, (3.19)

2Note that these linear dynamics obtain here if this equation is expressed in terms of the
marginal cost Y;! = \;G’(}) rather than the trading rate ;.
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where recall that
- RIS
B

All nonlinearities are absorbed into the corresponding forward component,

t

N — V!
det= (@ () b=t (3.20)

If the volatility process o of the risky asset is not given exogenously as in
Chapter 2, it needs to be determined from the terminal condition &. By plug-
ging expression (3.18) for the equilibrium return into the price dynamics (3.1),
we obtain the following BSDE, which is coupled to the forward-backward sys-
tem (3.19-3.20):

1
dS, =5 [(s + (V) =)o+ (41§ + 7)) o dt + ord W,
Sp=6. (3.21)

This is again the same equation as for quadratic costs (Herdegen et al., 2019).
In particular, if both agents’ risk aversions coincide (y' = 7? = 27), then (3.18)
becomes

e = % [Vsor+ (V& + 7)) 0 =T [sen+ & + €] o
Therefore, the price process decouples from the forward-backward system
(3.19-3.20) and leads to the same equilibrium dynamics as without transac-
tion costs. For heterogenous but sufficiently similar risk aversions v! ~ v? and
quadratic costs, it is shown in Herdegen et al. (2019) that a solution of (3.19-
3.21) exists and identifies an equilibrium with transaction costs. However,
the proof crucially exploits the fact that, with quadratic costs, the forward-
backward system (3.19-3.20) for a given volatility process (oy)ico,r] can be
studied by means of the stochastic Riccati equation from Kohlmann and Tang
(2002). Establishing such results for more general trading costs — where such
tools are not available — is a challenging direction for further research.

3.4.3 Reparametrization

In applications, we are mainly interested in the changes induced by transaction
costs relative to the frictionless version of the model. To facilitate both the
numerical and the analytical analysis of the system in Section 3.4 and Chap-
ter 4, respectively, we subtract the BSDE (3.6) for the frictionless equilibrium
price from its frictional counterpart (3.21). This in turn leads to a backward
equation with zero terminal condition for the change of the equilibrium price
due to transaction costs:

d(ASt) .= A/,Ltdt —+ AO’tth, AST == 0, (322)
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where
A/J,t = U — /]t, AO't =0 — 5t. (323)

To identify the terms in these dynamics that will be small for small transaction
costs, write

Apy =01 — @ (324)

for the difference between the frictional and frictionless equilibrium positions
of agent 1, which we expect to vanish as the transaction costs tend to zero.
In view of the forward equation (3.20) and the strategy @' of the frictionless
equilibrium strategy, this process has dynamics

dAeh) = (@) () ar -z, Apt— il 3.25

(Apy) = (G) )\—t — ¥y, @o—%f—m- (3.25)

With this notation and by plugging in the frictionless equilibrium return (3.8)

and the equilibrium position (3.7), the drift term Ay, of AS; from (3.22) can
be rewritten as follows after some algebraic manipulations:

1 T R L e i G T R T 2
Apy = 5 (QA(TtUt + AoAoc, ) (273 T v+ A2 040,
1 v =7
500 +7E)A0] + T o] A,

Next, observe that the drift rate ufl of the marginal trading cost Y;! from (3.19)
can be rewritten as

1 2 2¢2 el T
O e V& — & (00
W = D ool g+ TS (2057 )
2¢2 el 25. A\ T JANG VAN T
— yoi0] Agh 4 LD (2080 o SOSG ST AGT). (326
2 0.0, 010y
After further rearrangement, it follows that
7' =97 1 2 T
Apy = ——=p +7 (250, + sDoy + & + &) Ao,
vty
Accordingly, the process
1 1 7' =7
Vi :=AS, —7Y,, Z,:=Ao,—7Z;,, with7y:= o (3.27)

solves the BSDE
dY; = [7 (250, + sDoy + & + &) Ao di + (Ao —FZ}) dW;
=[5 (2045 (24721) + € +€) (2+72) | dt + 2,
Yr =0. (3.28)
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In view of (3.26), the corresponding BSDE (3.19) for the marginal trading cost
Y,! of agent 1 can in turn be rewritten as

.
gyt o | V80 Qo 242402 H4) 0 5 o
t 2 5_t 5_;|' t t
+ (6, + Z+7ZH (5, + 20+ 72D T AL dt + ZEaw,
Y: =0. (3.29)

The two backward equations (3.28), (3.29) then again form an autonomous
forward-backward system together with the forward equation (3.25) for the
deviation Ay} of agent 1’s position from its frictionless counterpart.

In the following proposition, we summarize the above discussion leading
to the correspondence between solutions of the FBSDE system and Radner
equilibria with transaction costs:

Proposition 3.6. Suppose the assumptions in Proposition 5.3 are satisfied
and let (S,5) as well as @ be the corresponding frictionless (Radner) equilib-
rium price and frictionless optimal strategy for agent 1. Suppose there exists
a solution (A", Y, Y, Z,7Y) € (H2)’ of the FBSDE system (3.25), (3.28),
(3.29) such that (p' + Ap') (6 + Z +7Z") € H?, and

[ ()

S, =8, +Y,+7Y}t, telo,1],

< 00.

Then

18 an equilibrium price with transaction costs. The agents’ optimal trading
rates are
Yl
d=-gi=@ (). ten (3.0

and the corresponding optimal positions are given by

gpi:s—gpf:@%—l—Agpi, t€[07T]‘

As already emphasized above, a general existence proof for the FBSDE
system (3.25), (3.28), (3.29) remains a challenging open problem. For a specific
model with quadratic costs, we report some first global existence results in
Chapter 4. Here, let us just briefly sketch how the nonlinear FBSDE (3.25),
(3.28), (3.29) reduces to a nonlinear ODE in the context of Section 2.3, where:

(i) the volatilities ¢ = o > 0 in the models with and without transaction
costs are given by the same exogenous constant (and no terminal condi-
tion is imposed);
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(ii) the endowment volatilities £ = £"W;, n = 1,2 follow Brownian motions;
(iii) the cost parameter is constant (A = 1).

When the volatility process is exogenous and the same with and without
trading costs, we have Ac = 0 in (3.22). As a consequence, (3.28) directly
yields Yy = 0 and Z; = 0 for t € [0, 7). In view of (3.26), the drift rate of the
marginal costs Y for agent 1 is

(11 +72)0°

For the specific endowment volatilities we consider here, the frictionless strat-
egy for agent 1 is a Brownian motion, hence

7252 _ 7151
doi = oW
(Y! +12)e
The forward-backward system (3.25), (3.29) in turn becomes autonomous,
vy ,}/151 o ,}/252 372
dAt = (G =L ) dt + ————=>dW, Aot =t — 21
v; = (G") < 3 + 72y e Yo = Po- N
2
ay! — %A@dt + Zraw, Y=o, (3.31)

Now use the standard ansatz that the backward component Y;! should be a
function g(t, Ap}) of time and the forward component. 1t6’s formula and the
dynamics of the forward component in turn yield *:

dy;!

B N1 (9 1[4 =42\ Y€ — 422
B (@ +(&) ()\) O + 2 ( (YL +~%)o Oz | 9t + Oug (Y1 +92)o .

Comparing the drift rate to the BSDE (3.31), we therefore obtain the following
semilinear PDE for the function g(¢, x):

Nt (YL L (1€ =N (i)
%9+ 0:9 (&) <A>+2((’71+V2)0 Om9= "5 (3

g(T,z) =0.
If the time horizon T is large, then the solution should become stationary

(Oig(t,z) =~ 0). Such a stationary solution should in turn solve the nonlinear
ODE from Lemma 2.5 in Chapter 2:

gare)t (B0) (T i - 0%, )

A 2\ (' +9?)o 2

3we drop the argument (t, Ap}) to ease notation
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For finite time horizons 7', the PDE (3.32) cannot be reduced to an ODE. Far
from the terminal time 7', it is natural to expect that the correct solution is still
identified by the same growth condition in the space variable as for the ODE 2.5
in Chapter 2. For the numerical solution of the ODE, this growth condition
also serves as a boundary condition that is approximately correct for large
values of the space variable. For the PDE, however, it becomes incompatible
with the zero terminal condition at maturity, which describes that trading
slows down and eventually stops near the terminal time. For more general
versions of the model, even the stationary boundary conditions in the space
dimensions are not readily available and it is not clear how to paste them
together with the terminal condition. Accordingly, it is not straightforward to
solve the PDE (3.32) and its extensions using finite-difference schemes.

As a remedy, in the next section we therefore propose a numerical algo-
rithm in the spirit of Han et al. (2018). It solves the FBSDE by simulation
and therefore bypasses the need to identify the correct boundary conditions.
The algorithm approximates the dependence of the backward component on
the forward components by a deep neural network. Whence, it is also able to
handle higher-dimensional settings, e.g., with endogenous volatilities or ran-
dom and time-varying transaction costs, provided that the time horizon of the
model is sufficiently short.

3.5 Numerics

We now present a numerical algorithm to solve the FBSDEs from Section 3.4.
The algorithm is then tested for the calibrated parameters from Section 2.5.
To wit, we compare our numerical results to the analytical solutions from
Chapter 2 as well as the ones from Herdegen et al. (2019) and Chapter 4.
Finally, we also apply our numerical algorithm to a model with nonlinear costs
and endogenous volatility, for which no benchmarks are available.

3.5.1 Deep-Learning Algorithm

Overview Solving the FBSDE system (3.25), (3.28), (3.29) is challenging
because it is multidimensional and the forward and backward components are
fully coupled. Nevertheless, it is amenable to the simulation-based approach
of Han et al. (2018), which approximates the solution by a deep neural network.
In Han et al. (2018) the focus lies on BSDEs, but the approach can readily be
extended to FBSDEs, compare Gonon et al. (2019); Han and Long (2018).
We now briefly sketch the idea underlying this approach. The main obser-
vation is the following: the dynamics of FBSDE system (3.25) (3.28) (3.29)
are pinned down if the volatility (£, Z!) of the backward component (Y, Y!)
is specified. Together with a guess for the initial values (), Yy') of the back-
ward components, we can then simulate the system with a standard forward
scheme and check whether it satisfies the terminal conditions. Searching for
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the correct initial values is relatively straightforward. The more difficult chal-
lenge is how to parametrize the controls (Z, Z') — which are functions of time
and the forward processes — and update the corresponding initial guesses until
the terminal condition is matched sufficiently well. To this end, Han et al.
(2018) consider an equidistant partition of the time interval into N subinter-
vals. At each time point t,, = mT/N, they then parametrize (Z,,,, Z} ) with a
(shallow) network structure F?= where the time t,, value of the forward com-
ponents are the inputs for the network. Together with the guess for the initial
values (), Yy') and a time-discretization of the FBSDE system (3.25), (3.28),
(3.29) via the Euler scheme (for example), the system can then be simulated
forward in time. In this way, the shallow network structures are concatenated
over time and becomes a deep neural network architecture, since the number of
layer of the architecture and the number of parameters in the networks grows
linearly in the number of discretization steps N. In other words, we input
simulated Brownian paths into the deep network structure, and it outputs the
terminal values of the backward components.

Our task is to update the parameters {), Yy, 0m,m = 0,..., N} until
the terminal conditions Yy = 0 = YT1 are matched sufficiently well. This
iterative update of the network parameters is the essence of machine learning
tasks. State-of-the-art performance is achieved through backpropagation and
stochastic gradient descent-type algorithms, see Goodfellow et al. (2016). *

Algorithm Let us now describe the machine learning algorithm in more
detail. We fix a time partition 0 = ¢y < ... < ty = T, where t,, = mT/N
and At = T/N. Let (AW,,)N_, be iid normally distributed random variables
with mean zero and variance At. At time t,,, we have ftlm, ffm from the market,
and the frictionless volatility o;  and the increment of the frictionless strategy
Ap; of agent 1 available. Together with (AW, Wi, A¢} | Z, . Z! ) as
input, the discrete-time analogue of the forward update rule for the FBSDE
system (3.25), (3.28), (3.29) is:

Aoy, = 2, +72; (3.33)
Vs = Vi +7 (2864, + 800y, + & +& ) Ao, At+ Z, AW, , (3.34)

1 1 7251;2 _715751 (204, + Aoy )AUtT Ot !
_ Y m m m m m_tm Ao_tm At

s = o 2 51,07
+ (60 + Aoy, ) (61 + Aoy,) ' Ap, At+Z AW, (3.35)
Apl | =A0pp +(G)7 (%) At — Ag, | (3.36)
Wi =W, + AW, . h (3.37)

4Recently, Raghu et al. (2017); Allen-Zhu et al. (2018); Du et al. (2018) show that if
the network is deep enough (which in our case if the time discretization is fine enough),
first-order optimization can find global minima under some regularity conditions.
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Remark 3.7. Recall that there is no assumption on the dynamic of the market.
Here, however, we need to mildly assume that we can simulate the endowment
volatilities £ and &£2.

Now, we focus on the parametrization of (Z,,,, Z} ), m =0,..., N within a
function class {F? : § € ©}. A very popular class of functions in the machine
learning community is the “singular activation function Rectified Linear Unit”
(ReLU): ReLu(x) = max{z,0}. A popular class of approximation function F
is the convolution of linear functions with ReLu activations. For the numerical
experiments in Section 3.5.2, at each time t,,, the F%" we use is a neural
network with one hidden layer and N = 15 hidden units, that is

Fom(z) = wj (ReLu (wy, x+1by ) +bp .

Recall that the Brownian motion W is a d-dim process, the forward component
Ap is 1-dim, Z;, and Z] are both d-dim vectors. wj € RN¥*(@H) and
by, € RN are called the input weights and biases of the network, whereas
wy € R*N and by € R* the output weights and biases of the network. We
let yo denote the initial guess for yo = (Yo, Yy'), O = (wg by ,wj b3 ), and
summarize the forward update procedure in Algorithm 1:

Algorithm 1: Forward Update
Data: (z9, Ap}_), batch_size sample paths AW = (AW,,,)N_;
Initialization: k£ =0, W =0, Agole = Ay, (0, Ylg) = Yo;

1

2 while £ < N do

s | AW = AW,L(29, 2'%) = FOs (W, Ap'’):

4 | VYV AR W = update rule (3.33-3.37) (AW, W, Ap'?, 29, 21%);
5 F++;

6 end

T

return: (Y2, Y19)

For an arbitrary choice of the parameters 6 := {yo, 0, m = 0,..., N}, the
output (V% Ylé)p) of the algorithm may not be anywhere close to the terminal
condition (0,0). In order to find a set of parameters {yo, 0, m = 0,..., N}
for which the terminal condition is matched sufficiently well, we introduce the
loss function Loss and re-formulate the task into the following optimization
problem:

) 1
min Loss := EEEE—
{y0767n7m:07---7N} batch_size

0
(1922 + Y211 (3.39)

The minimization problem (3.38) can be tackled using “Adam” (Kingma and
Ba, 2014), which is an algorithm for first-order gradient-based optimization
of stochastic objective functions, based on adaptive estimates of lower-order
moments. In our case, the “stochastic” comes from the random sampling in
the nature of our learning task. The first-order gradient-based optimization
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is an extension of classical gradient descent algorithm to non-differentiable
functions with subgradient, cf. Shor (2012) for more details. Starting from an
initial guess (9, the algorithm iteratively updates our target functional Loss

9UtD = 9U) — . OLoss(9)), (3.39)

where dLoss represent the subgradient of Loss. To optimize the performance,
we adaptively choose a sequence of decreasing learning rates n; > 0 based on
adaptive estimates of lower-order moments of #U). However, as is apparent
from (3.34 - 3.37), the dependence of the solution on the parameter 6 is com-
plex, since the state variables and parametric functions are iteratively added,
multiplied and composed. For instance, Ylfm+1 depends not only on 6,,, but

also (via Agplfm) on Yy, 0o, ...,0,_1. This makes the computational solution
of (3.38) by classical numerical techniques highly challenging.

Thanks to the compositional structure of neural networks, one can instead
apply the chain rule to obtain the subgradient OLoss(f). The parameters
can then be updated efficiently using the so-called backpropagation algorithm,
see, e.g., Goodfellow et al. (2016). Then, (Ag'y V¢ VY 20 710 N _
can be viewed as the outputs of a deep neural network with random input
(AW, )N_,. Finally, all of this can be implemented with 10 lines of code in
the computational graph structure employed in Python libraries such as Torch
or TensorFlow.

In summary, the learning algorithm iteratively updates the network param-

eters as follows until a desired error_bound is reached:

Algorithm 2: Training Procedure

Data: (zg, Ap}_), and (Vr, Y1) = (0,0);

Initialization: k& = 0, initialization of parameters {yo, 0,k =0,..., N};
while Loss > error_bound do

sample batch_size of iid AW,

4 (V0. Y') = output of Algorithm 1 with input (zo, Ag}_), AW;
5 Loss = [||Vr||? + ||V |*] /batch_size;

6 Calculate the gradient of Loss;

7 Back propagate updates for {yg, 0,,,m = 0,..., N} via Adam;

8

9

W N =

end
return: (local) optimizer 6* = {y§, 0%, m =0,...,N}.

3.5.2 Numerical results

The algorithm introduced in Section 3.5.1 is now applied to solve the FBSDE
system corresponding to equilibria with transaction costs. Here we are using
252 (trading) days for a year, so we have 21 (trading) days for a month.

We first consider the simplest version (3.31) of the model where the volatil-
ity is exogenous as a sanity check. In this setting, we compare the numerical
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solution to the nonlinear ODE from Chapter 2 that describes the exact solution
of the infinite-horizon version of the model.

Subsequently, we consider the model with endogenous volatility. In order
to test the performance of the learning algorithm in this case, we compare its
results to the semi-explicit solution in terms of Riccati equations obtained for
quadratic costs in Herdegen et al. (2019) and Chapter 4.

Exogenous volatility As a sanity check, we first consider the finite-horizon
version of the model from Section 2.3 with power transaction costs of 3/2, i.e.
A3/2Gpa(x) = 2X3/0|x]?/?/3, initial positions Ap) = 0 = Ap? and model pa-
rameters as calibrated in Section 2.5. The algorithm described in Section 3.5.1
can be readily adapted to the forward-backward system (3.31) with one less
equation and exogenous volatility, i.e. Ao = 0. The output of the network is
(Agplf;, Ylf;v th;)%:O'

We sample 10000 Brownian paths AW and input these into the deep
neural network with learned parameter #*, and compare the output paths
(Ap' Y'Y Z' )N to the long-run optimal trading rate from Theorem 2.9,
where ¢ is given by the solution of the nonlinear ODE from Lemma 2.5. Fig-
ure 3.1 shows the graph of both functions at 30 days before, 10 days before
and 1 day before maturity T, i.e., the scatter plot of (Agolf;, (G;)_I(Ylf;/)\q)).
We observe that the numerical-solution of the finite-horizon problem is already
close to the long-run optimum, even for a time horizon as short as a month

and a half.

Endogenous volatility We now turn to the model with endogenous volatil-
ity from Section 3.4, where the terminal liquidating condition as well as the
frictionless equilibrium benchmark are given as in Example 3.5. We consider
NGy(z) = Aj|z|?/q both for ¢ = 2 (quadratic costs) and ¢ = 3/2 (power
costs). For \;, 71, 72, and &' = —¢&2 = &, we use the same parameter values
as for the model with exogenous volatility (cf. Section 2.5) and we also again
set Apl = 0 = Ap?. The additional parameters a and 3 are calibrated to the
frictionless equilibrium from Section 3.3. To wit, « is estimated from the time
series (resulting in the same value as for ¢ in Section 2.5.1) and /3 is chosen so
that Sy = (8 — s7a?)T matches the current stock price. We focus on a short
time horizon for T' = 21 trading days discretized into n = 168 time steps. To
produce Figure 3.2 and Figure 3.3, we simulate a Brownian sample path AW,
and put the same Brownian increments AW into the FBSDE system with
the learned parameters 65 and 0} /2 for quadratic costs and 3/2-power costs
respectively.

The deep-learning algorithm from Section 3.5.1 in turn yields an approxi-
mate solution of the FBSDE system (3.25), (3.28), (3.29). To assess the effect
of different transaction costs, we compare the equilibrium price and volatil-
ity to the respective quantity in the frictionless equilibrium, i.e. we examine
(sample paths of) the price difference AS?" = Y7 + %/19 and the volatility
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Figure 3.1: Comparison of the long-run optimal trading rate to the neural-network ap-
proximation of its finite horizon counterpart for power costs with ¢ = 1.5 and 30-day before
maturity (upper panel), 10-day before maturity and 1-day before maturity (lower panel).
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0.15 1 = deep neural net approximation
leading-order approximation
0.10 —— gxact value via Riccati ODEs
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Figure 3.2: Difference between simulated frictional and frictionless equilibrium prices
changes with calibrated parameters for quadratic costs (upper panel) and 3/2-costs (lower
panel).
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Figure 3.3: Difference between simulated frictional and frictionless equilibrium volatilities
with calibrated parameters for quadratic costs (upper panel) and 3/2-costs (lower panel).
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difference Ac?" = 2% +757 19" over time. For quadratic costs it has been shown
in Herdegen et al. (2019) that Ap', Y and Y' can be described in terms of a
system of coupled Riccati ODEs; in Chapter 4, we show that a solution exists
for all parameter configurations of the model. This provides a benchmark in
the case of quadratic costs. The upper panels in Figure 3.2 and Figure 3.3
show one sample path of the price and volatility differences for quadratic costs
calculated by both methods, i.e., by applying the neural network based algo-
rithm described above and by solving the system of ODEs in Section 4.3 with
a standard ODE solver. The neural-network based method provides an accu-
rate approximation of the equilibrium quantities for the short time horizons
considered here.

The analogous plots for power costs with ¢ = 3/2 are shown in the lower
panels of Figure 3.2 and Figure 3.3 (in order to compare these to the corre-
sponding results for quadratic costs, we use the same Brownian noise in each
case). Note that no benchmark is available in this case. The equilibrium prices
for the two cost specifications turn out to be quite similar. This corroborates
the findings from Section 2.5 and suggests that quadratic costs can also serve
as useful proxies for other less tractable costs specifications in settings with
endogenous volatilities.

3.6 Equilibrium with Proportional Costs

The discussion above has focused on convex trading costs on the agents trading
rates. Similarly as in the model with exogenous volatilities studied in Chap-
ter 2, proportional costs can viewed as a singular limit of the corresponding
regular control problems. Alternatively, they can be analyzed directly using
techniques from singular control. Here, we briefly outline how this formally
leads to a correspondence between equilibria with transaction costs and FBS-
DEs with instantaneous reflection.

3.6.1 Model

As in Section 2.4, in models with proportional costs it is natural to consider
general finite-variation strategies, which can be decomposed in the cumulative
numbers of shares purchased and sold:

= oh + Y — .

With proportional costs on the number of shares transacted, the mean-variance
goal functional for agent n then is

T n
520 = [ [ (o= Lo+ g1 ) - Niaed +a0h)] .0

To make this well defined, we focus on admissible strategies that satisfy the
usual integrability condition ¥o € H? with respect to the given price process
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S, and have finite expected trading costs:

T
E [ / Aedip! + Atdzpi] < 0. (3.41)
0

As in Section 3.4.2 the proportional cost Ay = AA; can be time-dependent and
random here.

3.6.2 Individual Optimization

If a trading strategy ¢" is optimal for agent n, then for any perturbation n
J2(e" +1n) — JR(¢™) < 0 is necessarily nonpositive. Now let nt and n< be
the mutually singular as well as absolutely continuous decomposition of n with
respect to " = T 4+ ot

We first focus on absolutely continuous perturbation <. The optimally
condition is equivalent to lim,_o (J2(¢" + pn<) — J3E(@")) /p = 0, ie. the
Gateaux derivative equal to 0, with the help of the following Lemma 3.8:

Lemma 3.8.

liml [(Spn,T _ (pn,¢ + pn<<)T B (pn,T] _ /T @ dQOn’T
p—0 p T o dpp Tt
1 ! T dns

lim = [ nt _ ond < _ n,l,:| — 13
liy > (@™ =™+ <), — o dgr

Proof. First notice

T < < <
dn dn dn
< t ~n t n,T t n¢
n=/ Vndsoz/ — dp +/—vnd<p
g o doy ! o doy ! o dpy !

For |p| < /(1 +755), notice

T
10 /
0

and symmetrically for |p| < @3* /(1 + 75),

T
1 /
0

0 T dn; +
(" T =™+ ) =" +p / R
0wy

d <
(QDM g P77<<)§ _ (spm ot pn<<); — b p/o idgp’”.

dnf

"<<
n T] n
T = |p|/ —dpy " < |pliE < ot

dnf

77t<< N
|p|/ —dpt < |pliE < ot

Hence
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From Lemma 3.8, we have

. 1 n n T n n ~L n n
T 7,,< T g,<
dnt n,T / dnt n,
— = dsp s —_— dsp B
/0 dep Tt Sy dgp !

T <
dn;
= — dyy'.
/0 dgp

We define the “margin utility” Y™ for agent n as:

T
Y :=E, {/ (uu — Yoy (ouwpl + fZ)T) du] ) (3.42)
t
The Gateaux derivative for absolutely continuous perturbation < is therefore:

()—hm (JT(QO + o0 S) — Jp(e™))

_ [ T n n n dnt n
=K (Mt—’V o(ower + €T dt—)\dndSO
0

i dij*
t

=E| /0 Yy c;n (bt + ds@?*) A Zz? (dw?’T - dwl”)}

[ d n n
=E / dnvtn [(Y;tn — At) depy S (V" + Ay) doy iH .
lJo A%y

Since the above has to hold for any absolutely continuous perturbation <
follows that purchases and sales of the optimal strategy only happen on the
sets {Y," = N} and {Y* = —\;}, respectively.

Now we look at the mutually singular perturbation n*. Unfortunately, the
Gateaux derivative does not exists, since we can calculate directly that

0 1 < .
(o + pn) o+ (0 + o) = @1 + |plifr,
and the derivative with respect to p does not exists. However, we can still get
the bounds for Y™, through direct calculation:

JE(" + ) — JE(e")
- )
=E / (,ut Yro(owpl + & + §Ut7]#)T) 'r;fdt — )\tdﬁf}
1 .o 1 g T/ 1\2
=E = 0u(oupl + &)) dudny — i | = SE | [ 0wy ()" dt
0
1 T T 1\2
— ]E Y;n d t )\td t — E]E O'tO't (nt ) dt
LJo 0

r pT 1 T
—& | [ =t = 00| - g8 | [ ol () ]
LJ O 0
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Since this inequality needs to hold for arbitrary perturbation n', we must have
Y e [— A M.

Together with the fact that purchases and sales of the optimal strategy
only happen on the sets {¥;" = A} and {Y;* = —\;}, respectively,” we have

T T
/ ]l{ytn<)\t}dg0?’T =0= / ]l{ytn>_>\t}dg0?’¢, a.s. (3.43)
0 0

In summary, this discussion shows that the optimal strategy @™ = @B+ ™" —
"™+ and the process Y solve the Skorokhod problem:

T T
Sp? = 908— —{—/ ]l{ytn:)\t}dQO?’T — / ﬂ{ytn:,)\t}dgoy’i, (344)
0 0
T T
t t

where the martingale part Z" need to be determined as part of the solution.

3.6.3 Equilibrium

We now concatenate the agents’ individually optimal trading strategies to an
equilibrium. To achieve market clearing, we impose that, in analogy to (3.17),

Y +Y2=0, tel0,T]. (3.46)

Indeed, together with (3.43), it then follows that s — ¢} = @2+ ¢;* — ¢,
and Y2 solve the Skorokhod problem characterizing agent 2’s optimal strategy.
Whence, the market clears and the clearing condition ¢} + ¢? = s implies that
the frictional equilibrium return has the same relationship to the frictional
volatility and the agents’ optimal positions as for superlinear costs in (3.18)
and in the frictionless case (3.8):

pe= 5 [(Ps+ (" = Denoe + (V' + 7€) o)

N —

Plugging this expression back into agent 1’s optimality condition (3.45) and the
price dynamics (3.1) in turn yields the same backward equations as in (3.19)
and (3.21). The difference is that the forward equation (3.44) is completelty
different from its counterpart (3.20) for superlinear costs, in that the agents’
equilibrium positions with proportional costs are not adjusted at an absolutely
continuous rate but only on a singular set. With the same reparametrizations

5The process Y;" describes the marginal benefit of future expected returns and risk reduc-
tions, and trades happen when this process becomes large enough to match the (constant)
marginal cost — the direct analogue of the classical gradient constraints in dynamic program-
ming equations for singular control problems as in Davis and Norman (1990); Shreve and
Soner (1994).
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as in Section 3.4.3, this FBSDE system with reflection can be rewritten as
follows:

dASO% = ﬂ{YQ:At}d@%’T - IL{Y,}zfAt}d%l’i - d@tl,
2

Apt =gt — T (347
_ Yo— Yo- ’Yl +72 ( )

dVy = |7 (250, + s (20 +72Z)) + & + &) (2o + ﬁZtl)T] dt + Z,dW,,
Yr=0. (3.28)

o T
o= | € ((2@ FEANINEATZ) 0 g w&)
2 00,
+ (5, + Z, +AZ) (6, + Z,+7Z) T Ay | dt 4 ZEdW,

v =o. (3.29)

In summary, we have established the following correspondence between so-
lutions of this FBSDE with reflection and equilibria with proportional trans-
action costs:

Proposition 3.9. Suppose the assumptions in Proposition 5.5 are satisfied and
let (S,) and @' be the corresponding frictionless equilibrium price and optimal
strategy for agent 1. Suppose (p8T, " Ap, Y, Y1 Z, ZY) € (FV)* x (]HI2)5 is
a solution to the system (3.47), (3.28), (3.29) such that

T
(' + A" )G+ Z+A7Z")eH? and E [/ Mdor T + Ndpt v | < oo
0

Then
S=S5+Yy+7v!

15 an equilibrium price with transaction costs and the agents’ optimal trading
strategies are given by

oi=wi_+orT—prt, pl=s—gi_+ert -t (3.48)

Like for its counterpart for superlinear trading costs, existence and unique-
ness results for the above fully-coupled FBSDE system with reflection are wide
open problems. However, this description of the equilibrium allows to apply
the deep-learning algorithm proposed in Section 3.5, since at each time dis-
cretization t,,, instead of (£, Z'), we can parametrize (dp"', dp'+) and adapt
the loss function Loss with the reflection condition at each time discretization,

1.e.
2
)

N
1 0
Loss = —————— [Hy%ﬂ? Y[V = ) L o
m=0

batch_size
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where the constant C'is the penalizing constant. Moreover, the above FBSDE
formulation provides the starting point for the formal asymptotic analysis of
small transaction costs that we carry out in Chapter 5.
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Chapter 4

Global Existence for a Model
with Linear State Dynamics

4.1 Introduction

In Chapter 3, we have seen that equilibrium asset prices and trading strategies
with transaction costs generally correspond to coupled systems of forward-
backward stochastic differential equations (FBSDEs). These equations are
not Lipschitz, have a multidimensional backward component, and display full
coupling between the (degenerate) forward and backward components. Ac-
cordingly, these FBSDEs fall outside the scope of known existence results,
see (Herdegen, Muhle-Karbe, and Possamai, 2019, Section 4.2) for a detailed
discussion of the related literature.

In Herdegen et al. (2019), a local wellposedness result is established for
quadratic transaction costs and agents whose risk aversion parameters are suf-
ficiently similar. This approach is based on the observation that, for agents
with the same risk aversion, the backward equation for the equilibrium price
decouples from the forward-backward system for the optimal position and trad-
ing rate, and in fact reduces to the BSDE for the frictionless equilibrium price.
As a consequence, transaction costs affect the agents’ trading behaviour (and
welfare) in this case, but the same equilibrium prices still clear the market.
Herdegen et al. (2019) in turn establish a local existence result around this
“expansion point”. To wit, they show that a Picard iteration produces an
equilibrium close to the frictionless one provided that the agents’ risk aversion
parameters are sufficiently similar. This raises the natural question whether
this “smallness condition” is indeed necessary, or whether equilibrium asset
prices with transaction costs exist in general, irrespective of the heterogeneity
of the agents’ preferences.

In this chapter, we show that this is indeed the case for the simplest ex-
ample with linear state dynamics. In this setting, there is no aggregate en-
dowment and both endowment volatilities (and, in turn, frictionless target
strategies) as well as the asset’s terminal condition are linear functions of the
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driving Brownian motion. In this context, the frictionless equilibrium price
has Bachelier dynamics and the FBSDE describing its frictional counterpart
has been reduced to a system of four coupled Riccati ODEs in Herdegen et al.
(2019). However, existence is again only established by Picard iteration for suf-
ficiently similar risk aversions. Here, we show how to establish global existence
for this system using direct computations. To wit, we first apply a number
of changes of variables, which allow us to reduce the system to two coupled
ODEs. Variation of constants in turn allows us to futher reduce this to a single
path-dependent but scalar ODE, for which we can establish wellposedness by
elementary comparison arguments.

As a byproduct, the estimates derived in the proof allow us to derive in
a rigorous manner explicit asymptotic approximations of the equilibrium in
the limiting regime of small transaction costs. We test these approximations
against the numerical solutions of the Riccati ODEs and find that they provide
excellent approximations for the calibrated parameters from Sections 2.5 and
3.5. The closed-form approximations provide a lot of additional qualitative
insight into the properties of the equilibrium already in this simplest setting
(where the ODEs determining the exact equilibrium are straightforward to
solve numerically). Moreover, the scalings and structure of the asymptotic
expansions that we derive rigorously here also motivate the formal asymptotic
analysis of the general models that we carry out in Chapter 5.

In the present model with linear state dynamics, the frictionless equilibrium
price has constant expected returns and volatilities. With small transaction
costs, expected returns and trading volumes follow Ornstein-Uhlenbeck pro-
cesses as in the model with exogenous volatility studied in Chapter 2. However,
when the volatility is determined endogenously, price levels and average ex-
pected returns can change due to the introduction of the trading costs. In
our model, the empirically relevant case of positive illiquidity discounts as in
Amihud and Mendelson (1986) (or, equivalently, liquidity premia as in Bren-
nan and Subrahmanyam (1996); Péstor and Stambaugh (2003)) necessarily
corresponds to a positive relationship between transaction costs and volatility.
This is in line with empirical studies that test this relationship using natu-
ral experiments such as the introduction of transaction taxes (Umlauf, 1993;
Jones and Seguin, 1997; Hau, 2006). The positive link between trading costs
and volatility is also corroborated by numerical results for risk-sharing equi-
libria (Adam, Beutel, Marcet, and Merkel, 2015; Buss and Dumas, 2019) as
well as by models with asymmetric information (Danilova and Julliard, 2019)
and heterogenous beliefs (Muhle-Karbe, Nutz, and Tan, 2020).

In our model, the magnitude of these effects is modulated by the hetero-
geneity of the agents’ preferences. If both agents’ risk aversions are the same,
then trading costs have no impact on equilibrium dynamics. However, real-
istic liquidity premia of around 0.5% per annum obtain for the parameters
calibrated to S&P500 time series in Sections 2.5 and 3.5 if one of the agents
has twice the risk aversion of the other. In this case, the volatility increases by
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about 1.7% relative to its frictionless value. The (yearly) Sharpe ratio of the
risky asset in turn increases from 60.77% to 61.81% when transaction costs are
taken into consideration.

The remainder of this chapter is organized as follows. The exogenous inputs
of the model, the frictionless equilibrium, and the FBSDE system describing its
frictional counterpart are recalled in Section 4.2. Subsequently, in Section 4.3,
we reduce this probabilistic representation to a system of Riccati equations and
in turn a path-dependent but scalar ODE. We then establish the existence of
a global solution and show how it allows us to construct a solution of the
FBSDE system. Next, Section 4.4 provides explicit approximation formulas
in the limit for small transaction costs. For better readability, all proofs are
collected in Section 4.5.

4.2 Model

In this chapter, we focus on the simplest specification of the model with en-
dogenous volatility from Chapter 3:

(i) the exogenous state process X; = W, is a scalar Brownian motion;
(i) the volatilities
§(Xy) =-(X) =¢X,, €€ (0,00)

of agents’ endowments (and, in turn, their frictionless positions) sum to
zero and are linear functions of the state variable;

(iii) the terminal condition is a linear function of the driving Brownian mo-
tion, too:

S =0T+ aXrp, peR, ae(0,00).

For these primitives, Example 3.5 shows that the frictionless volatility and
expected return are constant:

G, =0=oq, [=][=7sa’
The frictionless equilibrium price in turn has Bachelier dynamics:
dS; = ysa’dt + adW,, Sy = BT — ysa’*T.

Regarding the convex trading costs \;G(¢}) on the agents’ trading rate,
we follow Herdegen et al. (2019) and use the most tractable specification:

(iv) the trading costs are quadratic and of the same magnitude for all times
and states:

A=A € (0,00), G(x) = —a°.
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With these specifications, the FBSDE system (?77?), (3.25), (3.28), (3.29) from
Chapter 3 that describes the frictional equilibrium simplifies to

dX, = dW,, Xo=0, (4.1
Yl f S’}/Z
1 _ “t 1_ 1
dAgOt = Tdt + adLLt, AQOO = Q007 — m, (42)

Ay, = 7s (2a + Z, + 77} (2, +72Z)) dt + ZdW,,  Vr=0, (43)
dY;' =7 |(a+ 2 +72}) D¢} - §Wt (2 +72;) (o + 2 +72)) | dt
+ ZLdW,, Yi=0. (44)
Here, we recall from Chapter 3 that

~:71+72 Al A_71_72

Bt > T g,

If a solution of the system (4.1)-(4.4) exists then, by Proposition 3.6, an equi-
librium price with transaction costs is given by

S, =8+, +7Y

Moreover, the agents’ corresponding equilibrium trading rates and positions
then are

1
Gh=—gi=L, gl=s—gl=gl+Agh
To wit, the first forward components of the FBSDE system (4.1)-(4.4) is the
exogenous and uncoupled state variable that drives the agents’ random endow-
ments and the terminal dividend. The second forward component describes the
deviation of agent 1’s actual position from its frictionless counterpart, which
is naturally coupled to the second backward component that corresponds to
the marginal trading cost AG’(¢}) of agent 1’s optimal trading rate. Finally,
a linear combination of both backward components determines the price ad-
justment due to transaction costs.

We now address the question whether a solution of the FBSDE system
(4.2)-(4.4) indeed exists for arbitrary parameters of the model.

4.3 Linear Ansatz and Riccati System
In general, the backward components of Markovian FBSDEs are deterministic

functions of time and the forward components. Here, motivated by the linearity
of the forward dynamics (4.1)-(4.2), we make the ansatz that the functions
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determining the backward components ); and Y,;! are also linear:

Vi = Ax(t) + BA(t)W, + Ca(H) Ag, ™, (4.5)
Y;! = DA(T — t) + Ex(T — )W, — FA(T — t) Ay,

for deterministic functions Ay, By, Cy, Dy, Ex, F) : [0,T] — R satisfying
A\(T) = B\(T)=C\(T) =0, Dyx(0)=FE\0)=F\(0)=0. (4.7)
[to’s formula and the dynamics (4.2) of Ay} in turn yield
dY, = [A} + B\W; + Ci\Agy] dt + BrdW; + CrdAp,™
= {A; + B\W, + CiAp ™ + % (DA + E\W, — FAA%“)} dt
(e

C*f * (B + CA)\EA>Wt + (5~ C*AF *)A%}v*} dt

:Mﬁ
+ (B)\ + 20/\) th,
as well as

dY;' = [~ D} — B\W, + F{Api] dt + ExdW, — FxdAg;”

F
— |5 - B+ Bae - B0+ B - RAG
£
+ E)\ — EF/\ th
F\D F\E F?
— |:D;\+ A2 4 (E;Jr A A)Wt— <F£+TA>A903’A} dt

+ <E>\ — EFA> dW.

To match the respective volatility terms in the backward equations (4.3) and
(4.4), we therefore need

Z, = By(t) + ECA(t), 7l = E\(T —t) - EFA(T —t). (4.8)

Matching the drift terms in alYt1 and d); and comparison of coefficients in

'Here, the minus sign in front of F' ensures that large deviations from the frictionless
equilibrium position are reduced for positive F.
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turn leads to the following system of coupled Riccati ODEs:

~ 2
~ ~ F?
F)/\:’7<Q+BA+§CA+’7EA_EFA) -2,
Q@ « A
~ - ~ ~ ~ E
B=1 (oz—kB)\—i-éC',\—i-vE,\— 7—514}) <BA+§CA+7EA— 7—§FA> s
Q@ ! a o o A
F)\D)\
D) = —
A )\ J
F\C\
C\ =
A )\ )
E\C)
B = —
A )\ ?
~ Y ~ q D,\C
Al =7s <20¢—|—B,\ + 50, 438, - 7—55) (BA + 50, 438, - lgF) - =22
o) o o) o A
Together with the vanishing boundary conditions (4.7), it follows that
By=C\ =D, =0, (4.9)

and in turn
- T ~ 0L3 £
Ak(t) = —7’78/ (20& + 'YEA — EF)\) (E)\ — aF)\) dr. (410)
t

It therefore remains to determine the functions F), FE) as solutions of the
following initial-value problem:

~ 2
~ ~ F?
=5 (oHrVEA— %FA> —TA7

. 7 F\E
E, = w% (a +7Ey — %FA) (EA - 25) - AA A,

Fy(0) = E\(0) =0,
(4.11)

As the right-hand side of (4.11) is continuously differentiable in F, Ey, unique-
ness and local existence for the system (4.11) follow from standard arguments
as in (Chicone, 1999, Theorem 1.261), for example.

Lemma 4.1. There ezists at most one solution of (4.11), and there is a unique
local solution (Fy, Ey) of (4.11) on a mazimum interval of ezistence [0, Tinax)-

Proof. See Section 4.5.2. n

Comparing to the analysis in Section 5 of Herdegen et al. (2019), the
reparametrization from Section 3.4.3 has therefore already reduced the dimen-
sion of the Riccati system from four equations to two. However, this still does
not allow the application apply comparison arguments in a straightforward
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manner to establish global existence. Fortunately, some further transforma-
tions allow a reduction of the system (4.11) to a path-dependent, but scalar
ODE. To wit, use the local solution to define

Hy,=FE\— éF)\, such that H,(0) = 0. (4.12)
a

Then, the Riccati equations for Fy and F\ show that on [0, Tjax),

— - FE, N F?
H, :77§(04+7H/\>H>\_ A —vé(aﬂLvHA)ZvLé—A
o o a A
— ~ ~ N F\H
— T3S (o + FHy) Hy — 7> (o + 7 H,)? — 20
o o A
~ .. F
= 6o — (WS + TA) Hy.
Whence, variation of constants gives
Hy(1) = —’i{a/ e 3 I BWdu=T8r=") g 7 ¢ 0,77, (4.13)
0

and in turn
EA(T) = EF)\(T) — %7504/ @_%f: FA(U)dU—ﬁﬁf(T—"“)dn T [07T] (414)
o 0

After inserting (4.14) into the first Riccati equation from (4.11), we find that
F) is a local solution of the following path-dependent but scalar ODE:

2
~ ~~ T _ 1 7 s _ 1
F;\(T) = 7042 <1 _ 775/ e ifr Fy (u)du—37¢(T r)dr> B —F,\<T)2,
0

A (4.15)

Global existence for this one-dimensional equation and in turn the original
system (4.11) can now be established by elementary comparison arguments:

Theorem 4.2. There exists a unique solution F\ of (4.15) on [0,T]. It is
imcreasing and satisfies

~1/2 ~1/2 Ja ~ ~1/2, FET
v Vo MT) _ a2 mer v tae
T tanh ()\1/26%T7) < < ae’" tanh iz ) (4.16)

The unique global solution of (4.11) is then given by F\ and E\ from (4.14).
Proof. See Section 4.5.2. O

With the solution F\, E) of the Ricatti system (4.11) at hand and A,
defined via (4.10), it is now straightforward to construct a solution of the
FBSDE system (4.2)-(4.4):
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Corollary 4.3. Let F\, E, be the solutions of the Ricatti system (4.11). Then,
a solution of the FBSDE system (4.2)-(4.4) is given by the solution of the linear
SDE

1a IN(T —1t) (EX(T —1t) 1\ §
dAQOt = b\ F)\(T — t) Wt Ath dt + Ogth’

2
A 1 s

Apy™ = po_ — g (4.17)

as well as

T

V= Ast) = =735 [ 2o+ THT — ) H(T = du, (119

t
VA = E\(T — )W, — Fy\(T — t)Ap} . (4.19)

In view of Proposition 5.0, this solution of the FBSDE in turn leads to the
following equilibrium prices, optimal trading rates, and optimal positions:

_ N . L,y .
Si =S+ VAV, ol = —¢pF = tA ol =5 — ! = @r + Ap.

Proof. See Section 4.5.2. O

Corollary 4.3 guarantees global existence of a Radner equilibrium with
transaction costs for arbitrary parameter configurations of the model. In par-
ticular, the agents’ risk aversions can be arbitrary here, whereas they need to
be sufficiently similar for the local existence result established using Picard
iteration in (Herdegen et al., 2019, Theorem 5.2).

Let us briefly comment on the economic implications of this result. With-
out transaction costs, the driving Brownian motion is the only state variable
of the equilibrium. With trading costs, equilibrium prices and trading rates
are additionally influenced by the deviation Ap! of agent 1’s position from its
frictionless counterpart. This process has mean-reverting dynamics driven by
agent 1’s frictionless strategy, reflecting the fact that with transaction costs
these deviations can only be reduced gradually but not immediately. The
same mean-reverting process also appears in the price correction due to trans-
action costs, leading to a mean-reverting return component but a deterministic
volatility adjustment. In addition, the price correction also includes an addi-
tional deterministic drift ) here.

Compared to the model with exogenous volatility studied in Chapter 2,
the mean-reverting return components are a common feature of both mod-
els. In contrast, the volatility was fixed to the same value with and without
transaction costs in Chapter 2, whereas it can change here. Finally, whereas
the expected return adjusted was always zero on average in Chapter 2, it can
potentially include a systematic “liquidity premium” here. In order to say
more about the qualitative and quantitative properties of all these effects, a
useful analytical tool is to consider their leading-order asymptotics for small
transaction costs, to which we turn next.
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4.4 Small-Costs Asymptotics

The Riccati system (4.11) can be solved numerically in a straighforward man-
ner. In order to shed more lights on the structure of the solution and its
implications for equilibrium asset prices and trading strategies, it is never-
theless instructive to expand the solutions in the practically relevant limiting
regime of small transaction costs A = 0. The estimates derived in the proof of
Theorem 4.2 allow us to derive rigorous error bounds for these approximations
of the Riccati equations (4.11) and in turn the FBSDE system (4.17)-(4.19).
The scalings and structures of these approximation in turn form the starting
point for the formal asymptotic analysis of more general models that we carry
out in Chapter 5

4.4.1 Approximation of the Riccati Equations

We start by deriving the leading-order asymptotics of the solutions F, E) of
the Riccati system (4.11) and the function A, from (4.10):

Lemma 4.4. Define

F(r) =72 atanh (¥ 124 ), (4.20)
E(r) = 7752 (sech (71/204 T)—1), (4.21)
A(t) = 2997 2¢as(T — t). (4.22)

Then, for small transaction costs A | 0, the functions N2 F (1 /\Y2), AE(1/\'/?),
M2A(t) approzimate Fy, Ey, Ay uniformly at the leading orders in that®

| Fa(r) = X2E(r /A2 = O(N), (4.23)

|Ex(T) = AE(T/AV2)|| . = O(\*/?), (4.24)

| Ax(t) = A2A()| = ON). (4.25)

Proof. See Section 4.5.3. n

In order to assess the practical relevance of these approximations, we com-
pare them to the numerical solution of the Riccati equations (4.11), (4.10) in
Figure 4.1. As parameters, we use the values calibrated to S&P500 time series
data in Sections 2.5 and 3.5:

a=188, s5=246 x 10", 4> =29' =125 x 107,

as well as
10 10 1 2 7
A=1.08 x 10 =2.19 x 10 _=85—py. = ———=S§
’ 5 v %o %0 71 _‘_72
2These are indeed the relevant orders since |F||co = || Elloc = | Alloc = O(1).
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Axt)

Figure 4.1: Numerical solution (solid, blue) and approximations from Lemma 4.4 (dashed,
yellow) for the for the function F) (top panel), Ey (middle panel), and Ay (lower panel).
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We find that the exact solutions and their leading-order approximations
are virtually indistinguishable even for a time horizon as long as ten years
(T = 2500 trading days). This provides some first evidence that the small-cost
regime is indeed the practically relevant case.

4.4.2 Approximation of the FBSDE System

Next, we turn to the small-cost asymptotics of the FBSDE system (4.2)-(4.4).
Using the expansions of the functions Fy and A, we have determined above,?
we obtain closed-form expressions that match — at the respective leading orders
for small A — the forward process Ay, * from (4.17) as well as the backward
processes V) and Y;" from (4.18) and (4.19). Since all these processes are
driven by Brownian motions, the respective error bounds of course only hold
in expectation here, rather than uniformly as in Lemma 4.4.

Theorem 4.5. Fiz p > 1 and define the functions F and A as in Lemma 4.4.
Then, for small transaction costs X | 0, the solution of the linear SDE

1 (Tt 3 sv*
dAt = _WF ( INIE > At dt + ath, AO = Po_ — ’71 T 727 (426>

yields the following closed-form approximations of the forward process Agotl”\,
and the backward processes Y, Y, in the FBSDE system (4.2)-(4.4):

HA%“ AN =on?), e,
p
19 = X2A@) |0 = O(N), t €0,7],
T—t
Hth +AVPF < NG ) ANl =00, te[0,T].
p
Proof. See Section 4.5.3. m

Theorem 4.5 in turn allows us to approximate the equilibrium price and its
drift and volatility coefficients as follows:

Corollary 4.6. Fiz p > 1. For small transaction costs X\ | 0, the frictional
equilibrium price from Corollary 4.3 has the following leading-order approzi-
mation:

IS = S = A2A®)l, = OO, te0,T).

3In contrast, the function E) does not contribute to the leading-order terms.

4These are indeed the relevant asymptotic orders since, by Lemma 4.14, (4.18), (4.19),
and Corollary 4.13, the L,-norms of A}, Y}, v;"* are of the orders O(A/4), O(A!/2), and
O(N\3/%), respectively.
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The leading-order asymptotics of its drift, average drift, and volatility are

i = 1= F7a?A, = ONY?),  te[0,T],

B[] — = N2A (1) ]| = O(N), t €[0,77,
1/25
o} —a+ A a%F((T—t)/)\l/?) =0(\), t€10,7].
p
Proof. See Section 4.5.3. O

4.4.3 Time-Averaged Aysmptotics

The hyperbolic functions in Lemma 4.4 are crucial to approximate the solutions
of the Riccati equations (4.11) and the FBSDE (4.2)-(4.4) pointwise in time.
However, for small transaction costs A, this time inhomogeneity only affects
the solution just before the terminal time 7. Accordingly, if one drops the
hyperbolic functions to obtain even simpler formulas, then the asymptotic
order of the approximation error remains unchanged if the error is averaged
across both time and states in the HP-norm.” The function F\ can in fact be
approximated by a constant:

Lemma 4.7. Fix p > 1. The function Fy from Theorem /.2 satisfies

/0 |Fx(T) — ﬁon)\)l/Q} dr = O(\). (4.27)

Proof. See Section 4.5.3. [

The solution of the FBSDE system (4.2)-(4.4) in turn has the following
closed-form approximation:

Theorem 4.8. Fiz p > 1, recall the explicit linear function A(t) from (4.22),
and define the Ornstein-Uhlenbeck process

A Fo? V2 A 3 A 1 57?
dAt - — (T) At dt + ath; A() = 900— - ’71 + ,}/2' (428)

The forward process Ap'* and the backward processes Y, Y1 in the FBSDE
system (4.2)-(4.4) have the following leading-order approximations:

1A — AM[s = O(N?),
|V = A4 = O(N),
1Y + (A7) 2 AN [ge = O(N).

Proof. See Section 4.5.3. O

Recall that the HP-norm of a process X is || X ||g» := (E[(fOT | X, |2dt)P/?]) /P,
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For the frictional equilibrium price from Corollary 4.3, this finally yields the
following simple approximations. We express them in terms of the primitives
of the model to facilitate their interpretation in Section 4.4.5 below.

Corollary 4.9. Fiz p > 1 and recall the Ornstein-Uhlenbeck process Et)‘ from
Theorem 4.8. The equilibrium price for small transaction costs A | 0 has the
following closed-from approzimation:

The leading-order asymptotics of its drift, average drift, and volatility are

o 9l/241,2(A1 A2
5, 5 2 (v =79
(v + )2

EasAVH T —t)|| = O0WN¥Y).

HP

(4.29)

‘ ’u)\ =7 ;'7 23)\ _ O()\I/Q), (430)
HP
_ 222y — 42
e - e 22 e —o, s
A v — 42 1/2 )
> 5t ) — O(\) (4.32)
(2(y +2))Y/2 -

The agents’ equilibrium trading rates ¢} =

order asymptotics:

HPr

—? have the following leading-

(4.33)

Proof. See Section 4.5.3. O

4.4.4 Accuracy of the Approximations

For the calibrated parameters from Section 2.5, we now assess the accuracy of
the time-averaged approximations of the equilibrium price from Corollary 4.9.
In Figure 4.2 we compare a simulated sample path of the price adjustment
S, — S, to its deterministic approximation from (4.29).5 While the price cor-
rection clearly does have a nonzero volatility in line with (4.32), the linear
approximation from Corollary 4.9 nevertheless provides a very good fit.

5These and all other simulations in this section are generated from the same Brownian
sample path simulated on a grid with one hundred time steps per day.
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S-St
L 1 L L L L 1 L L L 1

500 1000 1500 2000 00

Figure 4.2: Sample path of the price adjustment S; — S; (solid, blue) and its linear
approximation (4.29) (dashed, yellow).

In Figure 4.3, we in turn compare simulated sample paths of the exact
adjustment p; — fi; of the expected return and its approximation (4.30). The
overall behavior is fit quite well, but the approximation displays a noticeable
negative bias. This is more clearly visible in Figure 4.4, where we plot the
corresponding approximation error.

He—Hy

Figure 4.3: Sample path of the expected return adjustment u; — fi; (solid, blue) and its
Ornstein-Uhlenbeck approximation (4.29) (dashed, yellow).
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Figure 4.4: Error of the leading-order approximation (4.30) along the sample path from
Figure 4.3.

The negative bias almost exactly corresponds to the nonzero average ex-
pected return from (4.31), which is given by 0.0025 for the parameters con-
sidered here. If one adjusts the Ornstein-Uhlenbeck process (4.30) by this
constant as depicted in Figure 4.5, then the average absolute approximation
error drops to less than 3% of this constant.

He=H

Figure 4.5: Sample path of the expected return adjustment u; — fi; (solid, blue) and its
Ornstein-Uhlenbeck approximation (4.29) shifted by the approximation (4.31) of the average
expected return adjustment (dashed, yellow).

Next, the exact volatility correction from Corollary 4.3 is compared to
the closed-form approximation (4.32) in Figure 4.6. The exact value and the
asymptotic approximation are virtually the same over a time horizon of ten
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years — differences only become visible about one month before the terminal
time is reached.

ay—-a

T
B

0.030 F
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0.005

500 1000 1500 2000 2500

Figure 4.6: Numerical solution (solid, blue) and approximation from (4.32) (dashed, yel-
low) of the volatility correction due to small transaction costs.

Finally, in Figure 4.7, we compare the daily share turnover in the exact
model to the approximation (4.33). Here, the approximation with an Ornstein-
Uhlenbeck process already performs very well — the average absolute approx-
imation error is only about 1.4% of the average trading volume in the exact
model.

7x109F
6x10°F

5x10° f

4x10° |

L L L
1000

500

L L L L L L L
1500 2000 2500

Figure 4.7: Daily share turnover in the numerical solution of the exact equilibrium (solid,
blue) and its approximation from (4.33) (dashed, yellow).

In summary, our comparison of the exact equilibrium prices and trading
volume to the approximations from Corollary 4.9 suggest the following:
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(i) The level of the equilibrium-price adjustment S; — S; due to transaction
costs is well approximated by the linear function from (4.29).

(ii) The adjustment p; — fi; of the equilibrium expected returns is well ap-
proximated by the Ornstein-Uhlenbeck process from (4.30), shifted by
the constant from (4.31).

(iii) The volatility adjustment is well approximated by the constant from (4.32).

(iv) Trading volume is well approximated by the Ornstein-Uhlenbeck process
from (4.33).

We now discuss some of the economic insights that can be gleaned from these
closed-form approximations.

4.4.5 Discussion of the Results

After discussing the accuracy of the small-cost asymptotics from Corollary 4.9
in the previous section, we now turn to their qualitative and quantitative
predictions, and compare them to the empirical literature. We begin our dis-
cussion with the impact of transaction costs on the price level, cf. (4.29):
- 21/2012(y 1 — 42)
_ ~ )1/2 _ T v 1/2 B
Sy — S~ N/2A0) = T REE EasA=(T —t). (4.34)

This formula shows that, as in the overlapping-generations model with propor-
tional costs studied by Vayanos (1998), asset prices can be either increased or
decreased by the transaction costs. In our model, the sign of this effect is de-
termined by whether agent 1 or agent 2 is more risk averse. In the empirically
relevant case of an “illiquidity discount” (Amihud and Mendelson, 1986), the
price adjustment (4.34) is concave in the size of the transaction costs in line
with empirical results of Amihud and Mendelson (1986). More specifically, it
scales with the square root of the trading cost here, like the effect of small
transaction costs on the value function in partial-equilibrium models (Guasoni
and Weber, 2017; Moreau et al., 2017). The other terms in (4.34) show that
the illiquidity discount is large if the asset or the agents’ trading targets are
volatile, again paralleling similar results for value functions of partial equilib-
rium models (Moreau et al., 2017). The intuition is that both higher risk and
more wildly fluctuating trading targets lead to stronger trading needs, and in
turn bigger effects of transaction costs. Here, the magnitude of these terms is
multiplied by the total supply (which scales up the trading costs for the agents’
total portfolio) and by the agents’ remaining time horizon (which scales the
trading costs accumulated over time).

In order to assess the magnitude of the price correction, it is therefore
preferable to consider the “liquidity premium”, that is, the difference p; — ji; be-
tween expected returns with and without transaction costs. In view of (4.31),
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the average liquidity premia are given by almost the same formula as the illig-
uidity discount (4.34), but are independent of the agents’ planning horizon.
For 72 = 279! and the remaining parameters calibrated to a capitalization-
weighted time series of S&P500 stocks as in Sections 2.5 and 3.5, we obtain a
daily liquidity premium of about 0.0025, that is, about 0.5% in yearly terms
relative to the average stock prices. For trading volume calibrated to the large
levels observed empirically, the model therefore produces realistic levels of lig-
uidity premia without extreme heterogeneity between the agents preferences.
Indeed, we have chosen v2 = 2! to obtain a ratio of the average liquidity
premium and the (equivalent) proportional cost from Section 2.5 that is of a
similar size as in Amihud and Mendelson (1986) — 2 in our model, compared
to about 1.9 in their empirical analysis.

After the sign and size of the liquidity premium are calibrated to empirical
data, the sign of the volatility correction is fixed in our model and therefore
provides a testable implication. To wit, the expansion (4.32) shows that the
sign of the volatility correction due to small transaction costs always has the
same sign as the average liquidity premium in (4.31). Accordingly, our model
predicts that the positive liquidity premia observed empirically necessarily cor-
respond to a positive relationship between trading costs and volatility. This is
in line with empirical studies that test this relationship using natural experi-
ments such as the introduction of transaction taxes (Umlauf, 1993; Jones and
Seguin, 1997; Hau, 2006). The positive link between trading costs and volatil-
ity is also corroborated by numerical results for risk-sharing equilibria (Adam
et al., 2015; Buss and Dumas, 2019) as well as by models with asymmetric infor-
mation (Danilova and Julliard, 2019) and heterogenous beliefs (Muhle-Karbe
et al., 2020). For our parameters calibrated to liquid stocks, the magnitude of
this effect turn out to be relatively modest, in that volatility increases by abut
1.7% of its frictionless value. Accordingly, the average (yearly) Sharpe ratio
of the risky asset increases from 60.77% to 61.81% for our calibration when
transaction costs are taken into account.

In addition to shifting average expected return approximately by a con-
stant, transaction costs also introduce a mean-reverting stochastic liquidity
premium. In view of (4.30), the latter has Ornstein-Uhlenbeck dynamics for
small transaction costs, and is in fact of exactly the same form as in the model
with exogenous volatility studied in Chapter 2. Likewise, trading volume for
small transaction costs is described by the same Ornstein-Uhlenbeck process
as in Chapter 2. In summary, with linear state dynamics, the model with
endogenous volatility therefore makes the same predictions for mean-reverting
returns and trading volume as its counterpart with exogenous volatility, but
complements these by systematic liquidity premia and a positive link between
trading costs and volatility in line with the empirical literature.

For the simple model we consider in this section, the findings reported here
parallel the asymptotics for similar risk aversions studied in Herdegen et al.
(2019). However, the small-cost asymptotics considered have the advantage
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that they formally extend to tractable formulas for much more general models,
that we derive in Chapter 5

4.5 Proofs

4.5.1 Elementary Integrals

We first discuss three elementary integrals that are used repeatedly in the
proofs for this chapter.

Lemma 4.10. For every positive constant ¢ > 0, we have

/ / ¢ J7 tanh (2 )dugr go, — (2 (1 — sech(%)) )

Proof. Two elementary integrations yield

u cosh(%
/ / &S vann () du g g0, —/ / %8 cosn(£)
B / / cosh

0

Lemma 4.11. For every constant ¢ > 0, and 0 <t <'T', we have
t 1 T—r u
/ e cdr tanh(z)dudr S 2.
0

Proof. Two elementary integrations and the definition of the hyperbolic cosine
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show that

t
2

/ T—r T—r dr

0 € ¢ +e ¢
T t —r

< 2COSh( / e~ dr

c 0
T —1¢
= 2ccosh ( ) e e (ei - 1)
c

T —t —
< 2c¢cosh ( ) e_Tc
c

< 2c.

Lemma 4.12. For every constant ¢ > 0, and T > 0, we have

/T (1 — tanh (E))sz < /Tl — tanh (g) dr <e.
0 0

Proof. Since tanh € [0, 1] on the positive real line, we have

(1 — tanh (Z)>2 <1 — tanh <Z> , T€[0,T],

C C

and in turn

T T _T T
2" ¢
/ 1 — tanh <Z> dr = / %dT < / 2e~ e Tdr <ec.

4.5.2 Proofs for Section 4.3

Proof of Lemma /.1. As the right hand side of (4.11) is continuously dif-
ferentiable with respect to (F), Fy), the local existence and uniqueness fol-
low from standard arguments as in (Chicone, 1999, Theorem 1.261), for ex-
ample. Moreover, the existence holds on a maximal interval of existence
Inax = (Tiin, Trmax), With 0 € .. Since we only care about ¢ > 0, with
a little abuse of notation, we can conclude that there exists a unique local
solution on a maximal interval of existence [0, Tinax)- O
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Proof of Theorem /J.2. Let (Fy, E\) be the unique local solution of (4.11). In
view of (4.12) and (4.14), F' is also a local solution of (4.15). Conversely,
any solution of this equation yields a local solution of (4.11) via (4.14), so
that uniqueness for (4.15) is inherited from (4.11). First, notice that we can
re-write the path-dependent ODE (4.15) as

~ ~ 1
F(7) =7 (0 + FHA(7))* = L FA(7)*, (4.35)
Recall from (4.13) that
0

This gives us an estimation for the first term of (4.35) on the right-hand side.

To establish global existence, it remains to show that the local solution F)
of (4.15) remains bounded on [0, 7. To this end, we first we show that F) is
nonnegative. On [0, Tiay), the ODE (4.15) for F) yields

(Fa(r)ed i Pawan)’ = (F;m T %Ff(r)> e Ji Py
=7 (o +FH(r))” e 5 P

Together with the initial condition F)(0) = 0 it follows that
Fi(r) = 5/ (a+ /V\H,\(U))Q e~ % Ju Fa(uydu g,
0

As a consequence, F) is nonnegative on [0, Thyax)-

We now use this initial estimate to establish the bounds (4.16) which show,
in particular, that the local solution in fact remains bounded on [0, T'|. To this
end, we distinguish two cases. First suppose that 1 > % > 0. Since F) is
nonnegative we then have, for 7 € [0, Tinax) N [0, T,

a>a+yH\T) >« (1 - ﬁfy\f/ e_wg(T_r)dT) > ae T > 0. (4.36)
0

Whence, we can estimate the right-hand side of (4.15) from above and below,
and in turn bound the local solution F) of (4.15) by the explicit global solutions
of the corresonding standard Riccati equations.” Thus for 7 € [0, Tyax) N[0, 77,

~1/2 ~1/2 F ~1/2
%tanh( v 4 T) < \(7) < 72 tanh (7 a ) ; (4.37)
e

NL/2A€T N N

"For example, let F(7) = AY/?3/2q tanh(7'/2a71/X'/?), and notice it is the global so-
lution of F’ = Fa? — F2/X. Then, by (4.36), we have A\(F — F)' < —(F + F)(F — F).
Gronwall’s lemma and the initial conditions F(0) = F(0) = 0 in turn show that F' — F < 0,
first on any compact subset of [0, Thax) and in turn on [0, Tryax). The lower bound follows
analogously.
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in particular, Tyay > 7. Similarly, if —1 <5 < 0, then for 7 € [0, Tyax) N[0, T7,
a<a+7H\(1) <« (1 — ?iy\ﬁ/ 6_77%(7_’")6[7") < ae’*T, (4.38)
0

The local solution F\ of (4.15) can therefore again be bounded from above
and below by the explicit global solutions of standard Ricatti equations:

~1/2 F ~1/2 ~1/2
~1/2 o NP ERY Vo
ol atanh( INIE T> < e < T tanh Nize=erT |- (4.39)

Together, (4.37), (4.39) yield the estimate (4.16) and thus global existence
for (4.15) and (4.11).
Moreover, when —1 <7 < 0, if ¢ < 3Y2a/A/% ie. XA < a?/7€? we can
further infer that
r cosh <7\11/%7"> .
a+7H\(T) <a|l1-77¢ — N e VET=n) gy
0 cosh (—W)\l/f7'>
e AAET T os1/2,
<al|l- —27751 - / e N2 T gy
cosh (—7/\1//2(17-> 0
. 2%
QYL IET e a2 T eTIET
= /%0 | ~~
cosh <%T> % +77¢
< a(l+2)=3a.

<al|l-

Hence as A | 0, we have a tighter upper bound for Fj:

~1/2 ~1/2 Ja ~1/2
T tanh (u ) < B0 5512 tann <37 a ) (4.40)

AT N /2 N

]

Corollary 4.13. Fix T,£,7 > 0 and 7 € [—1,1]. Then, the solutions F\, E)
of (4.11) for transaction costs X | 0 satisfy the following uniform bounds:

SIx 2 AFET
[F)lo < 3A?3 20 = O(AY?),  ||E)]ls < JIRE O(\). (4.41)

Proof. (4.40) and | tanh ||, = 1 directly yield the first bound in (4.41). To

derive the corresponding estimate for E), first recall (4.36) (4.38) from the
proof of Theorem 4.2 that for every 7 € [0, 77,

ae T < a +FH\(T) < ae®T, (4.42)
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Next, observe that the ODE (4.11) for E\ and (4.14) show that

B\(r) =7 (0 + 7HA(r)) H () — + FAB

~ —~ T 1 mmp (e 1
= —7°¢? (a—i-’YHA(T))/ e~ x T Fa(wdu—AFE(r =) . XF)\EA-
0

Together with E(0) = 0, it follows that
E\(T) = 77\§/ (o +7H)(v)) Hk(y)e—iqu Fx(u)du g,
0

A7 / (a+7HA( ) / eiffm“)d"m“)dr) dv. (4.43)

0

Together, (4.43), (4.42), and (4.16) show that

E\(r)| < A€ / (o + FHy () / o=} I P g g
0 0
< FR*E%a / e / U ek I BT g g,

51/2, 51/2,
27T —iraer br tanh(ﬂ/2 SET )
< 2 ae e “drdv.

The second bound in (4.41) in turn follows from Lemma 4.10. O

4.5.3 Proofs for Section 4.4

Proof of Lemma 4.4. Differentiation shows that F' solves the Riccati equation
F = Ja? — F? with initial condition F(0) = 0. Combining this with the
ODE (4.15) for F), we obtain

ddT (FA( ) = XF (#))

4 (008 (572)) (0% (57)
+77 (20 + FHA(T)) HA(T).

Variation of constants in turn yields

1/2
Fy(r) — )\/F<)\1/2>
[T VLT B e [V Fludu-A7E (o)
2—%2504/ (204+5HA(U))/ e A/ ; drdv.
0 0
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Together with (4.42), Fy, F > 0, and the lower bound for F) from (4.16), it
follows that

1) =X (53m)|

< WW%@/ (Oé—l—oze%T)/ e~ I I@du FET gy gy,
0 0

T v 51/24 o1 51/24
< QI/V\WZQZ&Z%T/ / Q—W Il tanh(W(T-@)dudrdU.
o Jo
Whence, (4.23) is a consequence of Lemma 4.10. O

As a preparation for the proof of Theorem 4.5, we first establish the asymp-
totic order of Ap!* for small transaction costs A. In order to write down
the formulas without changing the page to landscape setting, let us assume

2 . . 2
w5 = VI‘WTVQ without loss of generality. For tThe cases where @} 7&2 VfWTVQ,
we need to introduce an extra term exp{—3 [,_, Fi(u)du}|pj_ — =] and

exp{—%(T —t)Hebh — %| in the estimation for |Ayp,| and |£t|, respec-

tively. With the triangle inequality and elementary integrations we can still
achieve the same order for Theorem 4.5 and Theorem 4.8.

Lemma 4.14. Fort € [0,7] and p > 1, we have
p} 1/p

E HA@A — O(\4). (4.44)

Proof. The linear SDE (4.17) for Ay} * has the solution

1 [t - ! —r
Ap? = X/ (e_ifTTft Extudu g, (7 — T’)Wr> dr + g/ e~ 1=t Extudegpy
0 0

Notice that, for every ¢t € [0,T],
2t
Bt v (0.5 [t mgy).
a? Jy
The lower bound for F) from (4.16) and Lemma 4.11 yield

t ¢
/ e*%f;:[FA(u)dudT S/ 6f%fg:tTFA(u)dudr

0 0

t _ 7yl/2a T—r Wl/Qa
< / o A/ZAET Jr= tanh( g Feru dud?”
0

(4.45)

By the formula for the moments of centred Gaussian distribution, we have

1/2 414\ /P
p11l/p _ é 9 te_gf;:tr FA(u)dudr E = O(}\l/4)
> i Tl/2 '

This is the desired estimate. O

E HA%}’A
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Proof of Theorem 4.5. The definitions of J* in (4.18), an elementary integra-
tion as in Lemma 4.12, the estimates for F\, E) from Corollary 4.13 and for
Fy(1) = M2F () from Lemma 4.4 yield

[ VP = AV2A()]
/ 2ENZFV 20 — (20 + AHA(T — w)) HA(T — w)du
t

< [ylys

T
< WIWS/ (20| Balloe + A% + 2602312 — F\(T — u)|] du
t

BT) _ p (+5)

A\1/2 \1/2 dr

- ~1/2 T
7 O‘_F<A1/2>‘+

T
= O(\) +26\?7s /

0

N T—t ~1/2,,
=0\ + 2{)\1/271/2a73/0 1 — tanh (7)\1—/27') dr

1/2x1/2 ’ 7
< O(N) + 2eN/27Y a’ys/o 1 — tanh (WT) dr
=O(M).
Next observe that, by the respective definitions in (4.17) and (4.26),

dt.

E\(T —t 2p A} = F\(T — t) Agy
d(AgD%’)\—A/\) _ A( Wi+ A (Al)fz) F\(T JAp,

Whence, variation of constants shows that the solution of this linear (random)
ODE is given by
A — A}
B /t EX(T =)W, + (N2F (5%) = FA(T — 7)) App?
0

dr.

)\ew fT—t <A1/2>d“

By Minkowski’s integral inequality (Hardy et al., 1952, Theorem 202),
p11/p
E| ]

o [(BIAE =0V, 07 (i) = AT =) T v
—Jo

Apy™ — A}

dr

s
. /Ot[ OB+ O00)E [ ) S v
= [ 1w+ B g e G g
Now, notice that
sup E[|W,|P] = O(1), sup E [|[Ag)|"] = O\,

0<r<T 0<r<T
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These two estimates, Corollary 4.13, Lemma 4.4, and Lemma 4.11 in turn
show that [|[Ap;™ — AM|, = O(A\/?) as asserted.

Finally, this estimate together with the definitions of ¥;'* in (4.19), the
estimates for Fy, E\ from Corollary 4.13 and for Fy(7) — A\Y/2F (#) from
Lemma 4.4 yield

|

T —
]E |:'}/;17>\ + Al/QF ( t) Ai\
T—t

A\L/2
P
-2 | |

<3 L [OONIWE + OO | A 1+ W2 FIZ, |agi™ — Ads]
= O(\") + O(XP/*) + O(\).

E\(T — )W, + \'/2F ( > A} — F\(T — t)Ap?

This establishes the last asserted estimate and thereby completes the proof. [

Proof of Corollary 4.6. The approximation of the frictional equilibrium price
from Corollary 4.3 follows directly from Theorem 4.5 and the Minkowski in-
equality. For the approximation of its drift rate, plug (4.8) and (4.9) into the
BSDEs (4.3), (4.4). The stated approximation then follows from Lemma 4.4
and Theorem 4.5. To obtain the expansion of the expected drift, take expecta-
tions and use the fact that the W; and A, * both have expectation zero; the
assertion then also follows from Lemma 4.4. Finally, for the approximation
of the volatility, recall from (4.8) and (4.9) that the volatility of the frictional
equilibrium price from Corollary 4.3 is

a+A(ENT —t) = FX(T = t)¢/a).

Whence, the started expansion follows from Lemma 4.4, and the E) term is
dropped due to || Ex|loo/ || Fallse = O(AY?). O

Proof of Lemma 4.7. By Lemma 4.12, we have

T T
/ |FA(T)—A1/2§1/2@|CZT§/ AV
0 0

as asserted. O

120 — F (ﬁ)’ +O(\)du = O(N)

Proof of Theorem 4.8. In view of Theorem 4.5, we only need to show that
|A* — AM|g» is of order O(A\Y/2). By (4.28),

R 2/\1/2 51/2,
A?NN(O, 26043—:?1/2(1—6_2>\1/2t)>, tE[O7T]

As a consequence,

211/2
Var[A}] < &

= 2a331/2

t €0,7].
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The formula for the p-th centred moment of normally distributed random
variables in turn yields

l

Combining the dynamics of (4.26) and (4.28), we obtain

IN

(@W)w ) o (28 )"

a331/2 71/2 ~

sup E HAT RV

0<r<T

. F(Et . AN —
d (AQ - A?) - —% (A? - A?) dt + % (&1/204 _F (M)) dt.

Whence, variation of constants shows that the solution of this linear (random)
ODE is given by

N t gyt Jro F (i )du T_ N
A?-Aﬁ:/ €2 N ’ (ﬁl/Qa—F(—r))Aﬁdr.
0

By Minkowski’s integral inequality, Lemma 4.11, and the monotonicity of the
hyperbolic tangent, it follows that

2\
(=]l -2[))
T—r u
t e—ﬁfqut F(A1/2>du /0 T —r ~\
e G CE L
2 \N12 pt g fr (S )du
o (Y [ oy,
sy /2 0 )\1/2 /\1/2
912 /2 ot ~1/2 ~1/2 1 T-r u w
< A4 (—31161/2) / 7)\1—/20[ <1 — tanh (7)\1—/20[@ — 7“))) o~ i I P (5 ) g,
a”y 0

2\ 1/2 ~1/2 t x1/2 . N
< AL/4 ( 206 ) (1 — tanh ('y a(T — t)>) / I Oze_ A11/2 Jr = F(Al/Z)dudr
0

a3F1/2 \1/2 2\1/2
2pe? 1/2 71/20[
< 2)\1/4 <a351/2) (1 — tanh (W<T — t))) .

Together with Lemma 4.12 and Minkowski’s integral inequality, this shows

dr

2p:| 1/2p
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that

~ e 2 \P?
A — AM|ge = E (/ ‘A?—A? dt)
0
AT 2 py1/2p
<E </ }A?-A? dt)]
L\Jo
T 2 AP\
st
0
T _2p VP 1/2
/EUA?—A? } dt
0
INT T ~1/2 2
4)\1/2a3]%£1/2 i (1—tanh (’y)\l—/g(T—t))) dt

1/2
< (8]952 /\) _ O(/\I/Q)

1/p

/2

IN

1/2

IN

Therefore, again by the Minkowski’s integral inequality and triangle inequality
for the HP norm, we have that

1A — AMlgs < A — AM|g + [|AY — AM|gar

T 2p 1/p 12 ~
/ E UA%“—A? } dt| 4 |AY = AN
0

1/2

T
(/ O(A)dt) +O(\?),
0
Similarily,

HYL,\ + )\1/251/2043’\”}11? < ||Y1,)\ + A1/2A7«1/2&AAHHP + Al/Qﬁl/QaHAA . 3>\||HP-
0

IN

Proof of Corollary 4.9. The approximation for the frictional equilibrium price,
the equilibrium return, expected return as well as the equilibrium volatility
follows similar argument as in the proof of Corollary 4.6. More specifically,
recalling that

;?Iv“rv vy 3271—72
27 ,yl+fy2’

from (4.22) we have
(1) = 2124192 (4! — 4?)
R
A() = 22412 (4 =42 CasAll?
G ik '

AN

Eas\Y?(T —t),
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Since
Sy =S, + +:Y\}/1:17

from Theorem 4.8 we have

212402 (L —92)
(P2 Eash (T = 1)l
= 1S: = Sy — A(t)|me
<SS =8 =Vlwr + 1V = A®) |l
< [AIYP + A2l g + [FIAF2al| AN g + O(A)
= O(\) + ONY +O(N).

IS¢ — S

The estimation for the drift rate and the volatility follows similarly as in Corol-
lary 4.6 with the help of Lemma 4.7. For the trading rate, recall that

A
Sbl — Ytl
t )\ :

Hence Theorem 4.8 yields the asserted approximation of the turnover rates:

: —1/241/2 R 1 ~1/2 A 1
l6" + A7 2 aAN g = [V + AT 20dN g = $O(V) = O(1).

103






Chapter 5

General Formal Small-Cost
Asymptotics

5.1 Introduction

In Chapter 4, we have considered the simplest version of the equilibrium models
with transaction costs from Chapter 3. For constant quadratic trading costs,
zero aggregate endowment, and linear state dynamics, the FBSDE system from
Chapter 3 could then be reduced to a system of Riccati ODEs and finally a
path-dependent but scalar ODE. Existence for this equation could in turn be
established using elementary comparison arguments. The bounds established
in this argument then allowed us to derive a rigorous asymptotic expansion of
the solution for small transaction costs. Starting from this approximation of
the ODEs, we finally constructed a leading-order approximation of the original
FBSDE system and, in turn, the equilibrium with transaction costs.

For more general state dynamics and/or non-constant or non-quadratic
costs, the reduction to a system of Riccati equations is no longer possible.
In Chapter 3, we have proposed a deep learning algorithm that presents one
possible approach to dealing with the FBSDE system in such more general
settings. It has the advantage of being very flexible, but its implementation
is nontrivial. Indeed, even with substantial tuning of hyper-parameters and
computation on a GPU unit, the algorithm only produces stable results for
relatively short time horizons of a few months.

Buoyed by the accuracy of the asymptotic expansions form Section 4.4 for
the model with linear state dynamics, we therefore now formally extend these
results to the general setting from Chapter 3. To this end, we make a scaling
ansatz motivated by the structure of the rigorous expansion in Chapter 4 and
in turn determine the leading-order coefficients by matching the leading-order
terms in the FBSDEs.

Given that the lack of even basic existence and uniqueness results for the
FBSDE systems appearing here, this analysis is necessarily partially heuristic,
in that rigorous convergence proofs remain a challenging direction for future
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research. However, our formal results suggest that tractable asymptotic ap-
proximations are available even in surprisingly general settings. In partial
equilibrium models with exogenous price dynamics, such general asymptotic
results have been obtained by Soner and Touzi (2013); Martin (2014); Kallsen
and Muhle-Karbe (2015, 2017); Ahrens (2015); Moreau, Muhle-Karbe, and
Soner (2017); Cai, Rosenbaum, and Tankov (2017); Herdegen and Muhle-
Karbe (2018); Cayé, Herdegen, and Muhle-Karbe (2019), for example. A spe-
cific equilibrium model with fixed costs is studied using formal perturbation
arguments by Lo et al. (2004). The analysis in this chapter suggests that a
general probabilistic version of their approach leads to tractable results even
for time-dependent and random transaction costs and arbitrary state dynamics
like in corresponding results for partial equilibrium models (Moreau, Muhle-
Karbe, and Soner, 2017; Herdegen and Muhle-Karbe, 2018). In the present
equilibrium context, this allows to shed light on the impact of “liquidity risk”
on asset prices. This is studied by Acharya and Pedersen (2005) in a model
with one-shot investors; our asymptotic analysis makes it possible to extend
this analysis to settings where agents optimize dynamically over time.

Let us briefly comment on the difficulties in making these formal results
rigorous. Proofs of the partial-equilbrium expansions are usually either based
on stability results for viscosity solutions of partial differential equations (cf.,
e.g., Soner and Touzi (2013); Moreau et al. (2017)) or convex duality (Ahrens,
2015; Herdegen and Muhle-Karbe, 2018; Cayé, Herdegen, and Muhle-Karbe,
2019). It is not clear how to generalize either approach to equilibrium models.
Indeed, the equilibrium price is not linked to a dynamic programming principle
and not the solution of a convex optimization problem. Accordingly, existence
needs to be established using methods tailored to the specific structure of
the model at hand, which is generally highly nontrivial already for friction-
less equilibrium models, compare, e.g., Kardaras, Xing, and Zitkovié (2015);
Xing and Zitkovié¢ (2018); Kramkov and Pulido (2016a). With wellposedness
results at hand, asymptotic expansions would then need to be established in
a second step, see, e.g., Kramkov and Pulido (2016b) for the expansion of
an incomplete frictionless equilibrium model around its complete counterpart.
Developing such results in a general model with trading costs is an important
but challenging direction for future research.

The remainder of this chapter is organized as follows. For the convenience
of the reader, the model with general transaction costs and state dynamics is
recalled from Chapter 3 in Section 5.2. Subsequently, in Section 5.3, we discuss
the derivation of the asymptotic approximation with general state dynamics
for quadratic costs, and show that our results indeed lead to an extension of
Theorem 4.8 in Chapter 4. In Section 5.4, we give four examples to illus-
trate the effect of liquidity risk. Finally, in Section 5.5 and 5.6 we extend
the asymptotic approximations for general power costs and proportional costs,
respectively.
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Notation. We fix a filtered probability space (2, . %, (% )i>0,P) with finite
time horizon T' > 0, where the filtration is generated by a d-dimensional stan-
dard Brownian motion W = (W})scp,r7. Throughout, let | - || be the 2-norm of
a real-valued vector. For p > 1, we denote by HP the R-valued, progressively
measurable processes X = (X;);cpo,7] that satisfy

T p/27\ P
|1 X || = (E (/ |Xt|2dt) ]) < 00.
0

5.2 Model

In this chapter, we study the small-cost asymptotics of the general model
from Chapter 3. For the convenience of the reader, we first briefly recall
the exogenous inputs of the model, the agents’ optimization problems, and
the FBSDEs describing asset prices and the corresponding optimal trading
strategies.

Throughout this chapter, we fix a finite time horizon 7" > 0. Randomness
is generated by a d-dimensional standard Brownian motion (W}).cjo,r1, which
drives a k-dimensional Markovian state variable (Xt>te[0,T] with dynamics

dX, = b(X,)dt + a(X)dW,, Xy = . (?7)

Here, the drift rate b and diffusion matrix a take values in RF and R**¢
respectively. The corresponding infinitesimal generator is denoted by

1
LY =b"V+ §tr (aa"V?). (5.1)
We consider two agents indexed by n = 1,2 that receive (cumulative)
random endowments
d¢ = €"(X,)dW,, where " : R¥ — R?. (5.2)

To hedge against the fluctuations of these endowment streams, the agents
trade a safe and a risky asset. The price of the safe asset is exogenous and
normalized to one. The price of the risky asset has dynamics

dSt = ,thdt + O-tth (53)
and matches an exogenous liquidating dividend at the terminal time:
St =6(Xr). (5.4)

Our goal is to determine the (scalar) expected returns process p and the (R¢-
valued) volatility process o that match the agents’ demand to the fixed supply
s > 0 of the risky asset.
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5.2.1 Frictionless Optimization and Equilibrium

Without transaction costs, the agents choose their positions (¢)co,r) in the
risky asset to maximize expected returns penalized for the corresponding quadratic
variations as in the previous chapters:

T n
720 = [ (v = Ll + 1) at] (55)

For given price dynamics, each agents’ optimal strategy (3.4) for (5.5) is then
readily determined by pointwise optimization. Matching their sum to the sup-
ply of the risky asset in turn pins down the frictionless equilibrium return 3.5.
Plugging the latter into the dynamics (5.3) and taking into account the ter-
minal condition (5.4), it follows that the frictionless equilibrium price of the
risky asset and its volatility are determined by the following scalar quadratic
backward stochastic differential equation (BSDE):

dSy =7 [is + & + & o) dt + 5, dW,,  Sr = &(Xr), (5.6)
where recall that
71,)/2
T AT

The agents’ frictionless equilibrium strategies corresponding to the frictionless
equilibrium price (5.6) are
U N G e L
B N O
Like the equilibrium returns g, = ju(t, X;), and volatilities 6, = (¢, X;), these

equilibrium positions are also functions of time and the state variable only,
o = p'(t, X;). In particular, using Itd’s formula, we can write

where the coefficients b, = b(t, X;) and a, = a(t, X;) take values in R and R,
respectively, and given explicitly in terms of the derivatives of the primitives
& (x), €% (x), b(x), a(x), and the frictionless equilibrium volatility (¢, ).

gr=s—p, te[0,T). (5.7

5.2.2 Optimization and Equilibrium with Power Costs
For

A = M(X)),
we consider transaction costs of power form,'

MGo(@}),  where Gy(x) = |z|?/q for ¢ € (1,2],

! As in the partial equilibrium models of Guasoni and Weber (2018); Cayé et al. (2019)
our small-cost asymptotics below crucially exploit the homotheticity of the cost function;
therefore we do not consider the most general convex specification from Chapter 3 here.
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imposed on each agent n’s turnover rate. The frictional version of (5.5) in turn
is

50 =& | [ (o= Dlow+ 1 - 26yt . 69

With trading frictions, the agents’ optimal strategies are no longer myopic. In-
stead, as discussed in Chapter 3, the optimal position ¢} and the corresponding
trading rate ¢} of agent n solve a FBSDE for each price process of the risky
asset. The expected return of the latter in turn needs to be chosen so that the
agents’ total demand matches the supply of the risky asset. After inserting
this equilibrium return into the asset dynamics (5.3), the equilibrium volatil-
ity is in turn pinned down by the BSDE obtained by matching the terminal
dividend. Unlike its counterpart (5.6) in the frictionless case, this BSDE is not
autonomous, but coupled to the FBSDE determining agent 1’s corresponding
optimal position and trading rate (their counterparts for agent 2 are then fixed
by market clearing). After the reparametrizations from Subsection 3.4.3, the
resulting FBSDE system then reads as follows:

dXt = b(Xt)dt + Cl(Xt>th, X() = T, (510)
e = (@) [ YD) ot — adm, At — b — T 51
(Apy™) = (( q) by — b)dt — a, dWy, Ay —Sﬂo_—ma(~ )

r T
V) = |5 (2500 + s (22 +720) + ¢l + &) (20 +7327) } dt + Z) W,
Vp =0, (5.12)
[ 2¢2 el - Ao AN (ZA | 2T = T
|G = 2o+ 20522 A7) o A ~oLA
dy,"* = — — 20 =%
2 010y
F (G + ZNHAZIN G+ 2D A2 A | dt + Z0N W,
v}t =0, (5.13)
Here, the exogenous forward process X; is autonomous. In contrast, the other
forward process Ag, A = <pt1”\ — @,}”\ describes the difference between agent

1 frictional and frictionless equilibrium positions. It is therefore naturally
coupled to the backward component Ytl”\ = /\tG;(gbtl ’A), which corresponds to
the marginal trading cost of agent 1’s optimal trading rate (and therefore in
turn depends on the deviation Ag;  from the frictionless allocation). Finally,
the two backward components are also coupled together and, together, describe
the adjustment of the equilibrium price due to transaction costs:

S}~ G, = Y} + 3V, whered =L,
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5.3 Small-Cost Asymptotics

We now derive small-cost asymptotics for models with general state dynamics.
In order to make the derivation easier to follow, we first consider the simplest
case of quadratic costs (¢ = 2), and show how to generalize the asymptotics
for the model with linear state dynamics from Theorem 4.8 in this case. Sub-
sequently, we then turn to models with transaction costs of a general power
form, before concluding with a discussion of the important limiting case of
proportional costs.

5.3.1 Asymptotics for Quadratic Costs

The backward processes Y and V;'* in the Markovian FBSDE system (5.11)-
(5.13) are generally functions of time ¢ as well as the forward processes X; and
Anp% . For small transaction costs, we now make the following ansatz inspired
by the asymptotics from Theorem 4.8 of the FBSDE system for the model
with linear state dynamics that we have studied in Subsection 4.4.3. Given
the volatilities 7, a; of the frictionless equilibrium price and trading strategy
of agent 1, consider the linear SDE
_ T\ 1/2 9
dA) = — (%) AMdt — G, dW,,  A) =gl — % (5.14)

We then propose the following approximations for (5.11)-(5.13):

V)= N2A X)), (5.15)
V= — (Mnaa!) P A (5.16)

As in Theorem 4.8, A} approximates the deviation Ap;™ = ol — @! of agent
1’s frictional position from its frictionless counterpart. The drift term in (5.14)
therefore corresponds to the approximation (5.16) of agent 1’s trading rate
v;"*/\;. Compared to Theorem 4.8, we have replaced the constant frictionless
volatility and trading cost by their random and time-varying values ; and \A;
in the present more general model. This is motivated by the results of Moreau
et al. (2017), who show that updating the (relative) trading speed in this
myopic manner is asymptotically optimal in partial equilibrium models. The
diffusion part in (5.14) is induced by the frictionless equilibrium strategy, so
that we replace the Brownian motion from Theorem 4.8 by its generalization
from (5.8) here. Like in Theorem 4.8, the corresponding drift of the frictionless
equilibrium strategy can be neglected for the leading-order approximation we
construct here, since it is only of order O(1)whereas the trading rate becomes
large for small transaction costs. (More precisely, it is of order O(A™1/4).)
The approximation (5.15) of the backward process )} is a direct general-
ization of its counterpart in Theorem 4.8. The deterministic function that was
sufficient for the leading-order approximation there depends on the frictionless
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volatility and trading costs. Since these quantities can depend on the driving
state variable here, we naturally allow the approximation to be a function of
these state processes as well.

We now argue that, for a suitable choice of the function A(¢,x), the ap-
proximations (5.14)-(5.16) indeed allow us to approximate the FBSDE sys-
tem (5.10)-(5.13) at the leading order for small A. To this end, first consider
the approximation of the forward component (5.14). Its dynamics (5.14) and
the approximation (5.16) show that the forward equation (5.11) is indeed sat-
isfied up to terms of the next-to-leading order O(1).

To proceed, observe that since the mean-reversion speed for @A is of order
O(A~Y/2), the asymptotic order of (the standard deviations of) A} is O(A/4)
similarly as in Lemma 4.14. It6’s formula applied to (5.16) in turn yields

AV = — (Maia) A) P dA) + 0N
- (y&ﬁjﬁ? + O(/\3/4)> dt + ((/\Awaﬁj)m ar + O(/\3/4)> dW,.  (5.17)
Whence, the corresponding diffusion part has the approximation
ZM = ()\At’y&t6tT)1/2 ay + O(X¥4). (5.18)
Similarly, It6’s formula applied to (5.15) shows
AV} = N2 (A + LY A)dt + VAT adWy) . (5.19)
In particular, the corresponding diffusion part is
ZX = \2v, ATq,. (5.20)

In view of (5.18) and (5.20), the drift of ¥;"* in (5.17) indeed matches its
counterpart in the backward equation (5.12) at the leading order O(AY/4).

We now turn to the other backward equation (5.12). By (5.18) and (5.20),
its leading-order drift term is of order O(A/?) and given by

7 (255 + € +€7) (a7 VoA + (M55 7)) A2,

To match this leading-order term with (5.19), the function A(t,z) needs to
solve the following linear PDE with source term:

DA+ LXA = 3255 + & + €2)a TV, A =77 (vAge ) (257 + &+ 2)a

Together with the terminal condition A(T,z) = 0,% it follows that A(¢,z) has
the Feynman-Kac representation

T
A(t,z) = —F7E,, { / (vo,0, M) (256, + €1+ €)7a,) dr| . (5.21)
t

2In contrast, we do not match the terminal condition for )} as in the time-averaged
asymptotics of Subsection 4.4.3, where this does not affect the order of the accuracy if the
approximation errors are averaged across times and states.
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Here, the expectation is taken under the measure P for which the state variable
has dynamics

dX, = b — Fan(255, + & + &) T)dt + a,dW.

In summary, if the function A is chosen appropriately as the solution of
a linear PDE with source term, then the ansatz (5.14)-(5.16) indeed allows
us to match the leading-order terms in the FBSDE system (5.11)-(5.13). The
corresponding approximation of the equilibrium price adjustment due to small
transaction costs in turn is

Sy — S, =V + 7Y, = YA+ AV = A2A( X)), (5.22)

5.4 Examples

We now illustrate the implications the small-cost approximation (5.22) in a
number of examples. As a sanity check, we first reconsider the setting with
linear state dynamics from Chapter 4.

Example 5.1. Suppose as in Example 3.5 that
g =- =W, and & =BT +aWr,

for £, > 0 and § € R, so that ¢ = ov and a = —&/a. For constant transaction
costs (Ay = A > 0 and A(z) = 1), (5.34) then shows that the leading-order
price adjustment (5.22) is given by

2124192 (4! — 4?)
MNP2At 2) = AT — ).
(t, ) CEE Eas\*(T —t)

This is exactly the leading-order approximation (4.29) from Corollary 4.9. In
particular, we need to choose 72 > ! to reproduce the illiquidity discounts
observed empirically by Amihud and Mendelson (1986).

Next, we consider transaction costs driven by a Brownian motion indepen-
dent from the one driving endowment and dividend shocks.

Example 5.2. Let d = k = 2 and suppose X = W is a bivariate standard
Brownian motion. Endowments volatilties and the terminal condition for the
risky asset are functions of the first component only,

g=-=cw, &=pT+aWl.

Accordingly, the frictionless equilibrium is of exactly the same form as in Ex-
ample 5.1 above. In particular, & = (a,0)" and @; = (—¢/a,0)". The second
component of the Brownian motion drives the transaction cost \; = )\A(Wt(2)).
By Girsanov’s theorem, the dynamics of the second component X2 = W2
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then remain unchanged by the passage from the original probability to P.
Jensen’s inequality in turn shows that

Boo |[VACD)] = B [VA)| < \/Eia [ACX))

As a consequence, with 42 > ~! as above, the illiquidity discount

21/2,}/172<,yl _ 72) T
1/2 _ 1/2
02 N, 2) = =T bas) /t By |V dr

21/27172(71 _ 72) T
> )\1/2/ \/Ei. [Adr..
T (2R s ¢ v [Arldr

with independent stochastic transaction costs is always smaller than for con-
stant costs of the same average magnitude.

Example 5.2 is reminiscent of a finding for partial equilibrium models
in (Moreau et al., 2017, Equation 1.2), where the leading-order correction
of the frictionless value function due to small transaction costs also turns out
to scale with the square root of the trading cost, suitably average across time
and states. Whence, if the volatilities of the market and the frictionless target
strategy are constant (like in the present setting) or, more generally, indepen-
dent of the fluctuations of the transaction costs, then the welfare impact is
smaller for stochastic costs than in an otherwise equivalent market where the
cost is replaced by its average. The intuitions for this seems to be that by
“timing the market” across times and states (i.e., trading more aggressively
when trading is comparatively cheap), the welfare impact of transaction costs
is reduced. Analogously, the effect on equilibrium prices is reduced in the
current setting.

In contrast, Acharya and Pedersen (2005) find that independent liquidity
risk is priced as an additional risk factor and in turn increases the liquidity
discount. The explanation for this apparent contradiction is that the agents
in the overlapping generations model of Acharya and Pedersen (2005) only
trade once and therefore cannot time the market. Accordingly, the additional
risk of fluctuating trading costs is the main effect for them. In contrast, when
agents can shift trades over time to periods of high liquidity, (5.2) shows time-
variations in liquidity can in fact be beneficial for agents sophisticated enough
to exploit them.

However, this result can be reversed if the fluctuations of trading needs
and transaction costs covary, as documented empirically by Acharya and Ped-
ersen (2005); Collin-Dufresne et al. (2020). This is illustrated by the following
concrete example.

Example 5.3. Suppose d = 1, k = 2 with

b(z) = (_V;Ox(z)) , alw) = G)
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This means that, as before, the first component Xt(l) of the state variable is a
standard Brownian motion. It drives the terminal dividend & = ﬁT—i—aXél), SO
that the frictionless equilibrium price remains a Bachelier model with constant
volatility 6; = («,0)" as long as the aggregate endowment is zero (£} +£2 = 0).

The second component of the state variable is an Ornstein-Uhlenbeck pro-
cess (with unit variance) that drives both the volatilities of the agents’ endow-
ments (and in turn their trading needs) as well as the transaction costs. To

wit,
de} = —dg? = ¢[X7|dw,

so that the volatility of agent 1’s frictionless equilibrium strategy (5.7) is
_ £
ar=——1x7]
«

In order to ensure that the trading cost remains positive (and to obtain
tractable formulas below), we model it by the square of the OU process,

A= A X

By Ito’s formula, the trading cost has the CIR dynamics and, in particular,
long-term mean A:

A\ = 12 (N = \p) dt + VA X/ Nd W,
for the standard Brownian motion

X2
1

th:—2 <@ 40
|Xt()| {X;”#0}

dm/t + I]_{Xt(z)#()}dwtl’

where W+ is a standard Brownian motion that is independent of W.
With these specifications, the leading-order price adjustment (5.34) due to
small transaction costs is

91/20172( N1 _ A2 . T
)\1/214(0’@ _ T = )ﬁasAl/onyx [/ ]Xt(Q)\th} _
0

(v + )7

If, instead, the stochastic transaction cost is replaced by its long-term average
A, then the corresponding price adjustment is

1.2/ 1 .2 R T
10— g, { / | X,f”ldt] _
(vt +72)¥ 0

21/2

)\1/2[1(0, x) =

By Girsanov’s theorem, the state process Xt(m still is an OU process under the
measure [P:

2 4 N -
dx® = % (__‘m - X§2>) dt + vdW,?.
v
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Accordingly, under the measure @, Xt(2), t € [0, T] is normally distributed with

1,2 _ 120\ Adovsd . 2 .
mean e~ 2" 'z — (1 — e”2""")=2 and variance 1 — e™”". For sufficiently large

t, these converge to the stationary values

. Aasy

mx =

and s% = 1.
v

As a consequence, the ergodic theorem allows us to approximate

~ 1 [T
Eo. {T/ |Xt(2)|2dt} ~ 14 m%, (5.23)
0

For constant transaction costs, the ergodic theorem and integration against
the probability density of the normal distribution show that for sufficiently
long time horizon T,

~ 1 T (2) ﬁ%{\/? R 7/7\1)(
Eo. | = X V\dt| me 72 4/ — Erf | —= ).
0, {T/o | X7 e W—i—mx r 7

The derivative of the right-hand side with respect to px is Erf(my/v2) <
1. As a consequence, the multiplier for constant transaction costs is smaller
than 1 + m%, the multiplier for stochastic transaction costs. As a result,
replacing the transaction costs by their long-run mean reduces the size of the
illiquidity discount here — for all parameter values, given that the time horizon
is sufficiently long. The ratio of the illiquidity discounts with stochastic and
constant costs only depends on the parameter my. On the negative halfline,
this function is decreasing, so that fluctuations of liquidity have a big effect
here if they are persistent for small v.

The previous two examples can of course be combined to obtain models
where the impact of liquidity risk depends on the relative magnitude of trading
needs independent from and perfectly correlated with the trading cost.

Finally, we have a look at an example with stochastic volatility. In this
context, the impact of liquidity risk on illiquidity discounts turns out to be
ambiguous.

Example 5.4. Suppose the state variable is a one dimenional CIR process
with dynamics -
dXt = H(X - Xt)dt — Vy/ Xtth.

The terminal condition for the risky asset is

T T
G = S() + / ﬁSXtdt + / \V Xttha
0 0

so that — for a zero aggregate endowment (& + &2 = 0) — the frictionless
equilibrium price has the (arithmetic) Heston and Nandi (1998) dynamics

dgt = ’_}/SXtdt + v Xtth.
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In particular, the frictionless equilibrium volatility is

a-t‘: \/Yh

and the corresponding frictionless optimal trading strategy of agent is

1 &
et =-4( )
For & = —&2 = £X,, this is proportional to v/X; which, by It6’s formula, has
constant volatility /2. In summary, the volatility of the frictionless strategy
then is also constant:
&
G = 75

The last ingredient for the frictional price adjustment are the dynamics of the
trading costs themselves. If these are constant (A\; = ), then the leading-order
price adjustment (5.34) due to small transaction costs is

172(A1 T
A2A(0,z) = 2?/27(7<V+ 77)332@%1/21@% { /0 Xtdt] . (5.24)
Let us now compare this to stochastic transaction costs AA(X;). Then X;
in (5.24) is replaced by \/A(X¢)X;. For concreteness, let us assume that the
transaction costs are a multiple ¢ of the infinitesimal variance of the risky
asset as implied by (Garleanu and Pedersen, 2016, Section 3.2). Then X is
replaced by ¢!/ 2Xt3 ’? in (5.24). To ensure that the stochastic and the constant
costs have the same long-term means, we choose ¢ = 1/X. Then, the price
correction with stochastic costs is

3/2

St

1.2 R
AN2A0,2) = L o 7) ) cvsA\2E,, (5.25)

21/2(y1 4 42)3/2

Under the measure ]IAD, the state process X; still is an CIR process:
dX, =« (ﬁ)‘( — Xt> dt + u\/Xtd/Wt, where K = k + 29sv.
K

Whence, the ergodic theorem shows that for large T', the expectation in the
price correction for constant costs is approximately

~ T _ K
]E(),x |:/ Xtdt:| =~ TX:
0 I

To compute the expectation in the leading-order price correction (5.25) with
stochastic costs for large T', again use the ergodic theorem. Since the CIR
process has a stationary Gamma(QX”” ) law under P, this leads to

X3/2 1 3/2 p 2mX
[ ard (2) T
o X2 X172 \ 27 (X

—TX( )3/2 (2&)_()_ INCES 2’;—2X)
R

2

IE0,:::
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As a result, the illiquidity discount with stochastic transaction costs is bigger
than with their constant counterpart if

26X _3/2F§+M 1/2
(K) FG+57) ”2)><1+2735> .

2

The function y — y=*/*T'(2 +y)/I'(y) is strictly decreasing and maps (0, 00) to
(1,00). Accordingly, liquidity risk increases the liquidity discount here if X is
small enough, but decreases it if X is large enough relative to the other model

parameters.

The models considered here only serve as an illustration for the wide scope
of the asymptotic expansions. Calibrating such more general models to data
and identifying parsimonious yet flexible specifications is an important direc-
tion for further research.

5.5 Asymptotics for Power Costs

We now extend the formal asymptotics from Section 5.3.1 to transaction costs
of the general power form A|z|?/q, ¢ € (1,2]. To this end, we generalize the
ansatz (5.14) - (5.16).

For the approximation JA/tA of the backward process ), we expect that it
still is a function of time and the state variable as in (5.15), but that the scaling
in the transaction cost parameter depends on the elasticity ¢ of the trading
cost:

V)~ A A® X). (5.26)

Remark 5.5. The choice of the power is motivated by the following considera-
tion. The partial-equilibrium results of Guasoni and Weber (2018); Cayé et al.
(2019) show that the same power governs the leading-order reductions of the
value functions in their settings. For quadratic costs, we have seen above that
the adjustment of the equilibrium price is of the same order as the adjustment
of the value function. Accordingly, we make the same ansatz here.

Next, consider the approximation of the other backward component Ytl’)‘.
Recall that the equilibrium trading rate of agent 1 is (G;)_l(Ytl’)‘ JAN;). In
view of the small-cost asymptotics for partial equilibrium models developed in
Cayé et al. (2019), we expect this to be a function of the state variable and
the deviation Ag} of the frictional position from its frictionless counterpart.
More specifically, inspired by the long-run equilibrium given by ¥;' = g,(Ap;)
in Chapter 2 and the rescaling for power costs from Section 2.6.4,% we assume

3As in Section 5.3.1 and in Cayé et al. (2019), the constant volatilities and trading costs
are updated myopically over time by plugging in the current values.
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that

3 I
S1, ()\At)‘ﬂr2 (70150; (ata;r) ) o
q

1 q
1 = =T q+2 1 q+2
~ =L [ 4700y A
292 | ———— AL . 5.27
9o ( ( AN ) (atatT) t) (5.27)

Here, we recall that g, is the solution of the canonical ODE (2.58),

94 (@) + gy () sen(gy(x)) | ==

By definition of g, 21”\ and ﬁi‘ then have opposite signs.

Remark 5.6. Here, the rescalings of &;\ and the dynamic are again inspired
by the partial equilibrium results of Guasoni and Weber (2018); Cayé et al.
(2019). For quadratic costs, the function go was linear in the second variable
(compare (5.14)), so that the inner and outer rescalings simplified to the single
term A'/2. For general power costs, the function Jq is not homothetic, so that
both inner and outer rescalings are necessary.

The approximation (5.27) in turn suggests that the dynamics of the devi-
ation Ap; = ¢} — @; can be approximated by the solution of the following
SDE:*

_ T T2\ 72
-~ qvoio atQ -~
iR = - ( e ) sen(87)

1
~ a—1 &:5,) \ a2 @z D 7=t
s, (2 ()™ ()™ )
X dt — C_ltth,
q

572

Ad=pb — 21
0 Po— 71+72

(5.28)

By definition of g,, the corresponding deviation 33 quickly mean reverts
around zero for small transaction costs. (More specifically, it is of order
O(AY(@+2)) compare Cayé et al. (2019) and (2.60).) Together with the canon-

4Like for quadratic costs in Section 5.3.1, the drift rate of the frictionless equilibrium
strategy is again negligible here relative to the large trading speed for small transaction
costs.
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ical ODE (2.58), Itd’s formula applied to (5.27) in turn yields

f a-1
AV — A - V0.5, (dt@:)z " ot qyo:0, w2 1 \ 2
g 8 AN, God,

_1

1 q
— T\ 752 )
5 q—1 quo-to—t q 1 q+ /\)\ /\>\ 3 2
' 2472 AN | dA ] N\3/at
+9, ( ¥ ( A, ) (ataj) t) A+ O( )

2g+1 1

M\ 72 (1) 5 . L e
) <Tt) (5> (voua] ) (@al) ™ (g + 3 sen(a,) % Jat

M, \7E L

— <m) (75t5tTdtdtT) q+2 g;atth + O(}\?)/‘H-Q)
tUe
2 -
M T2 e (1 e
- — <2q—1q) (Vato't ) +2 (alta;r) g;atth

703, Ajdi + O). (5.29)

Comparing the diffusion term to its counterpart in (5.13), we find
A\ a2 1\
SIA _ \2/q+2 t N\ - T\ e 3/q+2
7,0 ==\ (—2‘1_1q> (vai5, ) (_atatT> goag + O(A ). (5.30)
Similarly, 1t6’s formula applied to (5.26) shows

AV} = NP2 [(9,A(t, X,) + LYA(L, Xy)) dt + VLAt Xp) T ad W]
+ONY2), (5.31)

so that comparison with the diffusion part in (5.12) gives
Z) = N2 At X)) Tay + O(N/472), (5.32)
Now, compare the leading-order drift rate of order O(AY9%2) in (5.29) to its

counterpart in (5.12), also taking into account (5.30) and (5.32). Accordingly,
A satisfies a linear PDE with source term,

OA+LYA - 7256 + €' +65)a"V,A

2 2—q
~ A\ o s 1\« _ 1 N=T
— _,y,y< — q) (yoo ')+ (_aaT) (2s0+& +&7)a
1 q ~
- g N2 /1 N2z A
[ =2 (qyo0
X Je <2q+2 ( X ) (d(‘f) )\1/q+2> : AT, z) =0. (5.33)
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Together with the terminal condition A(T,z) = 0, this leads to the Feyman-
Kac representation

~ Tr A i _a_ 1\
Alt2) =778 | [ ( ) (10077 ( i T) (255, + €L+ E)a
t

20-1q a,a,

5 5T\ 2 B AN
N a-1 (qV0,0, \* 1 \e2 A
X g(’] <2q+2 <A—u> (auaT) /\1/q+2> du], (534)

where P is defined by

AW, = dW, + (256, + €} + €2)dt. (5.35)

In order to simplify this formula for A(t, x), first integrate both sides of (2.58)
and notice that the canonical function g, also satisfies

1
q—1

Jg(x) + (= 1)

We then introduce the following useful identity for the canonical function g,
cf. the proof of Proposition 4.2 in Cayé et al. (2019)

—1 _rz
0=L""g,(x)e b
q

= (¢ - 1)/_+oo (g;(;c) _ 94(%) | ga(@) “) i

q q q
) -
-/ N (%%(@ + (* + ,(0) - g;u;») e

_ /_:O <x2+§;(0) _ @) s
M B 1/oo g(z)e lo

q
Cq qJ-

1
M‘ﬁd +o0

a y‘
—00

1
9q(y) ’ q—1
q dy

dx

1
dq(y) ‘ q—1
q dy

N}
[}
—
)
N

dx

1
dq(y) ‘q—il
q dy

dx

1
£7q<y) q—1
12T dy

dx,

9q(y) =1
q q—
T ay

dx.

1 —1
dy) da:] ,

o dy) dx

o dy> dx

Here, we recall that
Cqg= |2 / exp | — /

0 0
oo (0
fooo exp (_ f()z

Jq (y)

9a(y)
q

Vg =

q
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and in turn

M‘l
q

T gy = g(8, + 5,(0)): (5.36)

o [ e

[e.9]

Now, by (Cayé et al., 2020, Theorem 1.2), as A | 0, we can approximate A(t, x)
with (5.36) as

T 2 2—gq
. At q+2 _q_ 1 a+2
A ~ F7E 00, )77 | —=
(t,x) =97 tx[/t (241(1) (vaea, ) (ata;)
x (250 + €4 + )l a(F, + 5,(0))du]
qy\ ez . _
= ()7 @0 +2)

N T 2Au *u*T % a+2
X Bty / ((0—02“2> (2s0, + Si + 55)&; dr
) B 24

Therefore, the leading order asymptotics for illiquidity discount is
j)\A - )\2/q+2"4(t7 I),

where

Alt.x) ~ 37 ()7 @0 + 5,

q
2

. T (oA, (5.67)7\ "
« B, / (U—O;“) (256, + €L+ )a, dr| . (5.37)
t (aua,) 2

For quadratic costs, the asymptotic price adjustment (5.37) indeed reduces
to its counterpart derived directly above.

Remark 5.7. When ¢ = 2, the solution to the canonical ODE is
go(z) = —2x, (5.38)
then g5(0) = —2 and
5 — I 2 exp (— [ ydy) da _
fooo exp (— fox ydy) dx

Now suppose the dimension of the Brownian Motion is d = 1, transaction
costs are constant (A; = 1), and the state dynamics are linear as in Chapter 4:
&=~ =W, and & = BT + aWry so that a; = —¢/a. Then:

(5.39)

~_(27\* ., ~ TS g 2(5u51)% m _ 1 2N=T
() @Ok | [ (222 s gl al dr
to\ (@uay) ?
2
2~ T2
= -7 (%) V202(T — t)2s«a (—é)
o

=297 /¢as(T —t). (5.40)
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This is exactly the approximation A(t) we have derived directly for quadratic
costs in (4.22). For the volatility correction due to small transaction costs,
from gh(z) = —2, implies that

2 2—2
1 4 2 (a?) ¢ &
A~ ~\2/4 2\ % ~
Z0 4727 = 0—9A / <22_12> (704 ) (—52) gé (—a>

1 §
_ —7§A1/2’71/204§2—
(6%

— AL\, (5.41)

which is also the same as the one derived directly.

Remark 5.8. When ¢ = 3/2, the solution to the canonical ODE is no longer
available explicitly. However, we can still numerically compute g /2(0) =

Now suppose the dimension of the Brownian Motion is d = 1, transaction
costs are constant (A; = 1), and the state dynamics are linear as in Chapter 4:

&= & =Wy, and & = BT + aWr so that @, = —¢/a and a; = —&/a.
Then:

3 3

/3y\F S T(2(cu0,)" _ _

Y <§7) (93/2(0) + U3/2)Er o / (—4)4, (250, + &, +&a, dr
t

= —(—L.771 + 0.759)257€/7 (%)8/ " s(69)Y7(T — 1)

= 197657 7o/ T3 (T — 1),

Therefore, the price adjustment due to transaction costs is
Sy — S = 1.976577>/ 7Y T T ANV (T — 1),

in this case. For the volatility correction,

= 2/7
’y t ~ fy 21/2§ (fya) é— g3/2 a
2

o\ 2/7
_ (5) 93/23)\4/773/755/704_1/7,

S _1-153:)/\73/765/705_1/7)\4/77

Compared to the corresponding formulas (5.40) and (5.41), we see that the re-
spective constant and power to which the input parameters are raised changed.
In contrast, the comparative statics of the formulas remain almost unchanged.
In particular, illiquidity discounts and liquidity premia necessarily correspond
to a positive relationship between liquidity and volatility also for non-quadratic
costs here.
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5.6 Asymptotics for Proportional Costs

Proportional costs AA(X;) can be studied as a singular limiting case of the gen-
eral power costs as ¢ | 1. However, we can also deal with them directly, which,
again, inspired by the long-run proportional equilibrium in Chapter 2. More
specifically, notice that as ¢ | 1, the solution g, to the canonical ODE (2.58)
converges to

. 1 5 3 2/3
gl(I) = (gl‘ — (§> T ﬂ{|r\§(%)1/3} + ﬂ{m<—(%)1/3} — ﬂ{z><%)1/3}' (542)

As a consequence,

3\ 2/3
~/ _ 2 _ | = 1/s a’ = 1/3. .
Define

It z) = (3A‘WT)I/3. (5.43)

2vaa "
For small A\, we then use the following ansatz for the approximations of the

FBSDE (5.11)-(5.13):
V)= NPAL X)), (5.44)

T\ 1/3 1/3 X
LA ~ Y0t0y o ~ 3 A
Y, = Mgy ((W) At) = M1 <(§) )\1/3lt> ) (5.45)

Note that this coincides with the corresponding approximations for general
power costs (5.27) and (5.26), respectively, for ¢ = 1. Recall our conclusion
from Section 3.6 that trading only occurs when |}A/tl”\| = ). By the definition
of g1, this translates to the condition that ﬁf‘ = \/31,. As a result,

dA} = dL} — dU) — a,dW, (5.46)

where L* and U” are the minimal increasing processes to keep 3? inside the
interval [—AY/31,, \1/31,]. Now, apply It6’s formula to (5.45), obtaining

a0 " A + Laar e )\ grdt | +0(N)
t ! /\At&td; ! ! 2 o )\A/\tdtatT !

— T 2/3 751552— 3 ~/ A P
= Y00, At dt + A At F g1 (st - dUt — atth) + O()\)

Q10

Comparing the diffusion term to its counterpart in (5.13), we find that

R _ _T\1/3
71N = )23, (M) dla; + O(\). (5.47)

= =T
Atatat
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Similarly, It6’s formula applied to (5.44) yields

AV} = NP [(9,A(t, X)) + LXA(L, X,)) dt + VL A(t, Xi) T adW;] + 0(?2.48)

Whence, comparison with the diffusion part in (5.12) gives
Z) = NPV, At X)) Tay + O(N). (5.49)

Now, compare the leading-order drift rate of order O(A/72) in (5.48) to its
counterpart in (5.12), also taking into account (5.47) and (5.49). This shows
that the function A needs to satisfy a linear PDE with source term:

OA+LYA - 7256 + €' +65)a"V,A

[ ~GG"TA? 5 ~ o, 567 \7 ~
= =Y <,Y daT ) (280- + 51 + 52)aqu (()’\YACLGT) AA) )

A(T,z) = 0. (5.50)

Now by (Cayé et al., 2020, Theorem 1.2), as A | 0, we can approximate the
illiquidity discount Y* = A\%/9t2A(t, x) where A(t, ) is approximated as:

A(t, z)
T /o= =TA2\ 3 N
VOu0y Ny _ 1 e2\-T YOuOy N
“uu 255, + & + ——— ) A’ |d
/t ( dudI ) ( % gu £U)augq (()‘Auaua;—) u) u]

o~ T3, (1 _ L ¢2\=T
~ ’}/’}/Etx ol § -1 ]1[|£u‘§)\1/3lu](250-u + g’u + gu)au du
t u

= :Y\iEt,x

~ T A
= 7B [ / TH(250u + €, + Eay du}
t u

T 2 AQ* T\ 1/3
/ (M) (256, + €L + €)al du| | (5.51)
t

_ %,
T 3a,a,

Up to a change of powers and constant, this again closely parallels the
formulas we have for superlinear costs above.

Remark 5.9. Observe that g;(0) = — (%)2/3 and 0] = % (%)2/3. Plugging this

into the expansion (5.37) for general power costs and sending ¢ — 1 then yields
the same approximation as (5.51):

2 1
3\° T (AN \® L 1 2\AT
(5) E: . [/t (W) (250, + &, +&,)a, dr
T (9vA2G,5) 1/3
/ (u) (250, + €L+ E)aldu|
t
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