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Abstract

Homology identification is the first step for many genomic studies. Current methods, based on

sequence comparison, can result in a substantial number of mis-assignments due to the similarity

of homologous domains in otherwise unrelated sequences. Here we propose methods to detect

homologs through explicit comparison of protein domain content. We developed several schemes

for scoring the homology of a pair of protein sequences based on methods used in the field of

information retrieval. We evaluate the proposed methods and methods used in the literature

using a benchmark of fifteen sequence families of known evolutionary history. The results of these

studies demonstrate the effectiveness of comparing domain architectures using these similarity

measures. We also demonstrate the importance of both weighting promiscuous domains and of

compensating for the statistical effect of having a large number of domains in a protein. Using

logistic regression we demonstrate the benefit of combining similarity measures based on domain

content with sequence similarity measures.

1 Introduction

Figure 1
In this work, we investigate explicit comparison of domain architecture in predicting homology. A

domain is a sequence fragment that will fold independent of context into a protein subunit with

specific shape and function. Multi-domain families evolve through replication of genes (speciation and

gene duplication) and domain shuffling (insertion, deletion, rearrangement, and internal duplication

of domains). As a result, multi-domain families have properties that challenge current homology

identification methods. Sequences in the same family can have different domain composition (e.g., A,

B, C and D in Fig. 1), while sequences that are not descended from a common ancestral gene may

share a homologous domain (e.g., D and E in Fig. 1). Current methods, based on sequence comparison

result in false positives: unrelated sequences that have significant sequence similarity due to a shared

domain will be incorrectly identified as homologs. This problem could be solved by making identical

domain content or full-length alignments a requirement for homology identification. However, that

would eliminate true homologs with different domain architectures (e.g., C and D), resulting in false

negatives.

The need for accurate multi-domain homology identification is urgent. Multi-domain proteins

represent a substantial fraction of the proteome: about 27% of proteins in bacteria and 39% of proteins

in metazoa are multi-domain proteins (Tordai et al., 2005). Moreover, these are proteins of particular

functional importance. In metazoa, complex multi-domain families are involved in cell-cell signaling,
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cellular adhesion, and cellular migration, functions crucial to the evolution of multicellularity (Ben-

Shlomo et al., 2003; Miyata and Suga, 2001). Multi-domain proteins are also implicated in many

areas of human health including immune response and tissue repair (Patthy, 2003; Aravind et al.,

2001; International Human Genome Sequencing Consortium, 2001; Venter et al., 2001). Since cancer

typically arises from failures in signaling or apoptosis, most oncogenes are multi-domain.

Accurate homology detection is fundamental to a wide range of genomic applications, including the

investigation of whole genome duplications (Durand and Hoberman, 2006; Van de Peer, 2004; Simillion

et al., 2004), comparative mapping (Nadeau and Sankoff, 1998; O’Brien et al., 1997), phylogenetic

footprinting (Tagle et al., 1988; Blanchette and Tompa, 2002; Duret and Bucher, 1997; Zhang and

Gerstein, 2003; Dickmeis and Muller, 2005) and functional annotation (Wu et al., 2003). Pairwise

homology identification is also the first step in graphical protein classification methods (Redfern et al.,

2005; Orengo and Thornton, 2005; Wu et al., 2003, and work cited therein).

In this work, we propose and evaluate homology identification methods for this important and

challenging class of sequences. We investigate the use of explicit comparison of domain architecture

for this purpose. To develop measures of domain architecture comparison, we exploit an analogy

between domain architecture composition and a problem in information retrieval, namely, determining

the similarity of two documents drawn from a textual corpus. In this metaphor, the word content of

a document is analogous to the domain content of a protein sequence and the set of protein sequences

under study is analogous to the set of documents in the corpus. Based on this metaphor, we adapt

information retrieval techniques to domain architecture comparison as a method for identifying multi-

domain homologs. We evaluate the effectiveness of the proposed methods empirically, applying each

method to test sets composed of positive examples (pairs of sequences drawn from the same family) and

negative examples (pairs drawn from different families). We use this empirical approach to determine:

• whether domain architecture comparison is, in fact, an effective method for identifying homologs,

• what properties of domain architectures are most informative for this purpose.

For testing, we manually curated a novel benchmark dataset of multi-domain families. Using this

testing procedure, we also compare our comparison methods with other methods previously proposed

in the literature.

The goal of the current paper is to determine the effectiveness of domain architecture comparison

for multi-domain homology identification. For some applications, such as the Conserved Domain

Architecture Retrieval Tool (CDART) (Geer et al., 2002), this is an end in itself. For other applications,
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a method that works well for both single- and multi-domain families is desired. Methods based on

domain architecture comparison are not applicable to single domain families, which can be effectively

classified using existing sequence comparison methods. Combining sequence similarity with domain

architecture comparison is a promising direction for future studies. To investigate the potential of this

approach, we also evaluated one method for combining domain architecture comparison and sequence

comparison.

The rest of the paper proceeds as follows: In the next section, we introduce a formal definition of

homology for multi-domain families and discuss the curation of our dataset according to this definition.

After reviewing related work by other authors in Section 3, we introduce a set of similarity and

distance measures based on domain architecture comparison in Section 4. These take various domain

architecture properties into account, including the number of domains in a protein, repeated domains,

and the promiscuity of individual domains. We describe our experimental methodology and the

results of our experiments in Sections 5 and 6, respectively. We conclude that the best of the domain

architecture comparison methods studied identify homologs with few prediction errors and that these

methods can be further improved by combining them with sequence similarity. We summarize the

domain architecture properties that proved to be most informative for homology identification and

outline promising directions for future work.

2 A model and benchmark for multi-domain homology

Multi-domain sequences evolve by gene replication, domain shuffling and sequence mutation. Domain

shuffling is mediated by non-allelic homologous recombination, unequal crossing over, retrotransposi-

tion and read-through errors (Gilbert, 1987; Patthy, 1999; Eichler, 2001; Emanuel and Shaikh, 2001;

Kaessmann et al., 2002; Wang et al., 2000; Long, 2001; Long and Thornton, 2001). These events

can cause duplication and insertion of a domain into a novel genomic context, tandem duplication of

domains, domain deletion, and gene fusion and fission. Certain domains appear in many, unrelated

domain architectures. These promiscuous domains (Marcotte et al., 1999) typically carry out auxiliary

functions, such as conferring interaction specificity, acting as adapters, or mediating adhesion. Promis-

cuous domains have signature properties associated with the requirement that promiscuous domains

be mobile (Patthy, 1999). In order to be retained following insertion, promiscuous domains must be

able to fold autonomously. Promiscuous domains are typically short (100 residues or less), consistent

with this requirement (Tordai et al., 2005). In addition, promiscuous domains must be encoded by
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symmetric phase exons; that is, exons that are a multiple of three nucleotides in length (Patthy,

1985). A non-symmetric fragment that is inserted into an intron will disrupt the reading frame of

downstream exons and most likely be deleterious. It has been shown that promiscuous domains have

1-1 symmetric phase, i.e. are flanked by phase 1 introns, more often than expected by chance (Patthy,

1999).

2.1 Model

In the context of molecular evolution, sequences are defined to be homologous if they are descended

from a common ancestral gene via speciation (orthology) or gene duplication (paralogy) (Fitch, 1970,

2000). While this definition was proposed before domain shuffling was well understood, it can be

directly extended to multi-domain families that evolve through domain insertion into existing genes

and domain deletion, in addition to speciation and gene duplication. This is because for these domain

shuffling events, it is still possible to trace ancestry by vertical descent. Fig. 1 illustrates this definition

of multi-domain homology. Genes y and D originated by duplication of gene x. Although both genes

subsequently sustained a domain insertion, they are clearly descended from the same ancestral gene.

Therefore, A, B, C, and D form a homologous family. In contrast, although genes D and E share a

homologous domain, they do not share a common ancestral gene and are not homologous.

This model does not apply to novel architectures that arise through independent insertions of

multiple domains into a non-coding region, followed by de novo acquisition of regulatory machinery

necessary for transcription. Since in this case it is not possible to trace the ancestry back to a single

ancestral gene, we consider the new gene to be the originator of a novel gene family. Current evidence

suggests that this latter scenario is relatively rare (Fong et al., 2007) and that new domain architectures

are more likely to arise through acquisition of a new domain by an existing gene. This scenario is

consistent with the histories of several recently discovered genes that arose so recently that evidence of

specific domain shuffling events is still discernible (Sayah et al., 2004; Long et al., 2003; Vinckenbosch

et al., 2006; Finnegan, 1989; Begun, 1997; Jones et al., 2005). In addition, it has been shown that

many metazoan families evolved through a pattern of duplication, insertion of domains, and further

duplication (Koyanagi et al., 1998; Miyata and Suga, 2001; Ben-Shlomo et al., 2003). These families

are also consistent with the model.

Our model exhibits the correct behavior for comparative genomics applications, such as compara-

tive map construction, identification of paralogous chromosomal regions and phylogenetic footprinting,

that use homologous genes as markers. This is illustrated in Fig. 2. According to our model, g2 and
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g2′ are homologous because they are descended from the same ancestral region in Chromosome A.

In contrast, g2 and g3′ descended from different ancestral regions and are not homologous. For the

purposes of comparative mapping, it is appropriate to associate g2 with g2′ but not g3′. Figure 2

2.2 Benchmark

Empirical evaluation of multi-domain homology detection methods requires a benchmark of multi-

domain families that share common ancestry according to definition of multi-domain homology pro-

posed above. Proteins are encoded by genes that are embedded in a specific chromosomal context,

as shown in Fig. 2. This fact provides an operational definition for identifying sets of homologous

multi-domain sequences. Even when domain shuffling has occurred, evidence of common ancestry can

be obtained by considering gene structure and genomic context. Examples of such evidence include

conserved synteny (i.e., genes that have homologous neighbors are likely to be homologous), conserved

intron/exon structure, and conserved domain architecture. Congruent domain phylogenies also sup-

ports common ancestry, as does coevolution with a single-domain binding partner (e.g., coevolution

of ligand and receptor families.)

Using this operational definition, we curated a benchmark dataset for empirical evaluation of the

methods proposed in our study. Our test set is based on a synthesis of over 70 publications. Table 1

Our primary criterion in selecting families was strong evidence of common ancestry. In particular, we

required evidence that all members of the family were descended from the same ancestral gene in the

manner illustrated in Figs. 1 and 2. No restriction was placed on the age of this common ancestor.

Some families, e.g. , ACSL, originated in bacteria, while others, e.g. , TNFR, originated in the chordate

lineage. Families were selected to represent a range of functional and architectural properties. The

benchmark includes intracellular, extracellular, and transmembrane proteins that carry out a broad

range of molecular functions in the context of varied cellular processes (see Table 2). Table 2

The formation of multi-domain families is influenced by the structural, functional, and selective

constraints of domain shuffling. For this reason, multi-domain families tend to fall into a small num-

ber of organizational patterns. These include families with conserved domain architectures, families

with varied domain architectures, and families characterized by arrays of tandem repeats, often with

variations in copy number. Families with variable domain architectures can further be partitioned

into families characterized by a single defining, or key, domain, and families characterized by two or

more key domains. Families with variable architectures often have subfamilies.

All of these patterns are represented in our test set, allowing us to study how the various or-
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ganizational patterns influence homology identification methods. Families with conserved domain

architectures, represented by DVL, FOX and NOTCH, expanded by gene duplication following for-

mation of a progenitor domain architecture by domain shuffling. Kinase, Kinesin, Myosin and TNFR

are examples of multi-domain families that are characterized by a single key domain that carries out

the primary function of the family. This key domain is partnered with different auxiliary domains

that perform “helper” functions and determine the specificity of individual family members. These

families arose through duplication of an ancestral gene, followed by insertion of different domains into

the resulting paralogs to create a family of diverse domain architectures (Ben-Shlomo et al., 2003;

Miyata and Suga, 2001). These architectures were the progenitors of modern subfamilies, which fur-

ther expanded through a second wave of duplication, resulting in multiple copies of each architecture.

Fig. 3 shows seven members of the Kinesin family. All have at least one kinesin domain and most are

partnered with other domains, many of which are promiscuous. Figure 3

Other families are characterized by two or more key domains that define the family. For example, all

ADAM proteins are characterized by a pre-prodomain (Pep M12B) that is processed after activation,

and a catalytic domain (Astacin) that carries out ADAM’s enzymatic function. These two domains Figure 4

are partnered with a variety of C-terminal domains that determine functional specificity. In particular,

the C termini of members of the ADAMTS subfamily contain arrays of promiscuous thrombospondin

(TSP1) repeats. Fig. 3 shows two members of the ADAM family, one representative from each of the

ADAM subfamilies, ADAM and ADAMTS. In our dataset, the TRAF and GATA families are also

characterized by two or more key domains.

Architectures characterized by tandem repeats of promiscuous domains are represented by KIR,

NOTCH and Laminin. These families share properties with both conserved and variable families, Figure 5

since the number of different domain types is small, but the variations in organization and copy

number can be complex. Fig. 5 shows examples of the three Laminin subfamilies, all of which are

characterized by long, complex architectures made up of a small number of domain types. The

promiscuous domains and high copy number repeats found in these families are a particular challenge

for homology identification.

3 Previous Work

Several studies have proposed similarity or distance measures for domain architectures in the context

of other applications. Since these methods were developed for other purposes, the effectiveness of these

7



methods in determining multi-domain homology has not been systematically evaluated on a manually

curated dataset. CDART (Geer et al., 2002), a web-based resource, presents a list of sequences with

similar domain architecture to a given query sequence. Similarity is calculated by counting the number

of domains shared between the query and matching sequences. This tool is designed to retrieve similar

architectures but does not consider whether or not similar architectures are homologous.

Lin et al. (2006) designed a domain architecture similarity measure to reconstruct eukaryotic or-

thologous groups in the KOG database (Tatusov et al., 2003). Their similarity score is a weighted

average of three terms, reflecting the number of shared domain types, domain order conservation,

and similarity in domain copy number, respectively. The coefficients were determined using an op-

timization procedure on a training set derived from the KOG database. The authors did not carry

out an empirical evaluation of the ability of the similarity measure to distinguish homologous pairs

from non-homologous pairs on a separate test set. The goal of that work differs from ours in that

it it focuses on orthologs, which are typically closely related: 65% of KOGs contain a single domain

architecture and 85% contain no more than two distinct architectures (Lin et al., 2006). In contrast,

our goal is to design methods that can classify all multi-domain homologs, including families with

diverse architectures.

Two recent papers have proposed distance measures for domain architecture comparison in the

context of studies to infer ancestral domain architectures and the rates of various domain shuffling

events. Bjorklund et al. (2005) define the domain architecture distance to be the number of domain

insertions, deletions, substitutions, and internal duplications needed to transform one architecture

into the other. Fong et al. (2007) embed domain architectures in the leaves of a species tree. Based

on this embedding, they use a parsimony condition to infer the domain architectures in the ancestral

species and the number of events that occurred on each branch of the species tree. The use of a species

tree is a promising approach to more accurate distance measures, but can only be applied to domain

architectures in species that have been fully sequenced.

4 Domain Architecture Comparison Measures

We here introduce new domain architecture comparison methods, based on an analogy with document

similarity in information retrieval. In each case, a score is assigned to each pair of sequences based on

domain content. The scores are then used as a basis for classifying sequence pairs as homologous or

unrelated. In practice this means choosing a cutoff so that all pairs with scores above that cutoff are
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predicted to be homologous.

The current work focuses on proteins represented as domain architectures. Domain databases (Letu-

nic et al., 2002; Bateman et al., 2002; Corpet et al., 1998; Gracy and Argos, 1998; Heger and Holm,

2003) store probabilistic, sequence-based models of protein domains that can be used to determine

the location and type of domains in amino acids sequences. By comparison with a set of such mod-

els, each protein sequence is converted into linear sequence of the domains it contains, ignoring any

differences in the linker sequences between domains. Any two instances of the same domain will have

some variance at the sequence level. To simplify the comparison, we treat all instances of a domain

as though they were identical.

A simple measure of the similarity of two documents is the number of shared words. Documents

that share a significant number of words are more likely to be on the same subject than documents

that share few words. Similarly, two proteins that share many domains are more likely to be homologs

than sequences with few domains in common. We consider two similarity measures based on shared

domain content: the number of distinct domain types found in both architectures and the total number

of domain copies that are shared. For example, the domain architectures ABBBC and ABBD share

three domain copies (one A and two B’s), but only two domain types (A and B). In counting domain

copies, we do not distinguish between distant and tandem copies. In our dataset, 91% of all duplicated

domains are found in tandem arrays, suggesting that this distinction is unlikely to be informative.

Under this näıve similarity measure all words (or domains) are equally important. However, words

in a document are not equally important to determining its subject. The word “cheap” conveys less

information about the subject of document than the word “parsimony.” One measure of the power of

a given word to distinguish between subjects is the inverse document frequency (Salton and Buckley,

1988), a measure based on the observation that a word that occurs in very few documents is more

likely to differentiate between subjects than a word that occurs frequently.

Similarly, some domains are more informative than others. Since promiscuous domains occur in

many unrelated sequences, they are less useful for determining homology than relatively rare domains.

To deemphasize promiscuous domains, we adapt the inverse document frequency to obtain an idf

weight for a domain d of

widf(d) = log2

|P|

|{p|d ∈ D(p), p ∈ P}|
, (1)

where P is the set of proteins in the dataset, and D(p) is the multi-set of domains in a protein

sequence, p. The denominator is the number of proteins in the dataset that contain the domain d.

The frequency of a word in a given document is also an indication of its importance to that
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document. The word “parsimony” is more likely to be relevant to a document in which it appears

five times than to a document in which it occurs only once. This aspect can be expressed by the term

frequency, the number of times a word appears in a document amortized by the total number of words

in that document. In multi-domain sequences, term frequency is analogous to domain copy number.

We define the term frequency,

wtf(d, p) =
N(d, p)

|D(p)|
, (2)

where N(d, p) is the number of occurrences of the domain d in the protein p and |D(p)| is the number

of domains in the protein p. In document retrieval, words are typically weighted using a tf-idf weight,

the product of wtf and widf,

wtf-idf(d, p) = wtf(d, p) × widf(d). (3)

Note that comparing the results from idf weighting with tf-idf weighting yields a measure of the

importance of copy number to multi-domain homology detection.

We also consider a measure of domain promiscuity we call distinct partner weighting, based on

the observation that promiscuous domains co-occur with many different domains types. Each domain

is weighted by the inverse of the number of distinct domain types with which it co-occurs:

wdp(d) =
1

|{di|di ∈ D(p), d ∈ D(p), p ∈ P}|
. (4)

We refer to this weighting method as distinct partner weighting. To our knowledge, the analogous

weighting method has not been used in information retrieval.

For each of these three weighting schemes (idf alone, tf-idf, or distinct partner weighting), the

weighted domain comparison score is given by

S(p1, p2) =
∑

i

w(di, p1)w(di, p2), (5)

where w(di, p1) and w(di, p2) are the weights for domain di in sequence p1 and p2. The sum runs over

all domains in the dataset, where w(di, p) = 0 if di does not occur in the protein p.

A final consideration is size. Long documents are more likely to share a large number of words

than shorter documents. To correct for this effect, a length correction is used, where length is typically

measured by word count. In the domain architecture comparison, correcting for domain count allows

comparisons between sequences with different numbers of domains. A measure of unweighted similarity

with a domain-count correction is given by the Jaccard similarity:

J(p1, p2) =
n12

n1 + n2 − n12
, (6)
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where n12 is the number of domains common1 to both sequences p1 and p2, n1 is the number of

domains in p1, and n2 is the number of domains in p2. Cosine similarity can be used with either

weighted or unweighted domains. For two proteins p1 and p2, the cosine similarity is given by

C(p1, p2) =

∑

i w(di, p1)w(di, p2)
√

∑

i w(di, p1)2
∑

i w(di, p2)2
. (7)

If the protein sequences are treated as vectors in a vector space with number of dimensions equal

to the number of domain types, then cosine similarity is the cosine of the angle between the two

weight-vectors. Note that since wtf includes the total number of domains in protein sequence p in the

denominator, the tf-idf weight implicitly corrects for the number of domains in a protein even when

cosine similarity is not used.

In this study, we evaluate the classification performance of unweighted similarity based on domain-

type and domain-copy number, as well as all three weighting schemes (idf, tf-idf, and distinct partner).

Each scoring scheme is tested with and without a domain-count correction. The set of similarity scoring

schemes that we proposed and tested is summarized in lines 1 - 12 of Table 3.

For comparison, we also implemented and tested several domain architecture comparison measures

proposed by other authors. The domain architecture similarity used in CDART (Geer et al., 2002)

is identical to the number of shared domain copies without domain-count correction (S1 in Table 3).

The similarity score proposed by Lin et al. (2006) is a weighted average of three terms. The first

is the Jaccard similarity using common domain types given in Equation 6. The second term, the

Goodman-Kruskal γ index, counts the number of domain pairs that occur in the same order in both

sequences. The third term is a measure of domain-copy number in the two architectures. We have

implemented this weighted similarity score (listed as S13 in Table 3) using the optimal weights given

by Lin et al. (2006) (0.36, 0.01, 0.63).

In addition to similarity scoring, we also investigated the edit distance between two domain archi-

tectures proposed by Bjorklund et al. (2005), using a dynamic programming algorithm similar to the

Needleman-Wunsch algorithm (Needleman and Wunsch, 1970). Note that edit distance depends on

the order of the domains: the distance between proteins that have the same domain content, but with

the domains in a different order, is non-zero. To determine the importance of order for multi-domain

homology identification, we also implemented a distance metric that simply counts the number of

domains that differ between the two proteins and does not depends on the order of the domains.

Although this was not proposed by Bjorklund et al. (2005), we also considered the impact of

1Note that Jaccard similarity can be calculated for shared domain copies or shared domain types by selecting the

appropriate values of n1, n2 and n12.
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penalizing promiscuous domains by using a distinct partner weight in the determination of the edit

distance. Additionally, we consider domain-count correction on the distance methods, both with order

and without order. For distance measures, a domain-count correction was obtained by dividing the

uncorrected distance by

∑

i∈D(p1)

w(di, p1) +
∑

i∈D(p2)

w(di, p2) −
∑

i∈D(p1)∩D(p2)

√

w(di, p1)w(di, p2), (8)

which, in the unweighted case, reduces to the size of the union of the sets of domains in both proteins.

The distance methods tested are listed in lines 14 - 21 of Table 3. The method proposed in Fong et al.

(2007) could not be tested as our dataset is not appropriate for its application. Table 3

5 Materials and Methods

In this section, we discuss evaluation of the methods in Table 3 and introduce our testing procedure.

For empirical evaluation, we use the benchmark dataset discussed in Section 2. We developed this

benchmark as no suitable, manually curated public datasets exist, to our knowledge. Structural data

bases, such as SCOP (Murzin et al., 1995) and CATH (Orengo et al., 2003; Pearl et al., 2003), are

excellent for validating homology predictions for individual domains but are not suitable for multi-

domain families with diverse architectures. Similarly, COGs (Tatusov et al., 2003) and Gene3D (Yeats

et al., 2006) focus on conservatively defined families in which the domain architectures are identical

or nearly so. Gene Ontology (GO) (Ashburner et al., 2000) is suitable for validating predictions of

shared function but not shared ancestry.

5.1 Sequence Data

To construct our dataset, we extracted all complete mouse and human protein sequences from Swiss-

Prot Version 44 (Bairoch et al., 2005), released in 09/2004, yielding 18,198 protein sequences. We

focused on vertebrate data because the multi-domain families that challenge traditional homology

identification methods tend to be larger and more complex in vertebrates (Aravind et al., 2001; Chothia

et al., 2003; Patthy, 2003; Li et al., 2001; International Human Genome Sequencing Consortium, 2001;

Venter et al., 2001; Wuchty, 2001; Ye and Godzik, 2004; Wuchty and Almaas, 2005).

From this initial set of sequences, we constructed a list of sequences from fifteen known families

using reports from Human Genome Nomenclature Committees2, gene symbols, and high throughput

2http://www.gene.ucl.ac.uk/nomenclature/
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annotations such as PFAM (Bateman et al., 2004) and Interpro (Mulder et al., 2005) codes. We then

consulted articles by experts on specific families to refine the initial roster. This process resulted in a

list of 1,137 proteins each known to be from the fifteen test families. A sample of articles consulted is

given in Table 1.

5.2 Positive and Negative Examples

From this database of sequence families, we constructed a list of positive and negative examples

of homologous pairs. We obtained protein domain architectures from CDART (Geer et al., 2002).

Among 18,198 sequences, 15,826 sequences have one or more detectable domains. An all-against-all

comparison of all 15,826 domain architectures yielded 2,371,608 pairs that share at least one domain.

For each family, all pairs of family members that share at least one domain are positive examples of

homologous pairs. All pairs sharing at least one domain, but where only one architecture in the pair

is a member of the family, are negative examples. The number of homologous pairs for the fifteen

families studied ranged from 75 pairs in the KIR family to 1,074,570 pairs in the Kinase family. The

number of non-homologous pairs ranged from 78 in the FOX family to 184,107 in the Kinase family.

The ability of all domain architecture comparison methods studied to correctly classify this set of

positive and negative examples was the basis of our evaluation.

5.3 Combining E-value and Domain Architecture Information

In addition to evaluating various domain architecture comparison measures, we also considered the

benefit of combining domain architecture comparison with sequence similarity. The difficulty with

combining information from two sources is deciding how much each type of information should con-

tribute to the final score. In this study, we address this problem using logistic regression to classify the

data. Each pair of sequences in the dataset was assigned a score a+bx+cy, where x is the uncorrected

domain architecture similarity with distinct partner weighting (S7) and y is − log(e-value). E-values

were calculated using all-against-all BLAST comparison (Altschul et al., 1997) using the BLOSUM

62 matrix and an affine gap penalty of −10 − k for a gap of length k.

Given these inputs, logistic regression classifies the data by maximizing the likelihood of the data

given the scores, and implicitly learns the parameters a, b, and c. We used the logistic regression

routine in the R statistical package (R Development Core Team, 2006), with ten-fold cross-validation

to estimate the classification accuracy. For comparison purposes, we also classified the data using

the same logistic regression methodology applied to sequence similarity alone and to the domain
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architecture comparison scores alone.

5.4 Performance Evaluation

We evaluated classifier performance using Area Under the receiver operating characteristic Curve

(AUC) scores. AUC score provides a single measure of classification accuracy, corresponding to the

fraction of correctly classified entities given the best possible choice of threshold (DeLong and DeLong,

1988). The range of AUC scores is from zero to one. The higher the AUC score, the better the

performance. When the AUC is 1 the classifier has perfect performance. When the AUC is 0.5, the

classifier cannot distinguish homologous pairs from non-homologous pairs, i.e. the score distributions

for positive and negative examples are not separable. When the AUC score is less than 0.5 the positive

and negative examples are somewhat separable, but the classifier is assigning higher scores to negative

examples and lower scores to positive examples.

We also applied these methods to the combined set of all protein sequences in our dataset, in

which the homologous and non-homologous pairs from all the families are combined to a single set

of positive and negative examples, respectively. Because of the large size of the Kinase family, the

combined results are dominated by the results on Kinase pairs. We therefore also considered the

combined dataset of all families except the Kinase family.

Logistical regression combining sequence similarity results with domain architecture comparison

was evaluated using three quantities: the True Positive Fraction (TPF), the True Negative Fraction

(TNF), and the True Fraction (TF). The TPF is given by the number of homologous pairs predicted

correctly, divided by the total number of homologous pairs in the dataset. Analogously, the TNF

is the ratio of the number of correctly predicted, non-homologous pairs to the total number of non-

homologous pairs. The TF is the ratio of the number of correct predictions to the total number of

homologous and non-homologous pairs. The TF gives an indication of the overall performance of the

classifier. For a test dataset, we use the combined dataset of all families except for Kinase, so that

the results of the logistical regression are not dominated by the performance on the Kinase family.

6 Results

We used our manually curated benchmark to evaluate the performance of the domain architecture

comparison methods summarized in Table 3. We first consider performance of unweighted similarity,

the impact of correcting for domain-count, and the relative merits of domain-type similarity and
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domain-copy similarity. We next evaluate the weighted similarity measures, followed by a comparison

of similarity and distance approaches to domain architecture comparison. Finally, we consider the

benefit of combining domain architecture comparison with sequence similarity.

6.1 Unweighted similarity
Table 4

Table 4 compares the performance of unweighted similarity scores based on shared domain-count and

shared domain-type, with and without domain-count correction (S1 - S6). Unweighted similarity

without a domain-count correction is an effective classifier for the ADAM, DVL, GATA, Notch, and

Laminin families. Each of these families is characterized by two or more key domains, which occur

in most family members. Since most non-homologous pairs share only one domain, homologous pairs

have higher similarity scores. Unweighted similarity scoring is less effective in the other ten families,

which generally have only one domain that is conserved throughout the family. In these families,

different auxiliary domains occur in different family members and exist in many proteins outside of

the family. Since homologous pairs typically share only one domain, they cannot be distinguished

from non-homologous pairs that also share one domain.

A domain-count correction, using either Jaccard or cosine similarity, improves performance for

most families. The exception is Myosin, where performance degrades with a domain-count correction.

When family members have many domains but share only a few, a domain-count correction reduces

the similarity score for homologous pairs. This occurs in the Myosin family.

How important is copy number in classifying multi-domain homologs? For both the average AUC

score over all families and the combined dataset excluding Kinase, shared copy similarity performs

slightly better then shared type similarity. When individual families are considered, a substantial

performance improvement is obtained from shared copy similarity for the GATA and Laminin families.

For the GATA family, domain-copy number is a defining characteristic of the family. All family

members have two GATA domains, while sequences outside the family that have a GATA domain

have only one. Therefore, shared copy similarity can classify the GATA family, while shared type

similarity cannot. Laminins have long tandem arrays of promiscuous domains (see Fig. 5). Although

the promiscuous domains result in matches with many unrelated sequences, homologous pairs have

greater shared copy similarity because these repeats boost the number of shared copies. This advantage

is not obtained with shared type similarity.

The Lin similarity score (S13) is a linear combination of shared type similarity with a Jaccard

correction, a measure of domain order, and the number of shared copies. The overall performance is
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similar to Jaccard-corrected shared copy similarity (S2). Lin performs well on GATA and Laminin, the

families that particularly benefited from counting copy number. The impact of the domain order term

is probably negligible because it is given little weight (a coefficient of 0.01). In summary, shared copy

similarity with domain-count correction (either Jaccard or cosine, S2 or S3) gives similar performance

to the Lin score for all families but is much simpler to calculate. Table 5

6.2 Weighted similarity

The performance of the weighted similarity scoring methods is compared in Table 5. Since unweighted

shared type and shared copy similarity exhibit similar performance, we only consider shared copy

similarity in these analyses. For each method, results are reported both with and without domain-

count correction. For comparison, AUC scores for unweighted similarity scoring (S1 and S3) are

reproduced in this table.

All weighting schemes to penalize promiscuous domains improved the performance of uncorrected,

unweighted similarity scoring. The best results are obtained with distinct partner weighting. This

can be understood by noting that idf penalizes domains that appear in many proteins. A domain

may appear in many proteins either through duplication of a gene that carries the domain, or through

duplication and insertion of the domain into a new gene. Thus, idf penalizes promiscuous domains,

but also domains that define a family that has sustained repeated gene duplication. In contrast,

distinct partner weighting, which assigns lower scores to domains with many partners, only penalizes

domains that proliferated through domain duplication followed by insertion.

For example, the domain represented by the black square in Fig. 1 was inserted once into an

ancestral protein. It appears in three different proteins due to gene duplication (widf = 0.33) but

only partners with one other domain, the grey oblong (wdp = 1.0). In contrast, the black triangle

appears in two proteins due to domain insertions (widf = 0.5) and partners with two other domains

(wdp = 0.5). The black triangle, which experienced two insertions, is more promiscuous than the black

square, which experienced only one. The distinct partner weight correctly weights the black triangle

lower then the black square. The idf weight is lower for the black square, incorrectly implying it is

more promiscuous then the black triangle. Figure 6

The TNFR and DEATH domains shown in Fig. 6 exhibit this type of behavior. The DEATH

domain, which is truly promiscuous, also appears in ANK2, resulting in a non-homologous match.

Distinct partner weighting correctly penalizes the DEATH domain, lowering the scores for non-

homologous pairs. In contrast, idf penalizes the TNFR domain more than the DEATH domain and
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does not perform well on this family.

All weighting methods fail for the Kinase family. Surprisingly, the distinct partner and idf score

distributions are separable, but the distributions of scores are inverted: non-homologous pairs are

given higher similarity scores than homologous pairs. The difficulty is that distinct partner weighting

cannot distinguish between promiscuous domains that are frequently inserted into new contexts and

non-promiscuous domains that are frequent targets of insertions. For example, there are four copies

of the grey oblong in Fig. 1, all due to gene duplication. This domain has never been inserted into

another gene. However, genes in its lineage have been the target of insertions by two other domains.

Because of this, it has a distinct partner weight of 0.5 and appears to be just as promiscuous as the

black triangle.

The evidence suggests that pkinase behaves similarly to the grey oblong. The pkinase domain

has the largest number of distinct partners in our dataset and is penalized by all scoring schemes

tested. However, the evidence in the literature does not support promiscuity. It is substantially longer

than typical promiscuous domains and does not have 1-1 phase (Tordai et al., 2005). In addition,

phylogenomic analysis indicates that the Kinase family evolved by duplication of an ancestral, single-

domain Kinase, followed by insertion of different domains into the resulting paralogs, and a second

round of duplication (Miyata and Suga, 2001; Ben-Shlomo et al., 2003). This suggests that the

pkinase domain proliferated primarily by duplication. Identifying a scoring scheme that weights

pkinase correctly remains an open problem.

What are the relative merits of domain-count correction and penalizing promiscuous domains?

While there is a significant benefit to using either distinct partner weighting or a domain-count cor-

rection, there is little additional benefit to applying both. Domain-count correction can improve idf

weighting, however. This is because promiscuous domains frequently occur in proteins with many

domains. For example, the non-homologous match between TNFR1 and ANK2 in Fig. 6 receives a

lower score because of the large number of domains in ANK2. In general, although idf alone performs

poorly on the TNFR family, idf combined with cosine similarity performs well. Uncorrected tf-idf also

performs well for TNFR because tf-idf implicitly adjusts for domain-count.

6.3 Unweighted and weighted distance
Table 6

Table 6 shows the classification performance of all distance scoring methods tested in this study. The

results obtained with and without domain order were nearly identical: the AUC scores differ only in

the third significant digit. For this reason, we show only one set of numbers; each column represents
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classification accuracy both with and without order. Similarly, all discussions in this section apply

equally well to the distance methods with and without order.

That domain order plays such a small role in determining multi-domain homology is consistent

with the observation made in prior studies that co-occurring domains appear predominately in one

order (Apic et al., 2001; Bashton and Chothia, 2002). A study by Apic et al. (2001) showed that pairs

of domains from different superfamilies appeared in both orders in only 2% of cases studied. This

observation is also consistent with the very small coefficient (0.01) assigned to the domain order term

in the classifier proposed by Lin et al. (2006).

When uncorrected, unweighted measures are used, distance gives better overall performance than

similarity on our dataset. However, distance scoring performs poorly for some families, such as Myosin

and SEMA, due to the existence of subfamilies with differing domain architecture. These differences

increase the distance between homologous pairs.

A domain-count correction improves the performance of unweighted distance scoring. The un-

weighted distance method with domain-count correction gives the same results as the unweighted

similarity method with Jaccard domain-count correction (S2) (this is approximately true for the dis-

tance method with order correction, and exactly true for the distance method without order). This

occurs because, when domain-count correction is applied, the distance and the similarity between two

architectures sum to one. As a result, unweighted similarity with a cutoff of c identifies the same set

of homologs as unweighted distance with a cutoff of 1 − c, yielding identical AUC scores.

Penalizing promiscuous domains improved the classification performance for the ADAM, Laminin,

Notch, and SEMA families. In ADAM and SEMA, the distance between homologous pairs is due to

promiscuous domains present in one member of the pair but not the other. By giving promiscuous

domains a lower weight, the distance between homologous pairs is reduced. For example, the two

promiscuous TSP1 domains that are present in ADAMTS20 but not ADAM7 will contribute to the

distance between them (Fig. 4). NOTCH and Laminin have long tandem arrays of promiscuous

domains (e.g. , Fig. 5). Homologous pairs will share roughly the same number of copies, yielding a low

distance score. There will be many matches to unrelated sequences containing the same promiscuous

domains, but the copy numbers will be very different, resulting in larger distances.

For the majority of families, however, unweighted distance scoring outperforms the weighted model.

Because, in many cases, matches with unrelated proteins are due to promiscuous domains, penalizing

promiscuous domains reduces the distance between non-homologous pairs. Combining domain-count

correction with domain weights compensates for this problem, yielding high performance overall. The
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distance method with distinct partner weighting and domain-count correction has similar performance

to the best similarity method observed, distinct partner weighting without domain-count correction.

6.4 Combining Sequence Based Methods with Domain Architecture Based

Methods
Table 7

The results of the previous sections show that considering the domain organization of multi-domain

sequences can be helpful in determining homology. Here we report the results of an initial experiment

to determine whether combining domain architecture and sequence comparison provides additional

benefits. Logistic regression was used to classify the data and to determine the relative weight of

the contributions from domain architecture and sequence comparison. Four domain architecture

comparison methods were considered: unweighted similarity, alone and with Jaccard correction;and

weighted similarity with distinct partner weighting, alone and with cosine correction. The results are

shown in Table 7. For comparison, the results of logistic regression applied to sequence similarity

alone and domain architecture comparison alone are also shown.

When logistic regression is performed with domain architecture comparison alone, the TNF is close

to one, indicating that the vast majority of non-homologous pairs were correctly eliminated. However,

for all methods, the TPF was low. The best TPF was obtained with cosine-corrected distinct partner

weighting, which also outperformed sequence similarity alone. For sequence similarity alone, TNF

performance was good, but TPF performance is lackluster: only 57% of homologs were correctly

identified. When sequence similarity information and domain architecture comparison methods are

combined, the TNF performance remains excellent and the TPF performance significantly improves.

Again, the best performance is obtained using distinct partner weighting with cosine length correction.

Our results show that combining sequence similarity with domain architecture comparison is a

promising approach. The combined scores gave better accuracy than either measure alone. The addi-

tion of sequence information improves performance because it provides additional information about

the linker sequences between domains and differences between two instances of the same domain type.

Domain architecture comparison contributes information about high-level protein organization that

is not captured by sequence comparison. How these two measures are best combined remains an open

problem. Other machine learning approaches should be considered, with particular attention to the

vagaries of specific datasets and methodological problems, such as over-fitting. The maximum likeli-

hood approach associated with logistic regression optimizes overall classification accuracy. However,

for many studies, an emphasis on minimizing false positives (or false negatives) may be preferred.
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7 Discussion

Homology identification is a challenging problem for multi-domain sequences. Homologous families

may have varied domain architectures, while otherwise unrelated sequences may share a homologous

domain. Current methods, based on sequence comparison, are not suited to distinguishing between

these two cases. Here, we proposed and evaluated the use of domain architecture comparison for

classifying multi-domain homology.

Our results show that domain architecture can be highly effective for this purpose. Three key

properties of domain architecture are informative for domain architecture comparisons: domain copy

number, domain architecture length, and domain promiscuity. First, although for many families shared

count similarity and shared type similarity work equally well, for families characterized by internal

tandem duplications, domain count number is critical in determining sequence homology. Second,

normalizing domain architecture comparison scores using the number of domains in each architecture

significantly improved the performance for fourteen of the fifteen families studied. This normalization

allows comparison of architectures with very different lengths. It also discounts the importance of

the presence of any one domain in an architecture that has many. Finally, weighting each domain

based on an estimate of its promiscuity greatly increased the accuracy of the method for all families

except the Kinases. Of the weighting systems we tried, distinct partner weighting was most helpful.

This is because distinct partner weighting can distinguish between domains that are prevalent due

to repeated gene duplication and truly promiscuous domains that are prevalent because of frequent

insertion into new contexts.

None of the weighting schemes, including distinct partner weighting, were able to distinguish

between frequently inserted domains and domains that are frequently targets of insertions. It is for

this reason that none of the proposed methods were effective in classifying the Kinase family. The

pkinase domain co-occurs with many different partners, not because it is easily inserted, but because

it is frequently in genes that are targets of insertions of other domains. Outstanding problems that

we plan to address in future work include designing a weighting method that accurately captures true

promiscuity in difficult cases like the pkinase domain.

Sequence comparison is an accurate classifier for single-domain homologs, while the methods pre-

sented here are effective in classifying multi-domain homologs. Combining sequence similarity with

domain architecture comparison to obtain a universal method is a natural direction to pursue. Our

preliminary results, based on logistic regression, show that this is a promising avenue for future re-
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search. Relaxing the assumption that all instances of a domain are equivalent is another approach to

incorporating sequence similarity in domain architecture comparison.
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Table 1: Protein families and selected sources used for curation
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Functional category Family

Biological Process

Cell-cell/cell-matrix interaction ADAM, Laminin, Notch

Cell motility and polarity Myosin

Cellular transport Kinesin, Myosin

Development and homeostatic regulation DVL, FOX, ADAM, GATA

Immune response ADAM, TNFR, KIR

Neural development FOX, SEMA, Notch

Tissue morphogenesis FOX, Laminin, SEMA

Molecular Function

Transcription factor FOX, GATA

Intracellular signal transducer Kinase, DVL, TRAF

Enzyme ADAM, Kinase, USP, PDE

Motor Myosin, Kinesin

Structural molecule Laminin

Ligand SEMA

Receptor TNFR, KIR, Kinase, Notch

Cellular location

Extracellular ADAM, Laminin, SEMA

Transmembrane ADAM, KIR, Kinase, Notch, PDE, SEMA, TNFR

Intracellular DVL, FOX, GATA, Kinase, Kinesin, Myosin, PDE, TRAF,

USP

Table 2: Functional categories of families in the test dataset.
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Similarity

weight domain-count comparison

S1 unweighted uncorrected domain copies

S2 " Jaccard "

S3 " cosine "

S4 " uncorrected domain types

S5 " Jaccard "

S6 " cosine "

S7 distinct partner uncorrected domain copies

S8 " cosine "

S9 idf uncorrected "

S10 " cosine "

S11 tf-idf uncorrected "

S12 " cosine "

S13 unweighted Lin Lin

Distance

weight domain-count comparison

D1 unweighted uncorrected unordered distance

D2 " Eq. 8 "

D3 distinct partner uncorrected "

D4 " Eq. 8 "

D5 unweighted uncorrected ordered distance

D6 " Eq. 8 "

D7 distinct partner uncorrected "

D8 " Eq. 8 "

Table 3: Summary of scoring systems evaluated.
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Similarity

domain copies domain types

(S1) Jaccard (S2) cosine (S3) (S4) Jaccard (S5) cosine (S6) Lin (S13)

ADAM 0.94 0.96 0.96 0.98 0.99 0.99 0.98

DVL 1.00 1.00 1.00 1.00 1.00 1.00 1.00

FOX 0.50 1.00 1.00 0.50 1.00 1.00 1.00

GATA 1.00 0.99 0.99 0.63 0.87 0.87 0.94

Kinase 0.44 0.69 0.71 0.50 0.67 0.69 0.68

Kinesin 0.52 0.89 0.90 0.52 0.89 0.90 0.90

KIR 0.50 0.86 0.86 0.50 0.77 0.77 0.86

Laminin 0.99 0.99 0.97 0.91 0.90 0.86 0.96

Myosin 0.64 0.56 0.56 0.64 0.54 0.53 0.56

Notch 1.00 1.00 1.00 1.00 1.00 1.00 1.00

PDE 0.54 0.82 0.84 0.54 0.89 0.89 0.84

SEMA 0.78 0.87 0.89 0.79 0.93 0.93 0.93

TNFR 0.57 0.96 0.96 0.56 0.97 0.98 0.97

TRAF 0.85 0.97 0.98 0.85 0.97 0.98 0.98

USP 0.55 0.86 0.84 0.53 0.87 0.86 0.88

Mean 0.72 0.89 0.90 0.70 0.88 0.88 0.90

St Dev 0.21 0.12 0.12 0.19 0.13 0.13 0.12

All 0.46 0.71 0.73 0.51 0.70 0.71 0.70

All(no kinase) 0.63 0.89 0.89 0.65 0.88 0.87 0.90

Table 4: AUC scores for homology identification using unweighted similarity. Bottom two rows are

for the entire dataset combined and for the combined set, excluding the Kinases.
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Similarity

no weighting distinct partner idf tf-idf

(S1) cosine (S3) (S7) cosine (S8) (S9) cosine (S10) (S11) cosine (S12)

ADAM 0.94 0.96 0.98 0.98 0.97 0.98 0.84 0.88

DVL 1.00 1.00 1.00 0.99 1.00 1.00 0.99 1.00

FOX 0.50 1.00 1.00 1.00 0.00 0.99 0.99 0.99

GATA 1.00 0.99 1.00 0.94 0.63 0.87 0.83 0.87

Kinase 0.44 0.71 0.16 0.49 0.09 0.53 0.47 0.46

Kinesin 0.52 0.90 0.99 0.96 0.85 0.93 0.94 0.93

KIR 0.50 0.86 0.50 0.86 0.50 0.77 0.77 0.77

Laminin 0.99 0.97 0.99 0.95 0.97 0.90 0.96 0.97

Myosin 0.64 0.56 0.94 0.65 0.98 0.74 0.76 0.70

Notch 1.00 1.00 1.00 1.00 1.00 1.00 0.96 1.00

PDE 0.54 0.84 0.84 0.87 0.84 0.82 0.82 0.62

SEMA 0.78 0.89 0.99 1.00 0.99 0.99 0.97 0.87

TNFR 0.57 0.96 0.83 0.95 0.30 0.94 0.96 0.95

TRAF 0.85 0.98 0.99 0.99 0.99 1.00 0.99 0.99

USP 0.55 0.84 0.82 0.77 0.57 0.82 0.87 0.85

Mean 0.72 0.90 0.87 0.89 0.71 0.89 0.88 0.86

St Dev 0.21 0.12 0.23 0.14 0.34 0.13 0.13 0.15

All 0.46 0.73 0.19 0.55 0.13 0.60 0.51 0.52

All (no Kinase) 0.63 0.89 0.97 0.92 0.91 0.91 0.91 0.88

Table 5: AUC scores for homology identification using weighted similarity. AUC scores for unweighted

similarity are given for comparison. The last two rows give AUC scores for the entire dataset combined

and for the combined set, excluding the Kinases.
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Similarity Distance

no weighting no weighting distinct partner

(S1) cosine (S3) (D1,D5) Eq. 8 (D2,D6) (D3,D7) Eq. 8 (D4,D8)

ADAM 0.94 0.96 0.84 0.96 0.92 0.99

DVL 1.00 1.00 1.00 1.00 0.97 0.99

FOX 0.50 1.00 1.00 1.00 1.00 1.00

GATA 1.00 0.99 0.95 0.99 0.89 0.94

Kinase 0.44 0.71 0.72 0.69 0.62 0.47

Kinesin 0.52 0.90 0.89 0.89 0.88 0.96

KIR 0.50 0.86 0.86 0.86 0.86 0.86

Laminin 0.99 0.97 0.75 0.99 0.78 0.99

Myosin 0.64 0.56 0.53 0.56 0.41 0.69

Notch 1.00 1.00 0.99 1.00 1.00 1.00

PDE 0.54 0.84 0.82 0.82 0.62 0.85

SEMA 0.78 0.89 0.80 0.87 0.96 1.00

TNFR 0.57 0.96 0.95 0.96 0.91 0.95

TRAF 0.85 0.98 0.95 0.97 0.88 0.99

USP 0.55 0.84 0.85 0.86 0.75 0.80

Mean 0.72 0.90 0.86 0.89 0.83 0.90

St Dev 0.21 0.12 0.12 0.12 0.16 0.14

All 0.46 0.73 0.73 0.71 0.67 0.53

All(no Kinase) 0.63 0.89 0.84 0.89 0.81 0.94

Table 6: AUC scores for homology identification using distance scoring. AUC scores for unweighted

similarity are shown for comparison. Domain-count corrections were calculated using the length

correction formula given in Eq. 8. The last two rows give AUC scores for the entire dataset combined

and for the combined set, excluding the Kinases. Note that the unweighted similarity score with

Jaccard correction column is identical to the unweighted distance score with Jaccard correction for

the reasons described in the text.
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No sequence similarity Sequence similarity

Domain similarity TPF TNF TF TPF TNF TF

none 0.57 0.97 0.88

unweighted (S1) 0.31 0.98 0.83 0.68 0.97 0.90

unweighted, Jaccard (S2) 0.67 0.95 0.89 0.79 0.97 0.93

distinct partner (S7) 0.58 0.99 0.90 0.79 0.98 0.94

distinct partner, cosine (S8) 0.74 0.92 0.85 0.84 0.98 0.95

Table 7: Logistic regression results for domain architecture comparison without sequence similarity

scores (first column) and with (second column). The test set used is the collected set of all families

except for the Kinase family
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