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## Abstract

Successive Quadratic Programming (SQP) algorithms have been effective and efficient in solving nonlinearly constrained optimization problems. To guarantee global convergence, however, a line search must be performed after solving the quadratic program. The line search terminates when a step size is found that causes a suitable decrease in some merit function. Because of some problems with previously suggested merit functions, a line search that uses an augmented Lagrangian is proposed.

This function follows quite naturally from the derivation of SQP methods and exhibits superior convergence properties compared to an exact penalty function. First, global and local convergence results are presented which are valid for penalty parameters that allow descent. directions. We then present an algorithm that chooses penalty parameters that allow good performance. Finally, a numerical study on 15 test problems is presented that compares the proposed line search to existing strategies.

## 1. INTRODUCTION

The nonlinear programming problem can be written as
$\underset{\mathrm{X}}{\operatorname{Min}} \quad \mathbf{f}(\mathbf{x})$
S. t. $\quad \mathbf{g}(\mathbf{x}) \quad \boldsymbol{f}$
$\mathbf{h}(\mathbf{x})=\mathbf{0}$
$f \circ r \quad f: R^{n}-\mathbf{R}$
$g: R^{n} \rightarrow R^{m}$
$h: R^{n}-R^{k}$

To solve this problem, successive quadratic programming (SQP) algorithms were first proposed as the SOLVER methods of Wilson (1963) and Beale (1967). However, these require second derivatives of the constraints and objective function and initial estimates of the Kuhn-Tucker multipliers.
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Froven even if the Hessian in the quadratic program is approximated by some positive definite updating scheme.
lian (1977) was able to show global convergence properties by conducting an inexact minimization on an exact penalty function, in the search direction found by the quadratic program.

The algorithm proposed by han and later modified by Powell (1977) is the following:

1) Solve the $Q P$ :

$$
\begin{aligned}
& Q\left(x^{i}, B^{i}\right) \underset{d}{\operatorname{Min}} \nabla f^{T}\left(x^{i}\right) d+\frac{1}{2} d^{T} B^{i} d \\
& \text { s.t. } g\left(x^{i}\right)+\nabla g\left(x^{i}\right)^{T} d \leq 0 \\
& h\left(x^{i}\right)+\nabla h\left(x^{i}\right)^{T} d=0
\end{aligned}
$$

where $\mathrm{B}^{\mathrm{i}}$ is a positive definite quasi-Newton approximation to $\nabla_{\mathrm{xx}} \mathrm{L}\left(\mathrm{x}^{i}, \mathrm{u}^{i}, \mathrm{v}^{i}\right)$.

Here, $\quad L(x, u, v)=f(x)+u^{T} g(x)+v_{h}(x)$, and the multipliers (u, $\left.v\right)$
are found from the QP.
2) If $\left|\nabla f\left(x^{i}\right) T_{d}\right|+\left|u^{i T} g\left(x^{i}\right)\right|+\left|v^{i T} h\left(x^{i}\right)\right| \leq Z$, stop. Here $Z>0$ is some
smałl Kuhn-Tucker tolerance.
3) Else, find a stepsize $\lambda$ such that

$$
P\left(x^{i}+\lambda d\right) \leq P\left(x^{i}\right)+\delta \lambda P^{\prime}\left(x^{i}\right)
$$

where

$$
\begin{gather*}
P(x)=f(x)+\sum_{j=1}^{m} r_{j} g_{j}(x)_{+}+\sum_{j=1}^{k} s_{j}\left|h_{j}(x) \cdot\right|  \tag{1.2}\\
g_{j}(x)_{+}=\max \left(g_{j}(x), 0\right) \\
P^{\prime}\left(x^{i}\right)=\nabla f\left(x^{i}\right)^{T} d-\sum_{j=i}^{m} r_{j} g_{j}\left(x^{i}\right)_{+}-\sum_{-1}^{K} s_{j}\left|h_{j}\left(x^{i}\right)\right|
\end{gather*}
$$

```
is an approximation to the directional derivative of P(x),
```

> and

$$
6 \text { e }(0,1 / 2)
$$

With Han's line search function, the vectors $r$ and $s$ have constant scalar elements, $c$, given by:

## c > IIU, $\underset{,}{*} \ddagger$

00
where $u, v$ are the multipliers at the $K-T$ point of (1.1).

Powell's implementation, which is not as restrictive on the penalty terms, defines the vectors $r$ and $s$ to be

$$
\begin{aligned}
& r \circ=0 \quad \therefore s \circ=0 \\
& I_{j}^{i}=\max \left(u_{j}^{i}, \frac{1}{2} \cdot\left(u_{j}^{i}+r_{j}^{i-1}\right)\right), j=1, \quad m
\end{aligned}
$$

However, Powell's implementation does not have the global convergence properties shown by Han.

Chamberlain (1979) gave two examples where Powell's algorithm cycled between two vertices of the linearized constraints. Continued cycling in the second problem even caused the Hessian approximation matrix to become unbounded. However, Chamberlain et al. (1982) showed that use of Han's penalty function causes convergence to be too slow in some cases.

To resolve some of these difficulties, Chamberlain et al (1982) proposed the watchdog technique. Here the method alternates between an exact penalty line search and full steps in the search direction. If the exact penalty function decreases ir.onotonically, then usually full steps will be chosen. This method is harder to implement because the convergence proof may require a restart from a previous point. Thus, all the information at this point must be stored.

The next section discusses the use of the augmented Lagrangian line search function. To motivate the discussion we show that this follows quite naturally from the development of earlier quasi-Newton and augmented Lagrangian algorithms. It should be mentioned that our line search function differs from the recent work of Yamashita (1982) and Schittkowski (1981) because our function is nondifferentiable at certain points and our penalty parameter is chosen adaptively. the work of Han (1977) and local convergence properties that use the recent work of Schittkowski (1981). The fourth section discusses an adaptive strategy for choosing the penalty parameter and presents the line search algorithm. Other enhancements to the SQP algorithm are also mentioned. This section is followed by an extensive numerical comparison that includes the slow convergence effects of Chamberlain et al (1982), the cycling problems of Chamberlain (1979) as well as numerical results for fifteen well-known test problems.

Finally, we summarize the results of the paper and state conclusions in the last section.
2) AUGMENTED LAGRANGIAN LINE SEARCHES

To motivate the presentation of this line search function, let us first consider the equality constrained problem:
(2.1) Kin f(x)
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## Necessary optimality conditions can be written as:

$$
\begin{gathered}
\overline{-} \quad \begin{array}{c}
- \\
\mathbf{V f}(\mathbf{x}) \\
\\
\\
\\
\\
\mathbf{h}(\mathbf{x})=\mathbf{O}(\mathbf{x})
\end{array} \quad \begin{array}{l}
\mathbf{v}=\mathbf{0} \\
\end{array}
\end{gathered}
$$

which are simply stationary points with respect to $x$ and $v$ of the Lagrange function:

$$
\mathbf{L}(\mathbf{x}, \mathbf{v})=\mathbf{f}(\mathbf{x})+\mathbf{h}(\mathbf{x})^{\mathbf{T}} \mathbf{v}
$$

If we augment this function with a penalty term:

$$
\begin{equation*}
L_{a}\left\langle x, v, \check{c}^{\prime}{ }^{\prime}\right)=f(x)+h(x)^{T} v+\underset{z^{T}}{\boldsymbol{\alpha}_{\sim}} h(x)^{T} h(x) \tag{2-2}
\end{equation*}
$$

we find that the augmented Lagrangian has the same stationary point as the

Lagrange function, regaraless of the value of $\alpha$, the penalty parameter. The stationary point can be found by applying Newton's method to $\nabla L_{a}(x, v, \alpha)=0$.

Expanding $L_{a}(x, v, \alpha)$ formally in a Taylor series with respect to $x$ anā $v$ about a point ( $\left.x^{i}, v^{i}\right) \in R^{n+k}$ yields:

$$
\begin{aligned}
& L_{a}(x, v, \alpha)=L_{a}\left(x^{i}, v^{i}, \alpha\right)+L_{a}\left(x^{i}, v^{i}, \alpha\right)^{T}\left[\begin{array}{l}
x-x^{i} \\
v-v^{i}
\end{array}\right] \\
& +\frac{1}{2}\left[\begin{array}{c}
x-x^{i} \\
v-v^{i}
\end{array}\right] \nabla^{2} L_{a}\left(x^{i}, v^{i}, . \alpha\right)\left[\begin{array}{c}
x-x^{i} \\
v-v^{i}
\end{array}\right] \\
& +0\left(\left.\left|\left\lceil\begin{array}{c}
x-x^{i} \\
v-v^{i}
\end{array}\right]\right|\right|^{3}\right)
\end{aligned}
$$

Truncating the series after three terms and finding a stationary point with respect to $x$ and $v$, yields:
(2.3) $\quad \nabla \cdot L_{a}\left(x^{i}, v^{i}, \alpha\right)+\nabla^{2} L_{a}\left(x^{i}, v^{i}, \alpha\right)\left[\begin{array}{l}\bar{x}-x^{i} \\ \bar{v}-v^{i}\end{array}\right]=0$

Let $\left(\bar{x}-x^{i}\right)$ be defined by the vector $d$. Since
$\because-$

$$
\nabla L_{a}(x, v, \alpha)=\left[\begin{array}{l}
i \\
i f(x)+\nabla h(x) v+\alpha \\
i
\end{array}\right]
$$

$$
\begin{aligned}
v^{2} L_{a}(x, v, a)= & \\
& {\left[\begin{array}{cc}
\nabla_{x x} L_{a}(x, v, \alpha) & 0
\end{array}\right], \quad \text { and } } \\
V_{h}(x)^{T} & \\
v_{x x} L_{a}(x, v, a)= & v^{2} f(x)+v^{2} h(x) v+a \operatorname{Vh}(x) v h(x)^{T} \\
& +\alpha v^{2} h(x) h(x) \quad,
\end{aligned}
$$

we can simplify (2.3) to:

$$
\begin{gathered}
\nabla_{x} L_{a}\left(x^{i}, \bar{v}, \alpha\right)+\nabla_{x x_{a}} L_{a}\left(x^{i}, v^{i}, \alpha\right)^{T} d=0 \\
\left.h\left(x^{i}\right)+\operatorname{VhCx}^{i}\right)^{T} d=0
\end{gathered}
$$

If the constraints are not highly nonlinear we can neglect or ${ }^{2} h(x) h(x)$,
the last term in $v \quad L \quad(X, V, a)-\quad$ The above equations can then be exxx a
banded to:

$$
\begin{align*}
& v f\left(x^{i}\right)+\operatorname{Vh}\left(x^{i}\right) \bar{v}+a \nabla h\left(x^{i}\right) h\left(x^{i}\right)  \tag{2.4}\\
& +\left(7^{2} f\left(x^{i}\right)+v^{2} h\left(x^{i}\right) v+a \nabla h\left(x^{i}\right) \nabla h\left(x^{i}\right)^{T}\right) d=0
\end{align*}
$$

$$
\begin{equation*}
h\left(x^{i}\right)+V h\left(x^{1}\right)^{T} d=0 \tag{2.5}
\end{equation*}
$$

Because of equation (2.5) it is clearly seen that the truncated

Newton step for $L_{a}(x, v, o r)$ can be found by solving the following quadratic program:


$$
\text { s.t. } \quad \dot{h}\left(x^{\dot{x}}\right)+\nabla h\left(x^{i}\right)^{T} d=0
$$

and obtaining $d$ and $\bar{v}$.

Note that the solution to (2.6) is independent of of (Han 1978),

FJetcher (1974)). Since $V_{X X} M x^{i} v^{i}$ ) involves calculation of second
derivatives we approximate this matrix by $B_{f}$ which is constructed by quasiNewton updates to $V_{X X} L(x, v)$.

The result is the familiar SQP algorithm for equality constrained problems. Since this method follows from minimization of an augmented Lagrangian function, it is quite natural to choose this function to determine the stepsize $x$ along the direction, foP chosen by the QP.

Inequalities can be included by allowing the QP to determine the active set from linearizations of all the constraints. After solving the QP :

$$
Q\left(x^{i}, B\right) \quad \operatorname{Kin} \quad V f\left(x^{\dot{x}}\right)^{T} d+\frac{1}{2} d^{T} B d
$$

$$
\left.\begin{array}{r}
g\left(x^{i}\right)+\nabla g\left(x^{i}\right){ }^{T} d \leq 0 \\
i
\end{array}\right)+\nabla h\left(x^{i}\right)^{T} d=0
$$

the stepsize along $\quad$ d can be found by minimizing a modified augmented Lagrangian function:

$$
\begin{equation*}
L *\left(x, u_{r} v, \text { or }\right)=f(x)+u^{T} g(x)++v^{T} h(x) \tag{2.7}
\end{equation*}
$$

$$
+\frac{o f}{2}|j g(x)+\quad h(x)| \|^{2}
$$

where

$$
g_{j}(x)_{+}-\max \left(0, g_{j}(x)\right)
$$

$$
\begin{aligned}
\text { u,v } \quad \begin{aligned}
& \text { multipliers for } \\
& g \text { and } h, \text { respectively }
\end{aligned} \\
\left\|^{\cdot} \cdot\right\| \text { - the Euclidean norm }
\end{aligned}
$$

The form of (2.7) ignores the inequality constraints unless they are violated. during the line search.
(2.7) is similar to classical differentiate augmented Lagrange functions (BertseKas,1976) :

$$
\begin{aligned}
& f(x)+\frac{1}{2} \alpha \sum_{j=1}^{m}\left[\left(\alpha_{g_{j}}(x)+u_{j}\right)_{+}^{2}-u_{j}^{2}\right] \\
& \quad+v^{T} h(x)+f\|h(x)\|^{2}
\end{aligned}
$$

However, classical techniques or multiplier methods are less efficient because they generally involve two nested iterations. The inner iteration minimizes the augmented Lagra.ngian for $x$ with $u_{f} v$, and or fixed while the outer iteration updates $u$ and $v$ to maximize the function. The penalty parameter is increased in the outer iteration only if there is no decrease in the

- magnitude of the constraint violation.

The classical augmented Lagrangian function was also used for an SQP line search in the recent work of Yamashita (198Z) and Schittkowski (1981). Though they have substantially different implementations, both authors present desirable convergence properties.

Although our line search function (2.7) is not everywhere differentiable, it has several advantages over the functions of Han and Powell. In addition to promoting convergence, the line search function should help maintain or approach feasibility. The function used by Han and especially the one used by Powell may not suitably penalize constraint infeasibilities. The vectors $r$ and $s$ are determined directly from the Kuhn-Tucker multipliers of a quadratic program that handles linearized constraints. Thus a violation of a nonlinear constraint at $x+d$ may be ignored if the quadratic program does not make this constraint active. Two examples of this are given by Chamberlain (1979). The augmented Lagrangian has similar multiplier-related terms but also contains a squared penalty term that emphasizes all of the constraint infeasibilities. Because the $Q P$ solution is independent of $c y$, we can adjust -. this penalty parameter as needed to approach or maintain feasibility in the search.

Another important feature is the number of derivative discontinuities in the line search function. With $P\left(x, r_{f} s\right)$ each active constraint has a dis-
continuous derivative at $g(x)$ or $h(x)=0$. With $L$ only the $u^{x} g(x)$ term contains derivative discontinuities. During the line search, the stepsize can be found efficiently by minimizing a quadratic function fitted by values of the line search function at the two end points and the directional derivative. If fewer derivative discontinuities are present, the quadratic fit and the choice of stepsize will be more accurate. For the augmented Lagrangian function, this is especialy true if equality constraints are present.

## 3) CONVERGENCE OF AUGMENTED LAGRANGIAN LINE SEARCHES

We begin by showing that the search direction found by the quadratic program is a descent direction of the augmented Lagrangian function if a is sufficiently large. This will be used later for the global and local convergence proofs.

Lemma 3.1 (Dem'yanov and Kalozemov (1974), referred by Han (1977))

If $q_{i}, i=l_{r} \quad I$ are continuously differentiate functions from
$R^{n}-\quad R$ and

$$
\left.\dagger(x)=\max f q_{£}(x)\right\}
$$

i
then for any direction $d$, the upper directional derivative $D_{d} \$(x)$
exists and

$$
D_{d} Y(x)=\max _{i \in l(x)}\left(\underset{x}{q} .(x)^{T} d\right)
$$

where

$$
\left.I(x)=C i I q_{i}(x) \gg(x)\right\}
$$

## Theorem 3.1

Let $f, g$ and $h$ be continuously differentiable on $x$ and $B$ be a positive

$$
\begin{aligned}
& \text { If }(d, \vec{u}, \vec{v}) \text { is a Kuhn-Tucker triple of } Q .(x, B), d \wedge O \text { and }
\end{aligned}
$$

Then $\quad D_{p} L^{\star}(x, u, v, a)<0 \quad$ where $p=\left[\begin{array}{c}d \\ \sum_{u-u} i \\ -\overline{v-v} \\ i\end{array}\right]$

Proof
We verite the upper directional derivative of $L^{*}\left(x, u, v_{f}<y\right)$ as:

From the QP we have:

$$
\begin{aligned}
& \quad \mathbf{h}^{i}=V^{i T}{ }^{i T} \\
& -g^{\prime} * V^{-d}
\end{aligned}
$$

$$
\begin{aligned}
& +\alpha\left(g^{\frac{1}{T}} V g^{i i T} \mathbf{d}\right)+\mathbf{c y}\left(\mathbf{h}^{\mathrm{iir}} \mathbf{V} \mathbf{h}^{\mathbf{i I I}} \mathbf{d l}\right) \\
& +\left(\vec{U}-U^{1}\right)^{T}\left(\mathbf{g}_{\boldsymbol{i}}^{\dot{i}}\right)+\left(\mathbf{T}-V^{i}\right)^{T}\left(h^{i}\right)
\end{aligned}
$$

which gives

$$
\begin{aligned}
& \qquad D_{P} L^{*} \leq \nabla f^{i T}{ }_{d}+\left(\left[\begin{array}{l}
\bar{u} \\
\bar{v}
\end{array}\right]-2\left[\begin{array}{l}
u^{i} \\
v^{i}
\end{array}\right]\right)^{T}\left[\begin{array}{l}
\left.g^{i}+\right]-\alpha\left\|g^{i}, h^{i}\right\|^{2} \\
\text { Substituting for } \alpha \quad \text { gives } \quad D_{p} L^{\star}<0 .
\end{array}\right.
\end{aligned}
$$

We call the lower bound of $\alpha$ that gives the descent direction, $\alpha_{d d}$

Corollary 3.1

$$
\text { If the search direction } p=\left[\begin{array}{c}
d \\
\frac{u}{u}-u^{i} \\
\bar{v} \cdot v^{i}
\end{array}\right] \neq 0
$$

then $\{\lambda>0$ such that

$$
L^{*}\left(z^{i}+\lambda p, \alpha\right) \leq L^{*}\left(x^{i}, u^{i}, v^{i}, \alpha\right)+\delta \lambda \varnothing\left(z^{i}\right)
$$

where $\quad z^{i}=\left[\begin{array}{c}x^{i} \\ u_{i}^{i} \\ v^{i}\end{array}\right], \quad \alpha>o_{d d} \delta \in\left(0, \frac{1}{2}\right) \quad$ and $\phi\left(z^{i}\right)=D_{p} L^{*}\left(z^{i}\right)$

We continue with a perturbation leman which is due to Daniel (1973). (See also Lemma 3.2, Han (1977))

Lemma 3.2 (Theorem 4.3, Daniel (1973))

Let $\hat{d}$ minimize $q(d)=\frac{1}{2} d^{T} \hat{B d}+\hat{b} \dot{T}_{d}$

$$
\begin{array}{ll}
\text { s.t. } & \hat{A} d \leq \hat{a} \\
& \hat{C} d=\hat{c}
\end{array}
$$

and let $\overline{\mathrm{d}}$ minimize

$$
\begin{aligned}
& q(d)=\frac{1}{2} d^{T} \overline{B d}+\bar{b}^{T} d \\
& \text { s.t. } \quad \bar{A} d \leq \bar{a} \\
& \\
& \quad \bar{C} d=\bar{c}
\end{aligned}
$$

Then for any fixed norm $\|\cdot\|$, there exists $>0$ and some $\bar{\varepsilon}$ such that

$$
\|\hat{d}-\bar{d}\| \leq s c
$$

if
a) $\varepsilon \leq \bar{\varepsilon}$
b) $B$ is positive definite
where

$$
c=\max [\|\hat{b}-\bar{b}\|,\|\hat{A}-\vec{A}\|,\|\hat{c}-\bar{c}\|,\|\hat{a}-\bar{a}\|,
$$

Similarly, we can establish a bound on the multipliers by applying this leman . to the dual quadratic program:

$$
\begin{gathered}
\operatorname{Min} \frac{1}{2}\left(b+A^{T} u+C^{T} v\right)^{T}-1\left(b+A^{T} u+c^{T} v\right)-a^{T} u-c^{T} v \\
\text { s.t. } u \geq 0
\end{gathered}
$$

The bounds on the multipliers are therefore:

$$
\|(\hat{\mathbf{u}}, \hat{\mathbf{v}})-(\overline{\mathbf{u}}, \overline{\mathbf{v}})\| \leq \mathrm{te}
$$

whenever

$$
\begin{aligned}
& \mathbf{e} \cdot \boldsymbol{\varepsilon} . \overline{\mathbf{e}} \quad \text { and } \quad \mathbf{e}=\max \quad(\mid \hat{\mathbf{H}-\mathbf{H} \|},\|\hat{\mathbf{r}}-\overline{\mathrm{r}}\| \| \\
& H=\left[\begin{array}{ll}
A B^{\prime} V & A B^{-1} C^{T} \\
\mathbf{C B}^{-1} \mathbf{A}^{\mathbf{T}} & C B^{-1} \mathbf{C}^{\mathbf{T}}
\end{array}\right] \\
& r=\left[\begin{array}{c}
A B^{-1} b-a \\
C B^{-1} b-c
\end{array}\right] \\
& \text { t > } 0 \text {. }
\end{aligned}
$$

Let $f, g$ and $h$ be continuously differentiable and assume some $f=\bar{g}>0$ such that:

$$
8\|x\|^{2} \leq x^{T} B x \leq \vec{\beta}\|x\|^{2}, V x
$$

and $a$ is always greater than or, at each iteration.
Then any sequence $\left\{\mathrm{x}^{\dot{i}}, \mathrm{u}^{\mathbf{i}}, \dot{v}^{\mathrm{x}}\right\}$ with well-defined Quasi-Newton
updates $\left[B^{1}\right.$ ) either terminates at a Kuhn-Tucker point of (1.1) or any accumulation point $\left\{x^{*}{ }_{r} \mathbf{u *}\right.$, $\left.\mathbf{v *}^{*}\right\}$ satisfying the Mangasarian-Fromowitz Constraint Quezificgtion (
where $K=\{k \mid g(x)=0)$
$\operatorname{Vh}\left({ }^{*}\right)^{\prime} \mathbf{T}_{\mathbf{w}}=\mathbf{o}$
and $T h\left(x^{\star}\right)$ has full rank
is a Kuhn-Tucker point of (1.1).

## Proof

If $\mathbf{p}^{1}=\mathbf{0}$, then $\left(\mathbf{x}^{1}, \mathbf{u}^{*}, \mathbf{v}^{*}\right)$ satisfies the Kuhn-Tucker conditions of (1.1). Suppose $p^{1} 7^{\wedge} O$ then $z^{i+1}=\dot{z}^{i}+. \backslash p^{1}$ exists for some $X>O$ where

$$
L^{\star}\left(z^{i+1} \alpha\right) \leq L^{*}\left(z^{1}, a\right)+6 \backslash<f\left(z^{1}\right)
$$

Let $z^{*}$ be an accumulation point of $\left(z^{i}\right\}$ satisfying the constraint qualiafiction. Because $B^{1}$ is formed by well-defined Quasi-Newton updates, then as

$$
\mathbf{z}^{\mathbf{i}} \rightarrow \mathrm{Z}^{*}, \quad \mathrm{~B}^{1}-\mathrm{B}^{*}
$$

From the definition of $B^{1}$ and the MRC it follows that $Q\left(x^{*}, B^{*}\right)$ has a KuhnTucker point, ${\underset{p}{ }{ }^{*}}^{*}$. If $\mathbf{p}^{\boldsymbol{*}}=O$ then ${\underset{\mathbf{z}}{ }}_{\boldsymbol{*}}$ is a Kuhn-Tucfcer point of (1.1) and
we are done. Suppose"p / 0. By Lemma 3.2 and the solution of $Q\left(x^{*}, B^{*}\right)$ :

$$
\begin{aligned}
& u^{*}-* u^{*} \\
& \mathrm{v}^{\text {i }}{ }^{*} \mathrm{v}^{*}
\end{aligned}
$$

By Corollary 3.1 we can find $\bar{x}$ such that:

$$
\mathrm{L}(\mathrm{z}+\mathrm{X} \mathrm{p}, \text { or })-\mathrm{L}(\mathrm{z}, \text { or })-<: 6 \mathrm{x} /)(\mathrm{z})<0
$$

Since $p^{*} \wedge 0, x^{\dot{x}}-0$. Here 3 i sufficiently large that for some $Y>\dot{1}$.
the steplength rule is violated:
'- The LHS can be expanded in X to yield;

$$
\left.\mathrm{YX}_{\mathrm{Y}}^{\mathrm{X}} \wedge\left(\mathrm{z}^{1}\right)+\mathrm{Y}^{\wedge} \mathrm{CX}^{1}\right) \quad>\mathrm{Y} \mathrm{X}^{1} 6 /\left(\mathrm{z}^{1}\right)
$$

and dividing by $\mathrm{Y} X$ gives:

$$
\phi\left(\ddot{z}^{1}\right)+0\left(x^{1}\right)>6 f\left(\left(z^{1}\right)\right.
$$

From Theorem $3.1, \underline{p}\left(\mathbf{z}^{i}\right)<0$ and we have a contradiction since:

$$
\begin{gathered}
0>\quad \cdots(\mathrm{d} 60 \mathrm{~W} 66) \quad \ddot{j}\left(\left(\mathbf{z}^{10}\right)\right) \wedge(1-6) /\left(\mathrm{z}^{1}\right)+0\left(\left(\mathbf{X}^{1}\right)>0\right. \\
\text { and } 6 €(0,1 / 2) .
\end{gathered}
$$

Theorem 3.3
Based on the assumptions in Theorems 3.1 and 3.2, there exists a finite or such that or $>\max _{\mathbf{i} .} \quad$ of i ${ }_{d d}$

From Theorem 3.1

From the QP:

$$
\begin{aligned}
& \nabla_{\boldsymbol{G}}\left(x^{t}\right) J d \quad £-\mathrm{g}\left(\mathrm{X}^{\mathrm{L}}\right)_{+} \\
& \nabla h\left(x^{i}\right)^{T} d=-h\left(x^{i}\right) \\
& \vec{u}^{-T} \operatorname{Vg}(x i) \psi^{\mathrm{I}} \dot{\mathrm{~d}}-\mathbf{u}^{-\mathrm{T}} \mathrm{~g}\left(\mathrm{x}^{\mathrm{I}}\right)_{+}
\end{aligned}
$$

1
Substituting for $\underset{\text { dd }}{a \ldots}$ gives :

$$
\cdot_{d d}^{S} \frac{-d^{T} B d+2\left(\bar{u}-u^{1}\right)^{T} g\left(x^{i}\right)_{L}+2\left(\bar{v}-v^{\dot{L}}\right)^{T} h\left(x^{1}\right)}{H i \Delta \cdot h^{i} \|^{2}}
$$

Now, realizing that $B$ is positive definite, we take the norm of the numerator and write:

$$
a_{\mathrm{dd}} \leq \frac{\left.-\beta\|d\|\left\|^{2}+2\right\|\left|\frac{\bar{v}-u_{i}^{i}}{\bar{v}-{ }^{i}}\right| \right\rvert\,\left\|g_{+}^{i}, h^{i}\right\|}{I I g j ., h i \|^{2}}
$$

Moreover, since $p=\left[\begin{array}{l}d \\ \bar{u}-u^{i} \\ \bar{v}-v^{i}\end{array}\right] \quad$ we write:

For $\quad|\mid p \| \neq 0$, a remains bounded above even if $|\left|g i_{+}^{\prime} h^{1}\right| J-* 0$.
i) $\quad\|p\|=0\| \|_{R+f}\left\|_{h}\right\|$
v:here $K$ is a postive constant. Hence or. has a finite upper bound dd
ii) $I I g_{+}, \mathbf{M I}=0| | \mathrm{p} \|$. $\quad$ неге $\mathrm{K} \rightarrow 0$

$$
\alpha_{\mathrm{dd}} \leq \frac{2 \mathrm{~K}-\mathrm{P}}{\mathrm{~K}^{2}} \rightarrow-\infty
$$

and any positive value of a gives a descent direction,
iii) $\quad\left|\mid \mathrm{p}\|=0\| g_{+}, \mathrm{h} \|\right.$. Here K - 0

$=(2-\mathbf{I K}) \mathbf{K}-\mathbf{o}$
and any positive $a$ gives a descent direction.

Remark 3.1

To show that an accumulation point exists we require that: $x$ and $d$ be bounded, that the gradient matrix of active constraints at each iteration has full rank, and that each QPP is solvable. Thus ( $\vec{u}, \vec{v}$, ) is bounded, and because the Armijo inequality is always satisfied for $L *$ (ri ), an accumulation point will be found. (see e.g. Ortega \& Rheinboldt (1970))

Local Superlinear Convergence

We restrict the analysis to show that the Armijo inequality on this line search function allows full steps in the region about the solution of (1.1). Once this can be shown we invoke the local results of Kan (1976) and Powell (1978). We also assume that the active set has been determined. Mere any inactive constraints may be discarded and the constraint set

$$
J=\left(j \mid g_{j}(x)>0\right)
$$

is at worst a subset of the active constraints.
In addison $:$ :e assume that the Hessian approximation, $B, i s$ always positive definite and satisfies the property:

$$
d^{T}\left(\nabla_{x x} L\left(z^{*}\right)-B\right) d=o\left(\|d\|^{2}\right) .
$$

as it converges. This is characteristic of several quasi-Newton updating formulas (see Bogs, et al., 1092).

Theorem 3.4

If V i sufficiently large, we have:

1) $\quad \gamma\|p\| \leq\left\|^{T_{B d}} \leq \bar{\gamma}\right\| p \|$

$$
\text { for some } \dot{\gamma}, \bar{\gamma}>0
$$

2) The active set of inequality constraints is determined and

$$
j \in J=\left\{j \mid g_{j}(x)>0\right\} \quad \text { belongs to this set. }
$$

3) $\nabla^{2} h_{j}^{i}$ and $\nabla^{2} g_{j}^{i}$ are finite, $V x^{i}$
4) $\quad d^{T}\left(\nabla_{x x} L\left(z^{*}\right)-B^{i}\right) d=0\left(\|d\|^{2}\right)$ as $i \rightarrow \infty$
$\therefore$ where $z^{*}$ is the Kuhn-Tucker triple of (1.1)

$$
\text { 5) and } \alpha \geq \frac{\left[-(1-2 \varepsilon) d T_{B d}+2\left(\bar{u}-u^{i}\right) g\left(x^{i}\right)_{+}+2\left(\overline{v-} v^{i}\right) h\left(x^{i}\right)\right]}{\left\|g\left(x^{i}\right)_{+}, h\left(x^{i}\right)\right\|^{2}}
$$

where

$$
\begin{gathered}
\epsilon>-\min \left(0, \sum_{\left.j \in \hat{J}_{j} \bar{d}^{T} \nabla^{2} \mathcal{G}_{j}\left(x^{i}\right) d\right)}^{(1-2 \delta) d^{T} T_{B d}}\right. \\
\hat{J}=\left\{j \mid \mathcal{S}_{j}(x)<0\right\}
\end{gathered}
$$

Then

$$
L^{*}\left(z^{i}+p\right) \leq L^{*}\left(z^{i}\right)+\delta \rho\left(z^{i}\right)
$$

and the Armijo inequality is satisfied $v i$ th a stepsize of unity.
Proof
We first relate the modified augmented Lagrangian functions to the Lagrangian.

$$
\begin{aligned}
L^{\star}\left(z^{i}\right)= & f\left(x^{i}\right)+u^{i T} g\left(x^{i}\right)_{+}+v^{i} T_{h\left(x^{i}\right)} \\
& +\frac{\alpha}{2}\left\|g\left(x^{i}\right)_{+}, h\left(x^{i}\right)\right\|^{2} \\
= & L\left(z^{i}\right)-u^{i} g_{\left(x^{i}\right)}^{T}+\frac{\alpha}{2}\left\|g\left(x^{i}\right)_{+}, h\left(x^{i}\right)\right\|^{2}
\end{aligned}
$$

where

$$
\begin{aligned}
& \cdot u^{i}{ }^{T} g\left(x^{i}\right)_{-}=\sum_{j \in \hat{J}} u_{j}^{i} g_{j}\left(x^{i}\right) \\
& \hat{J}=\left\{j \mid g_{j}\left(x^{i}\right)<0\right\} \\
& L^{*}\left(z^{i}+p\right)=f\left(x^{i}+d\right)+\bar{u}^{T} g\left(x^{i}+d^{\prime}\right)+\bar{v}^{T} h\left(x^{i}+d\right) \\
& +\frac{\alpha}{2}\left\|g\left(x^{i}+d\right){ }_{+} h\left(x^{i}+d\right)\right\|^{2} \\
& =L\left(z^{i}+p\right)-\bar{u}^{T} g\left(x^{i}+d\right)+\frac{\alpha}{2}\left\|\lg \left(x^{i}+d\right)+h\left(x^{i}+d\right)\right\|^{2} \\
& \phi\left(z^{i}\right)=\nabla f\left(x^{i}\right) T_{d}+u^{i^{T}} \nabla g\left(x^{i}\right)_{+}^{T} d+v^{i T} \nabla h\left(x^{i}\right)^{T} d \\
& +\left(\bar{u}-u^{i}\right)^{T} g\left(x^{i}\right)_{+}+\left(\bar{v}-v^{i}\right)^{T} h\left(x^{i}\right) \\
& -\alpha\left\|g\left(x^{i}\right)_{+}, h\left(x^{i}\right)\right\| \|^{2} \\
& =\nabla L\left(z^{i}\right)^{T} p-u^{i T} \nabla g\left(x^{i}\right)_{-}^{T} d-\left(\bar{u}-u^{i}\right)^{T} g\left(x^{i}\right) \\
& -\left.\alpha\left|\lg \left(x^{i}\right)_{+}, h\left(x^{i}\right)\right|\right|^{2}
\end{aligned}
$$

but since ald. constraints are active (by 2))

$$
/\left(z^{i}\right)={ }^{v} L\left(\dot{f}^{\dot{x}}\right)_{p}^{T}+\left(2 u^{i}-\bar{u}\right)^{T}{ }_{F}\left(x^{i}\right)_{-}-o\left\|E\left(x^{i}\right)_{+}, h\left(x^{i}\right)\right\|^{2}
$$

Now vie need to show that:
(AI) $H_{L} *\left(z^{i}+p\right)-L^{*}\left(z^{i}\right)-6 \underset{\&}{\&}\left(z^{i}\right)$
is nonpositive. Substituting the above quantities in (AI) gives:

$$
\begin{aligned}
& F L\left(\dot{z}^{L}+p\right)-I\left(z^{i}\right)-6 V I(z V p J \\
& -\dot{u}^{T} g\left(x^{1}+d\right) \wedge+\|\left(I g\left(x^{\dot{x}}+d\right)+, h C x^{1}+d\right)| |^{2} \\
& \left.\left.+u^{i T} g\left(x^{i}\right) .-f I I g C x^{1}\right)^{\wedge} \cdot, h C x^{1}\right) \mid 1^{2}-6\left(2 u^{i}-S\right)^{T} g\left(x^{i}\right)_{\rangle_{-}} \\
& +\delta \alpha \| \lg \left(x^{i}\right)_{+}, h\left(x^{i}\right)| |^{2}
\end{aligned}
$$

From a Taylor series expansion and the solution of the $Q P$ we know:

$$
\begin{aligned}
& =1 \mathrm{~d}^{\mathrm{T}} \mathrm{~V}^{2}{ }_{g j}\left(\mathrm{x}^{1}\right) \mathrm{d} \quad+0\left(| | d| |^{3}\right) \\
& f_{i j}\left(\dot{x}^{1}+d\right) \quad=h j\left(\dot{x}^{1}\right)+V h_{j}\left(\dot{x}^{1}\right)^{T} d+\mid d \dot{T} V^{2} h_{j}\left(\dot{x}^{\dot{x}}\right) d \quad+O\left(\| d| |^{3}\right) \\
& =\frac{1}{2} d^{T} \nabla^{2} h_{j}\left(x^{i}\right) d \quad+0\left(\|\left. d\right|^{3}\right)
\end{aligned}
$$

so (AI) becomes

$$
\begin{aligned}
& \Gamma_{[L}\left(\dot{Z}^{L}+p\right)-L\left(z^{1}\right)-6 V M z V p \bar{J}-\mid\left(\bar{u}^{T} d^{T} V^{2} g\left(x^{ \pm}\right)-d\right)
\end{aligned}
$$

$$
\begin{aligned}
& \left.+6 \mathrm{TT}^{\mathrm{T}} \mathrm{~g}\left(\dot{x}^{\mathrm{x}}\right)_{-} \quad(\text { by } 3)\right)
\end{aligned}
$$

The bracketed quantity above is:

$$
\left.\left[(1-\dot{6}) \mathrm{V} L\left(\mathrm{z}^{1}\right)^{\mathrm{T}} \mathrm{p}+\backslash \mathrm{p} V \mathrm{~W}\right) \mathrm{p}+0\left(\|\mathrm{\|}\|^{3}\right)\right]
$$

where

$$
\begin{aligned}
& \left.V L(z)^{-} p=\operatorname{Vf}\left(x^{L}\right) d u^{11} \operatorname{VgCx}^{1}\right) * d+{v^{-}}^{T} V . h\left(x^{i}\right)^{T}
\end{aligned}
$$

$$
\begin{aligned}
& =-d^{\mathbf{T}} \mathbf{B} \mathbf{d} *+2\left(\mathbf{J}-\mathbf{u}^{1}\right) \mathbf{T}\left(\dot{x}^{1}\right)+2\left(\overrightarrow{\mathrm{v}}-\dot{\mathrm{v}}^{\mathbf{1}}\right) \mathbf{T}\left(\mathbf{x}^{i}\right) \\
& \text { (by the QP) }
\end{aligned}
$$

$$
\begin{aligned}
& \left.+2\left(\vec{v}-v^{i}\right)^{T} V h C x^{1}\right)^{T} d
\end{aligned}
$$

$$
\begin{aligned}
& \text { (from 2)) }
\end{aligned}
$$

Thus (AI) becomes:

$$
\begin{aligned}
& \left.+(1-26)\left[\left(G-\dot{u V g C x}{ }^{1}\right)+\left(\hat{v}-v^{i}\right) \mathbf{h}_{\left(x^{1}\right)}\right)^{*}+u^{1} \stackrel{I}{g}\left(x^{1}\right)-\right] \\
& -\mathrm{f}(1-26)\left\|g\left(x^{i}\right)_{+} \quad h\left(x^{1}\right)\right\|^{2}+6 G^{T} g\left(x^{i}\right) \\
& \therefore \quad 1\left(\overline{\mathbf{u}} V_{v}{ }^{2} g\left(x^{1}\right) . d\right)+0\left(\|p\|^{3}\right)
\end{aligned}
$$

Now because :

$$
\begin{aligned}
& 6<\frac{7}{2} \quad \bar{u}^{\mathrm{T}^{\prime}} \mathrm{g}(\mathrm{x})_{-}<0 \quad, \quad \underset{u g(x)}{\mathrm{T}} \underset{\mathrm{u}}{ } \mathrm{u}_{\mathrm{g}}(\mathrm{x})+
\end{aligned}
$$

and using assumption 4) we have:

$$
\begin{aligned}
& \text { (AI) } £\left(\frac{\dot{z}}{2}-6\right)\left[\begin{array}{l}
-d^{T} B d+2\left(\bar{u}-u^{i}\right)^{T} g\left(x^{i}\right)+ \\
\hline
\end{array}\right. \\
& +2(\bar{v}-\mathrm{v})^{\mathrm{i}} 11\left(\mathrm{x}^{\mathrm{i}}\right)-\alpha\left\|\mathrm{g}\left(\mathrm{x}^{\mathrm{i}}\right)_{+}, \mathrm{h}\left(\mathrm{x}^{\mathrm{i}}\right)\right\|^{2} \\
& -\underbrace{\bar{u}^{\bar{T}}{ }_{d}{ }_{v}{ }_{g}^{2}\left(x^{i}\right) \underbrace{d}}]+o\left(\| \|_{p}\right)
\end{aligned}
$$

Using assumption 1) and 5) gives
(AI) s.$(1-6) c_{y}$ IMPI $^{2}+0\left(\|\mathrm{P}\|^{2}\right)$
*. and for i sufficiently large:
(AI) * $\cdot_{2}(\wedge \cdot 6)$ CYIIPII ${ }^{2}+0\left(\|p\|^{2}\right) \leq-(i-6) \wedge\|P\|^{2} \leq 0$

Thus the Armijo Inequality is satisfied for a stepsize of one and the theorem is proved.

In practice, assumption ]) of Theorem 3.4 is not really required. If for example, $\left.\quad\left|\left.\right|_{d}\right| \mid=0\left(H^{\wedge}-u^{1}\right),\left(v-v^{1}\right)!!\right)=0(| | p| |)$, then the algorithm still converges superlinearly if $K\left(\| p j^{2}\right) / \| g_{+}, h| |^{2}$ (for some $\mathrm{K}>0$ ) is added to the right hand side of assumption 5). As will be seen in the next section, our algorithm covers this case as well. Note that even here $a^{\wedge} a^{\wedge}$ da.
4. An algorithm for choosing the penalty parameter.

From the convergence results of the previous section we can state the following conditions for the penalty parameter,

1) If a is large enough to give a descent direction at every iteration, then an SQP algorithm with this augmented Lagrangian line search is globally convergent.
2) If $a$ is larger than $Q^{\wedge}$ - and large enough to compensate for any active inequality constraints that remain feasible as the algorithm converges; (since $d^{T} v^{2} g_{\sim} d<0$, these will be locally_concave), then the algorithm has local superlinear convergence.

These two statements suggest an adaptive strategy for updating a . This contrasts our work from the a priori updating algorithms of SchittkowsXi (1981) and Yamashita (1982).

Here, it is straightforward to calculate the lower bound abd and (upper or lower) bounds on a that satisfy the Armijo inequality for a given stepsize. Thus, instead of explicitly fixing or for the line , search, we merely determine if a region exists for a that satisfies the Armijo inequality and the descent condition. This prevents any unnecessary stepsize restriction during the line search.

We consider two quantities at each iteration

$$
\begin{aligned}
& \alpha_{d d}=\frac{\nabla f\left(x^{i}\right)^{T} d+\left(\bar{u}-2 u^{i}\right)^{T} g\left(x^{i}\right)_{+}+\left(\bar{v}-2 v^{i}\right)^{T} h_{1}\left(x^{i}\right)}{\left\|g\left(x^{i}\right)+, h\left(x^{f}\right)\right\|^{2}} \\
& \alpha_{L S}=-\frac{\left(L_{+}\left(z^{i}\right)+\lambda \delta \nabla L+\left(z^{i}\right)^{T} p\right)+L_{+}\left(z^{i}+\lambda p\right)}{\psi(X)}
\end{aligned}
$$

where

$$
\begin{aligned}
& L_{+}(z)=f(x)+u^{T} g(x)_{+}+v^{T} h(x) \\
& \nabla L_{+}\left(z^{i}\right){\underset{p}{T}}_{T}^{T}=\nabla f\left(x^{i}\right)^{T}+\left(\vec{u}-2 u^{i}\right)_{g}^{T}\left(x^{i}\right)_{+}+\left(\vec{v}-2 v^{i}\right)^{T} h\left(x^{i}\right) \\
& \phi(\lambda)=-\frac{1}{2} \| g\left(x^{i} \cdot x(d)+\quad h\left(x^{i}+\lambda d\right)\| \|^{2}+\left(\frac{1}{2}-\varepsilon \lambda\right)\left\|g\left(x^{i}\right)_{+}, h\left(x^{i}\right)\right\| \|^{2}\right.
\end{aligned}
$$

The above expression for $\alpha_{L S}$ is derived from rearranging the Armijo inequality (AI). Here $\alpha_{\text {LS }}$ can represent either an upper or lower $\therefore$ bound which $\alpha$ must satisfy for any given $\lambda$. If $\psi(\lambda)$ is positive then any $\alpha \geq \alpha_{\text {LS }}$ will automatically satisfy the (AI); conversely if $\psi(\lambda)<0$ then any $c \leq \alpha_{\text {LS }}$ satisfies the (AI).

We can now replace step 3 of the algorithm presented in section 1 with the following L.S. procedure
a) Set $\lambda=1$
b) $\alpha^{i}=\max \left(\alpha^{i-1}, 1.1 \alpha_{d d}\right)$
c) calculate $\alpha_{L S}$
d) If $\alpha_{L S}<\max \left(0, \alpha_{d d}\right)$ or $\psi(\lambda)=0$, go to e.)

If $\alpha_{L S}>\max _{j}\left(\alpha_{d d}^{j}\right) \operatorname{set} \alpha^{i}=\alpha^{L S}$
(the (AI) is automatically satisfied at the current $\lambda$ go to f.)
e) Test the (AI) for $\alpha^{i}$ from b)

$$
L^{*}\left(z^{i}+\lambda p, \alpha^{i}\right)-L^{*}\left(z^{i}, \alpha^{i}\right) \leq \delta \lambda \varnothing\left(z^{i}, \alpha^{i}\right)
$$

(At this point we know that

1) since $\alpha_{L S}<\alpha_{d d}<\alpha^{i}$
$\alpha_{\text {LS }}$ can not be used as a basis for changing $\alpha^{i}$ because this will destroy the certainty of a descent direction
2) if $\alpha_{\text {LS }}$ happens to be a lower bound, either positive or negative, then since $\alpha^{i} \geq \alpha_{L S} \quad$ the (AI) will be satisfied on the first try. This will be the case if $!(\lambda)>0$
3) if $\psi_{-}(\lambda)$ is non-yositive then (AI) is not satisfjed for $\psi(\lambda)<0$, (AI) does not depend on $\alpha$ for $\downarrow(\lambda)=0$ )

If now the (AI) is satisfied go to f.). Otherwise reduce $\lambda$ using quadratic interpolation of $\quad L^{*}(z)$ and go to c.)
f. upoate according to

$$
\begin{aligned}
x^{i+1} & =x^{i}+\lambda d \\
u^{i+1} & =u^{i}+\lambda\left(\bar{u}-u^{i}\right) \\
v^{i+1} & =v^{i}+\lambda\left(\bar{v}-v^{i}\right) \\
i & =i+1
\end{aligned}
$$

Go to Step 1) of the algorithm in section 1

The next section presents a comparison of our stepsize strategy with those of both Powell (1977) and Schittkowski (1981) on fifteen wellknown test problems. It will be seen that our strategy never required more function evaluations than the other two and sometimes required less.

Schittkowski's strategy is less efficient because $\alpha$ increases monotonically and may even be unbounded. Also, Schittkowki's line search function may reward feasibility rather than just penalizing infeasibility. This function contains the terms $\left[\alpha g_{j}+u_{j}\right]_{+}$where: $g_{j}$ is the constraint value, $u_{j}$ the Lagrange multiplier and $\alpha$ the penalty term. Notice here that, for any $\varepsilon_{j}<0$ (feasible), the term $\left[\alpha g_{j}+u_{j}\right]_{+}$ will be positive, unless $\alpha>-\frac{u_{j}}{g_{j}}$, thereby providing a contribution to the penalty function for a feasible constraint. No provisions are made to prevent this conaition in Schittkowski's algorithm although in practice $\alpha$ does tend to become very large.

Initially we set $\left(u^{0}, v^{o}\right)=\dot{0}$ and $\alpha^{o}=\boldsymbol{\xi}$
(some small positive number, e.g. $10^{-3}$ ).

Again, we note that as long as ordd gives a descent oirection for
all iterations j, the algorithm is globally convergent. Since, from Theorem 3. $3_{f}$ we know this quantity is bounded, we use the (heuristic) updating strategy in step d) to determine a - From Theorem 3.4 we know that near the solution 3 cy ${ }^{\wedge}$ add that allows full steps along the search direction generated by the QP. This a is given by a in step d) of the algorithm. Thus we have an adaptive strategy for choosing $c *$ that exploits the properties determined in Section 3.

## 5. NUMERICAL RESULTS

This section is divided into two parts. In the first, we illustrate
hew two shortcomings of the line search strategy of Powell (1977) are remedied by the approach described in the previous section. Here we present detailed results of our strategy and explain why the slow convergence and cycling problems encountered with Powell's line search are avoided.
A. Illustrations of the Line Search
i) Slow convergence with exact penalty function line search (see Chamberlain et al. (1982)].

$$
\begin{aligned}
& \text { Consider the problem } \operatorname{Min} \quad F(x)=-x \quad+\quad j \quad\left(x^{-} \quad+\quad x^{-}-1\right) \\
& \text { s.t. } c_{1}(x)=\frac{x_{1}^{2}}{1}+\frac{x_{2}^{2}}{2}-1=0
\end{aligned}
$$

This is similar to the example used by Maratos(1978) to discuss the slow convergence effect.

The solution can be seen by inspection as: $\quad x=\left\{\begin{array}{l}1 \\ 0\end{array}\right]$.

Let

$$
\mathbf{x}^{\mathbf{k}}=\left[\begin{array}{ll}
\cos & 9 \\
\sin & 8
\end{array}\right]
$$

As mentioned by Chamberlain et al. (1979), it follows that for any small positive number $e{ }_{r}$

$$
\left\|_{1} x^{k}-x^{*}\right\| \quad \text { and the ratio } \quad\left\|\mid x^{k+1}-x *\right\| /\| \| x^{k}-x^{*} \|
$$

- can be made less than $€$ if 9 is chosen sufficiently small.

From the definition of $P(x)$

$$
\begin{aligned}
\mathbf{P}\left(\mathbf{x}^{\mathbf{k}}\right) & =-\cos \mathbf{Q} \\
P\left(x^{k+1}\right) \quad= & -\operatorname{cose} \cdot \sin ^{2} e+(T+s) \sin ^{2} 6
\end{aligned}
$$

= But for a reduction to occur in $P\left(x^{\cdots}{ }^{\prime}\right)$.,
$\qquad$

Here, since s $\wedge$, the algorithm can not take full steps for $7 \boldsymbol{\chi}$. The Lagrangian and augmented Lagrangian functions are given by:

$$
\mathrm{L}\left(\mathrm{x}^{\mathrm{k}}, \mathrm{v}\right)=-\cos 9
$$

$$
L\left(x^{\mathrm{K}+1}>\overline{\mathrm{v})^{\mathrm{X}}=-\cos -\sin 29+\left(\underline{\cos 8} \sin ^{2} 8\right.}\right.
$$

$$
\mathrm{L}^{*}\left(\mathrm{x}^{\mathrm{k}}, v, v\right)=-\cos 9
$$

- and the multiplier on the constraint $C_{1}$ is:

$$
v=-\frac{\cos 8}{Z}-T
$$

Also: $\quad \mathrm{VL}^{*} \mathrm{r}_{\mathrm{P}}=\mathrm{V} \mathrm{L}{ }_{\mathrm{p}}^{\mathrm{T}}=-\sin { }^{2} 0$

So a descent direction is guaranteed . $\because$ V cr > -

The Armijo inequality for $L(x, v)$ is :

$$
-\sin ^{2} e+\frac{\cos 9 \sin ^{2} \sigma}{2}+a \frac{1}{2}\left(\sin ^{\wedge} S\right) \wedge-6 \sin ^{2} \theta
$$

$$
\text { and } \alpha_{L S}=\frac{2}{\sin ^{2} 9}\left[(1-\delta)-\frac{\cos \theta}{2}\right]
$$

 and $6 €(0,2)$ - Thus the augmented Lagrangian function will take
full steps to the solution because $f(1)<0$ and $a f a a_{-}$.
Here, even the Lagrange function takes full steps because. a $=0$.

```
(ii.)cycling with Powell's line search function
    (Chamberlain (1979))
```

```
The Problem Min {}\mp@subsup{\mathbf{x}}{\mathbf{2}}{
```

$$
\text { s.t. cj }(>:)=a\left(>:_{x_{-}}\right)-\mathbf{x}_{2} \leq 0
$$

$$
\left.c_{2}(x)=a d-\wedge\right) \quad-x_{2} \leq 0
$$

$$
\text { where } a(x)=2 x^{2}-x^{3}
$$



Let

$$
\begin{aligned}
& x^{0}=\left[\begin{array}{l}
1 \\
10 \\
0
\end{array}\right] \quad \quad_{B^{0}=1}^{c_{i}^{0}=0} \quad £{ }^{\circ}-0 \\
& \mathbf{u}^{0}=\left[\begin{array}{l}
0 \\
0
\end{array}\right] \quad c_{2}^{0}=1
\end{aligned}
$$


$\therefore \quad$ and $r^{0}=\left[\begin{array}{l}0 \\ 1\end{array}\right]$

$$
\mathbf{f}^{1^{\bullet}}=\mathbf{0}
$$

$$
c^{1}=\left[\begin{array}{l}
1 \\
0
\end{array}\right]
$$

$P\left(x^{0}, r\right) \cdot=1$
$p^{\prime}\left(x^{0}, r^{0}\right)=-1$
$L\left(x^{0}, u^{0}\right)=0$
VL (z ) $\mathrm{p}=1 /\left(\mathrm{z}^{\circ}\right)=0$
$L^{*}\left(x^{0}, u^{0}, a\right)=\frac{a}{2}$
$\mathrm{VL}^{*}\left(\mathrm{z}^{\mathrm{OH}} \mathrm{T}_{\mathrm{p}}=\mathrm{L}^{* \bullet}\left(\mathrm{z}^{\circ}\right)=-(f f-1)\right.$
where $\stackrel{*}{f}^{f}$ is the directional derivative $V . T_{d}$.

The Armijo inequality holds for $P\left(x^{0}, r^{0}\right)$ and $L\left(x^{0}{ }_{f}{ }^{0}\right.$ ) for the step size, $X=1$

$$
\begin{aligned}
\left.P C x^{1}, r^{\circ}\right) & £ P\left(x^{\circ}, r^{\circ}\right)+6 P^{\prime}\left(x^{0}, r^{0}\right) \\
0 & \leq 1-6 \\
L\left(x^{x}, u^{\circ}\right) & \wedge L\left(x^{\circ}, u^{0}\right)+6 L^{f}\left(x^{0}, u^{0}\right) \\
0 & \wedge 0+6
\end{aligned}
$$

v:here 6 is set to O.I by Powell (1977). The augmented Lagrangian line search does not satisfy the inequality for $\mid=1$. Here :

$$
\begin{aligned}
& L^{\star}\left(x^{1}, \bar{u}, ~ a\right) ~ £ L^{\star}\left(x^{\circ}, u^{\circ}, a\right)+6 L^{\star} \quad\left(x^{\circ}, u^{\circ}, C V\right) r \\
& \left(\text { which is } \left.\quad \frac{\alpha}{2} \leq \quad \right\rvert\,-6(o r-1)\right) \quad, \quad \text { is satisfied } \\
& \text { only if or } \leq \alpha_{L S}=1 \text {. However, or must also be greater than or, }=1 . \\
& \text { ( Note that the Lagrangian function } L(x, u) \text { cycles because here } a=0<a, \text {, } v \text {, }
\end{aligned}
$$

Setting $B^{0}$ to $I, u^{0}$ to 0 and $x^{0}$ to 0 and using the algorithm in Section 4, vith quaoratic line search interpolation, this optimization problem converges to the optimum , $x^{T}=[0.5,0.375]$, in 4 iterations.

## B. Numerical Comparison on Test Problems

In this section we compare three line search strategies embodied in the following computer programs:

OPT - uses the line search strategy described in Section 4.
OPTHP - uses the strategy given by Powell (1977)

OPTSCH - uses the stragegy proposed by Schittkowski (1981)

Otherwise, the three codes use the quadratic programming algorithm of Gill and Murray (1978). This program has the desirable feature that the minimum norm of the infeasibilities is returned if linearization of the constraints is inconsistent. If this happens we merely resolve the QP with the constraint tolerance set to l.Olx (min norm).

We find this device safer than the one suggested by Powell. His strategy introduces a new parameter into the $Q P$ and transforms it from:

$$
\begin{aligned}
& \text { (QPI) Min } a^{T} d+\frac{1}{2} d^{T} B d \\
& \text { s.t. } \quad c \quad c^{T_{d}} \leq 0 \\
& \mathbf{r}+\mathrm{R}^{\mathrm{T}} \mathbf{d}=\mathbf{0} \\
& \text { to: }
\end{aligned}
$$

$$
\begin{aligned}
& \text { (QP2) Min } \\
& {\left[\begin{array}{l}
a \\
\pi
\end{array}\right]^{\mathrm{T}}\left[\begin{array}{l}
\mathrm{d} \\
\xi
\end{array}\right]+\frac{1}{2}\left[\begin{array}{l}
\mathrm{d} \\
\xi
\end{array}\right] \cdot\left[\begin{array}{ll}
\mathrm{B} & 0 \\
0 & 0
\end{array}\right]\left[\begin{array}{l}
\mathrm{d} \\
\xi_{-}
\end{array}\right]} \\
& \text {s.t. }\left[\begin{array}{l}
c_{-} \\
\vdots \\
0
\end{array}\right]+\left[\begin{array}{ll}
C_{-}^{T} & 0 \\
c_{+}^{T} & c_{+}
\end{array}\right]\left[\begin{array}{l}
d \\
5 .
\end{array}\right] \leq 0 \\
& {\left[\begin{array}{ll}
R^{T} & r
\end{array}\right]\left[\begin{array}{l}
d \\
5
\end{array}\right]=0} \\
& 0 \leq \xi \leq 1
\end{aligned}
$$

where

$$
\begin{array}{ll}
c_{-}=c_{j \in \hat{J}} & , J=\left\{j \mid c_{j}<0\right\} \\
c_{+}=c_{j \in J} \quad, J=\left\{j \mid c_{j} \geq 0\right\}
\end{array}
$$

$\eta$ is a large negative number ( $-10^{6}$ in VF $\operatorname{V} 2 \mathrm{AD}$ (1977))

Incorporation of the $\bar{\xi}$ parameter will help correct the inconsistent

- linearization. However, there is no guarantee that d from (QP2) is
equivalent to $\overline{0}$ from ( $Q P 1$ ) even if the linearized constraints have a feasible region :

For example, if the QP solution is completely determined by the equality constraints $\left(\mathbb{d}=-\left(R^{T}\right)^{-1} r\right)$, it is easy to show that (QP2) will not find this solution if:

$$
\frac{a^{T}\left(R^{T}\right)^{-1} r-\eta}{r^{T} R^{-1} B\left(R^{T}\right)^{-1} r}<1
$$

The following table provides a listing of the fifteen problems solved;

- N represents the number of independent variables, $M$ the total number of constrains and $K E Q$ the number of equality constraints. Each problem is denoted by a letter and number. The letter corresponds to the reference while the number identifies the problem number in the reference.

Table 5.1 shows, firstly, that the augmented Lagrangian strategy in OPT never required more function evaluations than either OPTHP or OPTSCH. In addition, the cycling exhibited on some problems by the OPTHP algorithm is always avoided as was shown by Theorem 3.2 and Remark 3.1.

The implementation of the Schittkowski line search function suffered often from illconditioning. Both the QPP subproblem, where illc̣onationing was measured by the Hessian condition number, and the line search subproblem, where very large $\alpha$ values (sometimes $10^{15}$ or more) were calculated, were re-- . sponsible for the excessive number of function evaluations or failures shown. Attempts were made at restarting the failed problems with an initialization of the Hessian to $I$, but this did not always prove successful.

## Conclusions

Based on theoretical considerations and numerical results we find that our adaptive augmented Lagrangian strategy performs both more effectively and reliably than previously implemented line search strategies. By exploiting the descent property and the Armijo inequality our adaptive procedure provides a more flexible way of choosing the penalty parameter when compared to other methods.

TABLE 5.1: ALGORITHM COMPARISON


[^0]After introducing the current algorithm and describing its features, we motivate the use of augmented Lagrangian line searches in section 2 . This section follows a similar derivation for diagonalized multiplier methods by Tapia (1977).

Section 3 presents conditions for the penalty parameter that lead to local superlinear and global convergence. Based on these conditions we present a line search algorithm that adaptively adjusts a. by using the Armijo inequality and descent conditions.

Finally, section 5 presents a numerical comparison that demonstrates the benef̣its of this approach. Here we examine two problems that have plagued previous line searches and compare results from the solution of 15 test problems.
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[^0]:    -• •converged to a tolerance of io" ${ }^{15}$; other problems to $10 \sim^{3}$ -required resetting the hessian to I

