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#### Abstract

We determine the detailed qualitative behavior of radially symmetric equilibrium states with two or more phases for general classes of nonlinear thermoelastic materials. We treat the cases of structured and non-structured interface. Methods are based on a combination of geometric constructions with phase-plane analyses of the governing equations. A special feature of the solutions is that they admit nonplanar interfaces.
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## 1. Introduction

For aeolotropic nonlinearly thermoelastic disks and balls, we determine the detailed qualitative behavior of radially symmetric equilibrium states with two or more phases. Much of our treatment is based on a combination of simple geometric constructions with phase-plane analyses of the governing equations. We treat very general classes of materials. A host of novel effects are due to the lack of isotropy, which causes the innocuous polar singularity at the center for an isotropic body to be replaced by a very different singularity, one which strongly influences the behavior near the center. The richness of the phenomena we find reflects the richness of the material response we consider. A special feature of our solutions is that they admit nonplanar interfaces.

In Section 2 we record the equations governing the equilibrium of coexistent phases separated by smooth interfacial surfaces, including the case when the interfaces can be structured. In Section 3 we specialize these equations to a dual form especially appropriate for radially symmetric problems. In Section 4 we describe the properties of the phase portraits corresponding to isothermal equilibria of homogeneous materials. In Section 5 we solve the isothermal problem first for any finite number of simple interfaces. In Section 6 we treat the same problems for structured interfaces. In Section 7 we specialize some of these results to linearly elastic materials, which cannot sustain multiple radially symmetric phases in the absence of interfacial structure. We introduce heat conduction in Sections 8 and 9. Its presence typically prevents the governing ordinary differential equations from being autonomous. Since there is but slight advantage to treating homogeneous materials, we do not restrict our attention to these in Section 9. In Section 10 we develop a version of the theory of asymptotically autonomous equations applicable to our thermoelastic problems, which enables us to obtain detailed information about solutions for these problems from solutions of an appropriate autonomous system.

Notation. We often denote the function $\boldsymbol{u} \mapsto \boldsymbol{f}(\boldsymbol{u})$ by $f(\cdot)$. The partial derivative of a function $f$ with respect to a scalar argument $t$ is denoted by either $f_{t}$ or $\partial_{t} f$. Obvious analogs of these notations will also be used.

## 2. Basic Equations for Coexistent Phases

In this section we state the equations governing the equilibrium of coexistent phases separated by smooth structured interfaces, following the formulation of Gurtin $[6,7]$. The purpose of this presentation is merely to identify the variables that enter the jump conditions of radially symmetric problems, which we study in the rest of the paper.

Gibbs notation. In our formulation of the three-dimensional theory, we employ Gibbs notation for vectors and tensors: Vectors, which are elements of Euclidean 3 -space $\mathbb{E}^{3}$, and vector-valued functions are denoted by lower-case, italic, bold-face symbols. The dot product of (vectors) $u$ and $v$ is denoted by $u \cdot v$. The value of tensor $A$ at vector $v$ is denoted $A \cdot v$ (in place of the more usual $A v$ ) and the product of $A$ and $B$ is denoted $A \cdot B$ (in place of the more usual $A B$ ). The transpose of $A$ is denoted $A^{*}$. We write $\boldsymbol{u} \cdot \boldsymbol{A}=\boldsymbol{A}^{*} \cdot \boldsymbol{u}$. The inner product of $\boldsymbol{A}$ and $B$ (which
equals the trace of $A \cdot B^{*}$ ) is denoted $A: B$. The dyadic product of vectors $a$ and $b$ is denoted $a b$ (in place of the more usual $a \otimes b$ ). It is defined by $(a b) \cdot u=(b \cdot u) a$ for all $u$. Thus $(a b):(u v)=(a \cdot u)(b \cdot v)$. Twice-repeated lower-case Latin indices are summed from 1 to 3 and twice-repeated lower-case Greek indices are summed from 1 to 2.

In Section 10, we employ traditional notation for matrices.
The (Gâteaux) differential of $u \mapsto f(u)$ at $v$ in the direction $h$ is $\left.\frac{d}{d i} f(v+t h)\right|_{t=0}$. When it is linear in $h$ we denote this differential by $\frac{\partial f}{\partial u}(v) \cdot h$ or $f_{u}(v) \cdot h$. If $x$ represents a point in Euclidean 3-space, then the divergence of a tensor $T$ is defined to be $\nabla \cdot T^{*} \equiv(\partial T / \partial x): I$ where $I$ is the identity tensor or, equivalently, $\left(\nabla \cdot T^{*}\right) \cdot c \equiv \operatorname{tr}\left[\partial\left(T^{*} \cdot c\right) / \partial x\right]$ for all $c$, where $\operatorname{tr}$ denotes trace.

The surface gradient and divergence. An invariant definition of the surface gradient $\bar{\nabla}$ and surface divergence $\bar{\nabla}$. is given by Gurtin and Murdoch [8] and Gurtin [6]; we give a useful coordinate version: Let $\eta \equiv\left(\eta^{1}, \eta^{2}\right)$ be a pair of surface coordinates for a $C^{1}$ interface, which we represent by $\boldsymbol{\eta} \mapsto \pi(\boldsymbol{\eta})$. By definition, the vectors $g_{\alpha}(\eta) \equiv \frac{\partial \pi(\eta)}{\partial \eta^{a}}$ are independent and span the tangent space to the interface $\pi$ at $\pi(\eta)$. Let $\left\{g^{\alpha}\right\}$ be the basis dual to $\left\{g_{\alpha}\right\}$. Then the surface gradient $\bar{\nabla}$ is the operator $g^{\boldsymbol{\gamma}} \frac{\partial}{\partial \eta^{\gamma}}$ and the surface divergence is the operator $g^{\boldsymbol{\gamma}} \frac{\partial}{\partial \eta^{\gamma}} \cdot$. (The same technique yields a coordinate version of the ordinary gradient $\nabla$.) At the end of this section, we compute these operations in the polar coordinates we use in the rest of this paper.

Let $x$ denote a typical material point in a body $\Omega$ and let $p(x)$ denote the position of $\boldsymbol{x}$ in a deformed configuration. Let $\boldsymbol{F}(\boldsymbol{x})$ denote the deformation gradient at $\boldsymbol{x}$, $\theta(\boldsymbol{x})$ the absolute temperature at $\boldsymbol{x}, \boldsymbol{T}(\boldsymbol{x})$ the first Piola-Kirchhoff stress tensor at $x, \boldsymbol{q}(x)$ the (negative of) the material heat-flux vector at $x$, and $\psi(x)$ the Helmholtz free energy per unit reference volume at $x$. A phase of a thermoelastic material is a maximal connected set of material points on which the deformation gradient and the temperature gradient are continuous. Suppose that a body has a finite number of phases separated by smooth surfaces, called interfaces, having continuously differentiable unit normal fields $n$. To account for effects like surface tension we can endow an interface with a surface free energy $\bar{\psi}$ and a surface PiolaKirchhoff stress tensor $\bar{T}$, which is a tensor that is a derivative of $\bar{\psi}$ and that annihilates $n$. When $\bar{\psi} \neq 0$, the interface is said to have structure.

We limit our attention to coherent interfaces, across which $p$ is continuous. The tensor $P \equiv I-n \boldsymbol{n}$ is the projector onto the tangent plane to the interface at any point. The coherency of an interface ensures that $\bar{F} \equiv \bar{F} \cdot \boldsymbol{P}$ (which is another surface tensor in the sense that it annihilates $n$ ) is continuous across the interface.

The body is in (Maxwell) equilibrium under zero body force and zero heat source if

$$
\begin{align*}
\nabla \cdot T^{*} & =0  \tag{2.1}\\
\nabla \cdot q & =0 \tag{2.2}
\end{align*}
$$

in each phase, and

$$
\begin{gather*}
{[\boldsymbol{T}] \cdot \boldsymbol{n}=-\bar{\nabla} \cdot \overline{\boldsymbol{T}}^{*},}  \tag{2.3}\\
{[\psi-(\boldsymbol{T} \cdot \boldsymbol{n}) \cdot(\boldsymbol{F} \cdot \boldsymbol{n})]=\left(\bar{\psi} P-\overline{\boldsymbol{F}}^{*} \cdot \overline{\boldsymbol{T}}\right): \bar{\nabla} \boldsymbol{n}-\bar{\nabla} \cdot \mathbf{c},}  \tag{2.4}\\
{[\boldsymbol{q}] \cdot \boldsymbol{n}=0} \tag{2.5}
\end{gather*}
$$

on each interface. Here [f] denote the jump across an interface of the function $f$, i.e., the limiting value of $f$ on the interface in the phase into which $n$ points minus the limiting value of $f$ for the other phase. The vector $c$ is associated with shear forces acting on the interface; we ignore it because it will not appear in the problems we treat.

We supplement these jump conditions with the the jump condition coming from the requirement that the interface be coherent:

$$
\begin{equation*}
[p]=0 \tag{2.6}
\end{equation*}
$$

We limit our attention to interfaces across which the temperature is continuous:

$$
\begin{equation*}
[\theta]=0 \tag{2.7}
\end{equation*}
$$

We study thermoelastic materials for which there are constitutive functions $\hat{\psi}$, $\hat{T}, \hat{q}, \dot{\psi}, \dot{T}$, such that the functions delivering the free energy, stress, free energy, heat flux, surface free energy, surface stress, and surface shear at a material point are the compositions

$$
\left.\begin{array}{rl}
\psi & =\hat{\psi}(F, \theta, x) \\
T & =\hat{T}(F, \theta, x)=\hat{\psi}_{F}(F, \theta, x) \\
\boldsymbol{q} & =\hat{\boldsymbol{q}}(F, \theta, \nabla \theta, x) \\
\bar{\psi} & =\dot{\psi}(\bar{F}, \boldsymbol{n}, \theta, x) \\
\bar{T} & =\dot{T}(\bar{F}, \boldsymbol{n}, \theta, x)=\dot{\psi}_{F}(\bar{F}, \boldsymbol{n}, \theta, x) \\
c & =-\dot{T}(\bar{F}, \boldsymbol{n}, \theta, x \tag{2.13}
\end{array}\right) \cdot E \cdot \boldsymbol{n}-\dot{\psi}_{n}(\bar{F}, \boldsymbol{n}, \theta, x) .
$$

Here $E$ is the average of the limits of $F$ on each side of the interface. We do not bother to put these constitutive equations into frame-indifferent form. We shall not use the fact that $\hat{T}$ and $\dot{T}$ are derivable from potentials.

We study equilibrium states with coexistent phases. We do not concern ourselves with how these states could be reached. In particular, we assume that a set of constitutive equations is given for each phase. We need not explicitly regard these constitutive equations as corresponding to different energy wells of a single freeenergy function. That our problems do in fact describe coexistent phases resulting from a free-energy function with multiple wells, rather than describe some standard equilibrium configurations, is embodied in (2.3) and the Maxwell condition (2.4). Since these conditions account for the instabilities associated with the spinodal regions produced by a free-energy function with multiple wells, we can assume that the constitutive equations in each phase are reasonably stable, namely, that they are strongly elliptic.

For accounts of the underlying theory of coexistent phases, see Abeyaratne and Knowles [1,2], Gurtin [6,7], and Truskinovsky [17].

Polar coordinates. Let the interface be a sphere of radius $r$. Let $\{\boldsymbol{i}, \boldsymbol{j}, \boldsymbol{k}\}$ be a right-handed orthonormal basis for Euclidean space. We identify $\eta$ with the spherical coordinates $(\theta, \phi)$, in which case

$$
\begin{equation*}
\pi(\theta, \phi)=r[\sin \theta(\cos \phi i+\sin \phi j)+\cos \theta k] \equiv r n \tag{2.14}
\end{equation*}
$$

Set

$$
\begin{equation*}
a_{1}=\cos \theta(\cos \phi i+\sin \phi j)-\sin \theta k, \quad a_{2}=-\sin \phi i+\cos \phi j, \quad a_{3}=\boldsymbol{n} \tag{2.15}
\end{equation*}
$$

Then $\left\{a_{k}\right\}$ is orthonormal, and $g_{1}=r a_{1}, g_{2}=r \sin \theta a_{2}, g^{1}=a_{1} / r, g_{2}=$ $a_{2} / r \sin \theta$. Hence,

$$
\begin{equation*}
\bar{\nabla}=\frac{1}{r}\left(a_{1} \frac{\partial}{\partial \theta}+\frac{a_{2}}{\sin \theta} \frac{\partial}{\partial \phi}\right) . \tag{2.16}
\end{equation*}
$$

In particular, if we represent $\bar{T}$ by $\bar{T}^{i j} a_{i} a_{j}$, then

$$
\begin{gather*}
\bar{\nabla} \cdot \bar{T}^{*}=\frac{1}{r}\left(a_{1} \frac{\partial}{\partial \theta}+\frac{a_{2}}{\sin \theta} \frac{\partial}{\partial \phi}\right) \cdot \bar{T}^{i j} a_{j} a_{i}  \tag{2.17}\\
\bar{\nabla}_{n}=\frac{1}{r^{2}}\left(a_{1} \frac{\partial}{\partial \theta}+\frac{a_{2}}{\sin \theta} \frac{\partial}{\partial \phi}\right) \pi(\theta, \phi)=\frac{1}{r}\left(a_{1} a_{1}+a_{2} a_{2}\right)=\frac{1}{r} P \tag{2.18}
\end{gather*}
$$

If the interface is a circular cylinder of radius $r$, we identify $\eta$ with the cylindrical coordinates ( $\phi, z$ ), in which case

$$
\begin{equation*}
\pi(\phi, z)=r(\cos \phi i+\sin \phi j)+z k \tag{2.19}
\end{equation*}
$$

We set $a_{1}=-\sin \phi i+\cos \phi j, a_{2}=k$, and $a_{3}=n=\cos \phi i+\sin \phi j$ and find that

$$
\begin{gather*}
\bar{\nabla}=\frac{a_{1}}{r} \frac{\partial}{\partial \phi}+k \frac{\partial}{\partial z},  \tag{2.20}\\
\bar{\nabla} \cdot \bar{T}^{*}=\left(\frac{a_{1}}{r} \frac{\partial}{\partial \phi}+k \frac{\partial}{\partial z}\right) \cdot \bar{T}^{i j} a_{j} a_{i}  \tag{2.21}\\
\bar{\nabla} n=\left(\frac{a_{1}}{r} \frac{\partial}{\partial \phi}+k \frac{\partial}{\partial z}\right) n=\frac{1}{r} a_{1} a_{1} \tag{2.22}
\end{gather*}
$$

## 3. Equations for Radially Symmetric Configurations

We study radially symmetric equilibrium problems, which are governed by ordinary differential equations, because they can be readily analyzed and because they describe interesting phenomena that arise in a variety of real materials. For example, the casting of a metal cylinder typically results in a configuration with a reasonable approximation of cylindrical radially symmetric aeolotropy (see Walker [18]). Spherical radially symmetric aeolotropy occurs in spherulite (see Sinha [15]).

We accordingly take our body to be a disk or a ball of outer radius 1 and assume that the constitutive equations respect this symmetry. Let $s$ denote the radial
coordinate in the reference configuration. Let $r(s)$ be the radius of a material point originally at distance $s$ from the origin. The following development is restricted to radially symmetric problems. We use the notation of (2.14)-(2.22).

The only strain variables are the radial and azimuthal stretches $\nu$ and $\tau$ defined by

$$
\begin{equation*}
\nu(s)=r^{\prime}(s), \quad r(s)=\frac{r(s)}{s} \tag{3.1a,b}
\end{equation*}
$$

In particular, for the ball, $F=\tau\left(a_{1} a_{1}+a_{2} a_{2}\right)+\nu n n$, and for the disk, $a_{1} \cdot F \cdot a_{1}=\tau$, $a_{3} \cdot F \cdot a_{3}=\nu$.

The only nonzero components of $T$ are the radial normal component $N$ and the arimuthal normal component(s) $T$. The temperature $\theta$ depends only on $s$, and the only nonzero component of $q$ is its radial component $q$.

Equations (2.1) and (2.2) reduce to

$$
\begin{align*}
\frac{d}{d}\left[s^{\alpha} N(s)\right] & =\alpha s^{\alpha-1} T(s)  \tag{3.2}\\
\frac{d}{d s}\left[s^{\alpha} q(s)\right] & =0 \tag{3.3}
\end{align*}
$$

where $\alpha=1$ for cylindrical coordinates and $\alpha=2$ for spherical coordinates.
The surface stress tensor has the form $\bar{T}=\bar{T}\left(a_{1} a_{1}+a_{2} a_{2}\right)$ for the ball and $\bar{T}=$ $\bar{T} a_{1} a_{1}+\bar{T}^{33} k k$ for the disk. Using (2.17) and (2.21) we find that $\bar{\nabla} \cdot \bar{T}=-\alpha \bar{T} n / r$. The surface shear $c=0$ and $\dot{\psi}$ is independent of $\dot{n}$. It is convenient to introduce the Eshelby function

$$
\begin{equation*}
\chi \equiv \psi-N \nu \tag{3.4}
\end{equation*}
$$

(the constitutive function for which is a partial Legendre transform of that for $\psi$, so that $\chi$ represents a thermodynamic variable between the free energy and the free enthalpy). The interface conditions (2.3)-(2.7) reduce to

$$
\begin{align*}
& {[N]=\frac{\alpha \bar{T}}{r}=\frac{\alpha \bar{T}}{s \tau}}  \tag{3.5}\\
& {[\chi]=\frac{\alpha}{r}(\bar{\psi}-\bar{T} \tau)}  \tag{3.6}\\
& {[q]=0}  \tag{3.7}\\
& {[\tau]=0}  \tag{3.8}\\
& {[\theta]=0} \tag{3.9}
\end{align*}
$$

In each phase the constitutive equations (2.8)-(2.10) reduce to equations of the form

$$
\begin{align*}
T(s) & =\hat{T}(\tau(s), \nu(s), \theta(s), s)=\frac{\partial \hat{\psi}}{\partial \tau}(\tau(s), \nu(s), \theta(s), s)  \tag{3.10}\\
N(s) & =\hat{N}(\tau(s), \nu(s), \theta(s), s)=\frac{\partial \hat{\psi}}{\partial \nu}(\tau(s), \nu(s), \theta(s), s)  \tag{3.11}\\
\psi(s) & =\hat{\psi}(\tau(s), \nu(s), \theta(s), s)  \tag{3.12}\\
q(s) & =\hat{q}\left(\tau(s), \nu(s), \theta(s), \theta^{\prime}(s), s\right) \tag{3.13}
\end{align*}
$$

in each phase. Let

$$
\begin{gather*}
s=e^{\xi-1}, \quad \tau(s)=\tilde{\tau}(\xi), \quad n(s)=\tilde{n}(\xi), \quad \theta(s)=\tilde{\theta}(\xi)  \tag{3.20}\\
\chi^{\ell}(\tau, n, \theta, s)=\tilde{\chi}^{\sharp}(\tau, n, \theta, \xi)
\end{gather*}
$$

Let us now drop the superposed tildes. Then (3.19) is equivalent to

$$
\begin{align*}
\dot{\tau} & =\nu^{\prime}\left(\tau, n, \theta, e^{\xi-1}\right)-\tau  \tag{3.21a}\\
\dot{n} & =\alpha T^{\prime}\left(\tau, n, \theta, e^{\xi-1}\right)-\alpha n,  \tag{3.21b}\\
\dot{\theta} & =e^{\xi-1} f^{\prime}\left(\tau, n, \theta, \mu e^{\alpha(1-\xi)}, e^{\xi-1}\right) \tag{3.21c}
\end{align*}
$$

where the superposed dot denotes differentiation with respect to $\xi$. If the material in each phase is homogeneous, so that the constitutive functions do not depend explicitly on $s$, then equations (3.21a,b) are autonomous. But even under these conditions, (3.21c) for $\alpha=1$ is not autonomous unless $f^{i}$ is affine in $q$, i.e., unless the material satisfies a version of the Fourier heat conduction law, and (3.21c) for $\alpha=2$ is not autonomous unless $f^{8}$ is affine in $\sqrt{q}$.

The corresponding forms of (3.5), (3.6) are

$$
\begin{align*}
& {[n]=\bar{N}(\tau, \theta, \xi) \equiv \frac{\alpha \dot{T}\left(\tau, \theta, e^{\xi-1}\right)}{e^{\xi-1} \tau},}  \tag{3.22}\\
& {\left[\chi^{\mathfrak{y}}(\tau, n, \theta, \xi)\right]=\bar{X}(\tau, \theta, \xi) \equiv \frac{\alpha}{e^{\xi-1} \tau}\left[\dot{\psi}\left(\tau, \theta, e^{\xi-1}\right)-\tau \dot{T}\left(\tau, \theta, e^{\xi-1}\right)\right],} \tag{3.23}
\end{align*}
$$

while (3.7)-(3.9) remain the same. (Since there can be no interface at the center, the presence of $e^{\xi-1}$ in the denominators of (3.22), (3.23) causes no difficulty.)

We identify a constant reference temperature $\dot{\theta}$. We assume that the reference configuration is natural for this temperature, i.e., that

$$
\begin{equation*}
\hat{N}(1,1, \dot{\theta}, s)=0=\hat{T}(1,1, \dot{\theta}, s) \tag{3.24a}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
\nu^{\sharp}(1,0, \stackrel{\circ}{\theta}, s)=1, \quad T^{\sharp}(1,0, \stackrel{\circ}{\theta}, s)=0 \tag{3.24b}
\end{equation*}
$$

We now discuss mechanical boundary conditions, postponing until Section 8 a discussion of thermal boundary conditions.

The requirement that the center of the body be intact, i.e., that $r(0)=0$, is equivalent to

$$
\begin{equation*}
\lim _{\xi \rightarrow-\infty} e^{\xi-1} \tau(\xi)=0 \tag{3.25}
\end{equation*}
$$

by virtue of (3.1b) and (3.20).
If the center is not required to be intact, then the body could suffer cavitation, in which a hole forms about the center. In this case, $r(0)$ is positive and there
is no traction acting on the boundary of the hole. This situation at the center corresponds to the point

$$
\begin{equation*}
\lim _{\xi \rightarrow-\infty}(\tau(\xi), n(\xi))=(\infty, 0) \tag{3.26}
\end{equation*}
$$

Here we follow [3] in characterizing cavitation by the vanishing of the Piola-Kirchhoff traction $n$ at the center. Alternatively, one can adopt the weaker, but eminently reasonable, assumption that the Cauchy traction $n / \tau$ vanish at the center (cf. Ball [5]). The advantage of our approach is that there is at most one phase-plane trajectory satisfying (3.26), whereas otherwise there could be a whole family of admissible trajectories, to which a stabilty criterion must be applied to select the physically reasonable one.

We can prescribe the radius $\tau(1)$ of the outer boundary of the body, or prescribe the normal Piola-Kirchhoff traction $n(1)$, or prescribe the normal stress per unit actual area, etc. We handle all such possibilities by requiring $(\tau(1), n(1))$ to lie on a prescribed curve $\S B$ in the $(\tau, n)$-plane:

$$
\begin{equation*}
(\tau(1), n(1)) \in \S B . \tag{3.27}
\end{equation*}
$$

## 4. Phase Portraits for Isothermal Autonomous Problems

We now limit our attention to isothermal problems for homogeneous media, so that the behavior in each phase is given by the autonomous version of (3.21a,b) for constant $\theta$, which we write as

$$
\begin{equation*}
\dot{\tau}=\nu^{\ell}(\tau, n)-\tau, \quad \dot{n}=\alpha T^{\ell}(\tau, n)-\alpha n . \tag{4.1a,b}
\end{equation*}
$$

Under certain constitutive assumptions (which are slightly stronger than ours, which can be weakened, and which we do not spell out) the methods of Antman and Negrón-Marrero [3] show that the phase portraits ${ }^{1}$ for (4.1) have special properties illustrated in Figure 4.2: The point $(\tau, n)=(1,0)$ is a singular point. All nondegenerate singular points are either saddle points or stable nodes. All singular points lie along a simple curve $\S \mathcal{S}$ that is asymptotic to the negative $n$-axis and that is unbounded in the positive n-direction for $\tau>1$. The curve $\S \mathcal{S}$ is the union of the singular points and trajectories (separatrices) joining the singular points.

The following result is central for our analysis: For the phase containing the center, any trajectory satisfying (3.25) must begin at a saddle point (possibly at infinity) and must be confined to a separatrix leaving the saddle point, or else must be confined to a singular point. See [3] for a proof. For an isotropic material, the curve $\S \mathcal{S}$ degenerates into a curve of singular points. If the phase containing the center is isotropic, then any trajectory satisfying (3.25) is merely a point of §S. The treatment of the degenerate problems in which the phase containing the center is isotropic is much easier than those in which this phase is not isotropic, and is accordingly omitted. (Our methods automatically account for cases in which other phases are isotropic.)

There can be a cavitation, satisfying (3.18), if the constitutive equations for the phase containing the center admit a trajectory, like the §C's of Figure 4.2, that is asymptotic to the positive $\tau$-axis and originates at $(\tau, n)=(\infty, 0)$. See the discussion and references in [3].
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Fig. 4.2. Typical phase portraits for (4.1) showing the separatrix curve $\S \mathcal{S}$ and the trajectory $\S \mathcal{C}$ asymptotic to the positive $\tau$-axis.

## 5. The Isothermal Problem with Unstructured Interfaces

We seek equilibrium states in which there are a finite number of phases, each of which touch along circular interfaces for $\alpha=1$ and spherical interfaces for $\alpha=2$. We prescribe the number $k+1$ of phases and the constitutive functions in each phase (but not the locations of the phase boundaries). In this section, we assume that the interfaces are not structured, so that the right-hand sides of (3.5) and (3.6) are each 0 . We use the very simple geometric construction shown in Figure 5.1 to characterize solutions:

First suppose that the center is intact. Let $\chi_{0}$ be the Eshelby constitutive function $\chi^{i}$ for the phase containing the center, which we call the phase 0 . (This phase is a disk or a ball.) In ( $\tau, n, \chi$ )-space construct the curve $\gamma_{0}$ formed by the graph of $\chi_{0}$ restricted to the curve $\S \mathcal{S}$ for the phase 0 , which is denoted $\S S_{0}$. Thus

$$
\begin{equation*}
\gamma_{0}=\left\{(\tau, n, \chi):(\tau, n) \in \S S_{0}, \chi=\chi_{0}(\tau, n)\right\} \tag{5.2}
\end{equation*}
$$

Segments of $\gamma_{0}$ can be parametrized by the $\boldsymbol{\xi}$ that parametrizes each separatrix constituting $\S S_{0}$.

Let $\chi_{1}$ be the Eshelby constitutive function $\chi^{1}$ for the phase, called phase 1, adjacent to that containing the center. (This phase is an annulus or a shell.) In


Fig. 5.1. The graphs of the curve $\gamma_{0}$ and the surface $\Gamma_{1}$. Their intersection points, if any, correspond to the $(\tau, n)$ at the interface between the phases 0 and 1.
the same ( $\tau, n, \chi$ )-space construct the graph $\Gamma_{1}$ of $\chi_{1}$ :

$$
\begin{equation*}
\Gamma_{1}=\left\{(\tau, n, \chi): \chi=\chi_{1}(\tau, n)\right\} \tag{5.3}
\end{equation*}
$$

The curve $\gamma_{0}$ might intersect the surface at one or more points. If there are no such intersections, then there cannot be equilibria with phase 1 touching phase 0 along an interface satisfying (3.5), (3.6), (3.8). Otherwise, denote the projection of a typical intersection point onto the ( $\tau, n$ )-plane by ( $\tau_{01}, n_{01}$ ). This point determines the state on the interface. A segment of a separatrix in the portrait of phase 0 that begins at a saddle point and terminates at ( $\tau_{01}, n_{01}$ ) describes the state of phase 0. For each ( $\tau_{01}, n_{01}$ ) there is different state of phase 0 . We do not (yet) know the value of $\xi$ corresponding to ( $\tau_{01}, n_{01}$ ) because (4.1), being autonomous, is invariant under changes of the independent variable $\xi$. The separatrix determines an appropriate state because an infinite amount of $\xi$ is exhausted in going from the saddle point to the terminal point ( $\tau_{01}, n_{01}$ ), as is required by (3.25).

Now we locate ( $\tau_{01}, n_{01}$ ) in the portrait of phase 1. Issuing from it is at most one semi-orbit $\S \mathcal{C}_{1}$ along which $\xi$ increases. (It could happen that ( $\tau_{01}, n_{01}$ ) is a singular point, in which case $\S \mathcal{C}_{1}$ lies on ( $\tau_{01}, n_{01}$ ).)

First, let us suppose that the only phases are phases 0 and 1 . Then we get a solution to the equilibrium problem if and only if $\S C_{1}$ intersects the boundary curve $\S B$. (In the rare case that ( $\tau_{01}, n_{01}$ ) is a singular point, it must lie on $\S \mathcal{B}$. Then phase 1 is degenerate, being confined to the boundary of the body. We choose
not to regard the solution as a two-phase solution.) The semi-orbit $\S C_{1}$ determines the state of phase 1. In consonance with (3.27), we identify the value of $\xi$ at the intersection of $\S C_{1}$ with $\S \mathcal{B}$ as 1 . We then obtain from (4.1) an integral expression for the amount of the independent variable $\xi$ used up along the $\S \mathcal{C}_{1}$ from ( $\tau_{01}, n_{01}$ ) to ( $\tau(1), n(1)$ ). Since there can be no singular points on $\S \mathcal{C}_{1}$ (or else there would be no two-phase solution), this amount is finite. It determines the $\xi$ at the interface. All the conditions of our problem are met, and the portraits of phases 0 and 1 determine the solutions in those phases.

Now, suppose that there is at least one more phase, phase 2, surrounding phase 1. Then over the entire semi-orbit $\S \mathcal{C}_{1}$ in the portrait of phase 1 we construct the curve

$$
\begin{equation*}
\gamma_{1}=\left\{(\tau, n, \chi):(\tau, n) \in \S C_{1}, \chi=\chi_{1}(\tau, n)\right\} \tag{5.4}
\end{equation*}
$$

Let $\chi_{2}$ be the Eshelby constitutive function $\chi^{8}$ for the phase 2. In the same ( $\tau, n, \chi$ )space construct the graph $\Gamma_{2}$ of $\chi_{2}$ :

$$
\begin{equation*}
\Gamma_{2}=\left\{(\tau, n, \chi): \chi=\chi_{2}(\tau, n)\right\} \tag{5.5}
\end{equation*}
$$

We denote intersection points of $\gamma_{1}$ with $\Gamma_{2}$ by $\left(\tau_{12}, n_{12}\right)$. We then repeat our preceding arguments with obvious modifications, according as phase 2 is the last phase or not.

Now consider problems in which there is cavitation at the center. (This can only occur for certain materials in phase 0 .) We then carry out the preceding argument, but replace $\S \mathcal{S}$ in the definition of $\gamma_{0}$ with the $\S \mathcal{C}$ of Figure 4.2.

Note that it can happen that there are no solutions or there are be several solutions. All the steps just described are based on straightforward geometric constructions of phase portraits and graphs over phase portraits from the constitutive equations. (Given analytical expressions for the constitutive equations, all these constructions could be carried out on available graphical packages for computers.) The most important feature of the equilibrium configurations is the state at the center of the body, which corresponds to a saddle point in the portrait of phase 0 . In general, the particular saddle point corresponding the the boundary condition (3.27) cannot be determined until all the phases are determined. As in [3] and [4], there are critical values of boundary conditions, i.e., critical dispositions of $\S \mathcal{B}$, across which the state at the center jumps. For example, the stresses $N$ and $T$ at the center can be zero for all normal pressures up to a threshold and then jump to $-\infty$ as this threshold is crossed.

## 6. The Isothermal Problem with Structured Interfaces

To obtain equilibrium solutions with structured interfaces we need a construction more complicated than that of the last section because the presence of the righthand sides in the jump conditions (3.22), (3.23) distorts the simple geometry there and because the material coordinate $\xi$ enters the interface conditions explicitly. .

Let phase $k$ be the outermost phase. In its phase portrait all orbits that terminate on $\S \mathcal{B}$ sweep out a region $\mathcal{D}_{k}$ of the ( $\tau, n$ )-plane. (See [4] for sketches of $\mathcal{D}_{k}$.) At each point ( $\tau, n$ ) of $\mathcal{D}_{k}$ we compute from integral expressions obtained from (4.1)
the value $\xi_{k}(\tau, n)$ of $\xi$ with the property that the orbit from $(\tau, n)$ to $\S \mathcal{B}$ uses up exactly $1-\xi_{k}(\tau, n)$ units of the independent variable. In particular, we note that under mild constitutive equations, Antman and Negrón-Marrero [3] showed that the horizontal and vertical isoclines of (4.1) have graphs for which $\tau$ is an increasing function of $n$. The curve $\S \mathcal{S}$ lies between these isoclines and has a graph of the same sort. It follows from these facts that a nonsingular trajectory can cross at most one isocline. Therefore each trajectory can be parametrized by $\tau$ or by $n$. Let $n \mapsto \tilde{\tau}_{k}(n)$ be the graph of a trajectory in the $k$ th phase that is nowhere parallel to the $\tau$ axis. Then (4.1b) implies that

$$
\begin{equation*}
1-\xi_{k}\left(\tilde{\tau}_{k}(n), n\right)=\int_{n}^{n(1)} \frac{d m}{\alpha T^{y}\left(\tilde{\tau}_{k}(m), m\right)-\alpha m} \tag{6.1a}
\end{equation*}
$$

where $\left(\tilde{\tau}_{k}(n(1)), n(1)\right) \in \S \mathcal{B}$. Likewise, Let $\tau \mapsto \tilde{n}_{k}(\tau)$ be the graph of a trajectory in the $k$ th phase that is nowhere parallel to the $n$ axis. Then (4.1a) implies that

$$
\begin{equation*}
1-\xi_{k}\left(\tau, \tilde{n}_{k}(\tau)\right)=\int_{\tau}^{\tau(1)} \frac{d t}{\nu^{1}\left(t, \tilde{n}_{k}(t)\right)-t} \tag{6.1b}
\end{equation*}
$$

where $\left(\tau(1), \tilde{n}_{k}(\tau(1)) \in \S B\right.$. When the hypotheses leading to (6.1a) or (6.1b) are not in force, we can represent $\xi_{k}$ by a sum of integrals of the kind that occur in (6.1). These integral expressions show that $\xi_{k}$ depends continuously on its arguments, except when bifurcations occur. It could happen that the positive semi-orbit through ( $\tau, n$ ) in $\mathcal{D}_{k}$ intersects $\S \mathcal{B}$ at more than one point. For each such intersection we define a different function $\xi_{k}$.

Let $\left(\tau^{+}, n^{+}\right)$denote the limit of $(\tau, n)$ as $\xi$ approaches the interface between the $k$ th and the $(k-1)$ st phase from the $k$ th phase, and ( $\tau^{-}, n^{-}$) denote the same limit as $\xi$ approaches the interface from the $(k-1)$ st phase. Then (3.22), (3.23), (3.8) yield

$$
\begin{align*}
n^{-} & =n^{+}-\bar{N}_{k}\left(\tau^{+}, \xi_{k}\left(\tau^{+}, n^{+}\right)\right),  \tag{6.2}\\
\chi_{k-1}\left(\tau^{-}, n^{-}\right) & =\chi_{k}\left(\tau^{+}, n^{+}\right)-\bar{X}_{k}\left(\tau^{+}, \xi_{k}\left(\tau^{+}, n^{+}\right)\right),  \tag{6.3}\\
\tau^{-} & =\tau^{+} . \tag{6.4}
\end{align*}
$$

Here $\bar{N}_{k}$ and $\bar{X}_{k}$ denote the given constitutive functions for the interface between the $k$ th and the $(k-1)$ st phase, and, as before, $\chi ;$ denotes the given constitutive function for the the $j$ th phase. We substitute (6.2) and (6.4) into (6.3) to find that ( $\tau^{+}, n^{+}$) must satisfy

$$
\begin{align*}
H_{k-1}(\tau, n) & \equiv \chi_{k-1}\left(\tau, n-\bar{N}_{k}\left(\tau, \xi_{k}(\tau, n)\right)\right)  \tag{6.5}\\
& =\chi_{k}(\tau, n)-\bar{X}_{k}\left(\tau, \xi_{k}(\tau, n)\right) \equiv G_{k}(\tau, n) .
\end{align*}
$$

We construct the graphs $\mathcal{G}_{k}$ of $G_{k}$ and $\mathcal{H}_{k-1}$ of $H_{k-1}$ over $\mathcal{D}_{k}$ :

$$
\begin{align*}
\mathcal{G}_{k} & =\left\{(\tau, n, \chi):(\tau, n) \in \mathcal{D}_{k}, \chi=G_{k}(\tau, n)\right\}  \tag{6.6}\\
\mathcal{H}_{k-1} & =\left\{(\tau, n, \chi):(\tau, n) \in \mathcal{D}_{k}, \chi=H_{k-1}(\tau, n)\right\}
\end{align*}
$$

(Note that $\mathcal{H}_{k-1}$ is a distortion of the graph of $\chi_{k-1}$ in the $n$-direction; it is satisfying to note that there is no distortion in the $\tau$-direction, because such a distortion would wreak havoc with the the inequality $\tau>0$.) The graphs $\mathcal{G}_{k}$ and $\mathcal{H}_{k-1}$ might intersect, on a (curve-like ${ }^{2}$ ) set whose projection onto the ( $\tau, n$ )-plane is $\oint \mathcal{B}_{k-1, k}$. The pairs ( $\tau^{+}, n^{+}$), if any, satisfying (6.5) lie on $\S B_{k-1, k}$. If there is no intersection of $\mathcal{G}_{k}$ and $\mathcal{H}_{k-1}$, then there can be no solution.

Now we construct the curve-like set

$$
\begin{equation*}
\S \mathcal{A}_{k-1, k} \equiv\left\{(\tau, n): n=n^{+}-\bar{N}_{k}\left(\tau, \xi_{k}\left(\tau, n^{+}\right)\right),\left(\tau, n^{+}\right) \in \S \mathcal{B}_{k-1, k}\right\} \tag{6.7}
\end{equation*}
$$

which consists of all points ( $\tau^{-}, n^{-}$) satisfying the interface conditions (6.2) and (6.4). All orbits in the portrait of phase $k-1$ that terminate on $\S \mathcal{A}_{k-1, k}$ sweep out a region $\mathcal{D}_{k-1}$ of the ( $\tau, n$ )-plane. It can happen that no orbits terminate on $\S \mathcal{A}_{k-1, k}$, so that $D_{k-1}$ is empty, whence there can be no equilibrium state with these phases. If $(\tau, n) \in\left\{\mathcal{A}_{k-1, k}\right.$, then we define $\xi_{k-1}(\tau, n)$ to be the value of $\xi_{k}$ at the corresponding point of $\S B_{k-1, k}$, namely,

$$
\begin{equation*}
\xi_{k-1}\left(\tau, n^{+}-\bar{N}_{k}\left(\tau, \xi_{k}\left(\tau, n^{+}\right)\right)\right) \equiv \xi_{k}\left(\tau, n^{+}\right), \quad\left(\tau, n^{+}\right) \in \S \mathcal{B}_{k-1, k} . \tag{6.8}
\end{equation*}
$$

At each point $(\tau, n)$ of $D_{k-1}$, we compute from integral expressions obtained from (4.1) for phase $k-1$ the value $\xi_{k-1}(\tau, n)$ of $\xi$ with the property that the orbit from $(\tau, n)$ to ( $\tau^{-}, n^{-}$) on $\S \mathcal{A}_{k-1, k}$ uses up exactly $\xi_{k-1}\left(\tau^{-}, n^{-}\right)-\xi_{k-1}(\tau, n)$ units of the independent variable. (As before, it could happen that the positive semi-orbit through ( $\tau, n$ ) in $\mathcal{D}_{k-1}$ intersects $\S \mathcal{A}_{k-1, k}$ at more than one point. For each such intersection, we define a different function $\xi_{k-1}$, which would lead to a different solution.)

We define $G_{k-1}$ and $H_{k-2}$, their graphs $\mathcal{G}_{k-1}$ and $\mathcal{H}_{k-2}$, and the sets $\S B_{k-2, k-1}$ and $\S \mathcal{A}_{k-2, k-1}$ just as above, and we repeat the process just described, with the obvious changes of indices, until we obtain the curve-like set $\S \mathcal{A}_{01}$. (If any of the sets $\S \mathcal{A}_{j-1, j}$ is empty, there can be no radially symmetric equilibrium state with these phases.)

Each segment of the separatrix $\S S_{0}$ that terminates on $\S \mathcal{A}_{01}$ determines the state in phase 0 for which the center is intact. (For cavitation problems, replace $\S S_{0}$ with $\S C_{0}$.) The point at which $\S S_{0}$ and $\S \mathcal{A}_{01}$ intersect determines via (6.2) the initial point on $\S \mathcal{B}_{01}$ of an orbit in phase 1 and therefore determines the whole orbit in this phase. By repeating this process, we determine an orbit in each phase; these orbits give the equilibrium solution. (This procedure bears a vague resemblance to that used to construct solutions of shrink-fit problems; see [4].)

## 7. The Isothermal Problem for Linearly Elastic Materials

It is instructive to specialize our results to homogeneous linearly elastic materials, because these are used in most studies of coexistent phases, and more importantly, because they yield some surprising results. Let the free energy in a typical phase have the form:

$$
\begin{equation*}
\psi(r, \nu)=\frac{1}{2} A(r-1)^{2}+B(r-1)(\nu-1)+\frac{1}{2} C(\nu-1)^{2} \tag{7.1}
\end{equation*}
$$

[^1]where the elastic moduli $A, B, C$ are numbers satisfying $A, C>0, A C>B^{2}$. (In a specific problem these moduli would bear indices identifying the phase.) The material is isotropic if $A=C$. Let a typical surface free energy have the the form
\[

$$
\begin{equation*}
\dot{\psi}(r)=\frac{1}{2} D(r-1)^{2}, \tag{7.2}
\end{equation*}
$$

\]

where $D$ is a positive number. Then the stresses in the phase characterized by (7.1) are

$$
\begin{align*}
& \dot{N}(\tau, \nu)=B(r-1)+C(\nu-1),  \tag{7.3a}\\
& \dot{T}(\tau, \nu)=A(r-1)+B(\nu-1), \tag{7.3b}
\end{align*}
$$

and the surface stress corresponding to (7.2) is

$$
\begin{equation*}
\dot{T}(\tau)=D(\tau-1) . \tag{7.4}
\end{equation*}
$$

We explicitly invert the equation $\hat{N}(\tau, \nu)=n$ and thus obtain

$$
\begin{align*}
C\left[\nu^{1}(r, n)-1\right] & =n-B(r-1), \\
C T^{\prime}(\tau, n) & =\left(A C-B^{2}\right)(\tau-1)+B n,  \tag{7.5}\\
C \chi^{1}(\tau, n) & =\frac{1}{2}\left(A C-B^{2}\right)(\tau-1)^{2}-\frac{1}{2} n^{2}+B n(r-1)-C n
\end{align*}
$$

(cf. (3.16)). Then our autonomous system (4.1) reduces to

$$
\begin{align*}
& C \dot{\tau}=n-(B+C)(\tau-1), \\
& C \dot{n}=\alpha\left[\left(A C-B^{2}\right)(\tau-1)+(B-C) n\right] . \tag{7.6}
\end{align*}
$$

The interface conditions (3.8), (3.22), (3.23) reduce to

$$
\begin{equation*}
[\tau]=0, \quad[n]=\alpha D \frac{\tau(\eta)-1}{e^{\eta-1} \tau(\eta)}, \quad[\chi]=\alpha D \frac{1-\tau(\eta)^{2}}{2 e^{\eta-1} \tau(\eta)}, \tag{7.7}
\end{equation*}
$$

where $\eta$ corresponds to the reference preimage of the interface.
The general solution of (7.6) is

$$
\left[\begin{array}{c}
\tau(\xi)-1  \tag{7.8}\\
n(\xi)
\end{array}\right]=-\Lambda e^{\lambda \xi}\left[\begin{array}{l}
1 \\
l
\end{array}\right]+M e^{\mu \xi}\left[\begin{array}{l}
1 \\
m
\end{array}\right]
$$

where

$$
\begin{array}{ll}
\lambda=-1+\sqrt{A / C}, & \mu=-1-\sqrt{A / C}<0  \tag{7.9}\\
l=B+\sqrt{A C}>0, & m=B-\sqrt{A C}<0
\end{array}
$$

and $\Lambda, M$ are arbitrary constants of integration.
Now we study a material with two phases. Since we are considering only linear elasticity, the only meaningful solutions are those that stay near the natural state $(\tau, n)=(1,0)$. We accordingly suppose that the singular point corresponding to the center must be a saddle at ( 1,0 ). In this case, the eigenvalue $\lambda_{0}$ for the solution for the phase 0 containing the center must be positive, $\varepsilon_{0}$ that $A_{0}>C_{0}$; thus the material must be stronger in the azimuthal directions than in the radial direction. (In the degenerate case that the material of phase 0 is isotropic, so that $A_{0}=C_{0}$, the analysis is simplified, and is left as an exercise for the interested reader.) Moreover, $\left\{S_{0}\right.$ must be the ray spanning the eigenvector corresponding to $\lambda_{0}$, and the solution in the phase 0 containing the center must take values on this ray. Thus we conclude that in phase 0 the solution (7.8) reduces to

$$
\left[\begin{array}{c}
\tau(\xi)-1  \tag{7.10}\\
n(\xi)
\end{array}\right]=-\Lambda_{0} e^{\lambda_{0} \xi}\left[\begin{array}{l}
1 \\
l_{0}
\end{array}\right] .
$$

The solution in the outer phase 1 is given by (7.8) with all the material constants indexed with 1 .
Let $\xi_{01}=\eta$, so that $\sigma \equiv e^{\eta-1}$ is the radius of material points forming the interface. Let $L \equiv \Lambda_{0} e^{\lambda_{0} \eta}$. Substituting our solutions into the interface conditions (7.7) we obtain

$$
\begin{align*}
& -\Lambda_{1} e^{\lambda_{1} \eta}+M_{1} e^{\mu_{1} \eta}+L=0,  \tag{7.11}\\
& -\Lambda_{1} e^{\lambda_{2} \eta \eta_{1}+M_{1} e^{\mu_{1} \eta} m_{1}+L l_{0}=\frac{\alpha D L}{\sigma(L-1)},}  \tag{7.12}\\
& K \equiv \frac{1}{2} \llbracket \frac{A C-B^{2}}{C} \rrbracket-\frac{l_{0}^{2}}{2} \llbracket \frac{1}{C} \rrbracket+l_{0} \llbracket \frac{B}{C} \rrbracket  \tag{7.13}\\
& \quad=\frac{\alpha D}{\sigma(1-L)}\left\{\frac{l_{0}}{C_{1}}-\frac{1}{2}-\frac{B_{1}}{C_{1}}+\frac{\alpha D}{2 C_{1} \sigma(1-L)}\right\} .
\end{align*}
$$

To be specific, suppose that $n(1)$ is prescribed to equal $n$. Then (7.8) yields

$$
\begin{equation*}
-\Lambda_{1} e^{\lambda_{1}} l_{1}+M_{1} e^{\mu_{1}} m_{1}=\hbar . \tag{7.14}
\end{equation*}
$$

Equations (7.11)-(7.14) are to be solved for the four unknowns $A_{1}, M_{1}, L$, and $\sigma \equiv e^{\eta-1}$, with $\sigma$ confined to ( 0,1 ).

Let us first consider the unstructured interface, for which $\boldsymbol{D}=\mathbf{0}$. Then (7.13) implies: For phases consisting of linearly elastic materiale and for unstructured interfaces there can only be a solution in the unlikely case that $K=0$, i.e., only if there is a very special relation between the elastic moduli of each phase. In this case, the interface can be located anywhere, because the remaining equations do not restrict $\sigma$. Indeed, let $\sigma$ be arbitrary in $(0,1)$. The determinant of coefficients of $\Lambda_{1}, M_{1}, L$ in (7.11), (7.12), (7.14) vanishes if and only if

$$
\begin{equation*}
\sigma^{2 \sqrt{A_{1} / C_{1}}}=\frac{l_{1}}{m_{1}} \frac{l_{0}-m_{1}}{l_{0}-l_{1}} . \tag{7.15}
\end{equation*}
$$

Since $I_{0}, l_{1}>0>m_{1}$, the right-hand side of (7.15) cannot take values in ( 0,1 ). Thus this determinant never vanishes for $\sigma$ in ( 0,1 ), so that for each such $\sigma$, the system (7.11), (7.12), (7.14) has a unique solution for $\Lambda_{1}, M_{1}, L$.

This result indicates the paramount importance of interfacial structure for linearly elastic phases, provided we can show that (7.11)-(7.14) can be solved under natural circumstances when there is structure. Let us briefly sketch how this could be done. We rewrite (7.13) as

$$
\begin{equation*}
g(\sigma, L) \equiv\left(l_{0}-\frac{1}{2} C_{1}-B_{1}\right) \sigma(1-L)+\frac{\alpha D}{2}-\frac{K C_{1} \sigma^{2}(1-L)^{2}}{\alpha D}=0 . \tag{7.16}
\end{equation*}
$$

We solve (7.11), (7.12) uniquely for $\Lambda_{2}, M_{1}$ in terms of $L, \sigma$, and we substitute these solutions into (7.14) to obtain

$$
\begin{align*}
h(\sigma, L) \equiv & {\left[l_{1}\left(l_{0}-m_{1}\right) \sigma^{1+\mu_{1}}+m_{1}\left(l_{1}-l_{0}\right) \sigma^{1+\lambda_{1}}\right] L(1-L) }  \tag{7.17}\\
& +\left(l_{1} \sigma^{\mu_{1}}-m_{1} \sigma^{\lambda_{1}}\right) \alpha D L+\hbar\left(l_{1}-m_{1}\right) \sigma^{1+\lambda_{2}+\mu_{2}}(1-L)=0 .
\end{align*}
$$

Now we determine the vector field $(g, h)$ on the rectangle consisting of the lines $\sigma=0, \sigma=1$, $L=1, L=L^{+}$and the rectangle consisting of the lines $\sigma=0, \sigma=1, L=0, L=L^{-}$, where $L^{+}$ is a large positive number and $L^{-}$is a large negative number. We can readily obtain reasonable conditions on the elastic moduli and on $n$ to show that the rotation of this vector field on at least one of these rectangles is not 0 ; this condition ensures that (7.16), (7.17) has at least one solution within a rectangle having nonzero rotation. (See [11].)

## 8. The Thermoelastic Problem with Unstructured Interfaces

Our governing equations for $(\tau, n, \theta)$ are the ordinary differential equations (3.21) and the interface conditions (3.22), (3.23), (3.8), (3.9). Recall that $\mu$, which is the
heat flux on the outer boundary, is a pure constant by virtue of (3.7). If $\mu \neq 0$, then the heat flux, which is given by $q(\xi)=\mu e^{\alpha(1-\xi)}$, blows up as $\xi \rightarrow-\infty$. We admit this flux source at the center so that thermal effects can enter our problem. (One adopts a similar approach in studying sources and sinks in fluids.)

In this section we restrict our attention to unstructured interfaces for homogeneous materials and adopt the obvious analogs of the notation used there. In our endeavor to imitate the development of Section 5, we encounter a few technical difficulties occasioned by the failure of our equations to be autonomous. We first consider the case in which $q(1)=\mu$ is prescribed. We introduce the temperature $\beta$ at the center:

$$
\begin{equation*}
\theta(-\infty)=\beta \tag{8.1}
\end{equation*}
$$

We denote the solution of (3.21) satisfying (8.1) and either (3.25) or the cavitation conditions that $\tau(-\infty)=\infty, n(-\infty)=0$ in the phase 0 containing the center by ( $\left.\tau_{0}(\cdot, \beta), n_{0}(\cdot, \beta), \theta_{0}(\cdot, \beta)\right)$. We discuss conditions ensuring the existence and the consequent behavior of ( $\tau_{0}, n_{0}, \theta_{0}$ ) below. Let $\chi_{0}, \chi_{1}, \ldots$, denote the constitutive function $\chi^{8}$ in the phases $0,1, \ldots$ For the time being, we merely assume that it is defined for $\xi$ in some interval containing $-\infty$.

In the 4-dimensional space of $(\tau, n, \theta, \chi)$ we construct the curve

$$
\begin{equation*}
\xi \mapsto\left(\tau_{0}(\xi, \beta), n_{0}(\xi, \beta), \theta_{0}(\xi, \beta), \chi_{0}\left(\tau_{0}(\xi, \beta)\right)\right) \tag{8.2}
\end{equation*}
$$

and the 3-dimensional surface

$$
\begin{equation*}
(\tau, n, \theta) \mapsto\left(\left(\tau, n, \theta, \chi_{1}(\tau, n, \theta)\right)\right. \tag{8.3}
\end{equation*}
$$

The homogeneity of the material implies that no computations need be made in finding this surface. Any point where (8.2) intersects (8.3) defines a point ( $\tau_{01}, n_{01}, \theta_{01}$ ) at which the interface conditions (3.22), (3.23), (3.8), (3.9) are met. If there are no such intersections, there cannot be equilibria with phase 1 touching phase 0 along an interface satisfying (3.22), (3.23), (3.8), (3.9). We do not have to make special provision for the possibility that solutions of the differential equations blow up: $A$ solution that blows up either generates a (8.2) that intersects (8.3) or it does not. A trajectory of (3.21) in phase 0 terminating at a ( $\tau_{01}, n_{01}, \theta_{01}$ ) defines the state in this phase that meets the intactness condition and the interface conditions.

But now we encounter what distinguishes this construction from that of Section 5: The failure of our system to be autonomous means that the value $\xi_{01}(\beta)$ of $\xi$ at this interface is determined. We illustrate this failure by a simple example: Suppose that the function $f^{\prime}$, which appears in (3.21c), is independent of ( $\tau, n, \theta, s$ ), as it would be for Fourier's Law. Then (3.21c) reduces to an equation of the form $\dot{\theta}=e^{\xi-1} f^{\ell}\left(\mu e^{\alpha(1-\xi)}\right)$. To be specific, assume that $f^{\ell}(q)=A q^{\delta}$ where $A$ and $\delta$ are positive constants. Then the last equation becomes $\dot{\theta}=B e^{r^{(1-\xi)}}$, where $B$ and $\gamma$ are suitable constants. When we solve this equation and set the solution equal to $\theta_{01}$, we find that $\xi_{01}(\beta)=1+\frac{1}{\gamma} \ln \left[\frac{\gamma}{B}\left(\theta_{01}-\beta\right)\right]$.

Thus the amount of $\xi$ available for the remaining phases is fixed. It may happen that $\xi_{01}(\beta)>1$, in which case there can be no equilibrium state for this $\beta$. In
general, for a fixed $\beta$ there is thus little hope of satisfying the boundary condition (3.27). We shall accordingly wish to vary $\beta$ to satisfy (3.27). We discuss this matter below.

Now we solve (3.21) in the phase 1 subject to the initial conditions $\tau\left(\xi_{01}(\beta)\right)=$ $\tau_{0}\left(\xi_{01}(\beta), \beta\right), n\left(\xi_{01}(\beta)\right)=n_{0}\left(\xi_{01}(\beta), \beta\right), \theta\left(\xi_{01}(\beta)\right)=\theta_{0}\left(\xi_{01}(\beta), \beta\right)$, denote the resulting solution by $\left(\tau_{1}(\cdot, \beta), n_{1}(\cdot, \beta), \theta_{1}(\cdot, \beta)\right)$ and repeat the process beginning with (8.2) with the obvious change of indices. We continue in this manner until we find the solution ( $\tau_{k}(\cdot, \beta), n_{k}(\cdot, \beta), \theta_{k}(\cdot, \beta)$ ) in the $k$ th phase.

Now we plot the curve $\beta \mapsto\left(\tau_{k}(1, \beta), n_{k}(1, \beta)\right)$. In view of our preceding remarks, it may happen that parts of this curve are not defined for certain ranges of $\beta$. A value of $\beta$ at which this curve intersects $\S \mathcal{B}$ generates a solution of the equilibrium problem.

Now suppose that in place of $\mu$ we prescribe

$$
\begin{equation*}
\theta(1)=\gamma . \tag{8.4}
\end{equation*}
$$

In this case $\mu$ is an unknown parameter. We imitate the entire preceding development, merely replacing the single parameter $\beta$ with the pair ( $\mu, \beta$ ). In particular, we denote the solution of (3.21) satisfying (8.1) and either (3.25) or the cavitation conditions in the phase 0 containing the center by $\left(\tau_{0}(\cdot, \mu, \beta), n_{0}(\cdot, \mu, \beta), \theta_{0}(\cdot, \mu, \beta)\right)$, etc. We plot the two-dimensional surface $(\mu, \beta) \mapsto\left(\tau_{k}(1, \mu, \beta), n_{k}(1, \mu, \beta), \theta_{k}(1, \mu, \beta)\right)$ in the three-dimensional $(\tau, n, \theta)$-space. A value of $(\mu, \beta)$ at which this surface intersects the curve $\{(\tau, n, \theta):(\tau, n) \in \S B, \theta(1)=\gamma\}$ generates a solution of the equilibrium problem.

Finally we could prescribe the $\beta$ of (8.1) and leave $\mu$ free to accommodate (8.4). (The artificiality inherent in prescribing the temperature at the center is comparable to that in prescribing $\mu$.)

Let us now discuss the feasibility of choosing parameters $\beta$ and $\mu$ to satisfy (3.27) and (8.4). For thermoelastic materials that are sensitive to temperature changes, the curve $\beta \mapsto\left(\tau_{k}(1, \beta), n_{k}(1, \beta)\right)$ in $(\tau, n)$-space and the surface $(\mu, \beta) \mapsto$ ( $\left.\tau_{k}(1, \mu, \beta), n_{k}(1, \mu, \beta), \theta_{k}(1, \mu, \beta)\right)$ may be expected to vary considerably with the parameters $\mu$ and $\beta$. Indeed, it would not be difficult to give sufficient conditions on the constitutive functions to ensure that $\beta$ or $\mu$ or both could be found at which the requisite intersections take place. To do so, we could first observe that (3.21c) and (8.1) imply that

$$
\begin{equation*}
\theta(\xi)=\beta+\int_{-\infty}^{\xi} e^{\eta-1} f^{\ell}\left(\tau(\eta), n(\eta), \theta(\eta), \mu e^{\alpha(1-\eta)}, e^{\eta-1}\right) d \eta \tag{8.5}
\end{equation*}
$$

By the remarks following (3.16), the integrand in (8.5) has the same sign as $\mu$. If $\mu>0$, then (8.5) implies that $\theta(\xi) \rightarrow \infty$ as $\beta \rightarrow \infty$ for each $\xi$. If we can show that (our constitutive assumptions imply that) the solutions ( $r, n, \theta$ ) of (3.21) are under control, so that the integrand of (8.5) has an upper bound on solutions, then we obtain $\theta(\xi) \rightarrow-\infty$ as $\beta \rightarrow-\infty$. (To do this, we could follow [3] to show that solutions ( $\tau, n$ ) are confined to certain invariant regions. When the resulting bounds are introduced into (8.5), we get integral inequalities for $\theta$ alone. Under favorable constitutive hypotheses (which are mild) we could use the available theory for such
inequalities to control $\theta$ and thus control the integrand.) We omit the technical details (cf. [14]). Of course, we get analogous results for $\mu<0$. When we have to choose $\mu$, we use the assumption following (3.16) to show that we can push the integrand of (8.5) to $\pm \infty$ by pushing $\mu$ to $\pm \infty$, provided the other variables are under control.

We need further constitutive restrictions on the dependence of $f^{\ell}$ on $q$ in order to ensure that the solution of (3.21) for phase 0 supports the construction we have just described. These have the following character: For ( $\tau, n, \theta, s$ ) in a given subset $\mathcal{E}$ of $(0, \infty) \times(-\infty, \infty) \times(0, \infty) \times[0,1]$, there is a positive number $\varepsilon$ (depending on $\mathcal{E})$ such that

$$
\begin{equation*}
\frac{f^{\prime}(\tau, n, \theta, q, s)}{q^{(1 / \alpha)-\varepsilon}} \rightarrow 0 \text { as }|q| \rightarrow \infty . \tag{8.6}
\end{equation*}
$$

When we invoke (8.6), we must prescribe the set $\mathcal{E}$. This assumption is equivalent to the requirement that the constitutive function $\hat{q}$ of (3.13) be asymptotically superlinear in $\theta^{\prime}$ when $\alpha=1$ and be asymptotically superquadratic in $\theta^{\prime}$ when $\alpha=2$.

In Section 10 we shall show that a suitable version of (8.6) together with mild constitutive conditions imply that ( $\tau, n$ ) for a solution of the system (3.21) for the phase 0 containing the center, subject to (8.1) and to either the intactness condition (3.25) or the cavitation condition (3.26), behaves just like solutions of the autonomous system

$$
\begin{equation*}
\dot{\tau}=\nu^{1}(\tau, n, \beta, 0)-\tau, \quad \dot{n}=\alpha T^{i}(\tau, n, \beta, 0)-\alpha n \tag{8.7a,b}
\end{equation*}
$$

for the phase containing the center; this system is just a version of (4.1). (In particular, solutions are defined for all $\xi$ in a neighborhood of $-\infty$.) This means that when $\beta$ is determined, the state of the center is completely known from a simple computation of the corresponding singular point for (8.7). The state at the center and the way it can jump at critical thresholds of the data are the most important physical aspects of the problems we treat.

## 9. The Thermoelastic Problem with Structured Interfaces

We now extend the methods of Section 6 to thermoelastic problems by accounting for the failure of our system to be autonomous. Let us first suppose that (8.4) is prescribed, so that the parameter $\mu$ is at our disposal. It is illuminating to parametrize the terminal curve $\S \mathcal{B}$ as $\sigma \mapsto\left(\tau^{*}(\sigma), n^{*}(\sigma)\right)$, so that (3.27) and (8.4) have the form

$$
\begin{equation*}
\tau(1)=\tau^{*}(\sigma), \quad n(1)=n^{*}(\sigma), \quad \theta(1)=\gamma . \tag{9.1a}
\end{equation*}
$$

We denote (9.1a) by

$$
\begin{equation*}
(\tau(1), n(1), \theta(1)) \in \S B^{*} . \tag{9.1b}
\end{equation*}
$$

Let

$$
\begin{equation*}
\xi \mapsto\left(\tau_{k}(\xi, \sigma, \mu), n_{k}(\xi, \sigma, \mu), \theta_{k}(\xi, \sigma, \mu)\right) \tag{9.2}
\end{equation*}
$$

denote the solution of (3.21) for the $k$ th phase for $\xi<1$ subject to the terminal conditions (9.1). For each fixed $\mu$, (9.2) defines a two-dimensional surface in the three-dimensional space of $(\tau, n, \theta)$ parametrized by $\xi, \sigma$. This surface contains the curve (9.1).

Let

$$
\begin{equation*}
J_{k}(\xi, \sigma, \mu) \equiv \chi_{k-1}\left(\tau, n-\bar{N}_{k}(\tau, \theta, \xi), \theta, \xi\right)-\chi_{k}(\tau, n, \theta, \xi)+\bar{X}_{k}(\tau, \theta, \xi) \tag{9.3}
\end{equation*}
$$

where $(\tau, n, \theta)$ are replaced with their values given by (9.2). The set of $(\xi, \sigma)$ for which

$$
\begin{equation*}
J_{k}(\xi, \sigma, \mu)=0 \tag{9.4}
\end{equation*}
$$

lie on a curve-like set $\S \mathcal{Z}_{k-1, k}$ in the ( $\xi, \sigma$ )-plane. Equation (9.4) is the analog of (6.5). For $(\xi, \sigma)$ in $§ \mathcal{Z}_{k-1, k}, \tau_{k}(\xi, \sigma, \mu), n_{k}(\xi, \sigma, \mu), \theta_{k}(\xi, \sigma, \mu)$ lies in a curve-like set $\S B_{k-1, k}^{*}$ in ( $\tau, n, \theta$ )-space.

As in (6.7) we now define

$$
\begin{align*}
\S \mathcal{A}_{k-1, k}^{*} \equiv\{(\tau, n, \theta): \tau & =\tau_{k}(\xi, \sigma, \mu), \\
n & =n_{k}(\xi, \sigma, \mu)-\bar{N}_{k}\left(\tau_{k}(\xi, \sigma, \mu), \theta_{k}(\xi, \sigma, \mu), \xi\right),  \tag{9.5}\\
\theta & \left.=\theta_{k}(\xi, \sigma, \mu), \quad(\xi, \sigma) \in \S \mathcal{Z}_{k-1, k}\right\} .
\end{align*}
$$

The members of $\S \mathcal{B}_{k-1, k}^{*}$ and $\S \mathcal{A}_{k-1, k}^{*}$ are precisely those that satisfy the interface conditions (3.22), (3.23).

We now take $\S \mathcal{A}_{k-1, k}^{*}$ to be an terminal curve just like $\S \mathcal{B}^{*}$ and construct the solutions of (3.21) for the $(k-1)$ st phase that ends on $\S \mathcal{A}_{k-1, k}^{*}$. But here the terminal values of $\xi$ are not constant, but are those for $\S \mathcal{Z}_{k-1, k}$. By exactly the same methods used to construct $\S \mathcal{A}_{k-1, k}^{*}$, we obtain the curve-like sets $\S \mathcal{A}_{k-1, k-2}^{*}, \ldots, \S \mathcal{A}_{01}^{*}$.

Now we choose a $\beta$ and construct the solution

$$
\begin{equation*}
\xi \mapsto\left(\tau_{0}(\xi, \beta, \mu), n_{0}(\xi, \beta, \mu), \theta_{0}(\xi, \beta, \mu)\right) \tag{9.6}
\end{equation*}
$$

of (3.21) for phase 0 satisfying (8.1) and either (3.25) or (3.26). The existence of such solutions, which look like those for (8.7), is discussed in Section 10. For each fixed $(\beta, \mu)$, (9.6) defines a curve in ( $\tau, n, \theta$ )-space. If this curve intersects $\S \mathcal{A}_{01}^{*}$ at exactly the value of $\xi$ corresponding to the intersection point, then our solutions in each phase determine a solution of our full problem. Of course, for fixed ( $\beta, \mu$ ) it is extremely unlikely that two curves intersect in three-dimensional space. But by the remarks at the end of Section 8, we can expect to vary $\theta_{0}$ appreciably by varying $\beta$. Thus for each $\mu$ we can expect to find a $\beta=\beta^{*}(\mu)$ that causes (9.6) and $\S \mathcal{A}_{01}^{*}$ to intersect, though not necessarily at the right $\xi$. Since $\dot{\theta}$ has the same sign as $\mu$ by our constitutive hyperbolics on $\hat{q}$, we can equivalently parametrize solution with $\theta$ instead of $\xi$. Since $\theta$ is sensitive to changes in $\mu$, we can expect to find a $\mu$ that delivers the right value for $\xi$ at this intersection.

The adjustment of this argument when $\mu$ is prescribed follows the lines of Section 8.

Although there are appreciable computations for these nonautonomous problems in these shooting methods, the essential qualitative feature of the solutions, namely, the behavior of the solutions at the center is completely determined from an elementary study of (8.7).

## 10. Thermoelastic Problems as Asymptotically Autonomous Problems

We now sketch the proofs of the assertion made at the end of Section 8. These are examples of perturbation theorems for asymptotically autonomous systems, for which there is a rich theory (see Hale [9, Sec. IV.3] and Markus [12], e.g.). Since we could not find theorems that directly apply to our situations, we prove the requisite results.

It is intuitively clear that as $\xi \rightarrow-\infty$, our problem approaches an autonomous problem. We should like to take initial conditions at the center of the body at an unstable singular point of this autonomous system, but a trajectory cannot leave any singular point. We accordingly must be content with starting a trajectory on the unstable manifold near the singular point. The following development shows how to handle the consequent technicalities.

We first study the behavior of of solutions of (3.21a,b) near a saddle point ( $\tau^{x}, n^{x}$ ) $\in(0, \infty) \times \mathbf{R}$ of the autonomous system (8.7) for the phase containing the center. We assume that (8.6) holds for $(\tau, n, \theta)$ in a compact subset of $(0, \infty) \times \mathbf{R} \times(0, \infty)$ and for all a sufficiently small. For simplicity of exposition, we assume that $\nu^{\prime}, T^{\prime}$, and $f^{\prime}$ are twice continuously differentiable. (See Hale [9, Sec. IV.3] for weaker conditions that work.) We set

$$
\begin{equation*}
\Delta r \equiv \tau-\tau^{x}, \quad \Delta n \equiv n-n^{x}, \quad \Delta \theta \equiv \theta-\beta . \tag{10.1}
\end{equation*}
$$

Let

$$
\begin{equation*}
\nu_{\tau}^{x} \equiv \nu_{\tau}^{!}\left(\tau^{x}, n^{x}, \beta, 0\right), \tag{10.2}
\end{equation*}
$$

Then using (8.7), we can write (3.21a,b) as

$$
\begin{equation*}
\dot{z}=A z+g(z, \Delta \theta, \xi) \tag{10.3}
\end{equation*}
$$

where

$$
\begin{gathered}
z \equiv\left[\begin{array}{c}
\Delta T \\
\Delta n
\end{array}\right], \quad A \equiv\left[\begin{array}{cc}
\nu_{r}^{x}-1 & \nu_{n}^{x} \\
\alpha T_{r}^{x} & \alpha\left(T_{n}^{x}-1\right)
\end{array}\right], \\
g \equiv\left[\begin{array}{c}
\nu_{\theta}^{x} \Delta \theta+\nu_{\theta}^{x} e^{\xi-1}+O\left(|z|^{2}+(\Delta \theta)^{2}+e^{2(\xi-1)}\right) \\
\alpha T_{\theta}^{x} \Delta \theta+\alpha T_{\theta}^{\times} e^{\xi-1}+O\left(|z|^{2}+(\Delta \theta)^{2}+e^{2(\xi-1)}\right)
\end{array}\right] .
\end{gathered}
$$

From (3.21c), (8.4), and (10.1) we get a version of (8.5):

$$
\begin{equation*}
(\Delta \theta)(\xi)=\int_{-\infty}^{\xi} e^{\eta-1} f^{\prime}\left(\tau^{x}+\Delta \tau, n^{x}+\Delta n, \beta+\Delta \theta, \mu e^{\alpha(1-\eta)}, e^{\eta-1}\right) d \eta \tag{10.4}
\end{equation*}
$$

We want to convert (10.3) into a useful integral equation that exploits the saddle-point structure.
Since $\left(\tau^{x}, n^{x}\right)$ is a saddle point of (8.7), A has one positive eigenvalue $\lambda^{+}$and one negative eigenvalue $-\lambda^{-}$with corresponding unit eigenvectors $e^{+}$and $e^{-}$. Let $\Pi^{+}$and $\Pi^{-}$be the projections of $R^{2}$ onto span $\left\{e^{+}\right\}$and $\operatorname{span}\left\{e^{-}\right\}, s 0$ that $\Pi^{+} \boldsymbol{\sigma}+\Pi-\sigma=6$. Thus

$$
\begin{equation*}
e^{A \xi} \Pi^{+} \zeta=e^{\lambda+\xi} \Pi^{+} \zeta, \quad e^{A \xi} \Pi^{-} \zeta=e^{-\lambda-\xi} \Pi^{-} \zeta \tag{10.5}
\end{equation*}
$$

We now get the desired representation or solutions of (10.3):
10.6. Lemma. Let (8.6) hold for ( $\tau, n, \theta$ ) in a compact subset of $(0, \infty) \times \mathbf{R} \times(0, \infty)$ and for all s sufficiently small. For each solution $(\varepsilon, \Delta \theta)$ of $(10.3),(10.4)$ for which $\left(\tau^{x}, n^{x}\right)+\varepsilon(\xi)$ lies in a compact subset $\mathcal{K}$ of $(0, \infty) \times R$ for $\xi \leq \sigma$, there is a $\zeta^{+}$in $\operatorname{span}\left\{e^{+}\right\} \cap\left[\mathcal{K} \backslash\left(\tau^{\times}, n^{x}\right)\right]$ such that

$$
\begin{align*}
z(\xi)=e^{A(\xi-\sigma)} \sigma^{+} & +\int_{0}^{\xi} e^{A(\xi-\eta)} \Pi^{+} g(z(\eta), \Delta \theta(\eta), \eta) d \eta  \tag{10.6}\\
& +\int_{-\infty}^{0} e^{-A \eta} \Pi^{-} g(z(\xi+\eta), \Delta \theta(\xi+\eta), \xi+\eta) d \eta
\end{align*}
$$

for $\xi \leq \sigma$. Conversely, any solution of (10.6), (10.4) for which ( $\tau^{x}, n^{x}$ ) $+\Sigma(\xi)$ lies in a compact subset of $(0, \infty) \times \mathbf{R}$ for $\xi \leq \sigma$ is a solution of (10.3), (10.4).

Proof. By the variation-of-constants formula, (10.3) is equivalent to

$$
\begin{equation*}
z(\xi)=e^{A(\xi-\sigma)} z(\sigma)+\int_{0}^{\xi} e^{A(\xi-\eta)} g(z(\eta), \Delta \theta(\eta), \eta) d \eta \tag{10.7}
\end{equation*}
$$

Since A commutes with $\Pi^{ \pm},(10.5)$ and (10.7) imply that

$$
\begin{equation*}
\Pi^{-} \Sigma(\xi)=e^{-\lambda^{-}(\xi-\rho)} \Pi^{-} \varepsilon(\rho)+\int_{\rho}^{\xi} e^{-\lambda^{-}(\xi-\eta)} \Pi^{-} g(z(\eta), \Delta \theta(\eta), \eta) d \eta \tag{10.8}
\end{equation*}
$$

Since $\left(\tau^{x}, n^{x}\right)+z(\xi) \in \mathcal{K}$ for $\xi \leq \sigma$, we use (8.6) to deduce from (10.4) that $\Delta \theta \rightarrow 0$ (monotonically) as $\xi \rightarrow-\infty$. It follows that there is a number $N>0$ such that $|g(\eta(\eta), \Delta \theta(\eta), \eta)| \leq N$ for $\eta \leq \sigma$. Thus, for $\rho<\xi<\sigma$,

$$
\begin{equation*}
\left|\int_{\rho}^{\xi} e^{-\lambda-(\xi-\eta)} \Pi^{-} g(\varepsilon(\eta), \Delta \theta(\eta), \eta) d \eta\right| \leq N \int_{\rho}^{\xi} e^{-\lambda-(\xi-\eta)} d \eta=\frac{N}{\lambda-}\left[1-e^{-\lambda-(\xi-\rho)}\right] . \tag{10.9}
\end{equation*}
$$

Thus the limit of the integral in (10.8) as $\rho \rightarrow-\infty$ exists. Letting $\rho \rightarrow-\infty$ in (10.8), we get

$$
\begin{equation*}
\Pi^{-} z(\xi)=\int_{-\infty}^{\xi} e^{-\lambda-(\xi-\eta)} \Pi^{-} g(z(\eta), \Delta \theta(\eta), \eta) d \eta \tag{10.10}
\end{equation*}
$$

Now we replace $\xi$ in (10.10) by $\sigma$, substitute the resulting expression into (10.7), and use the properties of $\Pi^{ \pm}$to reduce (10.7) to (10.6) with $\zeta^{+}=\Pi^{+} \boldsymbol{\eta}(\sigma)$. The last statement of the theorem is proved by direct computation.

We adopt the system (10.4), (10.6) as our governing equations. We now show that this system is solvable.
10.11. Lemma. For any $\zeta^{+}$in span $\left\{e^{+}\right\}$with $\left|\zeta^{+}\right|$sufficiently small, the system (10.6), (10.4) has a unique solution $\xi \mapsto\left(z^{*}\left(\xi, \sigma, \beta, \mu, \zeta^{+}\right), \theta^{*}\left(\xi, \sigma, \beta, \mu, \zeta^{+}\right)\right)$defined on $(-\infty, \sigma]$ depending continuously $\sigma, \beta, \mu, \zeta^{+}$.

Sketch of proof. Let

$$
\begin{equation*}
\mathcal{C}\left(\sigma, \zeta^{+}, \delta\right) \equiv\left\{(z, \Delta \theta) \in C^{0}(-\infty, \sigma]: \sup _{\xi \in(-\infty, \sigma]}[|z(\xi)|+|\Delta \theta(\xi)|] \leq \delta, \Pi^{+} z(\sigma)=\zeta^{+}\right\} \tag{10.12}
\end{equation*}
$$

Note that for $\delta$ sufficiently small, if $\Sigma$ is in $\mathcal{G}\left(\sigma, \zeta^{+}, \delta\right)$, then its values lie in $\mathcal{K}-\left(\tau^{\times}, n^{\times}\right)$. For $\delta$ sufficiently small, the properties of $g$ and $f^{\prime}$ readily imply that the operator defined by the righthand sides of (10.4) and (10.6) is a uniform contraction taking $\mathcal{G}\left(\sigma, \zeta^{+}, \delta\right)$ (which is a closed subset of the Banach space of bounded continuous functions on $(-\infty, \sigma])$ into itself. The Contraction Mapping Principle yields the conclusion.

It immediately follows from (8.6) that there is a positive number $C$ such that

$$
\begin{equation*}
\left|\theta^{*}(\xi)\right| \leq C e^{\varepsilon(\xi-1)} \quad \text { for } \quad \xi \leq \sigma \tag{10.13}
\end{equation*}
$$

Here and below we suppress some of the arguments of $\theta^{\circ}$. In view of (10.13) and the definition of $g$, we find from (10.6) that there is a $C>0$ and a function $\delta \mapsto \kappa(\delta)>0$ with $\kappa(\delta) \rightarrow 0$ as $\delta \rightarrow 0$ such that

$$
\begin{align*}
\left|z^{*}(\xi)\right| \leq e^{\lambda+}(\xi-\theta) & \zeta^{+} \mid
\end{aligned}+C \int_{\xi}^{\sigma} e^{\lambda+(\xi-\eta)}\left[\kappa(\delta)\left|z^{*}(\eta)\right|+e^{\varepsilon(\eta-1)}+e^{\eta-1}\right] d \eta \quad \begin{aligned}
&  \tag{10.14}\\
& \\
& +C \int_{-\infty}^{0} e^{\lambda-\eta}\left[\kappa(\delta)\left|z^{*}(\xi+\eta)\right|+e^{\varepsilon(\xi+\eta-1)}+e^{\xi+\eta-1}\right] d \eta
\end{align*}
$$

for $\xi \leq \sigma$. When applied to (10.14), Lemma III.6.2 of Hale [9] implies
10.15. Theorem. Let (8.6) hold for ( $r, n, \theta$ ) in a compact subset of $(0, \infty) \times \mathbf{R} \times(0, \infty)$ and for all s sufficiently small. If $\delta$ is small enough, then

$$
\begin{equation*}
\varepsilon^{*}(\xi) \rightarrow 0 \text { as } \xi \rightarrow-\infty . \tag{10.15}
\end{equation*}
$$

This is the critical result of our analysis, which implies that the state at the center of the thermoelastic body is described by a saddle point of (8.7) when this saddle point lies in a compact set in $(0, \infty) \times R$. By following Hale, we could show that $\boldsymbol{\varepsilon}^{*}(\xi)$ approsches 0 exponentially fast as $\xi \rightarrow-\infty$ and could show that its trajectory is tangent to e+ at 0 , but these results, while illuminating, are not crucial for our development. This development is an adaptation of that of Hale [9, Sec. IV.3].

Now we show how to handle problems in which the state at the center of the thermoelastic body is described by an initial point that does not lie in a compact set of the phase space $(\mathbb{C}, \infty) \times \mathbf{R}$. This initial point may be $(\tau, n)=(\infty, 0)$ for cavitation, or $(r, n)=(0,-\infty)$ or $(r, n)=\infty, \infty)$ for intact centers. The singular behavior of reasonable constitutive functions near this riitial point prevents us from obtaining an equation like (10.3): The matrix A does not have a well-defined limit at the point; its values depend on the manner in which the initial point is approached.

Let ( $f, \tilde{n}$ ) be a solution of ( 8.7 ) emanating from the initial point. (It lies on §C or §S.) We ceek solutions of ( $3.21 \mathrm{a}, \mathrm{b}$ ) of the form
(10.16a)

$$
\begin{gather*}
\tau=\mp u, \quad n=\hbar v, \\
u(-\infty)=1=v(-\infty) . \tag{10.16b}
\end{gather*}
$$

We indicate how to prove that there are solutions of this form; further constitutive assumptions (cf. [13]) ensure uniqueness. Substituting (10.16) into ( $3.21 \mathrm{a}, \mathrm{b}$ ) we obtain

$$
\begin{align*}
\dot{u} & =\frac{\nu^{\prime}\left(\mp u, \hbar \tau, \theta\left(e^{\xi-1}\right), e^{\xi-1}\right)-\nu^{\prime}(\mp, \hbar, \beta, 0) u}{f},  \tag{10.17a}\\
\frac{\dot{v}}{\alpha} & =\frac{T^{\prime}\left(\mp u, \tilde{\hbar} v, \theta\left(e^{\xi-1}\right), e^{\xi-1}\right)-T^{\prime}(\xi, \hbar, \beta, 0) v}{\hbar}, \tag{10.17b}
\end{align*}
$$

When the right-hand sides of (10.17) are regular, the existence theory for solutions of it subject to (10.16b) can be treated by methods like those used to treat (10.3).

We illustrate how the regularity of (10.17) can be demonstrated in a specific, but typical problem in which the state of the center corresponds to $(\tau, n)=(0,-\infty)$, which is a saddle point in the sense that $\S \mathcal{S}$ emanates from it. We now assume that (8.6) holds for $(\tau, n)$ in a neighborhood $\mathcal{N}$ of $(0,-\infty)$ (i.e., when the material is highly compressed). As before, we deduce that $\theta(\xi) \rightarrow \beta$ as $\xi \rightarrow-\infty$ if $(\tau, n) \in \mathcal{N}$. Now suppose that the constitutive equations (3.10), (3.11) in the phase containing the center have the form

$$
\begin{align*}
& \dot{T}(\tau, \nu, \theta, s)=-a G(\theta, s) \tau^{-a-1} \nu^{-b}+\cdots,  \tag{10.18a}\\
& \hat{N}(\tau, \nu, \theta, s)=-b G(\theta, s) \tau^{-a} \nu r^{-b-1}+\cdots, \tag{10.18b}
\end{align*}
$$

where $a$ and $b$ are positive constants, $G$ is a positive-valued continuous function, and the ellipses stand for terms negligible with respect to the visible terms for ( $\tau, n$ ) in $\mathcal{N}$. (See [3] for the treatment of constitutive equations more complicated than (10.18).) From (10.18) we immediately obtain

$$
\begin{align*}
& \nu^{\prime}(\tau, n, \theta, s)=\left[\frac{b G(\theta, s)}{-n \tau^{a}}\right]^{1 /(b+1)}+\cdots,  \tag{10.19}\\
& T^{\prime}(\tau, n, \theta, s)=-a G(\theta, s) \tau^{-a-1}\left[\frac{-n \tau^{a}}{b G(\theta, s)}\right]^{b /(b+1)}+\cdots .
\end{align*}
$$

The substitution of (10.19) into (10.17) yields
(10.20a)

$$
\dot{u}=b^{1 /(b+1)} \Phi\left\{\left[\frac{G\left(\theta\left(e^{f-1}\right), e^{f-1}\right)}{u^{G} v}\right]^{1 /(b+1)}-G(\beta, 0)^{1 /(b+1)} u\right\}+\cdots,
$$

(10.20b)

$$
\frac{\dot{v}}{\alpha}=-\frac{a}{b^{b /(b+1)}} \Phi\left\{G\left(\theta\left(e^{\xi-1}\right), e^{\xi-1}\right)^{2 /(b+1)} \frac{v^{b /(b+1)}}{u^{a+b+1}}-G(\beta, 0)^{1 /(b+1)} v\right\}+\cdots
$$

where

$$
\begin{equation*}
\Phi=\left(-\bar{n} F^{0+6+1}\right)^{-1 /(b+1)} . \tag{10.20c}
\end{equation*}
$$

The terms in braces in ( $10.20 \mathrm{a}, \mathrm{b}$ ) are completely regular for $(u, v)$ near its initial value $(1,1)$. Thus ( $10.20 \mathrm{a}, \mathrm{b}$ ) is well-behaved if $\Phi$ is. It is easy to show (cf. [13]) that if (10.18) holds, then

$$
\begin{equation*}
F=\Omega(\beta) a^{\omega-1}+\cdots \text { where } \Omega(\beta)>0, \quad \omega=\frac{b+b(a+b+1)}{a+b(a+b+1)} . \tag{10.21a}
\end{equation*}
$$

For $(0,-\infty)$ to be a saddle point it is necessary that $b>a$. From (3.1) and (10.18b) we immediately obtain that

$$
\begin{equation*}
\bar{\nu}=\omega F, \quad n=-b G(\beta, 0) \omega^{-b-1} F^{-a-b-1}+\cdots, \tag{10.21b}
\end{equation*}
$$

so that $\Phi$ approaches a positive constant as $\xi \rightarrow-\infty$. In view of our preceding remarks, we conclude that an analog of Theorem 10.15 holds in this case.

## 11. COMMENTS

Our treatment in Sections 8 and 9 are versions of the shooting method for ordimary differential equations (see Keller[10]). (Our methods are reminiscent of those used to solve the Riemann problem for hyperbolic conservation laws (cf. Smoller [16]), not surprisingly, since the Riemann problem and our problems are each concerned with the disposition of discontinuities.) What makes our problems special is that our approach exploits the underlying geometry so that we can extract useful qualitative insights about solutions with little effort. We also believe that our formulations could lead to practical numerical algorithms.

Let us assume that $\hat{q}$ of (3.13) is linear in $\theta^{\prime}$ as in the Fourier heat conduction law. In this case, (3.21c) reduces to an equation of the form $\dot{\theta}=g(\tau, n, \theta) \mu$. If the solution of this equation satisfying (8.1) decays fast enough to $\beta$ as $\xi \rightarrow-\infty$, then we can carry out all the analysis of Section 10 . We do not get this decay if $g$ is constant.

Our methods can handle many other kinds of jump conditions at interfaces, e.g., some allowing jumps in $\theta$.
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[^0]:    ${ }^{1}$ Although the phase in phase portrait has nothing to do with the phase of a material, we encounter no ambiguity because each material phase has its own phase portrait.

[^1]:    ${ }^{2}$ We use curve-like tautologically as an adjective describing any set that is the intersection of two-dimensional surfaces; this use is suggestive of the generic local behavior of such intersections.

