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Thermal conductance of superlattice junctions
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We use molecular dynamics simulations and the lattice-based scattering bound-
ary method to compute the thermal conductance of finite-length Lennard-Jones
superlattice junctions confined by bulk crystalline leads. The superlattice junc-
tion thermal conductance depends on the properties of the leads. For junctions
with a superlattice period of four atomic monolayers at temperatures between 5
and 20 K, those with mass-mismatched leads have a greater thermal conductance
than those with mass-matched leads. We attribute this lead e↵ect to interference
between and the ballistic transport of emergent junction vibrational modes. The
lead e↵ect diminishes when the temperature is increased, when the superlattice
period is increased, and when interfacial disorder is introduced, but is reversed in
the harmonic limit. C

2015 Author(s). All article content, except where otherwise

noted, is licensed under a Creative Commons Attribution 3.0 Unported License.

[http://dx.doi.org/10.1063/1.4918591]

I. INTRODUCTION

Semiconductor superlattice nanostructures have received considerable research attention since
their first appearance in the 1970s.1,2 They have applications in solid state lighting and ther-
moelectric energy conversion due to the size-tunability of their electronic properties. Within a
light-emitting diode, lattice-assisted electron-hole recombination generates heat, which must be
adequately dissipated in order to maintain performance and prolong device life. The possibility of
tuning superlattice design for low thermal conductivity provides a potential path to optimizing the
thermoelectric figure of merit.

Early experimental measurements of superlattices revealed that their thermal conductivities
were reduced from the bulk thermal conductivities of their constituent materials.3–5 This finding was
attributed to (i) reduction of phonon mean free paths within the layers and (ii) thermal resistance
at the internal interfaces. Computational work on thermal transport within superlattices has been
performed using equilibrium6,7 and non-equilibrium6,8–13 molecular dynamics (MD) simulations.
MD studies are limited by classical statistics and are performed on systems for which empir-
ical potentials are available [e.g., Lennard-Jones (LJ) argon, Stillinger-Weber Si-Ge, and Terso↵
graphene-BN]. Work has also been done using perturbative anharmonic lattice dynamics calcu-
lations, using force constants from both analytical potentials and from density functional theory
calculations.14–16

A minimum in superlattice thermal conductivity with superlattice period length was predicted
using a simple theoretical model by Simkin and Mahan,17 observed computationally using both
MD and lattice-based computational techniques,6,11,12,18 and recently observed experimentally by
Ravichandran et al.19 This minimum is described as a consequence of the transition between a
regime where vibrational wave interference significantly a↵ects thermal transport (i.e., the coherent
regime) and a regime where waves do not interfere and a particle-like treatment is appropriate.17

Since superlattices in technological applications are typically grown on substrates and are finite
in length, they di↵er significantly from the ideal infinite superlattice. Instead, it is appropriate to
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treat them as junctions sandwiched between two bulk leads and to associate the thermal transport
through the junction with a thermal conductance. Modeling of thermal transport across solid-solid
interfaces and junctions began in the 1950s20 but was limited to simple analytical models (e.g., the
acoustic mismatch and di↵use mismatch models) that could not account for detailed interface
geometry.21 Beginning with Lumpkin et al.,22 a harmonic lattice-based analytical technique was
developed that accounted for exact interface atomic postions and interactions. This technique was
based on the scattering of incident phonons by the interface,23,24 was generalized by Zhao and
Freund to arbitrary three-dimensional interfaces,25 and is now known as the scattering boundary
method (SBM). Zhao and Freund studied ideal Si-Ge intefaces and verified the validity of the SBM
against MD studies of interfaces that used wave packets.26 Other studies using the SBM focused
on the e↵ect of incidence angle on transmission27 and on the use of non-equilibrium distribution
functions in the leads.28

The use of non-equilbrium MD (NEMD) simulation to probe interface thermal transport devel-
oped in parallel to the SBM. Maiti et al. were the first to use NEMD simulation to predict interface
thermal conductance, studying grain boundaries in Si.29 NEMD has since been used to study defec-
tive interfaces with LJ and Morse interactions,30 temperature and disorder e↵ects at LJ interfaces,31

and Si-Ge interfaces using the Stillinger-Weber potential.28 Duda et al., using NEMD, noted that the
thermal conductance of an isolated LJ interface increased linearly with increasing temperature.32

The study of finite-size junctions extended naturally from the techniques developed for isolated
interfaces. Landry and McGaughey investigated Si (Ge) thin films sandwiched between bulk Ge
(Si) leads. In particular, they studied the dependence of junction thermal conductance on junction
length using both SBM calculations and NEMD simulations.33 Tian et al.34 studied Si-Ge superlat-
tice junctions using a harmonic lattice-based technique,35,36 where they found that the introduction
of disorder at interfaces destroyed coherent transport of phonons, particularly those with high
frequencies.

Previous works on superlattices17,19 and superlattice junctions16,34 suggest that thermal trans-
port in superlattice junctions depends on both period length and junction length, and is modified by
disorder. In this work, we vary both period length and junction length, and consider the e↵ects of
lead composition, finite temperature, and disorder. In Section II, we define the structure of the su-
perlattice junction. We describe the three techniques used in Section III: the thermal circuit model,
NEMD simulations, and the Landauer transport formula with the SBM. Our findings, notably a lead
e↵ect, are reported in Section IV and summarized in Section V.

II. SUPERLATTICE JUNCTION STRUCTURE: THE MULTIPLE THIN FILM SYSTEM

We are interested in calculating the thermal conductance of superlattice junctions with bulk
leads. The atoms in our representative crystalline material interact via the pairwise LJ potential with
argon parameters. The LJ pairwise interaction is
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where r is the distance between any atoms i and j. The argon LJ parameters are ✏ = 1.67 ⇥ 10�21 J
and � = 3.40 ⇥ 10�10 m. The interaction is cut o↵ at 2.5�. Two atomic species are used in order
to generate the superlattice junction structures: regular argon (Type 1) and “heavy” argon (Type 2).
Type 1 and Type 2 atoms interact identically. They di↵er only in their masses, µ1 and µ2. Type 1
argon has the true argon atomic mass, µ1 = 6.634 ⇥ 10�26 kg. In keeping with previous work on
similar systems7,32 and to capture an atomic mass ratio typical of real nanostructures, µ2 = 3µ1.
Thin films of Type 1 and Type 2 atoms are built along the [001] crystallographic direction (i.e., the z

axis) in a fashion that alternates between Type 1 and Type 2, as shown in Fig. 1.
The alternating Type 1 and Type 2 thin films form the superlattice junction. A junction is

defined by the number of atomic monolayers per thin film n, the number of thin films in the junction
m, and the argon face-centered cubic (FCC) conventional unit cell lattice constant a (5.315 Å and
5.370 Å at temperatures of 20 K and 40 K).37 The length of a single thin film is na/2. The length
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FIG. 1. Example structure for the case of eight thin films (m = 8, a mismatched case) with five monolayers per thin film
(n = 5). Cyan atoms are Type 1 and pink atoms are Type 2. The red and blue atoms are in the reservoirs and the gray atoms
are fixed for use in the MD simulations.

of the entire junction is mna/2. We discuss cases where n = {2, 4, 8} and m ranges from 1 to 40,
leading to junction lengths ranging from 1 nm to 40 nm. We do not explore junction lengths greater
than 40 nm, as such structures may result in a numerical divergence of the thermal conductance
prediction as described by Hu et al.38 Finally, the junction is sandwiched between two bulk-like
leads. The left lead is always of Type 1. For m odd, the right lead will be of Type 1 (i.e., matched
leads). For m even, the right lead will be of Type 2 (i.e., mismatched leads). m1 (m2) are the number
of thin films of Type 1 (Type 2) in the junction, such that m1 + m2 = m. Method-specific details are
provided in Sections III B and III C.

III. METHODS

A. Thermal Circuit

If we assume that each Type 1 - Type 2 interface inside a junction acts as a memoryless phonon
scatterer and that each constituent thin film has the thermal conductivity equivalent to a bulk of its
type, then the junction can be represented by a series of interface and thin film thermal resistors.
This assumption leads to a simple but naïve prediction of the junction thermal conductance

GJ,TC(T) =
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where k1 (k2) is the temperature-dependent bulk crystal thermal conductivity of Type 1 (Type 2)
atoms and GInt,1�2 is the temperature-dependent per unit area thermal conductance of an isolated
Type 1 - Type 2 interface. T is the average temperature of the junction, T

i

is the average temperature
of the i

th film within the junction, and TInt,k is the temperature of the k

th interface within the junction.

B. Nonequilibrium Molecular Dynamics

The direct heat method39 in NEMD simulation is performed on the systems of interest using
LAMMPS40 and a time step of 4.34 fs. In an MD simulation, the classical equations of motion are
numerically integrated to predict the trajectories of atoms. MD simulations can account for the full
e↵ect of the anharmonic interactions between atoms, which is important at finite temperature for LJ
interface systems.32 The aim of the direct heat method is to predict the temperature distribution in
the cross-interface (z) direction given a fixed heat flow.

The cross-sectional area of the simulation cell is 6 ⇥ 6 FCC conventional unit cells, giving an
area A = 36a

2, which is 10.17 nm2 and 10.38 nm2 at temperatures of 20 K and 40 K. Each atomic
monolayer in the z-direction (i.e., half a conventional unit cell) is composed of 6 ⇥ 6 ⇥ 2 = 72
atoms. The first four and last four monolayers (288 atoms) of the NEMD system are fixed to prevent
atomic sublimation and to give the other atoms a bulk-like environment. Immediately adjacent to
both sets of fixed atoms are 16 atomic monolayers (1152 atoms) of thermal reservoir, from which
energy will be added or removed during the non-equilibrium portion of the simulation. Interior to
the thermal reservoirs on both ends are 120 atomic monolayers (8640 atoms) serving as bulk-like
leads.
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Velocity rescaling is first performed for 106 time steps to ensure that the mean kinetic energy
per atom is 1.5kBT , where kB is the Boltzmann constant. The system is then evolved in the mi-
crocanonical ensemble for 106 time steps to recover realistic Hamiltonian dynamics. For the next
8 ⇥ 106 time steps, a fixed amount of energy is removed from the right reservoir and placed in the
left reservoir every time step such that total system energy is conserved. This energy transfer is
accomplished by rescaling the velocities of the reservoir atoms. Based on the thermal circuit model
described in Section III A, the energy transfer (i.e., heat flow) is specifically chosen for the film
number, number of monolayers per film, and average temperature of the system so as to produce a
cross-junction temperature di↵erence of 5 K. After the 8 ⇥ 106 time step run to steady-state, mono-
layer temperatures and positions are averaged and collected for 5 ⇥ 106 time steps. A monolayer’s
temperature is defined as the temperature corresponding to its mean kinetic energy.

The result of the averaging is a temperature versus position distribution like that shown in Fig. 2
for the case of eight films of eight atomic monolayers each (m = 8, n = 8) at an average temperature
of 20 K. Least-squares linear fits to the temperature profile are performed in the leads. Data in the 40
atomic monolayers closest to either reservoir are not included in the lead fits as their dynamics are
influenced by the velocity rescaling. Interface temperatures are defined by extrapolation of the fits to
the interface locations and then averaging the values on each side. The thermal conductance of the
junction region is obtained from

GJ,NEMD(T) =
q

A�T

, (3)

where �T is the di↵erence between the temperatures of the left lead fit extrapolated to the first
interface and the right lead fit extrapolated to the last interface. T is the mean of those two tempera-
tures. As shown in Fig. 2 and in previous work,8 this method is also able to resolve individual thin
film thermal conductivities and intrajunction interface thermal conductances when the thin films are
su�ciently large. For systems with eight atomic monolayers per film (e.g., Fig. 2), the resolution is
good. For systems with two or four atomic monolayers per film, the resolution is poor.

For a system with eight thin films of eight atomic monolayers each at an average temperature
of 20 K, the intrajunction film thermal conductivities are plotted in Fig. 3(a) as a function of the
average individual film temperature. These results are compared against temperature-dependent
thermal conductivities for bulk Type 1 and Type 2 argon. The film-film thermal interface conduc-
tances for the same case are plotted in Fig. 3(b) as a function of interface temperature. The results
are compared against the temperature-dependent thermal conductance of an isolated Type 1 - Type 2

FIG. 2. Temperature profile from NEMD for eight films (m = 8) of eight atomic monolayers each (n = 8) at an average
temperature of 20 K. The error bars on the monolayer temperatures represent their standard deviation over the data collection
time steps. The intrajunction films are numbered 1 through 8, while the left and right leads are labeled L and R.
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FIG. 3. Intrajunction (a) film thermal conductivities and (b) film-film interface thermal conductances for the same case as
Fig. 2 (n = 8, m = 8). These data are averaged from temperature profiles from five independent NEMD runs, including the
profile shown in Fig. 2. They are compared against temperature-dependent NEMD values of bulk thermal conductivity and
isolated interface thermal conductance. The error bars indicate the standard deviation over the five independent runs.

interface. The bulk thermal conductivities and isolated interface thermal conductances are obtained
from independent NEMD simulations.

The decrease of thermal conductivity inside the thin films [points 1 through 8 in Fig. 3(a)]
compared to bulk is consistent with the memoryless interface scattering assumption of the thermal
circuit model, where complete carrier scattering at the interfaces causes a reduction of their mean
free paths. Note that for the long leads [points L and R in Fig. 3(a)], no such reduction is present
and the thermal conductivity predictions are close to the bulk values. The 50 to 100% increase of the
film-film interface thermal conductances [Fig. 3(b)], however, is not consistent with the assumption
of memoryless interface scattering. A possible cause of the elevation in thermal conductance is the
emergent periodicity of the superlattice junction. The periodicity causes interference between vibra-
tional waves that are scattered by the regularly-spaced interfaces. This e↵ect may be masked within
MD simulations due to anharmonic scattering, so we will use a harmonic, lattice-based technique
for further analysis.

C. Scattering Boundary Method
1. Landauer formula

To isolate the e↵ects of the emergent periodicity, we now limit our analysis to harmonic
interactions and consider the transport of vibrational mode energy across the junction. Despite the
advantages described in Section III B, MD simulations do not provide information about the vibra-
tional modes of the system without additional, computationally-expensive processing steps.7,41,42 In
order to extract mode-level detail, we move to a method built explicitly upon the basis of vibrational
modes. Consider a model where the vibrational modes of the left lead are coupled to vibrational
modes of the right lead via the junction. Since the leads are bulk crystals, their vibrational modes
are phonon modes. Further, because there is no anharmonic scattering, the transport through the
junction is ballistic and the transmission is elastic (i.e., there is no coupling between vibrational
modes of di↵erent frequency). Finally, we assume that the temperature di↵erence between the left
and right leads is infinitesimal. These conditions and assumptions allow us to apply the Landauer
ballistic transport formula to compute the thermal conductance of our superlattice junctions.43

In the classical limit, application of this formula results in the following expression for the
junction thermal conductance

GJ,SBM =
1
V

Left,+zX

,⌫

kB v
I
g,z(,⌫) ↵L!R(,⌫). (4)
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The summation is performed over all rightward traveling bulk phonon modes of the left lead
(i.e., incident phonon modes), with each phonon mode being described by a wavevector  and a
polarization ⌫. V is the volume per mode in the reciprocal space of the left lead crystal. v I

g,z is
the z-component of the group velocity of the incident phonon mode (I indicates incident). Deter-
mination of the bulk phonon properties is done via harmonic lattice dynamics calculations.44 The
junction coupling comes in via the transmission coe�cient ↵L!R, a mode-dependent dimensionless
quantity that takes on values between zero and unity. In the particle picture, ↵ is the fraction of
phonon energy quanta that cross the junction given an incident flux. In the wave picture, ↵ is the
fraction of energy flux from the incident wave that crosses the junction.

We use the SBM to compute the transmission coe�cients of the incident phonon modes.23,25,27,28

The SBM is comprised of two steps, which are briefly described in Sections III C 2 and III C 3.
For a detailed derivation, please see Wang and Wang27 or Zhao and Freund.25 For each junction,
bulk phonon properties and phonon transmission coe�cients are calculated for rightward traveling
modes at 10,000 wavevectors uniformly sampled from the first Brillouin zone of the left lead. Thermal
conductance is computed by performing a summation over the sampled modes as shown in Eq. (4).
We validate our implementation of the SBM against a zero temperature extrapolation of the iso-
lated Type 1 - Type 2 interface thermal conductances from our NEMD simulations [the black line
in Fig. 3(b)]. The di↵erence between the SBM calculation and the NEMD extrapolation is 8%. Our
NEMD interface thermal conductances and extrapolation agree well with results from Duda et al.32

2. Determination of scattered modes

When phonons of wavevector and polarization [,⌫]I encounter the junction, some of the en-
ergy is reflected back into the left lead, while the remainder is transmitted into the right lead.
The first part of the procedure to compute ↵L!R([,⌫]I) is to determine what modes are excited in
reflection and what modes are excited in transmission. Let the set of possible reflected modes be
denoted by [,⌫]R

j

and the set of possible transmitted modes be denoted by [,⌫]T
i

, where indices i

and j indicate that there may be many such modes. Due to the identical crystal structures and lattice
constants of Type 1 and Type 2 argon, periodicity in the x-y plane is preserved, hence the x and y
components of R

j

and T
i

must equal those of the incident mode. The conservation of the wavevec-
tor in the x-y plane is equivalent to assuming totally specular scattering. Due to the assumption of
elastic transmission, the frequency of the reflected and transmitted modes are identical to that of
the incident mode. The problem of finding all phonon modes in both the left and right leads that
have the same 

x

, y, and ! as the incident mode can be formulated and solved as a generalized
eigenvalue problem.

3. Scattering boundary equations

Once the reflected and transmitted mode sets [,⌫]R
j

and [,⌫]T
i

have been determined, ↵L!R

([,⌫]I) can be computed by solving the equations of motion of the junction atoms and the lead
atoms in the vicinity of the junction. The Newtonian equations of motion are written down explicitly
for each junction atom, including interactions with junction atoms and lead atoms. Two equations
are written down for each lead atom. The first equation is its Newtonian equation of motion. The
second equation is one that enforces the motion of the lead atom as a superposition of incident
and reflected modes (for the left side) or transmitted modes (for the right side). These modes have
unknown amplitudes R

j

and T

i

. The assumption of elastic scattering allows us to ascribe an identical
periodic time-evolution of exp (i!t) to each atom. The specification of this evolution converts the
system of linear di↵erential equations into a system of linear algebraic equations. The identical
periodic time evolution means the SBM solutions are time coherent.

This overdetermined system of equations is solved by minimizing the squared error using
singular value decomposition. Finally, the modal transmission coe�cient is determined as

↵L!R(,⌫) =
X

i

v I
g,z

vT
g, i,z

|T
i

|2, (5)
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where the summation is performed over all transmitted modes. vT
g, i,z is the z-component of the

group velocity of the i

th transmitted mode.

IV. RESULTS

A. NEMD Indicates a Lead E�ect

The length dependence of the thermal conductance for superlattice junctions with two, four,
and eight atomic monolayers per thin film at average temperatures of 20 K and 40 K were extracted
from NEMD simulations. Values for each case were determined as an average over five independent
simulations. A select subset of the results are plotted in Figs. 4(a)-4(d). Power law fits for even
thin film number and odd thin film number junctions are also plotted, as is the thermal conductance
predicted from the thermal circuit model for the same configurations [Eq. (2)]. In all cases, the
thermal circuit model underpredicts the NEMD result. The average underprediction throughout the
length domain as a percentage of the thermal circuit conductance for two atomic monolayers per
film is 60% at 20 K and 26% at 40 K. For four atomic monolayers per film, the underprediction is
34% at 20 K and 9% at 40 K. For eight atomic monolayers per film, the underprediction is 16% at
20 K and 11% at 40 K. This consistent underprediction indicates that the assumption of di↵usive
transport within films and memoryless scattering at the intrajunction interfaces in the thermal circuit
model is an incomplete description of the energy transport process. The discrepancy is largest at
low temperature and small film thickness [Fig. 4(a)], while the high temperature [Fig. 4(b)] and
large film thickness [Fig. 4(c)] NEMD results are closer to the thermal circuit predictions. The latter
results are not surprising since di↵usive transport becomes dominant in the high temperature and
large film thickness limits. The data in Fig. 4(d) are for cases where species disorder is introduced at
the lead-junction and intrajunction interfaces.45

The power law fits are used to di↵erentiate between cases where the thin film number is odd
and the leads are of the same type (matched) and cases where the thin film number is even and

FIG. 4. Length-dependent junction thermal conductances for the cases (a) n = 2, T = 20 K, (b) n = 2, T = 40 K, (c) n = 8,
T = 20 K, and (d) n = 2, T = 20 K with p = 0.2 interfacial species disorder from NEMD and the thermal circuit model. The
n = 2, T = 20 K case shows a strong lead e↵ect, which persists as the number of junction thin films increases. The lead
e↵ect is diminished at higher temperatures, greater number of monolayers per thin film, and with the introduction of species
disorder at the interfaces.
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the leads are of di↵ering type (mismatched). We observe for both temperatures and at all thin film
thicknesses that the junction thermal conductances of the mismatched cases are elevated compared
to the matched cases at similar lengths. Since the mismatched and matched cases are always at
di↵erent lengths, it is more appropriate to compare the power law fits. In most of the configurations
presented, the di↵erence between the matched and mismatched cases is within the uncertainty of the
fits. A clear di↵erence in trend, however, can be observed for the case of two atomic monolayers
per film at a temperature of 20 K [Fig. 4(a)]. In this case, the 95% confidence intervals of the power
law fits (which, for the sake of clarity, are not shown) share very small overlap and the di↵erence
between the trends is statistically significant. The mismatched cases consistently exhibit a thermal
conductance that is 10% higher than the matched cases at comparable length. In the thermal circuit
model, matched and mismatched cases di↵er only in an additional interface resistance. This di↵er-
ence goes to zero in the limit of large junction size, as the resistance of a single interface becomes
negligible compared to the overall resistance of the junction. The 10% di↵erence in conductance
seen in the NEMD results, however, persists at all examined lengths with no noticeable attenu-
ation up to the longest lengths investigated. Further NEMD simulations for the n = 2 case were
performed at average junction temperatures of 15, 10, and 5 K.46 The same lead e↵ect persists at
all temperatures investigated. In conjunction with the elevation of intrajunction interface thermal
conductances discussed in Section III B [Fig. 3(b)], the lead e↵ect provides further evidence that the
thermal circuit model is insu�cient.

The lead e↵ect diminishes when (i) temperature is increased [Fig. 4(b)], (ii) the intrajunction
thin films are made thicker [Fig. 4(c)], and (iii) species disorder is introduced to the lead-junction
and intrajunction interfaces [Fig. 4(d)]. The increase of temperature increases anharmonic scatter-
ing, leading to di↵usive transport. Hence, one hypothesis is that the lead e↵ect is caused by partial
ballistic transport of energy carriers across the junction. These carriers are not bulk phonons of the
constituent films, but rather emergent modes of the superlattice junction. Much like phonons of bulk
superlattices,7 these modes do not consider the intrajunction interfaces as defects and do not scatter
from them. Disorder at the intrajunction interfaces, however, does act as a scattering source for these
emergent modes. Hence, in agreement with earlier work,34 the introduction of species disorder at
interfaces also leads to di↵usive transport.

If the lead e↵ect is completely attributable to ballistic transport, we would expect saturation
of both matched and mismatched junction thermal conductances to a single, fully di↵usive limit
at long junction lengths (as is the case with thin films of bulk crystals).33 For the junction lengths
evaluated, however, this saturation is not observed. Instead, the lead e↵ect diminishes as the length
of the junction’s constituent thin films is increased [Fig. 4(c)], not as the total junction length is
increased. Within a single thin film, this result can be explained as a size e↵ect related to the thin
film length and the mean free paths of the phonons of the film’s constituent material.33 In the picture
of the emergent superlattice modes, however, increasing the superlattice period alters the modes
themselves.7 It is known that the thermal conductivity of a bulk superlattice is sensitive to its period
(i.e., the minimum in superlattice thermal conductivity) and can be partitioned into a regime where
vibrational wave interference is significant and one where interference is not.17,19 Hence, another
hypothesis is that the lead e↵ect is partially attributable to vibrational wave interference in the
superlattice junction. Increasing the period of the superlattice junction attenuates the lead e↵ect by
moving the system out of the regime where interference is significant.

B. Lead E�ect is Reversed in Harmonic Calculation

The interesting case of two atomic monolayers per film at a temperature of 20 K is now
analyzed using the SBM. As discussed in Section III C 3, the fully harmonic nature of the SBM
calculation has two consequences. First, it considers transport that is completely ballistic. Second,
any spatial interference e↵ects caused by the emergent superperiodicity of the junction are pre-
served. Hence, the SBM can be used to evaluate the two hypotheses posed at the end of Section
IV A.

Since classical statistics are used to achieve parity with the MD simulations, the only finite
temperature e↵ect in the SBM is the setting of the lattice constant equal to the equilibrium value
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FIG. 5. Length-dependent junction thermal conductances for the case n = 2, T = 20 K from NEMD simulations and the SBM
calculations. Red and blue curves under the square symbols are power law fits to the NEMD data. Red and blue lines under
the diamond symbols are the length-converged SBM results.

at a temperature of 20 K. As plotted in Fig. 5, the SBM junction thermal conductances converge
to length-independent values at a junction length of approximately 4 nm. These results stand in
contrast to the NEMD results, where scattering within the junction causes the junction thermal
conductances to continue to decrease with increasing junction length. While the SBM results are
length-independent beyond junction lengths of 4 nm, they exhibit a strong dependence on the lead
properties (i.e., matched or mismatched) at all lengths. The cases with matched leads converge to a
junction thermal conductance of 16 MW/m2K, while the cases with mismatched leads converge to
13 MW/m2K, a di↵erence of 19%. The SBM captures the lead e↵ect, but the relative magnitudes
of the matched versus mismatched junction thermal conductances are flipped when compared to the
NEMD results.

The origin of the lead e↵ect in the SBM calculations can be revealed by examining the trans-
mission coe�cients plotted in Figs. 6(a) and 6(b). Fig. 6(a) corresponds to a matched case with
seven junction thin films (3.7 nm), while Fig. 6(b) corresponds to a mismatched case with eight
junction thin films (4.2 nm). Since the thermal conductances for both cases have converged with
junction length (Fig. 5), the di↵erences in their transmission coe�cients must be due to the di↵ering

FIG. 6. Transmission coe�cient versus frequency color histograms from the SBM for length-converged matched and
mismatched cases. Since these results represent length-converged systems, di↵erences in transmission coe�cients between
the two cases are due to di↵erences in the right lead mass. The cuto↵ frequency of Type 2 argon is 7.23 Trad/s. Di↵erent
colors represent the number of modes in bins of frequency and transmission coe�cient.
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FIG. 7. Accumulation of junction thermal conductance with frequency from the SBM for length-converged matched and
mismatched cases.

mass of the right lead. The lead e↵ect is not due to the lower cuto↵ frequency of the Type 2
material, but instead due to details in the shared frequency range of the two materials. While the
mismatched case has exactly zero transmission for incident phonons of frequency greater than the
Type 2 cuto↵, the matched case shows only small transmission beyond the Type 2 cuto↵. This
finding is highlighted in Fig. 7, where the accumulation of the junction thermal conductance against
incident phonon frequency is plotted for both matched and mismatched cases. For the matched
case, incident phonons above the Type 2 cuto↵ frequency result in only 0.7% of the overall ther-
mal conductance. Instead, the di↵erence in thermal conductance can be attributed to dips in the
transmission coe�cients that appear at 1 and 3 Trad/s in Fig. 6(b), but are far less significant in
Fig. 6(a). The di↵erence can also be attributed to slower accumulation of the thermal conductance
between 2-3 and 5-6 Trad/s. We attribute the maxima and minima in the transmission coe�cients
seen in Figs. 6(a) and 6(b) to constructive and destructive interference between reflections and
transmissions across successive intrajunction interfaces.

V. SUMMARY

Our investigation of superlattice junctions reveals that their thermal conductance at finite
temperature depends on the material properties of the leads. Specifically, systems with mass-
mismatched leads have higher thermal conductance than those with mass-matched leads. This
dependence persists when overall junction length is increased [Fig. 4(a)], but diminishes when
temperature is increased [Fig. 4(b)], when the thicknesses of the constituent films are increased
[Fig. 4(c)], and when species disorder is introduced at the lead-junction and intrajunction interfaces
[Fig. 4(d)].

We partially attribute the lead e↵ect to ballistic transport of emergent modes of the superlattice
junction. These modes travel ballistically across the junction and do not scatter from the intrajunc-
tion interfaces. Increasing temperature and the introduction of species defects at interfaces cause
these emergent modes to scatter with one another and with the defects, resulting in attenuation of
the lead e↵ect. Increasing the superlattice period of the junction likewise attenuates the lead e↵ect,
suggesting that the e↵ect can also be attributed to vibrational wave interference within the junction.
The dependence of the lead e↵ect on the superlattice period may be similar to the transition between
coherent and incoherent regimes in a bulk superlattice.

As evidenced by the SBM calculations, the lead e↵ect is also present in the zero temperature,
harmonic limit (Fig. 5), but it is reversed. In this limit, the phonon transmission coe�cients (and
consequentially the thermal conductances) are highly dependent on the right lead mass (Fig. 6). It

 All article content, except where otherwise noted, is licensed under a Creative Commons Attribution 3.0 Unported license. See:
http://creativecommons.org/licenses/by/3.0/ Downloaded to IP:  128.2.48.98 On: Tue, 14 Apr 2015 15:41:13



053205-11 S. Lu and A. J. H. McGaughey AIP Advances 5, 053205 (2015)

is not surprising that the lead e↵ect can be altered by the introduction of finite temperature (and
along with it, anharmonic interactions). It is surprising, however, that the e↵ect of finite temperature
is not simply to reduce the lead e↵ect until none can be observed. Instead, the reversal of the lead
e↵ect when comparing the SBM data to the NEMD data (Fig. 5) suggests the existence of a regime
where finite temperature a↵ects the matched and mismatched cases di↵erently. In this intermediate
regime, the e↵ect of finite temperature appears to drive the junction thermal conductance of the
matched case higher than that of the mismatched case. As discussed in Section IV A, we performed
NEMD simulations at average junction temperatures as low as 5 K for the case of n = 2 in an
attempt to access this regime. We observed the same lead e↵ect as at 20 K in all cases and did
not notice any evidence of an appreciable attenuation or reversal. While direct heat method NEMD
simulation does not provide concrete evidence of the reversal of the lead e↵ect, the existence of the
intermediate regime could be probed by modal anharmonic analysis of matched and mismatched
cases in the temperature range of 0 to 5 K.47–49
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