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This paper generalizes the problems of optimal selection considered by Roth,
Kadane and DeGroot by allowing a set of J items to be chosen by two decision
makers, the first of whom has A challenges and the second has B challenges.
The two decision makers each have an opportunity to challenge each item
before it is accepted, in some arbitrary fixed order. We assume that the
decision makers know the utility function of the other side as well as their own
over sets of J items, and that they know the subjective distribution, assigned
by the other side, of characteristics of potential items that will be observed,
as well as their own. Under these conditions the other side’s response to each
potential item can be predicted with certainty, and backward induction defines
an optimal strategy. We study an important special case we call regular, and
show that it is never disadvantageous to go first in the regular case. The use
of peremptory challenges in jury trials motivates our model. The basic model
in which jurors are challenged one at a time is extended to a more general
class of problems that includes the group system and the struck jury system.

N THIS PAPER we consider a legal case which is to be tried by a
jury, and shall study optimal strategies to be followed by the lawyers
for the prosecution (or plaintiff) and the lawyers for the defense in their
use of the peremptory challenges that are available to them. We shall
begin by describing our model of the process by which the jury is chosen.
We assume that jurors are to be chosen from a venire or panel of
prospective jurors that have been selected for possible jury duty from the
community in which the trial is being held. In our basic model, prospective
jurors are examined by the judge one at a time to make sure that they
are qualified and then asked questions which could result in their being
dismissed for cause. If a prospective juror is not dismissed for cause, the
lawyers for either side then have the opportunity to have him dismissed
by exercising a peremptory challenge. If neither side does so, he becomes
a member of the jury.

We shall assume throughout this paper that all the prospective jurors
who can be dismissed for cause have been eliminated from the panel, and
shall restrict our attention to the population of prospective jurors who
cannot be dismissed for cause. Thus, prospective jurors from this popu-
lation are interviewed sequentially; after each person is interviewed, the
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lawyers for each side must specify whether they wish to exercise a
peremptory challenge or to accept the juror. If he is accepted, he joins
the jury and cannot later be dismissed. If he is challenged, he is dismissed
and cannot later be recalled.

We assume that, for each prospective juror, first one side must state its
decision, and then the other side. Thus, the two sides never make
decisions simultaneously and the two sides will not both exercise pe-
remptory challenges on the same prospective juror. The question of
which side is to decide first for each prospective juror is left arbitrary in
our mathematics; it need not be the same side for each prospective juror.
However, we assume that the rule is specified in advance and does not
depend in any way on how peremptory challenges have been used on
previous prospective jurors.

We assume that o jurors are to be chosen for the jury. Of course, J will
usually be 12, but it could be 6 or some other number. We shall shortly
describe some interesting applications of our theory in which J = 1. We
assume also that the prosecution is limited to A peremptory challenges
and the defense to B, where A and B are given positive integers.

We assume that each prospective juror is represented by a vector X of
some arbitrary dimension that summarizes all the information available
to the prosecution and the defense with regard to that person’s possible
behavior as a juror. In brief, each prospective juror is characterized by a
vector X that summarizes any demographic, physical, or behavioral
variables that might be relevant to his performance as a juror.

Since J jurors are to be seated on the jury and a total of A + B
peremptory challenges are available to the two sides, the jury must be
fully formed after at most J + A + B prospective jurors have been
interviewed. We assume that the lawyers for the prosecution and the
lawyers for the defense can each represent their own view of the process
generating the sequence of prospective jurors by assigning a joint prob-
ability distribution to Xi, - .- , X +a+p. This distribution need not be the
same for the two sides, but it is assumed that each side knows the
distribution that is assigned by the other side. The following four special
cases are of particular interest:

1. The random vectors X, ---, Xj+a+s might be independent and
identically distributed with a particular known distribution that is agreed
on by both sides. This might be the case if the distribution of the vector
X in the population of prospective jurors was known quite precisely to
both sides through a careful survey or poll of the community.

2. Suppose that each side had conducted its own survey of the com-
munity and that the two surveys yielded different results. Then each side
might be aware of the results of the survey conducted by the other side,
but it might believe its own survey rather than the other one. In this
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case, each side might again assume that the random vectors X, ---,
X +a+p are independent and identically distributed, but the two sides
would assign different distributions.

3. The exact sequence of values of Xj, - .- , Xy14+5 might be known in
advance to both sides. This might be the case if the lawyers could
interview or otherwise study the entire specific panel of prospective jurors
from which the jury was to be chosen before beginning the sequential
selection and challenge process.

4. The random variables X, - .-, X,.4a+s might be exchangeable but
dependent. This might be the case if the lawyers for both sides believe
that Xi, -+, Xy+a+p form a random sample from some distribution of
prospective jurors that depends on a parameter § whose value is unknown
to both sides, and each side assigns a prior distribution to . The two
sides might agree on the conditional distribution of X; for any given value
of 8, but they might assign different prior distributions to 8. The lawyers
for each side will update their own distribution for § after each prospective
juror is interviewed, which in turn will affect their joint distribution for
the remaining prospective jurors.

Returning to the general case, let Y, - .., Y; denote the X-vectors of
characteristics for the o jurors actually chosen. For any given strategies
that the two sides may use for the exercise of peremptory challenges, Y,
.+., Y, are random variables before the selection has actually been
made. For any possible values yi, - -+, ysof Yy, - - -, Y5, we shall let ( y1,
.+« , yJ) denote the utility function of side i, where i = 1 refers to the
prosecution and i = 2 refers to the defense. Thus, we assume each side i
is trying to select a jury in order to maximize E{yi(Y1, ---, Y,)]. Here,
E; denotes expectation with respect to the joint distribution of Xj, - .-,
X.s+a+p assigned by side i. These expectations each depend on the strat-
egies used by both sides.

The functions ¥, and y» could have various interpretations. For exam-
ple, if both sides in a criminal trial were interested only in whether or not
the juror voted for conviction, Y1( yy, - - -, ys) could be interpreted as the
probability, in the view of the prosecution, that a jury comprising ys,
-+« , ys would vote for conviction and yu( y1, - - - , ys) could be interpreted
as the probability, in the view of the defense, that the jury would not
vote for conviction. In more general contexts, the functions y; might take
into the account the possibility that the jury does not reach any decision
(i.e., that it becomes a hung jury), or the possibility that the jury might
recommend a heavier or a lighter punishment or penalty.

Often the behavior of a jury depends only on the values of yi, ---, ys
and not on the order in which these J values were selected, so that the
functions ¥4 and ¥» can be taken to be symmetric. Sometimes, however,
the first juror chosen, who has characteristics yi, is automatically the
foreman. Also, sometimes the last jurors chosen are alternates who
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participate in the jury decision only if one of the other jurors is inca-
pacitated. Since the assumption of symmetry is not necessary for our
mathematics and does not seem to simplify our analysis, we do not make
that assumption.

Finally, it should be emphasized that, although both sides observe the
vector X for each prospective juror, the prosecution and defense may well
disagree on what aspects of this vector are important or relevant. On the
other hand, the prosecution and defense may agree on the importance of
the various components of each y;, but may disagree on what these values
imply about how the juror will behave.

We shall now define what we mean by optimal procedures in this
problem. Since a jury of J persons must have been found after at most A
+ B + J people have been interviewed, the number of decisions in the
selection process is bounded. Consider the last possible decision that
could arise in this process, when one side has one challenge remaining,
the other side has none, and only one juror remains to be seated. If the
sequential decision process has not terminated before this state is
reached, then the side with the one available challenge has a well-defined
optimal decision for each possible prospective juror that might be inter-
viewed.

Under the assumption that this last possible choice will be made
optimally, the consequences of the next-to-last possible decision are
known, and hence it can also be made optimally. By backward induction,
each decision can be made optimally under the assumption that both
sides will act optimally in all possible subsequent decisions. The optimal
procedure is taken to bé the one resulting from all these optimal actions
of both sides. Thus we assume that juror selection is a noncooperative
two-player sequential game in which each side is trying to maximize its
own expected utility. If the sides could collude, they might under some
circumstances both improve their expected utilities, but we assume that
they do not. Noncooperative two-person games with alternating choices
are also used in studies of duopoly by Cyert and DeGroot [4, 5].

The next section describes the relation of our problem to the previous
literature. Sections 2, 3 and 4 are devoted to our basic model in which
jurors are either chosen or rejected one at a time. Section 2 gives our
notation, and, in Theorem 1, the expected utility of being first and of
being second to exercise challenges. Section 3 discusses the important
concept of regularity, and shows that if the two sides have the same
opinion about the characteristics of the unseen jurors, or if there is only
one juror to be selected, then the problem is regular. An example is given
which is not regular. Section 4 discusses the advantage of going first. In
a regular problem it is never disadvantageous to go first. If the two sides
have the same opinion about the characteristics of unseen jurors, and
have either diametrically opposed or exactly coincident utilities, then the
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order in which they exercise challenges is irrelevant to both of them.
Finally an example is given in which it is strictly advantageous to go
second. Section 5 discusses a generalization of the basic sequential model
and examples described above to other jury selection processes including
the group system and the struck jury system.

1. NATURE OF THE MODEL AND RELATION TO PREVIOUS
LITERATURE

Roth, Kadane and DeGroot [9] studied problems of the type we have
described under the following special assumptions: Both the prosecution
and the defense are interested only in the probability that the jury will
vote for conviction. Each prospective juror is characterized by a vector X
= (p1, p2), where p; is the assessment of side i of the probability that the
prospective juror will vote for conviction. It is assumed that these two-
dimensional vectors for successive prospective jurors are independent
and identically distributed drawings from some bivariate distribution
known to both sides. Furthermore, each side assumes that the probability
that the final jury will vote for conviction is equal to the product of the
individual probabilities that each member of the jury will vote for
conviction. Finally, each side assigns utilities only to the possibilities of
a conviction or no conviction.

In this paper, these assumptions are relaxed to permit a more sophis-
ticated view of the jury selection and jury decision process. We allow an
arbitrary representation of the relevant characteristics of each prospec-
tive juror, arbitrary probability distributions, and arbitrary utility func-
tions over possible juries. However the assumptions of this paper are
restrictive in that we assume that each side is fully aware of the infor-
mation and beliefs of the other side.

Sakaguchi [10] and Kadane [8] study a similar problem in which
exactly r of n available random vectors must be chosen jointly by several
players. In their problem the identity of the challenger does not limit the
available future strategies of any player. Under these circumstances, the
order in which the players announce their decisions does not affect the
outcome. The optimal use of peremptory challenges in trials by jury is a
generalization of the problems of optimal selection discussed by Gilbert
and Mosteller [7] and DeGroot [6, Sec. 13.4], among others, and much
earlier by Cayley [3].

In summary, the problems of jury selection that we are studying can
be described in the following general context: A group of J items with
characteristics yi, - -, ys is to be selected jointly by two persons. If J =
1, the item might be a house or a car to be selected jointly by a husband
and wife, or an employee to be hired jointly by two executives in a
particular firm. If J = 2, the items might be thought of as </ persons that
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will form a team or committee, or a staff of / employees, to be selected
jointly by the two decision makers. The interests and evaluations of the
two decision makers need not coincide, and y1(yi1, ---, ys) and ya(yi,
.+, yJ) represent the utilities to each of them of any possible selection
of J items with characteristics yi, ---, ys. Each of the two decision
makers can either accept or reject each item, and has a fixed number of
available challenges. The observations X;, X, - - - have a specified joint
distribution that is known to both decision makers, and each of them
tries to maximize his own expected utility. )

While we have limited our considerations in this paper to two sides, we
believe that the problems, the point of view and our results generalize to
more than two sides.

2. NOTATION AND PRELIMINARY RESULTS FOR THE BASIC
MODEL

This section and the next two are devoted to the basic sequential model
described in the beginning of this paper. Suppose that % prospective
jurors with characteristics Xj, - - - , X, have been observed, some of whom
may have been challenged and the others seated on the jury. This history
comprising these values and a specification of which jurors were seated
is denoted A,. The history A, may affect the future decisions by the two
sides in the following ways:

(i) If J’ jurors have been seated then the first J’ components of the
utility functions ¢, and y» have been determined and the utility of
remaining groups of jurors may be affected,;

(i) The expected utility for each side is now calculated with respect to
its conditional joint distribution of Xj+1, Xs+2, -+ given X3, -+« , X,.

Let E:(y:| hs, a, b, j) denote the expected utilities to side i of the optimal
strategies given the history A, and given that the prosecution has a
challenges remaining, the defense has b, and j jurors remain to be chosen.

Suppose now that some history A, has already happened, and let
Xr+1 = x be the characteristics of the next prospective juror observed.
Let [Ax, x°] denote the history consisting of A, followed by X;+1 = x and
the superscript “c” denote that prospective juror £ + 1 was challenged.
Similarly a superscript “s” indicates that the prospective juror in question
was seated. Let

Fl = E](¢l|[hle, x(‘], a— 1) b’j)y

so that F is the worth to the prosecution of the optimal strategies in the
situation where j jurors are left to be chosen, the prosecution has a
challenges, the defense has & challenges, and the prosecution uses one of
its challenges. Similarly, let Gy = E (y1|[As, x], @, b — 1, ) so that G, is
the worth to the prosecution of the same situation except that the
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defense, instead of the prosecution, exercises the peremptory challenge.
Finally, let C, = E1(y:|[Ax, x°], @, b, j — 1), so that C; is the worth of the
above situation to the prosecution if the juror with characteristics x is
not challenged by either side and, hence, is seated on the jury.

Similarly, let Fo> = Ex(ys|[Ar, x1, a, b — 1, ), G2 = E2(Y2|[Asr, x°], a —
1, b, )), and C; = E(Ye|[hs, x°], @, b, j — 1), which are, respectively, the
expected utilities of the optimal strategies to the defense if the defense
challenges, the prosecution challenges, or the prospective juror is seated.
Since one of these three outcomes must occur, the F’s, G’s, and C’s fully
describe the expected utility of the situation. We now describe how to
determine the optimal strategies and their expected utilities.

We impose the convention F'; = G, = —w if a = 0 and F; = G, = —x if

= 0 so that neither side wishes to use a challenge it does not have.
When j = 0 the process ends.

Suppose that the prosecution goes first. If the prosecution does not
challenge the juror, then the defense will challenge the juror if F» > C,,
and will accept the juror if F, < C,. A special problem occurs if F, = C,,
because in this case the defense could optimally take either action. In
order not to burden our analysis and notation excessively, we will break
ties by supposing that challenges will be exercised only when they are
strictly necessary. Thus by assumption the defense will challenge the
juror if F» > C,, and will accept the juror otherwise. Therefore, the worth
to the prosecution of the choice not to challenge is G, if F» > C; and C,
otherwise. Consequently, when F, > C., the prosecution will challenge if
Fy > G,. When F, < C,, the prosecution will challenge if F; > C,. This
type of reasoning leads to the following result:

THEOREM 1. For each side i, (1 = 1, 2), the expected utility of going
first if both sides use optimal strategies is

F, if (Fs-;,>Cs-; and F,>G)

or (C3-;=F;; and F;> C)),

G if F;3,>C;; and G;=F,
G if CG=F and Cs.i=Fs,

and the expected utility of going second is

F; if F;>C: and Gs;=Fs,,

G if (F;>C/ and F; ;> Gs.))

or (C;=F; and F; > Cs.),

C: if Ci=F;, and C; ;= F;5 ;.
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3. REGULARITY

It is natural to suppose that G; = F; (i = 1, 2) for any possible values of
hi, x, a, b, and j that might arise during the jury selection process. These
inequalities compare a situation in which the prosecution has a challenges
remaining and the defense has b — 1 remaining, with a situation in which
the prosecution has @ — 1 remaining and the defense has b remaining.
The inequalities simply state that the prosecution would prefer the first
situation and that the defense would prefer the second situation, all other
conditions being equal. We shall say that a problem in which these
relations are satisfied is regular.

At first thought, it might appear that every problem must be regular.
In fact, Brams and Davis [2] refer to the irregular case in problems of
jury selection as “absurd” and assume that regularity holds. Certainly,
every problem that might arise in practice will be regular, because if a
problem is not regular then a situation might arise in which the lawyers
for one side would actually want to give one of their remaining challenges
to the other side, a somewhat impractical move. However, the following
example shows that there do exist problems that are not regular.

Example 1. Suppose that two jurors are to be chosen. Suppose also
that there are three kinds of jurors denoted H, M and L (‘“High,”
“Medium” and “Low”) and the sequence of the appearance of the first
four prospective jurors is known by both sides with certainty to be H, M,
L, L. Suppose finally that the preferences of each side are given by the
relations Y, (HL) > Y1 (HM) > Y1(ML) > y,(LL) and o(HM) > Yo(LL) >
Y2(ML) > 2(HL).

Now suppose that a = 1 and b = 1. If the defense goes first and accepts
the first prospective juror, with characteristics H, then the prosecution
will also accept him and will use its challenge on the second juror, with
characteristics M, to obtain an optimal jury of type HL, which the defense
does not like. Consequently, the defense will challenge the first juror, and
the outcome will be a jury of type ML.

Next suppose that a = 0 and b = 2. In this case, the defense will not
use either of its challenges, and the outcome will be a jury of type HM.
Hence, the outcome for the prosecution is better with ¢ = 0 and b = 2
than with ¢ = 1 and & = 1. In this bizarre circumstance then, the
prosecution would, if it could, give its challenge to the defense, contra-
dicting regularity.

We do not have a good characterization of when regularity obtains.
Even in the special case studied in Roth, Kadane and DeGroot [9], we do
not know if regularity must always hold. Checking the conditions for
regularity in a given problem is typically difficult. However there are two
important and broad classes of problems which are regular, as shown in
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Theorems 2 and 3 which follow. In the first of these classes, the utility
functions of the two sides are diametrically opposed, and they agree on
the joint probability distribution of the sequence of prospective jurors. In
this case, we have the following theorem:

THEOREM 2. Suppose that both sides assign the same joint distribution
to the sequence X,, - - - , Xs+a+B. Suppose also that there exist constants
a1, az, and ¢, with a,ax > 0, such that

awi(yr, » o0, Ya) +asge(yy, - ,y0) =c¢ (1)
for all possible values of yi, - - -, y;. Then the problem is regular.

Proof. Since utility functions are defined only up to an arbitrary
increasing linear transformation, we can assume without loss of generality
that a; = a; = 1 and ¢ = 0. In this proof we shall be considering strategies
for each side other than the optimal ones, so we shall extend our notation
to indicate explicitly the strategies being used. Also, since both sides are
using the same probability distribution, we shall delete the subscript on
the expectation symbol. Thus, we write E(y;| A, @, b, j, s1, S2) to mean the
expected utility of the situation to side i after history A, is observed and
before the next juror is drawn, when a challenges remain to the prose-
cution and & to the defense, j jurors remain to be chosen, and the
prosecution follows strategy s; and the defense follows s,.

Consider now the situation just described, and suppose that the defense
adopts the following strategy sq : At any stage of the process where the
prosecution has a* challenges remaining, the defense has *, and j*
jurors remain to be seated, the defense makes the decision that would be
optimal if the stage were (a* + 1, b* — 1, j*) until the first time, if ever,
that a stage of the form (0, b*, j*), with b* = 1, is reached and the next
prospective juror is such that, if the stage were (1, b* — 1, %), it would be
optimal for the prosecution to challenge him. (In other words if the
prosecution went first it would be optimal for it to challenge the candi-
date, and if the defense went first it would be optimal for the defense to
accept and the prosecution to challenge.) At such a stage, the defense
challenges, and then simply follows its true optimal strategy for the
remainder of the process.

Suppose that the prosecution’s optimal strategy at (a*, b*, j*) is sp*.
Then since sq is not necessarily optimal, we have

E(‘Pthky a, b)jy Sp*) Sd*) = E(‘P?lhk’ a, b:j: Sp*’ Sd)

where s;* is the defense’s optimal strategy. Now let s, be the strategy for
the prosecution that maximizes its expected utility when the defense uses
Sa, S0 that
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E(‘Pllhk’ Qa, baj9 Sp, Sd) = E(‘Pllh"’a a, baja sp*a Sd)
= E(\bllhka Q, b9j9 SP*’ Sd*).

But when the prosecution and defense use the strategies s, and sq, they
will obtain exactly the same jury as if they had used their optimal
strategies at (a + 1, b — 1), since in effect the defense has reserved one of
its challenges for the use of the prosecution should the prosecution
exhaust all of its a challenges and need an extra one. Even if the
prosecution does not exhaust all of its @ challenges, the defense will not
use the reserved challenge. The prosecution makes full use of its aware-
ness of this policy in determining its own strategy. Hence,

EW|he, a+1,b—1,)) = EGi|hs, a, b, J, 5p, 54)
= E@W|h, a, b, ))

and EWs|hi, a+1,b—1,)) = EQs|hs, a, b, ], 8p, 52)
= E(e|h, a, b, )).

Theorem 2 pertains only to problems in which the jury selection
process is, in effect, a zero-sum game, and it says nothing about regularity
when the interests of the two sides are not directly opposed. However,
the next result applies to all utility functions ¥, and all possible probability
distributions that might be used by either side when only one juror is to
be chosen. Since j = 1 throughout this theorem, it is suppressed from our
notation.

THEOREM 3. When J = 1, every problem is regular; i.e.,
E\(1|hr, a + 1, 8) = E\(41 | i, a, b + 1)

and Es>(o|hi, a + 1, b) < Es(Yo| e, a, b + 1)

for all nonnegative integers a and b and all histories h,.

Proof. We proceed by induction on the value of a + b. Suppose first
that @ + b = 0; i.e,, @ = b = 0. We know that in this case E1(y1|hs, 1, 0)
= E\($1| hx, 0, 1), since E(Y1|hs, 1, 0) is the maximum value of E,({;) that
can be obtained when there is only one challenge available to the two
sides. Similarly,

Es(Y2|hw, 1, 0) < Ex(y2| Az, O, 1).

Now suppose that the relations (2) hold for all histories A, when a + b
= n, where n is some nonnegative integer. We shall prove that (2) holds
whena+ b=n+ 1.

To be specific, suppose that the prosecution must decide first on the
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first prospective juror, and consider the following nine conceivable pairs
of optimal decisions in the two problems (¢ + 1, ) and (a, & + 1),
depending on the value x of the first prospective juror and the history A.:

Optimal decisions in (a + 1, b)

Optimal decisions in (a, b + 1)

1) Accept by both sides
2) Accept by both sides
3) Accept by both sides

4) Challenge by prosecution
5) Challenge by prosecution
6) Challenge by prosecution

7) Accept by prosecution, challenge
by defense

8) Accept by prosecution, challenge
by defense

9) Accept by prosecution, challenge
by defense

Accept by both sides

Challenge by prosecution

Accept by prosecution, challenge by
defense

Accept by both sides

Challenge by prosecution

Accept by prosecution, challenge by
defense

Accept by both sides

Challenge by prosecution

Accept by prosecution, challenge by
defense

We shall now calculate the differences

A= E\(1|hi, a +1,0) — Ex(Y1| A, @, b + 1)
and Ay = Ez(ll/z‘hk, a+ 1, b) - EZ(\bzlhk, Q, b+ 1)

in each of these nine cases; i.e., conditionally on x lying in each of these
nine regions.
1) In this case

A =Yi(x) —(x) =0
and As = Yu(x) — ¢o(x) = 0.

2) The decisions under (a, b + 1) imply, by the induction hypothesis,
that the defense would have accepted the juror with characteristics x in
(a, b + 1) if the prosecution had accepted. Therefore, E;(y1| R+, @ — 1,
b + 1) > Y(x) where h,+, is the history [A,, x¢]. Since both sides accept
in the (a + 1, b) case, Y1(x) > E (1| hr+1, @, b). But these inequalities
violate the induction hypothesis. Hence, this case is impossible.

3) Here Ay = Y1(x) — E\(Y1| hr+1, @, b) = 0, since this is why it is optimal
for prosecution to accept the juror with characteristics x under (a + 1, b).
Also, Ay = Yu(x) — Ex(Ye|hr1, a, b) < 0, since this is why the defense
challenges under (a, b + 1).

4) Here A1 = Ei({1]hr+1, @, b) — ¢1(x) = 0, since this is why the
prosecution challenges under (¢ + 1, b). Also, A, = Ex(Ye|his, a, b) —
Yo(x) = 0, since this is why the defense accepts under (a, b + 1).

5) Here A1 = E1({n|hr+1, @, b) — E\(Y1|hssr, @ — 1, 5+ 1) = 0 and A,
= Es(Y2|hrs1, @, b) — Es(Yo|hps1, @ — 1, b + 1) < 0, by induction.
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6) Here A1 = Ei(Y1|hr+1, @, b) — E1({1]|hr+1, @, b) = 0 and A, =
Es(Yo| s, a, b) — E2(Yo| hpsr, @, b) = 0.
7) Since the defense challenges under (a + 1, ), then

E2(¢2'hk+1, a+1, b—-1) > ¢2(x).
But the defense accepts under (a, b + 1), which means that
E2(¢2|hk+1) Qa, b) = l1b2(x)'

These inequalities violate the induction hypothesis. Hence, this case is
impossible.

8) Here A, = El(\l/llhk+1, a+1, b—1) — E1(1P1|hk+1, a-—1, b+1)=0,
by the induction hypothesis applied twice. Also, Ay = Eo(Y2|hre1, @ + 1,
b—1)— Ez(l,l/2|hk+1, a—1,b+1)=<0.

(hk,a,b) X

By (Wylhyyp58,0-1)

o]

By (0y by yq52-1,0)

Figure 1. Game tree of decisions for J = 1.

9) Here Al = E1(¢1|hk+1, a + 1, b— 1) - E](\bllhk-ﬂ, a, b) >0 and Az
= Ex(Yo|hrs1, a + 1, b — 1) — Eo(Y2| Ars1, @, b) = 0, by induction.

A similar breakdown can be given if the defense must decide first.
Thus, in all possible cases, the relations (2) are satisfied.

The decision process in the proof of Theorem 3 can be represented by
the game tree in Figure 1. '

4. THE ADVANTAGE OF GOING FIRST

In this section we show that in a regular problem it is never disadvan-
tageous to go first and that in an important class of problems it is
irrelevant which side goes first. We begin by establishing the special
conditions that are needed in order for it to be strictly advantageous to
go second.

THEOREM 4. For any given hy, x, a, b, and j it is strictly advantageous
for side i to go second for the juror with characteristics x if and only if

Gi>F;>C; and Cs.,=F;;,=G;-
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Proof. Let A be the expected utility of going first minus the expected
utility of going second. By Theorem 1,

Gi—F if G=F>C and Gii=Fy,>Ci, 3)
Fi= G if Fi>CyF.>GyFui>Cu @

and F;_; > Gs_,,
AN E—G if G>F>G and Fri>Ci, (5)
Fi—G if F,;>C and Co.=Fs,> Goy ©)
0 otherwise. (7)

Only in (6) might A be negative. Thus A < 0 if and only if G; > F; > C;
and Cs_; = Fs5_; > Gs_.

CoROLLARY. In a regular problem,

Gi—F;, if F;.>C and F;_;>Cs,
A= .
0 otherwise,

and it is never disadvantageous to go first.

Proof. Regularity (i.e., G; = F; and G3—; = F;_,) eliminates (4), (5),
and (6), and reduces (3) as shown.

The expression for A in the Corollary has a natural interpretation. If F;
> C; and F3-; > C;3_;, then each side prefers challenging the prospective
juror to letting him be seated on the jury. Consequently, whichever side
goes first can accept the juror, confident that the side going second must
challenge. This yields a gain of G; — F; to the side that goes first, which
is how much that side prefers the other side to exercise a challenge
compared with exercising a challenge itself. In all other cases, where at
least one side would prefer seating the juror to challenging him, the order
of challenges is irrelevant, and there is no gain in going first.

Theorem 4 leaves open the question of whether there could be a
problem that was not regular in which it was actually advantageous to go
second. The next example presents such a problem.

Example 2. Suppose as in Example 1 that J = 2. Suppose now,
however, that there are four kinds of jurors denoted S, H, M and L, and
that the sequence of the appearance of the first five prospective jurors is
known by both sides with certainty to be S, H, M, L, L. Suppose also that
the preferences of each side are given by the relations

$1(SH) = $1(SM) = y1(SL) > y1(HL) > y1(HM) > y1(ML) > 1(LL)

and

Yo(HM) > o(LL) > Yo(ML) > yo(HL) > y2(SH) = $2(SM) = »(SL).
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Now suppose that @ = 1 and b = 2. If the defense goes first, and
accepts, the prosecution will also accept, which is bad for the defense.
Thus the defense will challenge, which leads to a situation with @ = 1 and
b = 1. By Example 1, the outcome will be a jury of type ML.

If the prosecution goes first, it sees that the defense will challenge.
However, it was shown in Example 1 that the prosecution would prefer
to use a challenge itself rather than have the defense use a challenge.
Consequently, the prosecution will challenge, which leads to a situation
with a = 0, and b = 2. By Example 1, the outcome will be a jury of type
HM. Hence, the defense prefers to go second in this situation.

It is interesting to note that, in Example 2, it is optimal for the
prosecution, going first, to challenge S even though it prefers any jury
containing S to any jury without S.

The next result shows that when the prosecution and defense use the
same probability distributions and have either exactly the same utilities
or diametrically opposed utilities, neither side cares who goes first. Thus,
it is only when their interests are partially coincident and partially
opposed, as must typically be the case, that it matters who goes first.

THEOREM b. Suppose that both sides assign the same joint distribution
to Xy, -+, Xs+a+B. Suppose also that there exist constants a,, a; and c,
with a,as # 0, such that (1) holds for every value of y1, - -+ , ys. Then the
order in which the two sides exercise their challenges is irrelevant to
both of them.

Proof. As in Theorem 2, we may, without loss of generality, take y; =
+o.

If Y1 = —», then by Theorem 2 the problem is regular. Consequently
by Corollary 1, the only case to be concerned with is that in which F; >
C; and F3_; > C;_,. But since Yy = —y», it follows that F; = —Gs-; and C;
= —(C3-;. Thus, by regularity, F; > C; implies that C3-; > Gs-; = F3_,.
Hence the only case in which A > 0 in Corollary 1 cannot occur here, so
A = 0 and the order is irrelevant.

If Y = y», then F; = Gs-; and C; = C;_,. Substituting these values into
the expressions given in Theorem 1 for the expected utility of going first
and of going second, we find that they both reduce to Max(F;, G;, C)).
Consequently A = 0 and again the order is irrelevant.

5. OTHER SEQUENTIAL PROCEDURES

There are a variety of other sequential processes by which peremptory
challenges are exercised. In one system, called the group system, pro-
spective jurors are examined for qualifications and possible excusal for
cause until a full jury of J persons is found. The two sides are then invited
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to challenge peremptorily, the jury is refilled, and this process continues
until no more peremptory challenges are exercised either because the
jury is satisfactory or because the dissatisfied side has run out of peremp-
tory challenges. A second system, called the struck jury system, has the
judge examine prospective jurors until J + A + B of them have been
found qualified and not been excused for cause. Then the two sides use
their peremptory challenges in a fixed order. Some preliminary work on
the group and struck jury system was done by Brams and Davis [1, 2].
Below we give a class of sequential procedures that includes the one-by-
one system of Sections 1 through 5, the group system and the struck jury
system.

Assume that prospective jurors are interviewed in groups of size T.
First one side states which, if any, of the T prospective jurors it wishes to
challenge. If it does not wish to challenge any of them, it passes. After
the first side has stated its decision, the other side must state whether it
wishes to pass or to challenge one or more of the remaining jurors. If at
least one side exercises peremptory challenges, new prospective jurors (if
there are any of the J + A + B left who are not already being considered)
join the group, and the process is repeated. If both sides pass, all T jurors
are accepted and join the jury. If the jury has J or more jurors on it with
the addition of these T, the first </ jurors to be accepted constitute the
jury, and the process stops. If, after the addition of the T jurors the jury
still does not have J jurors, a new group of size T (or all the J + A + B
jurors that have not been considered, if they are fewer than T') is formed
and the process is repeated.

When T = 1, this model specializes to the one-by-one case considered
in Sections 1 to 5 of this paper. When T = J, this model is the group
system, and when T = J + A + B, this model is the struck jury system.
We understand that T = 4 is used by certain courts in Illinois.

Example 3. 1t is natural to hope that irregularity can occur only when
T = 1, since it happens that if 7> 1, Example 1 is regular. However if the
order of appearance of the jurors is changed to H, L, L, M, the following
argument shows that this problem is irregular for all the special cases
mentioned above.

Suppose a = b = T = 1. If the defense goes first and accepts the first
juror H, then the prosecution can accept him also and by not using any
challenges force an HL jury, the prosecution’s first choice. Since this is
the defense’s last choice, he challenges H. Now the prosecution challenges
one juror with characteristic L to produce an LM jury, the best he can do
after H is challenged.

Next suppose a = 0, b = 2, and T = 1. In this case the defense has
complete control, and will challenge both jurors with characteristic L,
leading to an HM jury. Since this is better for the prosecution than the
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LM jury that was the consequence of @ = 1; b = 1, regularity is
contradicted.

Now suppose T = 2. In the a = b = 1 case, this gives the defense
another choice, namely to challenge the first juror with characteristic L.
But this would allow the prosecution to pass on the next round and force
an HL jury, to the defense’s disadvantage. Consequently, the defense
continues to challenge H, and the outcome is an LM jury. Since the case
a = 0, b = 2 is unchanged, regularity continues to be contradicted.

Similarly it is easy to see that the cases T'= 3 and T = 4 continue to
lead to an LM jury when a = b = 1 and an HM jury when a = 0 and b
= 2. Thus regularity fails for all possible values of T in this example.

Consequently regularity is not a general theorem for the group system,
the struck jury system, or the Illinois 7' = 4 system, just as it was not for
the one-by-one system. It can be shown, however, that Theorem 2 applies
to this more general class of problems.

Finally, we observe the following generalization of Example 2.

Example 4. For T = 1, Example 2 (where J =2, A = 1 and B = 2)
gives a case in which the defense prefers to go second. A simple calculation
shows that for T > 1, the defense is indifferent whether it goes first or
second. Thus, Example 2 leaves open the question of whether, for T'> 1
it might never be advantageous to go second.

Return, however, to Example 3, with A = B = 1, and T = 4. If the
prosecution goes first, it can do one of four things: challenge H, leading
to an LL jury; challenge L, leading to an HM jury; challenge M, leading
to an LL jury again, or pass. Faced with a pass, the defense has four
options again: challenge H, which leads to an LM jury; or challenge L or
M or pass, all of which lead to an HL jury. Since the defense prefers LM
to HL, it would challenge H here. Consequently the prosecution’s best
strategy is to challenge L, and the result is an HM jury.

Now suppose, however, that the defense goes first. To challenge H
leads to an LM jury; to challenge L or M, or to pass, all lead to an HL
jury. Consequently the defense would challenge H, and the result is an
LM jury.

Thus the defense again prefers going second in this case.

Since the choices that make this example work are always first or
second, the same results are obtained if T = 2 or 3 as well, as can be
checked directly. However when T = 1, there is no advantage to going
second for the defense.

The combination of Examples 2 and 4 shows, however, that for the
one-by-one system, the group system and the struck jury system, there
are situations in which it is advantageous to go second.
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6. SUMMARY

We have shown in the one-by-one case that in a regular problem, it is
never disadvantageous to go first. We have shown also, that if the two
sides assign the same joint distribution to prospective jurors and have
diametrically opposed utilities then the problem is regular. In this partic-
ular type of problem, the two sides never want to challenge the same
prospective juror, so it does not matter which side goes first. We have
also shown that any problem in which only one juror is to be chosen
must be regular.

Examples were given to establish that there are problems that are not
regular and in which it is advantageous to go second. The model, and
these examples were extended to a more general class of sequential
problems that includes the group system and the struck jury system.
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