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Abstract 

T h e arch i tecture of a multiprocessor with a fault tolerant operat ing mode is 
d e s c r i b e d and analyzed . A bus level voter is used to satisfy the s t r ingent d e s i g n 
c o n s t r a i n t s of s o f t w a r e t ransparency (programs from non- redundant v e r s i o n s wi l l 
e x e c u t e in a fault tolerant manner without modification), modularity, use of o f f - t h e -
she l f components , and dynamic trading of performance for rel iabil i ty. Bus leve l vo t ing 
a lso a l lows handling of d i verse system components (processors , memories, f l o p p y d isks , 
t e l e t y p e s , etc . ) in a uniform way . Models of performance degradation (207c s l o w e r than 
n o n - r e d u n d a n t on instruct ion execution rate, bOZ s lower on expec ted disk la tency ) and 
re l iab i l i t y improvement (both permanent and transient failures) are p r e s e n t e d as w e l l 
as e x p e r i e n c e in redundant system debugging, system initialization and s w i t c h o v e r 
s o f t w a r e , and initial performance measurements. The system, wh ich is near ing 
c o m p l e t i o n , wi l l be used to measure the occurrence of transient fai lures and to tes t 
faul t to le rant bus protocols . 



1. INTRODUCTION 

T h e fo l lowing t rends have fostered an increased concern for h ighly re l iable 

c o m p u t e r s y s t e m s : 

.Computer systems are becoming more complex and sophist icated. T h e i r 
complex i t y is g rowing at a faster rate than the increase in the component 
re l iab i l i ty , thus leading to decrease in overal l system rel iabi l i ty [Go ldJ75] . 

.Computers are being used for more critical applications w h e r e the e x t e r n a l 
env i ronment cannot be precisely controlled and at the same time little o r no 
maintenance can be performed. 

.More and more small computer systems are operated b y users w h o e i ther 
cannot or do not want to provide their own maintenance. In small sys tems 
the cost of repai r and maintenance is quickly dominating the or iginal cost of 
the ha rdware . 

T h e r e f o r e the cor rect operat ion of computer systems in the p r e s e n c e of 

p e r m a n e n t or t ransient fai lures is increasingly important. 

T h e des ign p resented here concentrates on toleration of hardware fai lures. T h e 

d e s i g n goals may be summarized as fol lows: 

. Permanent and transient fault survival 

. So f tware t ransparency to user 

. Real time operat ion capability 

. Modular design 

. O f f - t h e - s h e l f components 

. Dynamic Performance/Reliability tradeoffs 

Design Goals 

1) Permanent and transient fault surv ival . 

T h e sys tem has the capability to continue operat ion in the p resence of 
a permanent hardware fa i lure - i.e. a component or subsystem f a i l u r e - and 
in the p resence of transient e r r o r s - i.e. a component or subsys tem is lost 
fo r a pe r iod of time due to the superposit ion of noise on the c o r r e c t s ignal . 
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2) S o f t w a r e t ransparency to the user. 

T h e user should not Know that he is programming a fault to lerant 
computer . All fault tolerance is achieved in the hardware . This also implies 
that if a user wants to upgrade to a fault tolerant system in s teps - as wi l l 
be d e s c r i b e d later - he can still maintain software compatibil ity. 

3 ) C a p a b l e of real time operat ion. 

A fault must be detected and corrected within a short per iod from the time 
the fault actually occurs. In real time applications the machine cannot 
pause too long to restore itself after an e r r o r . The method used to 
detect and cor rect e r r o r s depends on the e r r o r response time r e q u i r e d 
b y the system. This, in turn , depends on the application. 

4 ) Modu la r des ign to reduce d o w n time. 

T h e hardware must be able to operate without certain sections act ivated . 
Hence, maintenance can be performed without having to halt the machine. 
Modu la r i t y includes the design of separate p o w e r d i s t r ibut ion 
n e t w o r k s to be able to deactivate selected sections of the machine. T h e 
use of modules in the design also has the v i r tue of allowing the user to 
u p g r a d e from a non- redundant , to a fully fault tolerant computer , in s teps . 

5 ) O f f - t h e - s h e l f components. 

T o decrease the amount of custom designed hardware , to be able to r e l y 
o n an establ ished software l ibrary , and to allow systematic upgrad ing to a 
fault tolerant system, the computer primarily employs o f f - t h e - s h e l f 
components . In our case the LSl -11 computer was chosen as the p r i m a r y 
bui lding block. 

6 ) Dynamic performance/rel iabi l i ty tradeoffs. 

T h e fault tolerant computer has the capabil ity, under operator or p r o g r a m 
c o n t r o l , to dynamically trade performance for rel iabil i ty. T h r e e computers 
execut ing throe separate tasks can, by switching to fault tolerant mode and 
t h e r e b y work ing on the same task, achieve an increase in rel iabi l i ty at the 
e x p e n s e of a performance degradation by a factor of three. 

Sect ion 2 descr ibes the architecture that met the design goals, including 

m u l t i p r o c e s s o r organizat ion , extensions to the architecture, and instrumentat ion for 

t r a n s i e n t fault measurements. From exper ience gained in the des ign and 

implementat ion of C.vmp (for Computer , voted mult i -processor) some conclusions about 
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faul t to le rant bus protocols are g iven in Section 3. Section 4 outlines e x p e r i e n c e s in 

d e b u g g i n g , init ial izat ion, and software. Models of reliabil ity (both hard and t rans ient 

fau l t s ) and per fo rmance are der i ved in Sections 5 and 6. The paper concludes w i t h a 

d i s c u s s i o n of c u r r e n t status in Section 7. 

2. SYSTEM ARCHITECTURE 

T h e fo l lowing techniques were explored to decide the best des ign for a 

faul t to le rant computer [S iew071] , 

1) C o d e and Hardware duplication 

C o d e dupl icat ion techniques put fault tolerance on the s o f t w a r e leve l . 
Fault to lerance is no longer user transparent and existing so f tware can no 
longer be used without radical modifications. S IFT [WensJ72] and RandelTs 
caching scheme [RandB75] are examples of sof tware level fault to lerance. 
H a r d w a r e duplication allows the detection of e r r o r but cannot p r o v i d e e r r o r 
c o r r e c t i o n . 

2 ) C o d i n g 

H a r d w a r e e r r o r codes, such as par i ty , Hamming code and se l f - check ing 
c i rcu i ts p rov ide e r r o r detection/correction, and are w ide ly used to 
increase rel iabi l i ty ( IBM 360 [IBM72]). Coding was a leading candidate, 
h o w e v e r an initial design study* showed it was not modular nor did it al low 
dynamic performance/rel iabi l i ty tradeoffs. 

3 ) Per iod ic Diagnostics. 

Per iodic diagnosis is valuable in maintaining a system's availabil i ty. It is a 
p o w e r f u l fai lure detection mechanism if the failure is permanent, but it 
assists l it l le in the detection and correct ion of transient e r r o r s . Th is 
technique also inter feres with real time applications. 

4) I n s t r u c t i o n r e t r y . 

Ins t ruc t ion r e t r y techniques can be used in conjunction with e r r o r de tec t ion 
c i rcu i ts to cor rect transient e r rors ( IBM 360 [ IBM72] , S T A R [ A v i z A 7 1 ] ) , 

•Coding on a bus wi th asynchronous protocol requires breaking the bus and bu f fe r ing 
the s ignal . In addition coding would not mask processor e r ro rs . 
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but such methods would be of little use in the case of a permanent 
h a r d w a r e failure. 

5 ) V o t i n g Techn iques . 

V o t i n g techniques have the potential for fulfilling all the s ta ted d e s i g n 
goals. T r ip l icated majority voting logic is a classic method to ach ieve an 
inc rease in rel iabi l i ty for critical applications. First postulated by v o n 
Neumann [ V o n n J 5 6 ] voting requires a set of modules, M, all identical . T h e 
o u t p u t of each module is compared in the voter . The result of the v o t e is 
t h e n sent to the next stage of computation (see F igure 1). Th is is the 
s implest vot ing scheme and assumes a fault f ree voter . 

V o t i n g was thus selected for further study. What remained was to determine 

at w h a t leve l vo t ing was to occur. At the highest level of vot ing the re are t h r e e 

i n d e p e n d e n t computers each executing the same program. At certa in points d u r i n g 

p r o g r a m e x e c u t i o n the three machines, through some common communication 

c h a n n e l , compare results . If the three machines agree, they continue to the next 

c h e c k p o i n t . If t w o of the three machines agree, the result of the v o t e is f o r c e d 

u p o n the d isagree ing machine and the program continues execut ion. This leve l o f 

v o t i n g , cal led "sof tware vot ing" , has been used in SIFT [WensJ72] . This method's 

c l e a r advantage is the simplicity of the interprocessor communication links. 

S o f t w a r e level vot ing also has some disadvantages. First of all the s o f t w a r e 

n e c e s s a r y to do the vot ing is not transparent, and the user has to dec ide w h e n 

a n d h o w o f t e n to vote . Second, the "voter" is not "memoryless". T h e t h r e e 

c o m p u t e r s are independent ly executing the same task. If one computer makes an 

e r r o r , this e r r o r wil l not be caught and will be allowed to propagate until the nex t 

c h e c k p o i n t is reached. When an e r ro r is finally detected there is still the 

p r o b l e m of r e s t o r i n g the faulty computer's memory. The problem can be f u r t h e r 

c o m p o u n d e d if the computers have three different answers. 

A t the o t h e r end of the spectrum, voting can be done at a v e r y low leve l in the 
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TRIPLICATION WITH VOTING (FAULT FREE VOTER) 

FIG. 1 

BUS LEVEL VOTING (SINGLE VOTER) 

FIG. 2 



o r g a n i z a t i o n of the computer. The boxes in Figure 1 can be simple units such as 

s ing le i n t e g r a t e d circuits. Vot ing at this level solves the problem of p ropagat ion of 

e r r o r s and multiple disagreements. However it leaves the user w i t h r e d u c e d 

f l e x i b i l i t y in the area of rel iabil i ty versus performance and in the area of g radua l 

u p g r a d e to fault to lerance. The best solution, at the present level of t e c h n o l o g y , 

is s o m e w h e r e b e t w e e n these two extremes. 

System Configuration 

T o be consistent with the design goals of modularity and s o f t w a r e 

t r a n s p a r e n c y , vot ing is per formed at the bus level . That is, vot ing occurs e v e r y time 

t h e p r o c e s s o r s access the bus to either send or re t r ieve information. T h e r e are 

t h r e e p r o c e s s o r - m e m o r y pairs , each pair connected via a bus as depicted in F igure 2. 

A more p r e c i s e def init ion of C.vmp would therefore be: a mul t i -p rocessor s y s t e m 

c a p a b l e of fault tolerant operat ion. C.vmp is in fact composed of th ree separa te 

machines capable of operat ing while independently executing t h r e e separa te 

p r o g r a m s . Under the contro l of an external event or under the control of one of the 

p r o c e s s o r s , C .vmp can synchron ize its redundant hardware, and start execut ing the 

c r i t i ca l sec t ion of code. 

Wi th the v o t e r active, the three buses are voted upon and the resul t of the 

v o t e is sent out. A n y disagreements among the processors wil l , t h e r e f o r e , not 

p r o p a g a t e to the memories and vice versa. Since vot ing is a simple act of 

c o m p a r i s o n , the v o t e r is memoryless. Disagreements are caught and c o r r e c t e d 

b e f o r e t h e y have a chance to propagate. If the voter is not fault less, t r ip l icated 
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v o t e r s can be used (F igure 3). With this scheme any single element can have e i ther 

a t rans ient o r a hard failure and the computer will remain operational . In addit ion, 

p r o v i d e d that the p rocessor is the only device capable of becoming bus master , 

o n l y one bid i rect ional v o t e r is needed regardless of how much memory o r h o w 

many J/O modules are on the bus. Voting is done in parallel on a bit b y bit basis. A 

c o m p u t e r can have a failure on a certain bit in one bus, and, p rov ided that the o t h e r 

t w o b u s e s have the cor rec t information for that bit, operat ion will continue. T h e r e are 

c a s e s , t h e r e f o r e , w h e r e failures in all three buses can occur simultaneously and the 

c o m p u t e r w o u l d still be functioning correct ly . 

Bus leve l vot ing works only if information passes through the v o t e r . Usual ly 

t h e p r o c e s s o r reg is te rs reside on the processor board and so do not get v o t e d u p o n . 

T h e PDP11, for example has six general purpose registers , one stack po inter , and one 

p r o g r a m counte r . H o w e v e r , after tracing over 5.3 million instructions o v e r 41 

p r o g r a m s w r i t t e n b y f ive di f ferent programmers and using f ive di f ferent compi lers , the 

f o l l o w i n g a v e r a g e program behaviour was discovered [LundA74] : 

.On the average a register gets loaded or s tored to memory every 24 
instruct ions . 

.A subrout ine call is executed, on the average, e v e r y 40 instruct ions, thus 
sav ing 1he program counter on the stack. 

. The on ly reg is ter that normally is not saved or wr i t ten into is the stack 
po in ter . T o maintain fault tolerance the user must per iodical ly save and 
re load the pointer . 

Th is bus level vot ing scheme can be contrasted with the Draper L a b o r a t o r y 

Symmetr i c Fault Tolerant Mult iprocessor [HopkA75]. In SFTMP, memory and p r o c e s s o r 

t r iads are in te rconnected by a triplicated serial bus. Program tasks are read f rom a 

m e m o r y t r iad into local memory in a processor triad where execut ion takes place. 
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BUS LEVEL VOTING (TRIPLICATED VOTER) 

FIG 3 



A f t e r e x e c u t i o n the results are t ransferred back to memory tr iads. T h e major 

a r c h i t e c t u r a l d i f fe rences from C.vmp are: 

.Serial bus rather than parallel bus, thus degrading performance. 

.Vot ing on ly takes place on transfers from and to memory tr iads. E r r o r s in 
the p rocesso rs may accumulate to the point that their results are not 
comparable . 

P r o g r a m m e r has to part it ion problem into tasks and prov ide for t rans fe r to 
p r o c e s s o r tr iads. 

. S F T M P has up to 14 processors that can be dynamically assigned to f o u r 
t r iads <two are spares) . When a processor fails it can be rep laced in its 
t r iad b y another processor . However processors cannot o p e r a t e 
independent of triads to improve throughput. 

A n o t h e r vot ing design is descr ibed by Wakerly [WakeJ75]. The major 

d i f f e r e n c e f rom C.vmp is that a unidirectional voter is employed and on ly the 

in fo rmat ion f low from memory to processor is voted upon. Multiple devices on the bus 

r e q u i r e s e p a r a t e vo te rs . 

T h e connect ion of C.vmp to the external wor ld and the system conf igura t ion 

p r e s e n t l y under development are shown in Figure 4a and 4b respect ive ly . T h e notat ion 

in F i g u r e 4 b is: P - p r o c e s s o r , V - v o t e r , L-parallel interface, M-memory, and SLU - te rmina l 

i n t e r f a c e . T o present a detailed description of the voter a brief d igress ion to 

e x p l a i n the D E C LSI -11 Qbus is necessary [LSI] . The bus uses a h y b r i d of 

s y n c h r o n o u s and asynchronous protocols. 

E v e r y bus cyc le begins synchronously with the processor placing an 

a d d r e s s on the time mult iplexed Data/AcJdress Lines (DAL). 

. The SYNC line goes high and all the devices on the bus latch the address 
f rom the DAL lines. The address is then removed by the p r o c e s s o r . 
Th is terminates the synchronous port ion of the bus cycle . 

. In the event of an input cycle (DATI , shown in Figure 5 ) the p r o c e s s o r 
act ivates DIN on the bus. 
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. The addressed slave responds by placing a data w o r d on the DAL l ines 
and assert ing REPLY. 

. The p rocessor latches the data word and terminates DIN and SYNC. 

. In the event of an output cycle (DATO, shown in F igure 6), a f ter 
removing the address the processor places a data w o r d on the bus and 
act ivates DOUT. 

.When the s lave device has read the w o r d it activates REPLY. 

. The p rocesso r responds by terminating DOUT and SYNC. 

T h e t h r e e p rocessors are kept synchronized by two separate means. A master 

c lock s y n c h r o n i z e s the microinstruction fetch-execute cyc le in the three p r o c e s s o r s . 

S ince bus t ransact ions are asynchronous, they too must be synchron i zed in o r d e r to 

k e e p the p r o c e s s o r s in microinstruction lock step. The voter uses the REPLY signal to 

s y n c h r o n i z e the ex terna l bus. In steady state, REPLY is issued by an ex te rna l d e v i c e 

at least once e v e r y bus cycle . At a certain point in time tr ipl icated elements wi l l 

i ssue REPLYs o n the buses. These REPLY signals will all be on their r e s p e c t i v e 

b u s e s w i t h i n a w indow time t. The voter delays the REPLY signals to the p r o c e s s o r s 

unt i l all the REPLYs have ar r ived . Then a common VOTED REPLY signal is r o u t e d to 

t h e t h r e e p r o c e s s o r s (F igure 7). If a REPLY fails to arr ive within a time T>t then that 

REPLY signal is cons idered failed for that cycle and a VOTED REPLY based on the 

o t h e r t w o buses is sent to the processors. T is the maximum delay in REPLY a 

d e v i c e o n the bus can exhibit and still be within specifications. This method 

a l lows the t h r e e p rocessors to receive REPLY within f ive nanoseconds of each o t h e r 

and s t a y synchron i zed* . 
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Voter modes of operation 

T h e V o t e r (F igure 8) can operate in three modes: independent (F igure 9). 

v o t i n g ( F i g u r e 10) and broadcast (F igure 11). 

Independent mode. Buses BB and C C are routed around the v o t i n g 
h a r d w a r e . Bus A A is routed to feed its signals to all three inputs o f the 
v o t i n g elements. In this mode C.vmp is a multiprocessor. Switching b e t w e e n 
independent and voting modes allows the user to p e r f o r m a 
per formance/re l iab i l i ty tradeoff. 

. Vot ing mode. The transmitting port ion of the three buses are r o u t e d into 
the v o t e r , and the result of the vote is then routed out to the rece i v ing 
por t ions of all three buses. In addition to the voting elements the v o t e r 
has a set of disagreement detectors. These detectors , one for each bus , 
act ivate w h e n e v e r that bus has "lost" a vote . B y monitoring these 
d isagreement detectors , one can learn about the kinds of fai lures the 
machine is having. 

. Broadcast mode. Only the transmitting port ion of bus A A is sampled and 
the content of bus A A is broadcast to the receiving port ions of all t h r e e 
buses . This mode of operat ion is used for system initialization as wel l as 
al lowing for select ive triplication and non-tr ip l icat ion of I/O dev ices . Th is 
fea tu re was added to provide reliability/cost tradeoffs so that a user can 
t r ip l icate on l y those devices he deems necessary. The vo te r has no idea 
w h i c h dev ices are triplicated and which are not. The on ly requi rement is 
that all non - t r ip l icated devices be placed on bus AA. To handle n o n -
t r ip l icated devices an ext ra line is added to bus AA. A n y n o n - t r i p l i c a t e d 
d e v i c e asserts this line during the addressing port ion of the cyc le to inform 
the v o t e r to swi tch to broadcast mode. 

* T h e p r o c e s s o r samplns external events , like REPLY, on the f i rst phase of 
spec i f i c micro instruct ions (microinstructions take a multiple of four clock phases to 
e x e c u t e ) T h e v o t e r blocks external signals that arr ive within ten nanoseconds of the 
e n d of phase four . This insures that there will be no runt pulses [ C h a n 7 2 ] w i t h 
su f f i c ient e n e r g y to allow some processors to recognize and others to miss the 
s ignal . Such d i ve rgence would quickly cause the processors to lose 
m i c r o i n s t r u c t i o n synchronism. 
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Bidirectional voter data paths 

Figure 8 b . 



PBUS BB 

EXTBUS BB 

EXTBUS AA 

EXTBUS CC 

Unidirectional Voter Independent Mode 

FIG 9 



*> EXTBUS BB 

$> EXTBUS AA 

> EXTBUS CC 

Unidirectional Voter Voting mode 
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Broadcast from one processor to three external buses 

FIG 11a 



Broadcast from a non-triplicated element to the three processors 

FIG l i b 



Architecture Extension 

In most cases, tr ipl icating a device just means plugging standard boards into 

t h e backp lane , as is the case wi th memory. In some cases, h o w e v e r , the solut ion is not 

q u i t e so simple. A n example of a device that has to be somewhat modified is the RX01 

F L O P P Y DISK d r i v e . T h e three FLOPPYs run asynchronously . T h e r e f o r e the re can be 

as much as a 360 d e g r e e phase dif ference in the diskettes. Since the information does 

n o t a r r i v e under the read heads of the three FLOPPYs simultaneously, the o b v i o u s 

s o l u t i o n to this prob lem is to construct a buffer whose size is large e n o u g h to 

accomodate the s ize of the sectors being t ransferred. A disk read READ o p e r a t i o n 

w o u l d t h e n occur as fo l lows [ R X V I ] . 

. The track and sector number to be read are loaded into the th ree in ter faces 
and the "READ" command is issued. 

. The th ree FLOPPYs load their respect ive buffers asynchronously . 

. The p rocessors wait until the three buffers are loaded and then 

s y n c h r o n o u s l y empty the buffers into memory. 

A w r i t e o p e r a t i o n wou ld be executed in a similar fashion. 

T h e main synchron izat ion problem is to find out when all three FLOPPYs h a v e 

c o m p l e t e d thei r task or w h e n one of the FLOPPYs is so out of specif ication that it can 

b e c o n s i d e r e d failed. Once this is determined the "DONE" signals are transmitted to the 

t h r e e b u s e s s imultaneously . 

T h e r e are times, in the case of a switchover from independent to vot ing mode, 

w h e n the t h r e e p rocessors must be able to communicate to each other . For this 

r e a s o n t h e r e are three full duplex single w o r d transfer ful ly inter locked paral le l 

i n t e r f a c e s in the system (labeled L in Figure 4b). The swi tchover p ro toco l is 

imp lemented in four steps. 
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1. T h e p rocessor requesting fault tolerance interrupts the o ther t w o v ia 
set t ing a bit in the appropr iate parallel interface control reg is ter . Al l t h r e e 
load a fault tolerant program into mcmoryt from the disk. 

2. When each processor has finished loading the program it sets a bit in the 
V o t e r and enters a "wai t - fo r interrupt -state" . In a " w a i t - f o r - i n t e r r u p t " s tate 
e a c h p rocessor rel inquishes control of its bus. 

3. T h e v o t e r waits for all three processors to set the bit and then sw i tches 
to vot ing mode. Switching to voting mode is accomplished b y the c i rcuit o f 
F i g u r e 7 (ie. a vo te is taken after a specif ied time per iod if all t h r e e 
p r o c e s s o r s have not responded) . 

4. T h e v o t e r , through the parallel interfaces, posts simultaneous i n t e r r u p t s 
to the th ree processors . Since the voter is in vot ing mode the fo l lowing bus 
c y c l e will be v o t e d upon. From then on the processors stay s y n c h r o n i z e d . 

T h e p rocess of leaving fault tolerant operation is simpler, because the 

p r o c e s s o r s are s y n c h r o n i z e d . A bit is set in the voter allowing it to sw i tch to 

i n d e p e n d e n t mode at the end of the current cycle. Operation then proceeds w i th t h r e e 

i n d e p e n d e n t p r o c e s s o r s . 

C . vmp is being built pr imari ly for experiments on how computers b e h a v e in the 

p r e s e n c e of noise. A Statistics Board has been designed which straddles the t h r e e 

b u s e s . O n command from certain bus and voter signals, the statistics board latches and 

s t o r e s s e l e c t e d information from the bus. In addition, a unique time r e f e r e n c e is also 

s t o r e d so that the col lected data can be analyzed. By exposing certain sect ions of the 

C . v m p to a no isy env i ronment , and protecting the rest of the machine, it is h o p e d that 

a model of how transient failures affect computers can be constructed. 

The Transient Analysis Experiment 

A s e a r c h th rough the l i terature reveals little or no exper imentat ion in the a rea 

of n o n i n d u c e d transient fault measurements. The main experiments that w e hope to 

p e r f o r m on this machine are the following. 
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T h e f i rst exper iment consists of exposing one of the external buses to a 

c o n t r o l l e d no ise env i ronment , either di rect ly coupled through the p o w e r s u p p l y , o r 

r a d i a t e d b y a noise source . The rest of the computer would be kept in a sh ie lded 

e n v i r o n m e n t . 

W i t h the statistics board operating, w e can find out how often w e get a fa i lure , 

w h e r e the fa i lure is most l ikely to occur, and how long a failure lasts. B y repeat ing 

t h e e x p e r i m e n t w i th d i f ferent noise frequencies and different noise intensit ies, w e can 

map the no ise suscept ib i l i ty of components in the computer. By replacing components 

and r e p e a t i n g the exper iment we can determine the variation in noise suscept ib i l i t y as 

a f u n c t i o n of component var iat ion due to construction. 

F o r C .vmp to p r o v e successful , the smallest possible corre lat ion b e t w e e n a 

c o m p o n e n t failing and a corresponding component failing at the same time is des i rab le , 

s i n c e these c o r r e l a t e d failures cause a system failure. In theory , w e wou ld like to 

p r o v e i n d e p e n d e n c e b e t w e e n failures in similar sections of the computer . Once w e 

k n o w the p r o b a b i l i t y of a non-fatal failure, we can expose two sections of the s y s t e m 

that p e r f o r m the same task, and record fatal failures in the system. From the f i rs t 

e x p e r i m e n t w e hope to compute the mean and standard deviation of a non - fa ta l fa i lure . 

F r o m the s e c o n d exper iment w e hope to compute the mean and standard dev iat ion fo r 

a fatal fa i lure . We can then measure the independence of two sections of the s y s t e m 

t o a no ise s o u r c e . 
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3. DESIGN OF BUS LEVEL VOTERS 

F r o m the exper ience gained in designing and implementing C.vmp some 

s u g g e s t i o n s about fault tolerant bus protocol and voter design have d e v e l o p e d . T h e s e 

a r e p r e s e n t e d in the fol lowing subsections. 

Synchronous versus Asynchronous Buses 

T h e bus protoco l issue is one of the most important things to sett le b e f o r e 

t r y i n g to bu i ld an e f fec t i ve fault tolerant computer. With di f ferent protoco ls v a r i o u s 

cos t/ re l iab i l i t y/per fo rmance tradeoffs can be obtained. A few commonly u s e d 

p r o t o c o l s wi l l be out l ined and compared. 

A computer w i th an asynchronous bus, and separate address and data l ines , 

w o u l d y i e l d a v o t e r less complicated, but using more hardware than C.vmp. T h e v o t e r 

w o u l d b e less complicated because any delays in the voter itself could be i g n o r e d and 

no latching of information would be necessary. The ext ra hardware wou ld be n e e d e d 

b e c a u s e s e p a r a t e vot ing elements would be required to vote on the address and data 

l ines . T h e e x t r a hardware would also make the voter less reliable. This bus p r o t o c o l 

w o u l d t h e r e f o r e y ie ld a higher performance, higher cost, lower rel iabi l i ty v o t e r than 

C . v m p . 

A computer employing a synchronous bus with separate data and address l ines 

r e q u i r e s a s lowing d o w n of the processor clock to wait for the vo te r de lay on the bus . 

T h e s l o w e r clock wou ld then unnecessari ly degrade processor per formance dur ing 

i n t e r n a l p r o c e s s o r cyc les . A fast clock with a longer waiting per iod dur ing a bus 

access can be used, but this would require modifications to processor ha rdware and/or 

mic rocode . T h e full bus requires separate voting elements and a similar 

cos t/per fo rmance/re l iab i l i t y tradeoffs as the asynchronous bus. 
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B y multiplexing data and address lines in a ful ly asynchronous bus , 

c o n s i d e r a b l e h a r d w a r e savings can be real ized because the same vot ing h a r d w a r e can 

b e u s e d dur ing the address and data port ion of the cycle . The PDP-11 bus uses 56 

b u s l ines wh i le the L S I - 1 1 , wi th a multiplexed bus, needs only 36. This cuts the 

h a r d w a r e requ i rements b y near ly a third. This bus protocol would y ie ld a faster , more 

r e l i a b l e , l o w e r cost v o t e r than C.vmp. As a comparison with a fu l l -w id th a s y n c h r o n o u s 

b u s this p r o t o c o l wou ld y ie ld a more reliable less costly vo ter because less h a r d w a r e 

w o u l d be needed . T h e r e would be a resulting performance degradat ion due to 

mul t ip lex ing . A synchronous multiplexed bus incurs the same problems as the full 

s y n c h r o n o u s bus. 

T h e bus that is b y far the hardest to handle is a part s y n c h r o n o u s / p a r t 

a s y n c h r o n o u s mult iplexed bus. This is exactly what the LSI -11 has. Since the address 

is s y n c h r o n o u s (and since w e did not want to slow down the processor any more than 

n e c e s s a r y ) it was decided to latch the address in the voter so that it can be held long 

e n o u g h to v o t e o n it and send it through to the external side, and then o p e n the 

la tches so that the asynchronous port ion of the cycle can take place. T h e s e 

o b s e r v a t i o n s led us to suggest the following fault tolerant design. 

An efficient bus level voting architecture. 

In def in ing a protocol suitable for a fault tolerant computer, t w o points shou ld 

b e kept in mind. F i rst the bus should be kept as narrow as possible since the 

c o m p l e x i t y of the v o t e r increases, and hence the reliabil ity decreases, w i th the number 

o f data paths wi th in it. Second, the bus should not be split to insert the v o t e r . T h e 

ideal so lu t ion w o u l d be to have the voter as a guard, passively monitoring the t h r e e 

b u s e s . W h e n the re is no disagreement, the bus runs at its normal speed (i.e. the re is 
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n o d e g r a d a t i o n due to signal buffer ing etc.) As soon as a fault is detected the v o t e r 

w o u l d take cont ro l and prov ide the cor rected information on the bus. T h e o n l y 

p r o b l e m w i t h this p rotoco l is that information gets to the voter no faster than it ge ts 

t o all the o t h e r dev ices on the bus. It is impossible to vote and have the c o r r e c t e d 

in fo rmat ion b e f o r e other devices on the bus get it. The vo te r , once a mistake is 

d e t e c t e d , must suspend the bus master, gain control of the bus and broadcast the 

c o r r e c t e d information. This idea can be implemented using both s y n c h r o n o u s and 

a s y n c h r o n o u s buses whether or not they are multiplexed, but y ie lds the b e s t 

c o s t / r e l i a b i l i t y / s p e e d performance for a multiplexed bus. For an a s y n c h r o n o u s , 

m u l t i p l e x e d bus the protoco l could be implemented as follows. 

T h e p r o p o s e d protocol does not split the bus. The bus lines needed for a 

m e m o r y or I/O r e f e r e n c e are : 

16 bus Data/Address lines: BDAL<15:0> 
Master Synch Line: MSYS 
Data in Line: DAT I 
Data out Line: DATO 
Processor Synchronizat ion Line: VSYNC 

Bus Master Hold Line: BHOLD 

If t h e r e is no e r r o r , or if there is no voter , the protocol for a single p r o c e s s o r -

m e m o r y pair wou ld p roceed as follows for a DATA IN bus cyc le : 

.The Bus Master asserts the address. 

.A f te r the address has settled MSYS is activated. 

.The Slave rece ives and decodes the address. The address is r e m o v e d by 
the Bus Master and DATI is asserted. 

. The Slave puts data on the bus and the Master re t r ieves it. 

T h e Bus Master terminates DATI and MSYS. 

. The bus cyc le terminates. 
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T h e v o t e r contro ls the Bus Master using the VSYNC and BHOLD lines. V S Y N C is 

n e e d e d to Keep the p rocessors synchronized. It is issued b y the vo te r at the e n d of 

e a c h bus c y c l e . BHOLD is issued by the voter in response to a MSYS, DAT ! , DA T O if a 

d i s a g r e e m e n t has been generated on the bus. The Bus Master responds b y re leas ing 

c o n t r o l of the bus and enter ing a "wait" state until BHOLD is disabled b y the v o t e r . 

T h e v o t e r , once a disagreement has been detected, becomes bus Master and 

b r o a d c a s t s out the v o t e d information back on the bus. The receiv ing dev ice can t h e n 

latch the informat ion a second time. The only critical delays are the times b e t w e e n an 

M S Y S and D A T I , MSYS and DATO and the time a Slave responds to a D A T I and the time 

M S Y S terminates . The time between these signals has to be suff ic ient ly long so that 

t h e v o t e r has time to assert BHOLD if necessary. After the voter has f in ished the 

b r o a d c a s t o p e r a t i o n BHOLD is released and the processors can continue w i t h the next 

s t e p in the bus cyc le . Operat ion in independent mode is achieved b y disabling BHOLD 

and enabl ing V S Y N C . In this fashion the bus master cannot be s topped and will not be 

f o r c e d in s y n c h r o n y w i th the others. Another major advantage is that no data paths 

c r o s s the v o t e r . This makes the debugging of the voter easier since a complete 

w o r k i n g v o t e r is not requ i red to operate the multiprocessor. 

Voter Simplifications. 

One of the major problems with splitting the bus to insert the v o t e r is that the 

m e m o r y o n the LSI -11 card can no longer be used because it is on the w r o n g side of 

t h e v o t e r . Since this board space can no longer be used for memory, it can be u s e d 

f o r the v o t e r . If the vo te r can be made compact enough, and if the s ize of the 

p r o c e s s o r b o a r d could be made HEX instead of QUAD*, then the vo te r could be f i t ted 

* HEX: b o a r d containing 108 16 pin ICs and having 216 edge connectors . 

Q U A D : b o a r d containing 72 16 pin ICs and having 114 edge connectors . 
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d i r e c t l y on the p rocessor board. To triplicate the voter , and p r e s e r v e opera t ion in 

i n d e p e n d e n t and broadcast mode, a total of 300 chips would be needed . B y 

cus tomiz ing some of the c i rcu i t ry , however , large hardware savings can be ach ieved . 

O n e d e s i g n invo l ves the customization of two chips. 

T h i s d e s i g n w o u l d reduce the number of ICs for a triplicated vo te r to 195. 

A s e c o n d , a l ternat ive design, involves putting a four bit bidirectional v o t e r and 

d i s a g r e e m e n t detec to rs and part of the control logic in a 40 pin package. This w o u l d 

r e d u c e a t r ip l i cated v o t e r to 30 chips. Table 1 summarizes these findings. 

Table 1. Chip count for different implementations 

1. A four bit multiplexer with output latches and input bus r e c e i v e r s . 

2. A pair of four bit multiplexers with four one bit v o t e r s , d isagreement 
d e t e c t o r s and bus dr ivers . 

Single Voter Tr ipl icated Voter 

C u r r e n t design 250 300 

C u r r e n t design on 
p r o c e s s o r card 84*3 100*3 

In tegra t ion level 1 60*3 63*3 

In tegra t ion level 2 10 10*3 
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4. C.VMP IMPLEMENTATION EXPERIENCE 

Hardware implementation and modifications 

F i g u r e 8a. shows a single unidirectional line in the vo te r , such as an i n t e r r u p t 

l ine. T h e mult ip lexer and output gating select the operating mode. In F igure 8b. , a 

b i d i r e c t i o n a l data line is shown. A second set of multiplexers is added to select the 

d i r e c t i o n of vo t ing ( t o w a r d or away from the bus master). The propagat ion de lay of 

the v o t e r necessi tates latching the address, which extends the address time on the 

b u s . E r r o r detec t ion hardware (not shown) compares each input wi th the output of the 

v o t i n g e lement for use in gathering statistics on bus e r ro rs . 

S ince one of the goals of the project is to construct a fault to lerant computer 

f r o m s t a n d a r d components, few changes have been made to most boards . T h e 

p r o c e s s o r clocks w e r e combined into a single clock in the initial des ign, but this has 

b e e n r e j e c t e d in favor of having three clocks with a common reset line fo r 

s y n c h r o n i z i n g . Eventual ly , a t rue fault tolerant clock (as in [Da lyW] ) wil l be 

implemented . 

T h e Fault To lerant Computer is assembled in a standard DEC cabinet . It is 

c o m p o s e d of the fol lowing parts : 
1) P o w e r Switch 
2) A n N720 DEC power supply rated at 20a. 6H5v,7afl>*21v, 7a . t f -21v 
3) 3 Backplanes 
4) 3 RX01 FLOPPY DISK DRIVES 
5) 3 LSI -11 Processors 
6) 1 V o t e r 
7) 36K of semiconductor dynamic memory (3 sets of 12K) 
8) 6 Parallel Line Units (PLU) 
9) 1 Serial Line Unit 
10) 3 RX01 interfaces 
11) 3 +12v regulators 

Bus , P r o c e s s o r , Vo te r and Peripherals modifications 
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P r o c e s s o r modifications were Kept to a minimum and amounted to the addit ion 

o f a f e w w i r e s and the breaking of a few etch points. No new circuits have b e e n 

a d d e d . T h e clock on p rocessor A A (PAA) is being used as the Master Clock. 

T h e fo l lowing modifications are required on PAA. 

1) 4 w i res to feed the four clock phases to the Voter . 

2) 1 w i r e to generate the memory ref resh clock on all three p r o c e s s o r s . 

3 ) 1 w i r e to feed the clock to processors BB and CC. 

4) 2 w i r e s to synchron i ze the clocks on processors BB and C C 

P r o c e s s o r s BB and C C (PBB, PCC) require the following modifications. 

1) 1 w i r e to rece i ve the memory re f resh clock, 

2) 1 w i r e to rece ive the Master clock. 

3 ) 2 w i res to rece ive the clock synchronizat ion signals 

T h e fo l low ing modifications must be made in the disk interface to achieve o p e r a t i o n in 

faul t to le rant mode. T w o bits are used by the disk to communicate wi th the p r o c e s s o r 

[ R X V 1 ] . T h e y are T R and DONE. TR specifies that the disk interface needs o r has 

ava i lab le a b y t e of information. DONE specifies that a disk operat ion has b e e n 

accompl ished . T o operate in fault tolerant mode these bits have to appear toge ther o n 

t h e t h r e e buses . T h e r e f o r e some circuit must wait until TR or DONE has a p p e a r e d 

f r o m all t h r e e disk contro l lers before releasing TR or DONE on the buses. This c i rcui t 

must also s e n s e w h e n one disk has failed and continue operat ion without it. A c i rcui t 

v e r y similar in concept to that of the REPLY voter (Figure 7) is implemented for the 

d isk . 

T h e Serial Line Unit (SLU), or te letype interface has been our example of a 

n o n - t r i p l i c a t e d dev ice on the bus. To operate in a non-t r ip l icated mode the S L U must 
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communicate w i t h the v o t e r through the Non Tripl icated Element Line (NTEL) . T h e S L U 

a s s e r t s this line w h e n e v e r its address is on the bus and holds the line asser ted fo r the 

w h o l e bus c y c l e . 

T h e paral le l interfaces (PLU) have not at present been installed. H o w e v e r , no 

k n o w n modif ications are requ i red for triplicated operation. 

T h e memory needs no modifications to operate in tr ipl icated mode. 

T h e v o t e r is the on ly totally custom designed circuit in the C.vmp. It is 

c o m p o s e d of t h r e e HEX s ized boards called VAA, VBB and VCC. V A A and V C C conta in 

most of the data paths, whi le V B B contains most of the control logic. 

T r ip l i ca ted Power Supplies 

T h e t h r o e buses need independent power supplies so that any sect ion of the 

s y s t e m c a n be p o w e r e d d o w n for maintenance or repair without having to halt the 

w h o l e computer . Independent power supplies also reduce the chance of no ise 

c r o s s c o u p l i n g on the three buses. In our case we decided not to tr ipl icate the p o w e r 

s u p p l i e s . On l y the +12v regulators have been triplicated. The +5v and the + 12v l ines 

leading to the th ree buses have been prov ided with separate on -o f f switches. 

T h e Statistics Board 

T h e Statistics board has been implemented as follows. There are 4 8 x l k shi f t 

r e g i s t e r s . T w e l v e are allocated to each bus. Twe lve are used to store a unique time 

r e f e r e n c e . Fo r each bus, four shift register positions are allocated for the S Y N C H , 

REPLY , D IN and DOUT bus signals and eight are allocated for half of the data/address 

l ines. T h e bottom or the top half of the data/address lines can be chosen under 

manual o r p r o g r a m contro l . The processors can communicate with the Statistics b o a r d 

in B roadcas t mode through the bus as a regular I/O device. The Statistics B o a r d is 
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c a p a b l e o f post ing in ter rupts to the processor . The Statistics board rece i ves the 

o u t p u t of the disagreement detectors and certain control lines d i rect ly f rom the v o t e r . 

B a s e d o n manually preset tab le switches the Statistics board can s tore d isagreements 

in c o n j u n c t i o n w i t h the occur rence of SYNCH, DOUT and REPLY. These signals mark 

that t h e r e is usefu l information on the bus. 

A t w e l v e bit counter counts bus cycles. The value of the count is s t o r e d w i t h 

e v e r y d isagreement prov id ing a unique time signature to the occur rence of a fault . 

E v e r y time the counter completes one full cycle an empty frame is s t o r e d in the shi f t 

r e g i s t e r s to p r o v i d e fu r ther timing information. When the storage capaci ty of the 

Stat is t ics b o a r d has been exceeded an interrupt to the processor is p o s t e d so that 

in fo rmat ion can be t r a n s f e r r e d from the shift registers to the disk w h e r e it can later 

b e r e t r e i v e d fo r data analysis (See Section 4). However at any time the p r o c e s s o r can 

r e s e t , s t o p , o r e m p t y a part ial ly filled Statistics board. 

Debugging Experience 

Fault to lerant computers cannot be debugged and tested as regular computers . 

T h e c o m p u t e r can be execut ing correct instructions and performing a r e q u i r e d task 

and sti l l some of its components might not be functioning. In some designs , w h e r e 

t h r e e p r o c e s s o r s s tay synchron i zed b y v i r tue of some external timing signal w h i c h 

d e p e n d s o n the sys tem being operational , the initial phase to br ing the the sys tem to 

an o p e r a t i n g state can be tedious and lengthy. It is important that some features that 

c o u l d ease the debugging ef for t be designed into the computer. The use of o f f - t h e -

she l f components w i th a minimum of modifications helps to reduce the amount of 

h a r d w a r e to bui ld and test. However careful attention should be paid to the kind of 

h a r d w a r e used . For example, the use of dynamic memory is not recommended d u r i n g 
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t h e d e b u g g i n g phase if the processor microcode is in charge of doing the r e f r e s h . If a 

g l i t c h causes a fa i lure , the content of memory is lost. In our case the capabi l i ty to 

o p e r a t e the t h r e e computers in independent mode helped considerably . Almost 902 of 

t h e data paths and v i r tua l l y all the control logic could be tested w i th a s ing le 

p r o c e s s o r o p e r a t i n g at a time. Once the three processors w o r k independent ly , the 

task of s y n c h r o n i z i n g the three computers is great ly simplified. 

Power-up, bootstrap sequence and diagnostics 

R T - l l is the operat ing system current ly used. It is s to red on F l o p p y disks. 

T h e Ser ia l L ine Unit that normally communicates with the console t e l e t y p e w r i t e r is 

c o n n e c t e d , t h r o u g h a high speed link, to the HOST computer for Cm* [SwanR75] . T h e 

H O S T is a DEC PDP 11/10 computer and has a link connecting it to the F ront E n d 

c o m p u t e r w h i c h serv ices the PDP-10 (Figure 4a). The use of the HOST and the F r o n t 

E n d c o m p u t e r make d o w n line loading and bootstrapping from files on the P D P - 1 0 

q u i t e e a s y . T h e LS I -11 lacks a front console with the lights and switches. Ins tead 

m i c r o c o d e has been p r o v i d e d to execute ODT with the te le typewr i te r . A paper tape 

b o o t s t r a p loader has also been prov ided in the microcode. These facilities remove the 

i n c o n v e n i e n c e of having to hand toggle bootstrap programs into C.vmp. Boots t rapp ing 

is d o n e in the fol lowing w a y . The computer is initialized in fault to lerant mode b y 

manual ly generat ing a single initialization signal to the three processors . This b r ings 

C . v m p up in vo t ing mode executing console ODT to the SLU. The single S L U is n o w 

c a p a b l e of broadcast ing to the three processors. A link from the HOST, th rough the 

F r o n t End , to the P D P - 1 0 is opened to permit file transfer for d o w n line loading C.vmp. 

U s i n g a F r o n t End connected terminal we then log on the HOST and request the use of 

C . v m p (cal led Computer Module Fault Tolerant (CMF1) in Cm* notation). From the v i d e o 
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te rmina l w e are then able to communicate to CMF1 through ODT. Using this mechanism 

p r o g r a m s can be hand t y p e d in the machine and executed d i rect ly . H o w e v e r using the 

B L I S S 11 compi ler and the MACIMl i assembler, programs can be wr i t ten and assembled 

o n the P D P - 1 0 . A b i n a r y file is transmitted to the HOST and loaded in CMF1. T h e 

H O S T r e t u r n s cont ro l of CMF1 to the terminal in ODT and w e p roceed f rom there . T h e 

p r o g r a m loaded is usual ly the f loppy disk bootstrap routine which is used to load the 

R T - 1 1 o p e r a t i n g system. 

Diagnost ics for C.vmp 

A fault to lerant computer is designed to operate even if certain sect ions of the 

machine are fai led. T h e r e f o r e standard diagnostic methods cannot be used. If a 

c o m p u t e r is capable of operat ing only in fault tolerant mode then the o n l y method to 

r u n d iagnost ics is to disconnect certain sections of the system until the computer is no 

l o n g e r fault to lerant . Diagnostics can then be run on sections of the machine at o n e 

t ime. If , as is the case for C.vmp the three processors can operate in independent 

mode t h e n the diagnostic process , although more complicated than for a regu la r 

c o m p u t e r can , in par t , be automated. The basic idea is that while the th ree p r o c e s s o r s 

a r e o p e r a t i n g independent ly each machine can check itself through regular diagnost ic 

r o u t i n e s and can then check the other two machines through the parallel in ter faces . 

T h i s set of d iagnost ics tests most of the machine. Some of the vo te r data paths ( see 

F i g u r e 8) that are not tested b y operation in independent mode can be tes ted b y 

s e l e c t i v e l y p o w e r i n g d o w n that section of the system. 

S o f t w a r e protoco l for switch between independent and vot ing mode. 

C .vmp wou ld , under normal applications, spend most of its time in independent 

mode thus maximizing the performance capability of the system. The three p r o c e s s o r s 
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w o u l d be execut ing three total ly unrelated tasks, with the possible exept ion of hav ing 

t o s h a r e some per iphera ls , or could be working on different section of the same task. 

T h i s is the mult iprocessor environment. A typical example would be the o n b o a r d 

c o m p u t e r of a space vehic le w h e r e each computer would be assigned a separate task 

d u r i n g noncr i t ica l por t ions of the flight. When the need arises, h o w e v e r , the t h r e e 

p r o c e s s o r s must be s y n c h r o n i z e d in a short time to execute a task in fault to lerant 

mode. Th is case might arise during the calculation of a critical b u r n , w h e r e an e r r o r 

might lead to a catast rophe during the subsequent burn , and dur ing the b u r n i tsel f 

w h e n the lack of real time response can be just as fateful. The sw i tchover p r o t o c o l 

a l w a y s terminates w i th the steps describes in Section 2. We get there as fo l lows . 

A s s u m e that the th ree computers are executing separate tasks and that one of the 

p r o c e s s o r s reques ts a swi tch to fault tolerant mode. 

1. T h e request ing processor interrupts the other t w o and t h r o u g h some 

handshaking sequence requests the switchover . At this point the o t h e r t w o 

p r o c e s s o r s should make sure of the validity of the request b e f o r e b l ind ly 

accept ing it. 

2. When the val idity of the request is p roven the three p rocessors shou ld 

determine system resources. 

3. T h e sequence in Section 2 (page 11) is performed. 
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5. RELIABILITY MODELS 

T h e r e are t w o w a y s to improve the hardware reliabil ity of a computer : Improve 

t h e component rel iabi l i t ies, or employ redundancy. The f irst method has b e e n 

e f f e c t i v e l y appl ied in complete screening and testing programs. But there is a limit, 

se t b y the law of diminishing returns, beyond which such methods cannot be 

economica l l y just i f ied. Redundant design, when coupled wi th the f i rst technique, c a n 

g i v e improvement in rel iabi l i ty otherwise impossible to obtain. 

In a n y redundant system, results must be obtained b y taking a w e i g h t e d sum of 

t h e o u t p u t s of each repl icated port ion. 

Y - a ] Y l . a 2 Y 2 ... • a n Y n 

w h e r e a j is the weight of output Y j . When equal weights are g iven to all outputs , the 

m e t h o d is cal led vot ing . Each weight is thus: 

a « n~* 

In o r d e r to break ties, n must be an odd number. T h e r e f o r e , n « 3 is the least 

n o n - t r i v i a l vo t ing conf igurat ion. 

T h e s i ze of the por t ion which is replicated determines the t y p e of vot ing w h i c h 

takes p lace. At one ext reme, the entire computer can be reproduced , requi r ing o n l y 

" p r o c e s s - l e v e l " vot ing. This places the burden of vot ing on the so f tware des igner , 

s ince c o n v e n i e n t points for saving or comparing results must be inser ted in all code . 

A t the o t h e r ex t reme, vot ing on the component level would require immense e f f o r t o n 

the par t of the hardware designer , as well as an inordinate number of vot ing d e v i c e s 

[ L y o n W ] . Repl icat ion at the board level facilitates maintenance, but w o u l d r e q u i r e a 

d i f f e r e n t v o t e r des ign for the outputs of each different t y p e of board. 
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Idea l l y , the v o t e r should be placed at a level where all parts of the s y s t e m 

meet in common. With a computer based on a general bus s t ruc ture , the choice is 

o b v i o u s . A b u s - l e v e l v o t e r will o bs e rve all sys tem-wide transactions in a computer 

w i t h o u t r e q u i r i n g e i ther extens ive redesign or software changes. When the bus 

p r o t o c o l is the master/slave t y p e , one voter is required for each bus master. Th is 

e n s u r e s that e v e r y bus transaction will be voted [SiewD76]. 

Th i s sect ion p resents a reliabil ity analysis of C.vmp for both permanent and 

t r a n s i e n t faults . T h e result is compared with an equivalent non - redundant computer , 

as we l l as the ef fect of the redundant architecture on performance. 

Permanent fault models 

T o calculate the rel iabi l i ty of C.vmp, we assume a hardware conf igurat ion w h i c h 

c o n s i s t s of t h r e e p rocessors , 28K of memory per processor , the v o t e r , the conso le 

se r ia l i n te r face (SLU) and appropr iate power supplies. 

T h e re l iabi l i ty calculated for permanent (stuck-at) faults is based on a p a r t s 

c o u n t model of the system [Mil74]. For each component, a failure rate is calculated. 

Re l iab i l i t y is assumed to be exponential with failure rate and time, in the form: 

R « e x p ( - L * T ) 

w h e r e L is fai lure rate in failures per million hours, and T is time in millions of hours . 

T h e re l iabi l i ty of a non-redundant module is the product of its component 

re l iab i l i t ies , w h i c h is found b y summing the failure rates. The total sys tem re l iabi l i ty 

( r e d u n d a n t o r n o n - r e d u n d a n t ) is the sum of the reliabilities for each c o r r e c t l y 

o p e r a t i n g state . 
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N o n - r e d u n d a n t 

T h e non - redundant system has a failure rate found b y simple summation of 

t h e ind iv idual fai lure rates : 

Rnon «= exp ( - (Lp + Lm • Ls + Lw> * T ) 

S u b s t i t u t i n g the failure rates from Table 2 y ields: 

Rnon « exp( -844.1 * T ) 

Table 2. Failure rates for system components 

Lp « 383.4 LSI -11 processor module. 
Lm •> 61.1 Memory module (4K semiconductor RAM) 
Ls « 4.4 Console terminal serial interface 
L w » 25.0 Master power supply 
Lr « 3.6 Replicated section of power supply 
L v p « .8 Tr ip l icated port ion of voter on the processor bus 
L v m « .9 Tr ip l icated port ion of voter on the external bus 
Lv « 3.1 Tr ip l icated port ion of voter on both buses 
L n » 3.7 Non- t r ip l icated port ion of voter 

T r ip l i ca ted 

T h e rel iabi l i ty of the triplicated system shown in Figure 4b is found b y 

summing the rel iabil i t ies for all states in which the system is cor rec t l y operat ing . Each 

s ta te is a combinat ion of working and failed units. 

T h e v a r i o u s par ts are : 

Rp « re l iab i l i t y of p rocessor bus elements 
= e x p ( - ( L p + L v p + Lr ) * T ) 
« e x p ( - 3 8 7 . 8 * T ) 

Rm «•• re l iab i l i t y of a single 4K memory module 
= e x p ( - L m * T ) 
- e x p ( - 6 1 . 1 * T ) 

Rv «* re l iab i l i t y of the tr ipl icated part of the voter 
«= e x p ( - L v * T ) 
- e x p ( - 3 . 1 * T ) 
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Rn « re l iab i l i t y of the non- t r ip l icated part of the voter 
• e x p ( - ( L n • Lr + Lw + Ls) * T ) 
- exp< -36 .7 * T ) 

Re « re l iab i l i t y of the part of the voter associated with the external bus 
« e x p ( - ( L v m • Lr ) * T ) 
« e x p ( 4 . 5 * T ) 

T h e re l iabi l i t ies for each operational state are: 

1) At most one p rocessor failed, at most one memory module per 
4K address range failed, voter and buses all working. 

R l » ( 3 R p 2 - 2 R p 3 ) * ( 3 R m 2 - 2 R m 3 ) 7 * R v 3 * Rn * R e 3 

2) At most one p rocesso r failed, single memory bus failed, vo te r 
and all memory on the other two buses working. 

R2 - 2 * ( 3 R p 2 - 2 R p 3 ) * R m U * R v 3 * Rn * R e 2 ( l - Re) 

3 ) One th i rd of v o t e r fai led, all processors and memories on the 
o t h e r t w o buses working. 

R3 « 2 * R p 2 * R m 1 4 * R v 2 ( l - Rv) * Rn * R e 2 

T h e coeff ic ient of two in 2) and 3) represents the t w o poss ib le 

c o n f i g u r a t i o n s for this e r r o r . If the e r ro r were to occur on the third bus (bus A) , t h e n 

t h e s y s t e m w o u l d be cons idered failed, since the console could no longer be accessed. 

Note that in the last case, the failure of a third of the v o t e r masks the 

o p e r a t i o n of one p r o c e s s o r - m e m o r y pair. Since it no longer matters whether that pai r 

o p e r a t e s , the Rp and Re terms are only squared. 

W h e n added t o g e t h e r , the tr ipl icated reliabil ity reduces to: 

R» - <3*Rm 2 - 2 R m 3 ) 7 * R v 3 * R e 3 * Rn * ( 3 R p 2 - 2 R p 3 ) 

+ ( R m 7 * Rv * Re * R p ) ? * Rn * (Rv(4 - 6Re - 4Rp + 4Re*Rp) + 2) 

S u b s t i t u t i n g the values from Table 2 yields: 

Rt - (3 e x p ( - 1 2 2 . 2 * T ) - 2 exp( -183.3 * T ) ) 7 * (3 exp(-835.1 * T ) 
- 2 exp< -1222.9 * T ) ) + 4 exp( -1649.3 * T) - 6 exp( -1653.8 * T ) 
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- 4 e x p ( - 2 0 3 7 . 1 * T ) + 4 exp( -2041.6 * T ) • 2 exp( -1646.2 * T ) 

Note that tr ipl icating all elements of the voter would g ive theore t i ca l l y 

c o m p l e t e s ing le fault to lerance, but would have little effect on the actual s y s t e m 

r e l i a b i l i t y , d u e to the small s ize of the failure rates Lv and Lm. 

Independent mode 

In independent mode, the reliabil ity of a single processing unit is similar to the 

n o n - r e d u n d a n t sys tem, wi th the addition of the voter failure rate. 

Rind «= e x p ( ~(Lp + (Lvp + Lv + Lvm • Ln) + 7Lm • Ls + Lw • 3Lr ) * T ) 

this y i e l d s : 

Rind « e x p ( - 8 5 9 . 8 * T ) 

Broadcast mode 

In broadcast mode, the processor side (Rps) is tr ipl icated but the e x t e r n a l 

s ide (Res) is not. This g ives a reliabil ity of: 

R b r d « ( 3 R p s 2 - 2 R p s 3 ) * Res 

w h e r e the re l iabi l i ty of the processor side is: 

Rps « e x p ( - ( L p + Lvp + Lv + Lr) * T ) 

and the e x t e r n a l side (including the non-tr ipl icated parts of the v o t e r ) has a re l iab i l i ty : 

Res « e x p ( - ( L n + Lvm + LmT7 + Ls + 2Lr + Lw) * T ) 

W h e n the numbers are subst i tuted, this reduces to: 

R b r d - 3 e x p ( - l 2 5 0 . 7 * T ) - 2 exp( -1641.6 * T) 

F i g u r e 12 shows a graph of reliability vs. time for each of the above models. 
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T h e re l iab i l i t y of C.vmp in independent mode is indistinguishable from that of the n o n -

r e d u n d a n t L S I - 1 1 . Table 3 shows the mission time improvement factors d e r i v e d f rom 

t h e g r a p h . 

Table 3. Mission time improvement. 
Hours of operation above rel iabi l i ty 

Rel. LSI -11 C.vmp MTI 

.99 12 103 8.6 

.95 60 286 4.7 

.90 125 440 3.5 

.80 264 694 2.6 

Transient models 

T o model as system for transient faults, assumptions must be made about the 

f o r m that t rans ients wil l take. The complexity of the system is reduced b y assuming 

that t rans ien ts take the form of noise signals added to the bus signals. Since it is also 

assumed that bus noise affects all modules connected to that bus, no genera l i t y is lost 

b y i gnor ing t rans ients which are local to a board. 

Bus noise can be character ized by two parameters. The probabi l i t y that the 

no ise causes the bus line to be incorrect ly read by the receiving dev ice is F. T h e 

d u r a t i o n ( in bus cyc les ) of a transient is N. The measure used for rel iabi l i ty will be the 

p r o b a b i l i t y that the system surv ives a g iven transient. 

Faults are assumed to be signal independent (that is, the fault p robab i l i t y is 

not a f f e c t e d b y the value of the signal). Faults are also assumed to be w e l l - b e h a v e d 

[ S i e w D 7 5 ] . A w e l l - b e h a v e d fault will affect all points on the bus identically. 

N o n - r e d u n d a n t system reliabil ity 
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In the non - t r ip l i cated system, any bus fault will cause a system fa i lure . 

S ince the L S I - 1 1 uses 32 bus lines (not counting four spares) , the p robab i l i t y o f 

s u c c e s s f u l o p e r a t i o n for a bus cyc le during a transient is: 

(1 - F ) 3 2 

F o r the d u r a t i o n of the transient , this becomes: 

(1 - F ) 3 2 N 

Redundant system 

T h e redundant system can be modeled in more than one w a y , depending o n 

w h a t w e b e l i e v e to be the dominant failure mode of the system. T h e f i rst model 

c o n s i d e r s the accumulation of disagreements in memory during the course of a 

t r a n s i e n t [ S i e w D 7 5 ] . T h e ^second model is addressed to loss of s y n c h r o n i z a t i o n 

b e t w e e n p r o c e s s o r s [WakeJ75] . The section concludes wi th alternative methods fo r 

i m p r o v e m e n t of re l iabi l i ty , depending on the outcome of the transient analysis 

e x p e r i m e n t s . 

Redundant system reliabil ity - memory model 

T h e t r ip l icated system fails if any two control lines fail: 

(3(1 - F ) 2 - 2(1 - F ) 3 ) 1 6 

Fa i lu re also occurs if t w o data lines fail. However , data line failures have memory (an 

accumulat i ve e f fec t ) in that a single failure on a wr i te to a memory location, combined 

w i t h a s ing le fai lure on a read to the same location, will cause a system e r r o r . Assume 

that this accumulative effect only holds for the duration of the transient (i .e., that 
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t r a n s i e n t s are far e n o u g h apart that any wrong memory cell wil l be c o r r e c t l y 

r e w r i t t e n , thus erasing the e r r o r , before the next transient occurs) . Fu r thu r assume a 

d e c a y i n g model of program behavior in memory references. The p r o b a b i l i t y o f 

access ing the same location on the i f h bus cycle after the initial access is e" ' . Hence, a 

w o r d w r i t t e n to memory has a probabi l i ty of e" ' of being read dur ing the same 

t r a n s i e n t , and thus being vulnerable to failure. This exponential model of p r o g r a m 

b e h a v i o r is intu i t ive , and does not, of course, preclude the use of other models, 

f o r the data l ines: 

( (3 S 2 - 2 S 3 ) 1 6 ) N 

w h e r e the term for the accumulative effect of memory e r r o r s is: 

S « ( 1 - £ e - ' F ) 

Recal l ing that : 

J e " 1 = ( 1 - e ~ N ) * ( e / ( e - D ) 

y i e l d s the total equat ion for the reliabil ity: 

R» - ( (3(1 - F ) 2 - 2 ( 1 - F ) 3 ) * (3(1 - F ( l - e " N ) ( e / e - l ) ) 2 

- 2(1 - F e ( l - e " N ) ( e / e - l ) ) 3 ) 1 6 N 

T a b l e 4 l ists the reliabil it ies for some typical values of F and N. Note that the 

accumulat i ve ef fect of memory e r ro rs does not severe ly degrade rel iabi l i ty , e v e n fo r 

e x t r e m e l y long t ransients . 
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Table 4. Comparison of transient fault reliabilities 

C.vmp Non-redundant 

F - .001 .00001 .001 .00001 

N 
10 

100 
.998 
.979 
.805 
.115 

1.000 
1.000 
1.000 
1.000 

.726 .997 

.041 .968 
1 0 " 1 4 .725 
0 .040 

1000 
10000 

Redundant system rel iabi l i ty - synchronizat ion model 

A s ing le fault will fail the redundant system only if vot ing does not cause the 

s y s t e m to r e c o v e r be fo re a second e r ro r . If a processor rece ives an incor rec t 

i n s t r u c t i o n , it may lose step wi th the other two in their microcode sequence. W h e n 

th is o c c u r s , the p r o c e s s o r will either halt due to bus e r r o r s , or execute improper c o d e 

unt i l it r a n d o m l y falls into synchronizat ion with the other two. 

T h e p r o b a b i l i t y of an e r r o r occurr ing during a transient is: 

1 - (1 - F ) 3 2 

T h e p r o b a b i l i t y that the cyc le in which the e r r o r occurs is an instruct ion fe tch is: 

(1 - ( 1 - F ) 3 2 ) * I 

F ina l l y , the p r o b a b i l i t y thai the e r r o r will cause the processor to halt is: 

p2 - (1 - (1 - F ) 3 2 ) * I * Df 

A count of the t y p e s of PDP-11 instructions and bus cycles in a sample of code 

g i v e s a r a w estimate of I and Df (see Appendix A). When this is compared to a count 

f o r r e p e a t e d l y e x e c u t e d code (code appearing in loops) in o rder to weight the 

n u m b e r s fo r f r e q u e n c y of execut ion, (rather than just f requency of appearance in a 
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p r o g r a m ) , the t w o counts agree closely, and no weighting is requi red . The est imated 

v a l u e s are .53 for I and .41 for Df. 

G a r b l e d data, and some erroneous instructions, will not cause the p r o c e s s o r to 

fa i l , but the reg is te rs will contain incorrect data. Due to the voter and the p r e s e n c e of 

t w o c o r r e c t p r o c e s s o r s , the incorrect processor will continue to execute the same 

i n s t r u c t i o n sequence as the others. This will eventual ly cause the reg is te rs to be 

c o r r e c t e d . T h e r e c o v e r y rate is an exponential term, which decays o v e r the c o u r s e of 

10 to 50 inst ruct ions due to register lifetime [LundA74]. The probabi l i ty of this t y p e 

of e r r o r occur r ing is similar to the above, but the multiplier is (1 - I*Df) to g i v e the 

p r o b a b i l i t y of not halting on an e r r o r . 

T h i s p r o b a b i l i t y is: 

p i - (1 - (1 - F ) 3 2 ) * (1 - I * Df) 

Hence , there are two system failure modes. A processor can halt w h e n it 

r e c e i v e s an incor rect instruct ion, or it can have a temporary failure from which it wi l l 

r e c o v e r w i t h i n a few cycles. The system will fail whenever two p ro cesso rs h a v e 

s imu l taneous l y fai led. 

We can represent the system as being in one of four states: 

50 - all p r o c e s s o r s operat ing. 
51 - a s ingle p rocessor has a temporary failure. 
52 - a s ingle p rocesso r has halted. 

53 - s y s t e m has failed, 

A state matrix M can be made of the conditional probabil i t ies of a t rans i t ion 

b e t w e e n any t w o states. The reliability of the system is the probabi l i t y that the 

s y s t e m is not in state S3 at the end of N bus cycles. A vector of state probabi l i t ies 

a f te r N c y c l e s can be found from: 

P(N) - SO * M N 
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A l t h o u g h no solution can be found in closed form, w e can compare the t w o 

s y s t e m s f o r part icu lar values of F and N (Table 5). The r e c o v e r y rate f rom t e m p o r a r y 

f a i l u r e s ' is assumed to be .03, which gives a mean r e c o v e r y time of about 33 bus 

c y c l e s . 

Table 5. Comparison of transient reliabilities 

F N (1 - F)32N (1 - P. 
.001 10 .726 .839 
.00001 10 .997 1.000 
.001 100 .041 .020 
.00001 100 .968 .999 

A l te rnat i ves 

It has b e e n s h o w n that accumulative memory e r r o r s will not a d v e r s e l y af fect 

t h e re l iab i l i t y of the system. The danger of a processor becoming u n s y n c h r o n i z e d is 

more acute . A l ter ing the microcode of the LSI -11 can, when combined w i t h 

a p p r o p r i a t e s o f t w a r e , eliminate the possibilities of halts and temporary losses of a 

p r o c e s s o r . F i r s t , the HALT instruction and all bus e r r o r s should t rap , instead of 

e n t e r i n g O D T (the console serv ice routine). A trap routine would r e s y n c h r o n i z e the 

p r o c e s s o r w h i c h has halted. If an actual halt state is needed, the branch ins t ruct ion 

w o u l d s e r v e (octal '000777). This is an infinite loop consisting of one inst ruct ion. A 

c o n s o l e s w i t c h connected to the HALT lines of the three microprocessors can be u s e d 

t o e n t e r O D T w h e n necessary (for maintenance, or cold starts etc.) , but it should n e v e r 

b e p o s s i b l e to en te r ODT under program control , since it is not possible to get out 
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w i t h o u t e x t e r n a l assistance. Additional hardware may be needed on each p r o c e s s o r 

b o a r d to sense the beginning of the voted instruction cycle for use in r e s y n c h r o n i z i n g . 

Sys tems employ ing triplication are character ized b y an initially high re l iab i l i ty 

d u e to the p robab i l i t y of all three sections being operat ive. This is paid for b y a 

l o w e r re l iab i l i t y later in the life of the sytem when the probabi l i ty of a module fai lure 

has inc reased . To res to re the system to its original rel iabil i ty, per iodic maintenance 

s h o u l d b e e m p l o y e d . This technique is great ly facilitated b y the abil ity to p o w e r d o w n 

s e c t i o n s of C .vmp without interrupt ing operation in the other two sections. 
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6. PERFORMANCE MODELS 

Per fo rmance degradat ion is calculated for two activit ies: the memory c y c l e 

t ime, and the disk access time. 

M e m o r y cyc le time 

T w o p r o p e r t i e s of the voter cause an increase in bus cycle time o v e r the n o n -

r e d u n d a n t sys tem. The propagat ion delay of the voter requires some of the con t ro l 

s ignals to be d e l a y e d to insure correct data reception. Secondly , the v o t e r p r e v e n t s 

t h e p r o c e s s o r s from losing synchronizat ion by latching inbound contro l signals (e.g. 

r e p l y line and in ter rupt requests ) during the clock phase in which they are sampled b y 

the p r o c e s s o r s . This insures that all three processors will see the r e p l y dur ing the 

same clock phase , but also causes receipt of these signals to occasionally sl ip b y o n e 

c lock c y c l e (400 ns.). Since the window during which the signals are latched lasts 40 

ns. out of e v e r y bus cyc le , the average degradation per cycle is: .5 * (40/400) 

* 400 » 20 ns. 

T h e address part of the bus cycle is lengthened 200 ns. b y the de lay on the 

S Y N ( ; c o n t r o l line. This is the sum of the voter propagation delay, the bus sett l ing time 

a n d the w o r s t - c a s e p rocessor clock skew (assumed to be half of a clock phase, o r 50 

ns. ) . Because 200 ns. is longer than the time that the address is p resent on the 

p r o c e s s o r bus , latches are used to hold the address until it can be seen b y the s lave . 

O t h e r data signals are al lowed to appear only after the address is gone, so read and 

w r i t e c y c l e s are de layed an additional 50 ns. for propagation delay. Finally, the e n d of 

t h e c y c l e is d e l a y e d to match the start. The typical time degradations are l isted in 

T a b l e 6. 
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Table 6. Performance degradation due to the voter. 

D A T O 
D A T I 
D A T I O 

t y p latch delays total degradn 
1600 20 450 470 29 7, 
2000 20 450 470 23 t 
3600 40 650 690 19 7. 

Disk access time 

Access time to a particular position on a rotating memory is assumed to be 

d i r e c t l y p r o p o r t i o n a l to the initial position of the disk. Since the hardware makes no 

at tempt to s y n c h r o n i z e disk rotation, access to the triplicated disks wil l take the 

maximum of the three times. In general , for n disks, the access time is g i v e n b y 

[ L e v n D 7 4 ] : 

T n - MAX ( t l , t2, ... tn) 

Assuming that each access time t is uniformly distr ibuted o v e r the normal ized 

r a n g e [0 ,1 ] , the e x p e c t e d value for access time is: 

T n « n / (n+1 ) 

Th is means that for a single disk ( n = l ) , we can expect to wait .5 rotat ions ; fo r 

the t r ip l i ca ted disk (n=3), .75 rotations. This gives a 50Z degradation in access time 

f o r the t r ip l i cated dir.ks o v e r the non-tr ipl icated disk. 
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7. SUMMARY AND CONCLUSIONS 

T h e goal of the project was to propose, analyze and synthes i ze a computer 

c a p a b l e of o p e r a t i o n in spite of transient and hard faults. Various design techniques 

w e r e e x p l o r e d to fulfill the goals of software t ransparency, modularity , real time 

c a p a b i l i t y , and performance/rel iabi l i ty tradeoffs. Tr ipl icated modular redundancy at 

t h e bus l e v e l was selected as the architecture best suited to the task. C.vmp is 

c a p a b l e of o p e r a t i o n in three modes: independent, each processor communicates w i t h 

its o w n bus ; vot ing , the fault tolerant mode; broadcast, selective devices may be left 

n o n - t r i p l i c a t e d . O f f - t h e - s h e l f components were used with only minor modifications: in 

t h e L S I - 1 1 p r o c e s s o r , four w i re changes; in memoryt no changes; and to the f l o p p y 

d isks , t h r e e chips added. Synchronizat ion was achieved by both an internal clock 

s y n c h r o n i z i n g the microinstruction execution and an external timing signal 

s y n c h r o n i z i n g the bus cycles. Ear ly performance measurements show a degradat ion of 

2 0 - 3 0 2 o v e r a non - redundant system. The main use of C.vmp will be to p e r f o r m 

e x p e r i m e n t s o n the occur rence of transient faults in computers. 
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8. APPENDIX A 

I n s t r u c t i o n mix in a sample of PDP-11 code 

Assuming that the code as a whole represents the same mix as the code 

e x e c u t e d , a count of 200 instructions from a real-t ime processing system [ A l s u M 7 4 ] 

c a n be b r o k e n d o w n as fol lows: 

Table A . l Breakdown of code by bus cycles. 

Tota l In Loops T y p e of cycles 

91 40 Fetch only 
38 9 Fetch 4 DIN 
5 2 Fetch + DOUT 
1 13 Fetch + RMW 

49 0 Fetch + DIN • DOUT 
15 0 Fetch 4 DIN • RMW 
1 0 Fetch + DIN + DIN 

w h e r e D I N » data in, DOUT « data out and RMW » read -mod i f y -wr i te . 

T o jus t i f y the assumption about execution, a second count was made of just 

that p o r t i o n of the code which was repet i t ively executed (appeared in loops) . This 

m e t h o d is admittedly ad hoc; however , it was felt that if the two counts agreed then it 

d i d not matter how often sections of code were t raversed , the overal l execut ion w o u l d 

st i l l remain homogeneous with respect to the types of bus cycles being executed . T h e 

c o u n t s for the loops appear in the second column of Table A . l . 

T h e result ing b reakdown is shown in Table A.2. 

Table A.2 Frequency of bus cycle types 

T y p e 
Fe tch 
Data in 
Data out 
R e a d - m o d - w r i t e 

Total In loop 
53 I 63 I 
28 22 
15 15 
4 0 
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