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INTRODUCTION 
The Informedia digital video library has been on the 
forefront of automatic analysis of video streams, as well as 
pioneering interactive display and retrieval mechanisms for 
video data through various multimedia surrogates including 
titles, storyboards, and skims [1, 5].  This demonstration 
will highlight the use of Informedia processing and 
interfaces in the context of the TREC Video Retrieval 
Track, whose high-level goal is the investigation of 
content-based retrieval from digital video [4]. 
Multiple Image Search Systems for Interactive Use 
In this demonstration we will show a newly developed 
aspect of Informedia data that allows a user to choose 
among multiple image retrieval systems to perform an 
image search over the video library. Among the image 
retrieval systems we will be demonstrating are: 

• An implementation of the color-matching component 
of IBM’s query by image content (QBIC) image 
retrieval system [2]. 

• Histogram-based systems utilizing the Munsell color 
space using different image partitioning resolutions 
(3x3, 5x5, etc.) [3]. 

• Systems using the RGB color space, in different 
partitioning versions, using color histograms as well as 
texture information. 

Visualizing Key Image as the Search System Sees It 
Since users have no a priori knowledge of the 
characteristics of the types of images in the collection, nor 
do they understand the space of color and texture 
representations for the individual image search methods, 
the system also allows the user to visualize the underlying 
representation of the search method. This is done by 
presenting the original query image together with an 
alternate image that results from the transformation or 
mapping of the particular search method. For example, 
when the QBIC system reduces the color space to 256 
colors in 256 regions, the resulting transformation image 
shows a coarse granularity version of the original image, 
where certain color nuances and fine shape distinctions are 
lost. In contrast, a 3x3 RGB color histogram image search 
system divides the image into an even coarser 9-region set. 
In each region, the colors of the histogram will be 
considered randomly distributed for the purposes of the 
color match. As a result, this transformation gives a very 
different sense of what the image search system ‘sees’ as 

the target image to match.  Users cannot only choose 
different image search systems, but they can also view the 
alternate representation of an image based on the 
transformation of the selected search method. This helps 
users get an intuitive feel for the different search systems 
and what it considered similar or important by each one. 
THE TREC INTERACTIVE VIDEO RETRIEVAL TASK 
The baseline data for this demonstration will consist of the 
2001 TREC Video Retrieval collection consisting of 11 
hours of video data. The data is further segmented into 
80,000 I-frames over which the video search will be 
conducted. The I-frames are aggregated into 8000 shots, 
with each shot having a characteristic key frame as the 
visual thumbnail surrogate, i.e., summary representation.  
This system is almost identical to the one used in the TREC 
interactive video retrieval task, which obtained a 
remarkable precision of 95% on general search items and 
66% precision with 67% recall on known-item searches. 
Users will be able to take the same queries that were used 
for the TREC video retrieval evaluation and explore how 
they could find the relevant answers using the Informedia 
system. Our system will be demonstrated running on a 
1GHz laptop computer, with users interacting with the 
system to retrieve video clips. 
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