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Chapter 1

Introduction

In this thesis we study homogenization of heterogeneous structures modeling elastic thin
films with microstructure. The search for lower dimensional models describing thin three-
dimensional structures is a classical problem in mechanics of materials, and the process
of obtaining 2D models as limits issuing from 3D frameworks is referred to as dimension
reduction.

Since the early ’90s this problem has been tackled successfully by means of variational
techniques. For both for 3D-1D and 3D-2D, the theory is well established within the linear
elastic setting, and work stemming from Ciarlet and Destuynder [27] has lead to research
in areas ranging from linear elastic plates [23] to beam models [47, 48, 82], shells [26],
and various constitutive behaviors [14]. However, the linearized elasticity model is not
the proper setting for describing the properties of hyperelasticity, which drove researchers
to study the nonlinear elasticity case. Motivated by the one-dimensional work in [3], the
first paper in this context was written by Le Dret and Raoult in [61] for a two-dimensional
model as a variational limit of a three-dimensional material, and this led to several others
including [7,13,44,59,60,62,63]. Resulting from these works, hierarchies of limit models
have been deduced using �–convergence techniques (for a treatment of �–convergence see,
e.g. [17, 18, 31]). To make these ideas precise, let ! be an open, connected domain in R2,

⌦

h

:= ! ⇥ (�h/2, h/2) for h > 0, and ⌦ := ! ⇥ (�1/2, 1/2). (1.0.1)

In the preceding papers, the authors consider a sequence of functionals of the form

I
h

(u) :=
1

hk

ˆ
⌦h

W (x,ru(x)) dx, (1.0.2)

where u : ⌦

h

! R3 is a suitable deformation of ⌦
h

. Different characterizations of the
limiting functional are obtained according to the scaling of the elastic energy, hk, relative
to the thickness parameter h.

In this thesis we undertake the derivation of 2D models for thin composite materials.
Understanding microstructure is paramount to the study of many important problems in-
cluding biological tissue growth and the development of new materials. As thin film tech-
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1.1. A Note on Two Scale Compactness for p=1 2

nology has advanced, scientists are able to have precise control over the thickness and com-
position of a film, as noted in [40], and in turn this has motivated the mathematical study
of highly heterogeneous material models. It is generally assumed that the microstructure
is periodic on a scale ", and the limit of the energy as " ! 0 is taken in order to obtain an
effective energy for the material at a macroscopic scale, or the homogenized material.

The first homogenization results in nonlinear elasticity, without dimension reduction,
were proved in [16] and [69]. In these two papers, A. Braides and S. Müller assume
p-growth of a stored energy density W

"

that oscillates periodically, e.g. W
"

(x; ·) =

W (x, x
"

; ·). They show that as the periodicity scale goes to zero, the elastic energy W
"

converges to a homogenized energy, whose density is obtained by means of an infinite-cell
homogenization formula. Later, the growth conditions were relaxed somewhat, such as in
[51, 52] by Hafsa et al.

The analysis of problems involving simultaneous dimension reduction and homoge-
nization was initiated in [8, 19] for the membrane energy regime with p-growth assump-
tions on the stored energy density. It should be noted that these growth assumptions on
the energy W do not prevent interpenetration of matter, in that the energy remains finite
as the Jacobian of the transformation tends to 0, which renders the model necessarily non-
physical, as explained in [10]. More recently, in [57,73,83] models for homogenized plates
have been derived under physical growth conditions for the energy density.

The focus of this thesis is the study of a problem within the realm of homogenized
thin structures: multiscale homogenization in the Kirchhoff nonlinear plate theory. The
Kirchhoff plate model refers to the energy in (1.0.2) with k = 3. We analyze an energy of
this form with two periodicity scales.

This thesis is organized as follows: in Chapter 3 we discuss a compactness result for
two-scale convergence in L1

(⌦). Two-scale convergence is an important tool in the study of
homogenization, and plays an important role in the arguments found in Chapter 4. Chapter
4 addresses multiscale generalizations of [57,73,83] in which we consider two microscopic
scales, "(h) and "2(h). In particular, we are able to characterize the �-limit for the Kirch-
hoff scaling under physically realistic growth assumptions through a careful application of
the rigidity estimates of Friesecke, James and Müller in [45] and through the study of the
interaction of the two scales.

1.1 A Note on Two Scale Compactness for p=1

The method of two-scale convergence, introduced by G. Nguetseng in [74] and further
developed by G. Allaire in [4], is an important tool in the study of homogenization the-
ory. Although periodicity poses constraints on physically realistic models, it is generally
agreed that understanding the effective behavior of periodically structured composite ma-
terials may aid in the study of more complex media. Accordingly, the theory of two-scale
convergence has played an important role in the study of PDEs and their applications in
homogenization.
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Both Nguetseng and Allaire restricted most of their interest to the case of two-scale
convergence in L2

(U), where U is an open subset of RN . The proof by Allaire in [4] of
two-scale compactness in L2

(U) relies on duality and the separability of L2

(U). As stated
in his paper [4], this proof easily extends to the case of two-scale compactness in Lp

(U)

with 1 < p  +1. This is the form of two-scale compactness that is most commonly used
in the literature. The arguments used for the case when 1 < p  +1 cannot be applied to
the case when p = 1, rarely mentioned explicitly, due to a lack of separability of the dual of
L1

(U), L1
(U). A few authors have touched on the problem, including Holmbom, Silfver,

Svanstedt and Wellander in [54] and A. Visintin in [84], although detailed arguments seem
to be unavailable in the literature. In [24,25] the authors address a related case of two-scale
convergence in generalized Besicovitch spaces where there is also lack of separability.

In Chapter 3 we present three proofs for the two-scale compactness of bounded se-
quences in L1

(U) under appropriate assumptions. To be precise,

Theorem 1.1.1. Let U be an open subset of RN . Let {u
"

} ⇢ L1

(U) be a bounded sequence
in L1

(U), equi-integrable, and assume that for all ⌘ > 0 there exists an open set E ⇢ U
such that |E| < +1 and

sup

">0

ˆ
U\E

|u
"

(x)|dx < ⌘.

Then there exists a subsequence (not relabeled) such that {u
"

} two-scale converges to some
u
0

2 L1

(U ⇥ Y ). In particular, u
"

* ū
0

in L1

(U), with ū
0

(x) :=
´
Y

u
0

(x, y)dy.

The first proof of this theorem uses a truncation argument in order to apply two-scale
compactness results for p > 1. The second makes use of the two-scale compactness proved
for Radon measures by M. Amar in [6]. The last approach relies on the periodic unfolding
characterization of two-scale limits, as introduced in [28] (see also [30, 32, 84]). The latter
proof is the simplest and most intuitive, due to the fact that the periodic unfolding method
reduces two-scale convergence in Lp

(U) to standard weak Lp convergence in U⇥Y (where
Y is the period of the oscillations) of the unfolded functions, thus allowing us to replace
rapidly oscillating test functions with non-oscillatory test functions. This method has been
used in many contexts, including electromagnetism, homogenization in a domain with os-
cillating boundaries, and thin junctions in linear elasticity [11, 15, 29, 33, 34, 49, 50, 67].

This work, jointly with Irene Fonseca, will appear in Port. Math., [22].

1.2 Multiscale Homogenization in Kirchhoff’s Nonlinear
Plate Theory

In Chapter 4 we present a multiscale generalization of the problems posed in [57, 73, 83].
We briefly describe the previous results. Let ⌦

h

, defined as in (1.0.1), be the reference
configuration of a nonlinearly elastic thin plate, where ! is a bounded domain in R2, and
h > 0 is the thickness parameter. Let x0

:= (x
1

, x
2

) 2 !. Assume that the physical
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structure of the plate is such that an in-plane homogeneity scale "(h) arises, where {h} and
{"(h)} are monotone decreasing sequences of positive numbers, h ! 0, and "(h) ! 0 as
h ! 0. In [57, 73, 83] the rescaled nonlinear elastic energy associated to a deformation
v 2 W 1,2

(⌦

h

;R3

) is given by

Ih

(v) :=
1

h

ˆ
⌦h

W
⇣ x0

"(h)
,rv(x)

⌘

dx,

where the stored energy density W is periodic in its first argument and satisfies the com-
monly adopted assumptions in nonlinear elasticity, as well as a non-degeneracy condition
in a neighborhood of the set of proper rotations.

In [73] the authors focus on the scaling of the energy corresponding to Von Kármán
plate theory, that is they consider deformations vh 2 W 1,2

(⌦

h

;R3

) such that

lim sup

h!0

Ih

(vh)

h4

< +1.

Under the assumption that the limit

�
1

:= lim

h!0

h

"(h)

exists, different homogenized limit models are identified, depending on the value of �
1

2
[0,+1].

A parallel analysis is carried out in [57], where the scaling of the energy associated to
Kirchhoff’s plate theory is studied, i.e., the deformations under consideration satisfy

lim sup

h!0

Ih

(vh)

h2

< +1.

In this situation a lack of compactness occurs when �
1

= 0 (the periodicity scale tends to
zero much more slowly than the thickness parameter). A partial solution to this problem,
in the case in which

�
2

:= lim

h!0

h

"2(h)
= +1,

is proposed in [83], by means of a careful application of Friesecke, James and Müller’s
quantitative rigidity estimate, and a construction of piecewise constant rotations (see [45,
Theorem 4.1], [46, Theorem 6] and [83, Lemma 3.11]). The analysis of simultaneous
homogenization and dimension reduction for Kirchhoff’s plate theory in the remaining
regimes is still an open problem.

In Chapter 4 we deduce a multiscale version of the results in [57] and [83]. We focus
on the scaling of the energy which corresponds to Kirchhoff’s plate theory, and we assume
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that the plate undergoes the action of two homogeneity scales - a coarser one and a finer
one - i.e., the rescaled nonlinear elastic energy is given by

J h

(v) :=
1

h

ˆ
⌦h

W
⇣ x0

"(h)
,

x0

"2(h)
,rv(x)

⌘

dx

for every deformation v 2 W 1,2

(⌦

h

;R3

), where the stored energy density W is periodic in
its first two arguments and, again, satisfies the usual assumptions in nonlinear elasticity, as
well as the nondegeneracy condition (see Section 4.1) adopted in [57, 73, 83]. We consider
sequences of deformations {vh} ⇢ W 1,2

(⌦

h

;R3

) verifying

lim sup

h!0

J h

(vh)

h2

< +1, (1.2.1)

and we seek to identify the effective energy associated to the rescaled elastic energies
�J h

(v

h
)

h

2

 

for different values of �
1

and �
2

, i.e., depending on the interaction of the ho-
mogeneity scales with the thickness parameter.

As in [57], a sequence of deformations satisfying (1.2.1) converges, up to the extrac-
tion of a subsequence, to a limit deformation u 2 W 1,2

(!;R3

) satisfying the isometric
constraint

@
x↵u(x

0
) · @

x�
u(x0

) = �
↵,�

for a.e. x0 2 !, ↵, � 2 {1, 2}. (1.2.2)

We prove that the effective energy for u 2 W 1,2

(!;R3

) is given by

E�1
(u) :=

(

1

12

´
!

Q
�1

hom

(⇧

u

(x0
)) dx0 if u satisfies (1.2.2),

+1 otherwise,

where ⇧

u is the second fundamental form associated to u (see (4.2.4)), and Q
�1

hom

is a
quadratic form dependent on the value of �

1

, with explicit characterization provided in
(4.3.2)–(4.3.4). To be precise, our main result is the following.

Theorem 1.2.1. Let �
1

2 [0,+1] and let �
2

= +1. Let {vh} ⇢ W 1,2

(⌦

h

;R3

) be a
sequence of deformations satisfying the uniform energy estimate (1.2.1). There exists a
map u 2 W 2,2

(!;R3

) verifying (1.2.2) such that, up to the extraction of a (not relabeled)
subsequence, there holds

vh(x0, hx
3

)�
 
⌦1

vh(x0, hx
3

) dx ! u strongly in L2

(⌦

1

;R3

),

r
h

vh(x0, hx
3

) ! (r0u|n
u

) strongly in L2

(⌦

1

;M3⇥3

),

with
n
u

(x0
) := @

x1u(x
0
) ^ @

x2u(x
0
) for a.e. x0 2 !,
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and

lim inf

h!0

J h

(vh)

h2

� E�1
(u). (1.2.3)

Moreover, for every u 2 W 2,2

(!;R3

) satisfying (1.2.2), there exists a sequence {vh} ⇢
W 1,2

(⌦

h

;R3

) such that

lim sup

h!0

J h

(vh)

h2

 E�1
(u). (1.2.4)

We remark that our main theorem is consistent with the results proved in [57] and [83].
Indeed, in the presence of a single homogeneity scale, it follows directly from (4.3.2)–
(4.3.4) that Q

�1

hom

reduces to the effective energy identified in [57, 83] for �
1

2 (0,+1]

and �
1

= 0, respectively. The main difference with respect to [57, 83] is in the structure of
the homogenized energy density Q

�1

hom

, which is obtained by means of a double pointwise
minimization, first with respect to the faster periodicity scale, and then with respect to the
slower one and the x

3

variable (see (4.3.2)–(4.3.4)).
The quadratic behavior of the energy density around the set of proper rotations to-

gether with the linearization occurring due to the high scalings of the elastic energy yield
a convex behavior for the homogenization problem, so that, despite the nonlinearity of the
three-dimensional energies, the effective energy does not have an infinite-cell structure, in
contrast with [69]. The main techniques for the proof of the liminf inequality (1.2.3) are
the notion of multiscale convergence introduced in [5], and its adaptation to dimension re-
duction (see [71]). The proof of the limsup inequality (1.2.4) follows that of [57, Theorem
2.4].

The crucial part of the argument is the characterization of the three-scale limit of the
sequence of linearized elastic stresses (see Section 4.2). We deal with sequences having
unbounded L2 norms but whose oscillations on the scale " or "2 are uniformly controlled.
As in [57, Lemmas 3.6–3.8], to enhance their multiple-scales oscillatory behavior we work
with suitable oscillatory test functions having vanishing average in their periodicity cell.

The presence of three scales increases the technical difficulty of the problem in all
scaling regimes. For �

1

2 (0,+1], Friesecke, James and Müller’s rigidity estimate ([45,
Theorem 4.1]) leads us to work with sequences of rotations that are piecewise constant on
cubes of size "(h) with centers in "(h)Z2. However, in order to identify the three-scale
limit of the linearized stresses, we must consider sequences oscillating on a scale "2(h).
This problem is solved in Step 1 of the proof of Theorem 4.2.1, by subdividing the cubes
of size "2(h), with centers in "2(h)Z2, into “good cubes” lying completely within a bigger
cube of size "(h) and center in "(h)Z2 and “bad cubes”, and by showing that the measure
of the intersection between ! and the set of “bad cubes” converges to zero faster than or
comparable to "(h), as h ! 0.

The opposite problem arises in the case in which �
1

= 0. By Friesecke, James and
Müller’s rigidity estimate ([45, Theorem 4.1]), it is natural to work with sequences of
piecewise constant rotations which are constant on cubes of size "2(h) having centers in
the grid "2(h)Z2, whereas in order to identify the limit multiscale stress we need to deal
with oscillating test functions with vanishing averages on a scale "(h). The identification
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of “good cubes” and “bad cubes” of size "2(h) is thus not helpful in this latter framework
as the contribution of the oscillating test functions on cubes of size "2(h) is not negligible
anymore. Therefore, we are only able to perform an identification of the multiscale limit in
the case �

2

= +1, extending to the multiscale setting the results in [83]. The identifica-
tion of the effective energy in the case in which �

1

= 0 and �
2

2 [0,+1) remains an open
question.

Chapter 4 is organized as follows: in Section 4.1 we set the problem and introduce
the assumptions on the energy density. In Section 2.4 we recall a few compactness results
and the definition and some properties of multiscale convergence. Sections 4.2 and 4.3
are devoted to the identification of the limit linearized stress and to the proof of the liminf
inequality (1.2.3). In Section 4.4 we show the optimality of the lower bound deduced in
Section 4.3, and we exhibit a recovery sequence satisfying (1.2.4).

This work, in collaboration with Elisa Davoli and Irene Fonseca, has been accepted for
publication in Math. Models Methods Appl. Sci., [21].
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Chapter 2

Preliminaries

2.1 Notation
In this thesis {"} = {"

n

}1
n=1

stands for a generic decreasing sequence of positive numbers
such that lim

n!1 "
n

= 0. Y will denote a unit cube in RN with faces parallel to the
coordinate axes, i.e., Y = (0, 1)N .

Whenever a map v 2 L2, C1, ..., is Y -periodic, that is

v(x+ e
i

) = v(x) i = 1, 2, ..., N

for a.e. x 2 RN , where {e
1

, ..., e
N

} is the canonical othonormal basis of RN , we write
v 2 L2

per

, C1
per

, ..., respectively. We implicitly identify the spaces L2

(Y ) and L2

per

(RN

). We
denote the Lebesgue measure of a measurable set A ⇢ RN by |A|.

We use Q :=

�

� 1

2

, 1
2

�

2 to denote the unit cube in R2 centered at the origin and with
sides parallel to the coordinate axes. We will write a point x 2 R3 as

x = (x0, x
3

), where x0 2 R2 and x
3

2 R,

and we will use the notation r0 to denote the gradient with respect to x0. For every r 2 R,
dre is its greatest integer part. With a slight abuse of notation, for every x0 2 R2, dx0e and
bx0c are the points in R2 whose coordinates are given by the greatest and least integer parts
of the coordinates of x0, respectively. Given a map � 2 W 1,2

(R2

), (y ·r0
)�(x0

) stands for

(y ·r0
)�(x0

) := y
1

@
x1�(x

0
) + y

2

@
x2�(x

0
) for a.e. x0 2 R2 and y 2 Q.

We write (r0
)

?� to indicate the map

(r0
)

?�(x0
) := (�@

x2�(x
0
), @

x1�(x
0
)) for a.e. x0 2 R2.

We denote by Mn⇥m the set of real-valued matrices with n rows and m columns and by
SO(3) the set of proper rotations, that is

SO(3) := {R 2 M3⇥3

: RTR = Id and detR = 1}.

9
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Given a matrix M 2 M3⇥3, M 0 stands for the 3 ⇥ 2 submatrix of M given by its first two
columns. For every M 2 Mn⇥n, symM is the the n⇥ n symmetrized matrix defined as

symM :=

M +MT

2

.

We adopt the convention that C designates a generic constant, whose value may change
from expression to expression in the same formula.

2.2 The Direct Method of the Calculus of Variations and
�–Convergence

In this section we present a brief introduction of the direct method of the calculus of varia-
tions and basic properties of �–convergence as motivation for work in Chapter 4.

Let (X, d) be a metric space and let f : X ! R be a function not identically equal to
1, where R is the extended real line, [�1,1]. The direct method provides conditions on
X and f to ensure the existence of a minimum point for f . Tonelli’s direct method may be
summarized in four steps ([41]) :

Step 1: Consider a minimizing sequence {u
n

} ⇢ X , that is, a sequence such that

lim

n!1
f(u

n

) = inf

u2X
f.

Step 2: Prove that {u
n

} admits a subsequence {u
nj} that converges with respect to some

(possibly weaker) topology ⌧ to some point u
0

2 X .

Step 3: Establish the sequential lower semi-continuity of F with respect to ⌧ .

Step 4: In view of Steps 1-3, conclude that u
0

is a minimum of f because

inf

u2X
f = lim

n!1
f(u

n

) = lim

j!1
f(u

nj) � f(u
0

) � inf

u2X
f.

We now turn our attention to describing the behavior of a family of minimum problems
depending on a parameter, for example,

inf{f
h

(u) : u 2 X
h

}

for h > 0. The goal is to approximate these problems by using a limit theory as h ! 0

leading to an “effective energy” f , with the limiting problem being described by

min{f(u) : u 2 X}.

A suitable notion of convergence for the family of functionals f
h

so that the limiting func-
tional may be treated using the direct method, as outlined above, is �–convergence. A more
detailed explanation can be found in [17].

Next we define De Giorgi’s notion of �–convergence and state some of its basic prop-
erties (see [17, 31, 35, 36]).
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Definition 2.2.1. (�–convergence of a sequence of functionals). We say that a sequence
f
n

: X ! R �–converges in X to f : X ! R if for all x 2 X we have
(i.) (lim inf inequality) for every sequence {x

n

} converging to x

f(x)  lim inf

n!1
f
n

(x
n

);

(ii.) (lim sup inequality) there exists a sequence {x
n

} converging to x such that

f(x) � lim sup

n!1
f
n

(x
n

).

The function f is called the �–limit of {f
n

} and we write f = �� lim

n!1 f
n

.
For every h > 0 let f

h

be a functional over X with values in R, f
h

: X ! R.
Definition 2.2.2. (�–convergence of a family of functionals). A functional f is said to be
the �� lim of {f

h

}
h

with respect to the metric d, as h ! 0, if for every sequence h
n

! 0

f = �� lim inf

n!1
f
hn ,

and we write

f = �� lim inf

h!0

f
h

.

Proposition 2.2.3. [17, Prop.1.28] If f = �� lim

h!0

f
h

, then f is lower semi-continuous.
If (X, d) is a separable metric space then the following compactness property holds.

Theorem 2.2.4. [17, Prop. 1.42] For each sequence {h
n

}
n

there exists a subsequence
{h

nj}j such that �� lim

j!1 f
nj exists.

Definition 2.2.5. A family of functionals {f
h

} is said to be equi-coercive if for every real
number � there exists a compact set K

�

in X such that for each sequence "
n

! 0,

{x 2 X : f
hn(u)  �} ⇢ K

�

for every n 2 N.
The following is one of the most important properties of �–convergence: the conver-

gence of (almost) minimizers of a family of functionals to the minimum of a limiting func-
tional, under appropriate assumptions.
Theorem 2.2.6. [35, Thm. 2.6] If {f

h

}
h

is a family of equi-coercive functionals on X and
if

f = �� lim

h!0

f
h

,

then the functional f has a minimum on X and

min

x2X
f(x) = lim

h!0

inf

x2X
f
h

(x).

Moreover, given h
n

! 0 and {x
n

}
n

a converging sequence such that

lim

n!1
f
hn(xn

) = lim

n!1
inf

x2X
f
hn(x), (2.2.1)

then its limit is a minimum point for f on X .
If (2.2.1) holds, then {u

n

}
n

is said to be a sequence of almost-minimizers for f .
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2.3 Some Useful Compactness Results
While in Chapter 4 we deal with weak convergence in reflexive spaces, in Chapter 3 we
work in L1, and we will need to invoke equi-integrability:

Definition 2.3.1. A family F of measurable functions f : U ! [�1,+1] is said to be
equi-integrable if for every " > 0 there exists � > 0 such thatˆ

E

|f | dx  "

for all f 2 F and for every measurable set E ⇢ U such that |E|  �

We recall the Dunford-Pettis criterion for compactness in L1 (see e.g. [41, Prop. 2.82]).

Theorem 2.3.2 (Dunford-Pettis). A family F ⇢ L1

(U) is weakly sequentially precompact
if and only if

(i) F is bounded in L1

(U),

(ii) F is equi-integrable,

(iii) for every ⌘ > 0 there exists a measurable set E ⇢ U with |E| < +1 such that

sup

f2F

ˆ
U\E

|f | dx  ⌘. (2.3.1)

Remark 2.3.3. By the regularity properties of LN , it can be shown that assuming con-
ditions (ii) and (iii) is equivalent to assuming (ii) and (iii’), where in (iii’) E is an open
bounded set of finite measure.

Next we present a preliminary result which will allow us to deduce compactness for
sequences of deformations satisfying the uniform energy estimate (4.1.1). We recall [45,
Theorem 4.1], which provides a characterization of limits of deformations whose scaled
gradients are uniformly close in the L2-norm to the set of proper rotations.

Theorem 2.3.4. Let {uh} ⇢ W 1,2

(⌦;R3

) be such that

lim sup

h!0

1

h2

ˆ
⌦

dist2(r
h

uh

(x), SO(3)) dx < +1. (2.3.2)

Then, there exists a map u 2 W 2,2

(!;R3

) such that, up to the extraction of a (not relabeled)
subsequence,

uh �
 
⌦

uh

(x) dx ! u strongly in L2

(⌦;R3

)

r
h

uh ! (r0u|n
u

) strongly in L2

(⌦;M3⇥3

),

with
@
x↵u(x

0
) · @

x�
u(x0

) = �
↵,�

for a.e. x0 2 !, ↵, � 2 {1, 2} (2.3.3)
and

n
u

(x0
) := @

x1u(x
0
) ^ @

x2u(x
0
) for a.e. x0 2 !. (2.3.4)
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2.4 Multiscale Convergence
We recall the definitions of two-scale convergence and three-scale convergence, as intro-
duced in [4]. For a detailed treatment of two-scale convergence we refer to, e.g., [4,66,74].
The main results on multiscale convergence may be found in [5,9,38,39]. We recall that U
is an open subset of RN and Y = (0, 1)N .

Definition 2.4.1. Let {u
"

} ⇢ Lp

(U) where 1  p  +1. Then {u
"

} two-scale converges

to a function u
0

2 Lp

(U ⇥ Y ), and we write u
"

2�s

�* u
0

, if

lim

"!0

ˆ
U

u
"

(x) 
⇣

x,
x

"

⌘

dx =

ˆ
U

ˆ
Y

u
0

(x, y) (x, y) dy dx (2.4.1)

for all  2 C1
c

[U ;C1
per

(Y )].

We say that {u
"

} converges strongly two-scale to u
0

2 Lp

(U ⇥ Y ), and we write and

we write u
"

2�s

�! u, if

u
"

2�s

�* u weakly two-scale

and
ku

"

k
L

p
(U)

! kuk
L

p
(U⇥Y )

.

Let {u
"

} ⇢ Lp

(U) where 1  p  +1. Then {u
"

} three-scale converges to a function

u
0

2 Lp

(U ⇥ Y ⇥ Y ), and we write u
"

3�s

�* u
0

, if

lim

"!0

ˆ
U

u
"

(x) 
⇣

x,
x

"
,
x

"2

⌘

dx =

ˆ
U

ˆ
Y

ˆ
Y

u
0

(x, y, z) (x, y, z) dz dy dx (2.4.2)

for all  2 C1
c

[U ;C1
per

(Y ⇥ Y )].

We say that {u
"

} converges strongly three-scale to u
0

2 Lp

(U ⇥Y ⇥Y ), and we write

and we write u
"

3�s

�! u, if

u
"

3�s

�* u weakly three-scale

and
ku

"

k
L

p
(U)

! kuk
L

p
(U⇥Y⇥Y )

.

Remark 2.4.2. In the above Y may be replaced by (�1/2, 1/2)N . In the standard literature
Y is generally used, however, in Chapter 4 is it convenient for the use of other theorems to
consider periodicity cells centered at the grid point of R2. Thus, we will use the convention
of taking the periodicity cell to be Y in Chapter 3, and to be Q in Chapter 4.
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We now present the standard two-scale compactness result for p > 1, as proved by
Allaire in [4, Corollary 1.15].

Theorem 2.4.3. Let {u
"

} be a bounded sequence in Lp

(U), with 1 < p  +1. There
exists a function u

0

(x, y) in Lp

(U ⇥ Y ) such that, up to a subsequence, {u
"

} two-scale
converges to u

0

.

An analogous result holds for three-scale convergence.
In order to simplify the statement of Theorem 4.2.1 and its proof, we introduce the

definition of dr-3-scale convergence (dimension reduction three-scale convergence), i.e.,
3-scale convergence adapted to dimension reduction, inspired by S. Neukamm’s 2-scale
convergence adapted to dimension reduction (see [71]).

Definition 2.4.4. Let u 2 L2

(⌦⇥Q⇥Q) and {u
"

} ⇢ L2

(⌦). We say that {u
"

} converges

weakly dr-3-scale to u in L2

(⌦⇥Q⇥Q), and we write uh

dr�3�s

�* u, if
ˆ
⌦

u
"

(x)'
⇣

x,
x0

"
,
x0

"2

⌘

dx !
ˆ
⌦

ˆ
Q

ˆ
Q

u(x, y, z)'(x, y, z) dz dy dx

for every ' 2 C1
c

(⌦;C1
per

(Q⇥Q)).

Remark 2.4.5. We point out that dr-3-scale convergence is just a particular case of classi-
cal 3-scale convergence. Indeed, what sets apart dr-3-scale convergence from the classical
3-scale convergence is solely the fact that the test functions in Definition 2.4.4 depend on
x
3

but oscillate only in the cross-section !. In particular, if {u
"

} 2 L2

(⌦) and

u
"

dr�3�s

�* u weakly dr 3 scale

then {u
"

} is bounded in L2

(⌦). Therefore, by [5, Theorem 1.1] there exists ⇠ 2 L2

(⌦⇥(Q⇥
(�1

2

, 1
2

))⇥ (Q⇥ (�1

2

, 1
2

))) such that, up to the extraction of a (not relabeled) subsequence,

u
"

3�s

�* ⇠ weakly 3-scale ,

that is u
"

weakly 3-scale converges to ⇠ in L2

(⌦⇥ (Q⇥ (�1

2

, 1
2

))⇥ (Q⇥ (�1

2

, 1
2

))) (in the
sense of classical 3-scale convergence). Hence, the dr-3-scale limit, u, and the classical
3-scale limit, ⇠, are related by

u(x, y, z) =

ˆ 1

2

�1

2

ˆ 1

2

�1

2

⇠(x, y, z, ⌘, ⌧) d⌘ d⌧ for a.e. x 2 ! and y, z 2 Q.

We now characterize the limits of scaled gradients in the multiscale setting adapted to
dimension reduction.
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Theorem 2.4.6. Let u, uh 2 W 1,2

(⌦) be such that

uh * u weakly in W 1,2

(⌦)

and
lim sup

h!0

ˆ
⌦

|r
h

uh

(x)|2 dx < 1.

Then u is independent of x
3

. Moreover, there exist u
1

2 L2

(⌦;W 1,2

per

(Q)), u
2

2 L2

(⌦ ⇥
Q;W 1,2

per

(Q)), and ū 2 L2

�

! ⇥ Q ⇥ Q;W 1,2

�

� 1

2

, 1
2

��

such that, up to the extraction of a
(not relabeled) subsequence,

r
h

uh

dr�3�s

�*
�

r0u+r
y

u
1

+r
z

u
2

�

�

�

@
x3ū
�

weakly dr-3-scale.

Moreover,

(i) if �
1

= �
2

= +1 (i.e. "(h) << h), then @
yi ū = @

zi ū = 0, for i = 1, 2;

(ii) if 0 < �
1

< +1 and �
2

= +1 (i.e. "(h) ⇠ h), then

ū =

u
1

�
1

;

(iii) if �
1

= 0 and �
2

= +1 (i.e. h << "(h) << h
1

2 ), then

@
x3u1

= 0 and @
zi ū = 0, i = 1, 2.

We omit the proof of Theorem 2.4.6 as it is a simple generalization of the arguments in
[71, Theorem 6.3.3].

Next we present some properties of sequences having unbounded L2 norms but whose
oscillations on the scale " or "2 are uniformly controlled. Arguing as in [57, Lemmas
3.6–3.8], we highlight the multiscale oscillatory behavior of our sequences by testing them
against products of maps with compact support and oscillatory functions with vanishing
average in their periodicity cell. In the proof of Theorem 4.2.1 we refer to [57, Proposition
3.2] and [83, Proposition 3.2], so for simplicity we introduce the notation needed in those
papers.

Definition 2.4.7. Let ˜f 2 L2

(! ⇥Q) be such that
ˆ
Q

˜f(·, y) dy = 0 a.e. in !.

We write
fh

osc,Y

�* ˜f
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if

lim

h!0

ˆ
!

fh

(x0
)'(x0

)g
⇣ x0

"(h)

⌘

dx0
=

ˆ
!

ˆ
Q

˜f(x0, y)'(x0
)g(y) dy dx0

for every ' 2 C1
c

(!) and g 2 C1
per

(Q), with
´
Q

g(y) dy = 0.

Let {fh} ⇢ L2

(!) and let ˜

˜f 2 L2

(! ⇥Q⇥Q) be such thatˆ
Q

˜

˜f(·, ·, z) dz = 0 a.e. in ! ⇥Q.

We write
fh

osc,Z

�* ˜

˜f

if

lim

h!0

ˆ
!

fh

(x0
) 
⇣

x0,
x0

"(h)

⌘

'
⇣ x0

"2(h)

⌘

dx0
=

ˆ
!

ˆ
Q

ˆ
Q

˜

˜f(x0, y, z) (x0, y)'(z) dz dy dx0

for every  2 C1
c

(!;C1
per

(Q)) and ' 2 C1
per

(Q), with
´
Q

'(z) dz = 0.

Remark 2.4.8. As a direct consequence of the definition of multiscale convergence and
density arguments, if {fh} ⇢ L2

(!), then

fh

2�s

�* f weakly 2-scale

if and only if

fh

(x)
osc,Y

�* f(x)�
ˆ
Q

f(x, y) dy.

Analogously,

fh

3�s

�* ˜f weakly 3-scale

if and only if

fh

(x)
osc,Z

�* ˜f �
ˆ
Q

˜f(x, y, z) dz.

We recall finally [57, Lemma 3.7 and Lemma 3.8].

Lemma 2.4.9. Let {fh} ⇢ L1
(!) and f 0 2 L1

(!) be such that

fh

⇤
* f 0 weakly-* in L1

(!).

Assume that fh are constant on each cube Q("(h)z, "(h)), with z 2 Z2. If f 0 2 W 1,2

(!),
then

fh

"(h)

osc,Y

�* �(y ·r0
)f 0.
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Lemma 2.4.10. Let {fh} ⇢ W 1,2

(!), f 0 2 W 1,2

(!), and � 2 L2

(!;W 1,2

per

(Q)) be such
that

fh * f 0 weakly in W 1,2

(!),

and
r0fh

2�s

�* r0f 0

+r
y

� weakly 2-scale,

with
´
Q

�(x0, y) dy = 0 for a.e. x0 2 !. Then,

fh

"(h)

osc,Y

�* �.

We conclude this section with a result that will play a key role in the identification of
the limit elastic stress, and in the proof of the liminf and limsup inequalities (1.2.3) and
(1.2.4). We omit its proof, as it follows by [73, Lemma 4.3].

Lemma 2.4.11. Let Q : R2 ⇥ R2 ⇥M3⇥3 ! [0,+1) be such that

(i) Q(y, z, ·) is continuous for a.e. y, z 2 R2,

(ii) Q(·, ·, F ) is Q⇥Q-periodic and measurable for every F 2 M3⇥3,

(iii) for a.e. y, z 2 R2, the map Q(y, z, ·) is quadratic on M3⇥3

sym

, and satisfies

1

C
|symF|2  Q(y, z, F ) = Q(y, z, symF)  C|symF|2

for all F 2 M3⇥3, and some C > 0.

Let {Eh} ⇢ L2

(⌦;M3⇥3

) and E 2 L2

(⌦⇥Q⇥Q;M3⇥3

) be such that

Eh

dr�3�s

�* E weakly dr-3-scale.

Then

lim inf

h!0

ˆ
⌦

Q
⇣ x0

"(h)
,

x0

"2(h)
, Eh

(x)
⌘

dx �
ˆ
⌦

ˆ
Q

ˆ
Q

Q(y, z, E(x, y, z)) dz dy dx.

If in addition

Eh

dr�3�s

�! E strongly dr-3-scale,

then

lim

h!0

ˆ
⌦

Q
⇣ x0

"(h)
,

x0

"2(h)
, Eh

(x)
⌘

dx =

ˆ
⌦

ˆ
Q

ˆ
Q

Q(y, z, E(x, y, z)) dz dy dx.
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Chapter 3

A Note on Two Scale Compactness for
p=1

If a sequence {u
"

} in Lp

(U) two-scale converges for 1 < p  +1, since we may consider
C1

c

(U) as a subset of C1
c

[U ;C1
per

(Y )] and as C1
c

(U) is dense in Lp

0
(U), then we also

know, from [4], that u
"

*
´
Y

u
0

(x, y)dy in Lp

(U) ( ?

* if p = +1). This argument does
not apply to p = 1, because C1

c

(U) is not dense in L1
(U). However, this is a property

we would like to preserve for two-scale compactness theorem for L1 functions. Hence, we
assume the Dunford-Pettis criterion for weak sequential compactness in L1

(U) (see [41])
on {u

"

} in our main theorem.

3.1 Method Using Two-Scale Compactness for p > 1

Our first proof relies on the two-scale compactness result for p > 1, Theorem 2.4.3. We
are able to use this result to prove the following:

Proposition 3.1.1. Let U be an open subset of RN with |U | < +1. If {u
"

} ⇢ L1

(U) is
a bounded equi-integrable sequence, then there exists a subsequence (not relabeled) such
that {u

"

} two-scale converges to u
0

2 L1

(U ⇥ Y ).

Proof. For M > 0, let ⌧
M

be the truncating operator ⌧
M

: L1

(U) ! L1

(U) defined by

⌧
M

u (x) :=

8

>

<

>

:

u(x) if |u(x)|  M,

M if u(x) > M,

�M if u(x) < �M,

where u 2 L1

(U). Since |U | < +1, if u 2 L1

(U) then ⌧
M

u 2 \
1<p<+1Lp

(U) and (iii)
in Theorem 2.3.2 is trivially satisfied. Equi-integrability of {u

"

} and Theorem 2.3.2 imply
that there exists a weakly convergent subsequence and so, without loss of generality, we
assume that u

"

* ū in L1

(U) for some ū 2 L1

(U).

19
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Step 1: Consider first the case in which u
"

� 0 a.e. in U and for all " > 0. Fix M > 0.

By Theorem 1.2 in [4] we know that, up to a subsequence (not relabeled), {⌧
M

u
"

}
2�s

�* u
M

for some u
M

2 L2

(U ⇥ Y ), i.e.,

lim

"!0

ˆ
U

⌧
M

u
"

(x) 
⇣

x,
x

"

⌘

dx =

ˆ
U

ˆ
Y

u
M

(x, y) (x, y) dydx

for all  2 C1
c

[U ;C1
per

(Y )]. From this we deduce that u
M

� 0.
We will extract a two-scale convergent subsequence as follows: For M = 1 let

{u
"

(1)} be a subsequence of {u
"

} such that {⌧
1

u
"

(1)} two-scale converges to a function
u
1

2 L2

(U ⇥ Y ). Recursively, for M > 1, M 2 N, apply the compactness theorem
for p = 2 in [4] to the sequence {⌧

M

u
"

(M�1)} to obtain {u
"

(M)} ⇢ {u
"

(M�1)} such that
{⌧

M

u
"

(M)} two-scale converges to some u
M

2 L2

(U ⇥ Y ). Since {"(M+1)} is a sub-

sequence of {"(M)}, we have that ⌧
M

u
"

(M+1)

2�s

�* u
M

. In turn, as u
"

� 0 a.e., then
⌧
M+1

u
"

(M+1) � ⌧
M

u
"

(M+1) , and thus, passing the the two-scale limit we conclude that
u
M+1

� u
M

a.e. Let

u+

(x, y) := sup

M

u
M

(x, y) = lim

M!+1
u
M

(x, y). (3.1.1)

Next we show that u+ 2 L1

(U ⇥Y ). Consider an increasing sequence of test functions
{'

n

} ⇢ C1
0

(U ; [0, 1]) such that '
n

⌘ 1 in {x 2 U : dist(x, @U) > 1

n

} \ B(0, n) and
'
n

⌘ 0 in {x 2 U : dist(x, @U)  1

2n

} [ (RN \B(0, n+ 1)). Then '
n

2 C1
c

[U ;C
per

(Y )]

and

+1 > lim sup

"!0

ˆ
U

u
"

dx � lim sup

"

(M)!0

ˆ
U

⌧
M

u
"

(M)(x) dx

� lim

"

(M)!0

ˆ
U

⌧
M

u
"

(M)(x)'
n

(x) dx =

ˆ
U

ˆ
Y

u
M

(x, y)'
n

(x) dydx

for all M,n 2 N. Taking the limit first in n as n ! +1, and applying the Monotone
Convergence Theorem, we obtain

+1 > lim sup

"!0

ˆ
U

u
"

dx �
ˆ
U

ˆ
Y

u
M

(x, y) dydx,

and next taking the limit in M as M ! +1, by (3.1.1) we deduce

+1 > lim sup

"!0

ˆ
U

u
"

dx �
ˆ
U

ˆ
Y

u+

(x, y) dydx. (3.1.2)

Hence, as u+ is non-negative, u+ 2 L1

(U ⇥ Y ).
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We claim that, up to a subsequence, for all  2 C1
c

⇥

U ;C1
per

(Y )

⇤

lim

"!0

+

ˆ
U

u
"

(x) 
⇣

x,
x

"

⌘

dx =

ˆ
U

ˆ
Y

u+

(x, y) (x, y) dydx.

Fix  2 C1
c

[U ;C1
per

(y)]. We have
ˆ
U

u
"

(x) 
⇣

x,
x

"

⌘

dx�
ˆ
U

ˆ
Y

u+

(x, y) (x, y) dydx

=

ˆ
U

⌧
M

u
"

(x) 
⇣

x,
x

"

⌘

dx�
ˆ
U

ˆ
Y

u
M

(x, y) (x, y) dydx

+

ˆ
U

ˆ
Y

�

u
M

(x, y)� u+

(x, y)
�

 (x, y) dydx

+

ˆ
U

(u
"

(x)� ⌧
M

u
"

(x)) 
⇣

x,
x

"

⌘

dx.

First, we analyze the convergence of the first difference in the right hand side above.
Consider the diagonalizing sequence {"̂} where "̂

j

:= "(j)
j

, the jth element of the subse-
quence {"(j)}. We claim that

lim

"̂!0

+

�

�

�

�

ˆ
U

⌧
M

u
"̂

(x) 
⇣

x,
x

"̂

⌘

dx�
ˆ
U

ˆ
Y

u
M

(x, y) (x, y) dydx

�

�

�

�

= 0 (3.1.3)

for all M. This can be easily seen by observing that for j > M , {"̂
j

} is a subsequence of
{"(M)}. Hence,

lim

"̂!0

+

ˆ
U

⌧
M

u
"̂

(x) 
⇣

x,
x

"̂

⌘

dx = lim

"

(M)!0

+

ˆ
U

⌧
M

u
"

(M)(x) 
⇣

x,
x

"(M)

⌘

dx

=

ˆ
U

ˆ
Y

u
M

(x, y) (x, y) dxdy,

proving (3.1.3). We conclude that

lim

"̂!0

+

�

�

�

�

ˆ
U

u
"̂

(x) 
⇣

x,
x

"̂

⌘

dx�
ˆ
U

ˆ
Y

u+

(x, y) (x, y) dydx

�

�

�

�

 || ||
L

1
(U⇥Y )

lim

M!1

ˆ
U

ˆ
Y

�

u+

(x, y)� u
M

(x, y)
�

dydx (3.1.4)

+sup

">0

ˆ
U

(u
"

(x)� ⌧
M

u
"

(x)) dx

�

.

From (3.1.1), taking into account that u+ 2 L1

(U ⇥ Y ), we have by the Monotone
Convergence Theorem,

lim

M!1

ˆ
U

ˆ
Y

�

u+

(x, y)� u
M

(x, y)
�

dydx = 0.
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Also,

sup

">0

ˆ
U

(u
"

(x)� ⌧
M

u
"

(x)) dx  sup

">0

ˆ
{u">M}

u
"

(x) dx,

so using the equi-integrability of {u
"

} and the fact that |U | < +1, we conclude that

lim

M!1

ˆ
U

(u
"

(x)� ⌧
M

u
"

(x)) dx = 0.

By (3.1.4), this concludes the proof.

Step 2: In this case the sequence {u
"

} may take both positive and negative values. The
positive and negative parts of these functions can be considered separately, precisely, let
u+

"

:= u
"

�{u"�0} and u�
"

:= �u
"

�{u"0}. Then for all ", u
"

= u+

"

� u�
"

, where u+

"

� 0 and
u�
"

� 0. From the previous step, there exists a subsequence {"̂+} ⇢ {"} such that {u
"̂

+}
two-scale converges to some u+ 2 L1

(U ⇥ Y ). Applying that step again we can extract an
additional subsequence {"̂�} ⇢ {"̂+} such that {u

"̂

�} two-scale converges to some u� 2
L1

(U ⇥ Y ). Let u
0

:= u+ � u�. Then u
0

2 L1

(U ⇥ Y ), and for all  2 C1
c

[U ;C1
per

(Y )]

lim

"̂

�!0

+

�

�

�

�

ˆ
U

u
"̂

�
(x) 

⇣

x,
x

"̂�

⌘

dx�
ˆ
U

ˆ
Y

u
0

(x, y) (x, y) dydx

�

�

�

�

 lim

"̂

�!0

+

�

�

�

�

ˆ
U

u+

"̂

� 
⇣

x,
x

"̂�

⌘

dx�
ˆ
U

ˆ
Y

u+

(x, y) (x, y) dydx

�

�

�

�

+ lim

"̂

�!0

+

�

�

�

�

ˆ
U

u�
"̂

�(x) 
⇣

x,
x

"̂�

⌘

dx�
ˆ
U

ˆ
Y

u�
(x, y) (x, y) dydx

�

�

�

�

= 0.

Now that we have established two-scale compactness assuming that U is of finite mea-
sure, we may use this result in order to prove Theorem 1.1.1.

First Proof of Theorem 1.1.1. For each k 2 N let E
k

⇢ U be open and such that |E
k

| <
+1, E

k�1

⇢ E
k

, and

sup

">0

ˆ
U\Ek

|u
"

(x)| dx <
1

k
.

Step 1: Again, we first address the case in which u
"

� 0 a.e. in U . By Proposition 3.1.1,
for k = 1 there exists a subsequence {"(1)} ⇢ {"} such that {u

"

(1)} two scale converges in
L1 to some u+

1

2 L1

(E
1

⇥ Y ) with
ˆ
E1⇥Y

u+

1

(x, y) dydx  lim sup

"!0

ˆ
E1

u
"

dx  lim sup

"!0

ˆ
U

u
"

dx =: C < +1
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where we have used (3.1.2). For k > 1 extract {"(k)} ⇢ {"(k�1)} such that u
"

(k)

2�s

�* u+

k

for some u+

k

2 L1

(E
k

⇥ Y ) withˆ
Ek⇥Y

u+

k

(x, y) dydx  C. (3.1.5)

The function u+

k

can be extended to be a function in L1

(U ⇥ Y ) by setting it to be zero on
(U \E

k

)⇥Y . Consider the diagonalizing subsequence {"̂} where "̂
j

:= "(j)
j

, the jth element
of the subsequence {"(j)}. We prove that u+

k

 u+

j

if k  j. Let  2 C1
c

⇥

E
k

;C1
per

(Y )

⇤

and define ˆ 2 C1
c

[E
j

;C1
per

(Y )] by ˆ =  in E
k

and ˆ = 0 on E
j

\ E
k

. Then
ˆ
Ek

ˆ
Y

u+

j

(x, y) (x, y) dydx =

ˆ
Ej

ˆ
Y

u+

j

(x, y) ˆ (x, y) dydx

= lim

"̂!0

ˆ
Ej

u
"̂

(x) ˆ 
⇣

x,
x

"̂

⌘

dx = lim

"̂!0

ˆ
Ek

u
"̂

(x) 
⇣

x,
x

"̂

⌘

dx

=

ˆ
Ek

ˆ
Y

u+

k

(x, y) (x, y) dydx

and we conclude that u+

j

= u+

k

a.e. in E
k

⇥ Y . The claim now follows by observing that
0 = u+

k

 u+

j

on U \ E
k

. Set u+

:= sup

k

u+

k

= lim

k!1 u+

k

. By (3.1.5),
ˆ
U⇥Y

u+

(x, y) dydx = lim

k!1

ˆ
U⇥Y

u+

k

(x, y) dydx

= lim

k!1

ˆ
Ek⇥Y

u+

k

(x, y) dydx  C < +1.

Hence u+ 2 L1

(U ⇥ Y ).
We claim that {u

"̂

} two-scale converges to u+. Let  2 C1
c

[U ;C1
per

] be given. We
have for all k 2 N
�

�

�

�

ˆ
U

u
"̂

(x)  
⇣

x,
x

"̂

⌘

dx�
ˆ
U

ˆ
Y

u+

(x, y) (x, y) dydx

�

�

�

�


�

�

�

�

ˆ
Ek

u
"̂

(x) 
⇣

x,
x

"̂

⌘

dx�
ˆ
Ek

ˆ
Y

u+

k

(x, y) (x, y) dydx

�

�

�

�

+

�

�

�

�

ˆ
Ek

ˆ
Y

u+

(x, y)� u+

k

(x, y)dydx

�

�

�

�

+

�

�

�

�

ˆ
U\Ek

u
"̂

(x) 
⇣

x,
x

"̂

⌘

dx�
ˆ
U\Ek

ˆ
Y

u+

(x, y) (x, y) dydx

�

�

�

�

. (3.1.6)

For a fixed k 2 N, recall that {"̂
j

}1
j=k

⇢ {"(k)
j

}1
j=k

so u
"̂

2�s

�* u+

k

, and thus

lim

"̂!0

�

�

�

�

ˆ
Ek

u
"̂

(x) 
⇣

x,
x

"̂

⌘

dx�
ˆ
Ek

ˆ
Y

u+

k

(x, y) (x, y) dydx

�

�

�

�

= 0.
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Also, recall that u+

k

= u+ in E
k

, therefore
�

�

�

�

ˆ
Ek

ˆ
Y

u+

(x, y)� u+

k

(x, y) dydx

�

�

�

�

= 0.

Moreover, by the Monotone Convergence Theorem and as u
"̂

* u+

j

in L1

(E
j

),
ˆ
U\Ek

ˆ
Y

u+

(x, y) dydx = lim

j!1

ˆ
(U\Ek)\Ej

ˆ
Y

u+

j

(x, y) dydx

= lim

j!1
lim

"̂!0

ˆ
(U\Ek)\Ej

u
"̂

(x) dx  sup

"

ˆ
U\Ek

u
"

(x) dx  1

k
.

Also,
�

�

�

�

ˆ
U\Ek

u
"̂

(x) 
⇣

x,
x

"̂

⌘

dx�
ˆ
U\Ek

ˆ
Y

u+

(x, y) (x, y) dydx

�

�

�

�

 2|| ||
L

1
(U⇥Y )

sup

">0

ˆ
U\Ek

u
"

(x) dx 
2|| ||

L

1
(U⇥Y )

k
.

By first taking the limit "̂! 1 and then the limit k ! 1 in (3.1.6) we obtain

lim

"̂!1

�

�

�

�

ˆ
U

u
"̂

(x) 
⇣

x,
x

"̂

⌘

dx�
ˆ
U

ˆ
Y

u+

(x, y) (x, y) dydx

�

�

�

�

= 0,

and thus {u
"̂

} two-scale converges in L1 to u+.

Step 2: A similar argument as in the previous proof can be used for the case in which u
"

may also take negative values.

Lastly, we notice that should a weak limit, ū
0

, of {u
"

} exist, then for all ' 2 C1
c

(U)

ˆ
U

'(x)ū
0

(x) dx = lim

"!0

ˆ
U

'(x)u
"

(x) dx =

ˆ
U

'(x)

ˆ
Y

u
0

(x, y) dydx. (3.1.7)

From this we see that ū
0

(x) =
´
Y

u
0

(x, y)dy a.e. x 2 U . From Theorem 2.3.2 we know
that {u

"

} is weakly sequentially precompact and from (3.1.7) it is easy to see that ū
0

(x)*´
Y

u
0

(x, y)dy.

3.2 The Measure Approach
In [6] Amar defines two-scale convergence of measures. We will denote by M(U) the set

of all signed Radon measures on U , C
0

(U ;RN

) is the space of all continuous functions that
vanish on the boundary of U , and C

0

[U ;C
per

(Y )] is the space of all continuous functions
' : U ! C

per

(Y ) that vanish on @U (see [6]).
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Definition 3.2.1. A sequence of measures {µ
"

} ⇢ M(U) is said to two-scale converge to
a measure µ

0

2 M(U ⇥ Y ) if for any function ' 2 C
0

[U ;C
per

(Y )] we have

lim

"!0

+

ˆ
U

'
⇣

x,
x

"

⌘

dµ
"

(x) =

ˆ
U⇥Y

'(x, y) dµ
0

(x, y). (3.2.1)

Using an argument similar to that of Allaire in [4], if U is an open bounded subset
of RN with Lipschitz continuous boundary @U , then the following compactness result for
measures is obtained in Theorem 3.5 in [6].

Theorem 3.2.2. Every bounded sequence of measures {µ
"

}
"

2 M(U), admits a subse-
quence {µ

"h
}
h

which two-scale converges to a measure µ
0

2 M(U ⇥ Y ).

We remark that the boundedness of U and the Lipschitz continuity of its boundary are
not used in the proof of this result in Theorem 3.5 in [6]. Using this theorem we provide
an alternate proof for the two-scale compactness of sequences bounded in L1

(U). We will
use the following lemma.

Lemma 3.2.3. Let � be a finite positive Radon measure on an open subset U ⇢ RN . Then
� is absolutely continuous with respect to LN ( � << LN ) if and only if for all " > 0 there
exists a � > 0 such that for all ' 2 C1

c

(U ; [0, 1]) with |supp(')| < �

ˆ
U

'(x) d�(x) < ".

Proof. First assume that � << LN . Then, for all " > 0 there exists � > 0 such that
�(A) < " for all measurable sets A such that |A| < �. Let ' 2 C1

c

(U ; [0, 1]) be such that
|supp(')| < �, and let A := supp('). Then

ˆ
U

'(x)d�(x) 
ˆ
A

d�(x) = �(A) < ".

Now, assume the alternate condition. Fix " > 0 and choose � > 0 such that for all
' 2 C1

c

(U ; [0, 1]) with |supp(')| < �

ˆ
U

'(x) d�(x) <
"

2

.

As � is a Radon measure, every Borel set in U is outer regular and every open set in U is
inner regular. Let A ✓ U be a Borel set such that |A| < �

2

. We claim that �(A)  ". By
the outer regularity of �, there exists an open set E, with A ✓ E and |E| < 2

3

�. We may
use the inner regularity of � to find a compact set K ⇢ E such that

�(E)  �(K) +

"

2

. (3.2.2)
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As K is compact and E is open, there exists a function ' 2 C1
c

(U ; [0, 1]) such that ' = 1

on K and ' = 0 outside E. Then

�(K) 
ˆ
U

'(x) d�(x)  "

2

, (3.2.3)

where in the second inequality we have used the assumption. Hence, by (3.2.2) and (3.2.3),

�(A)  �(E)  "

2

+

"

2

= "

and this concludes the proof that � is absolutely continuous with respect to LN .

Second Proof of Theorem 1.1.1. Step 1: Assume that u
"

� 0 a.e. in U . By Theorem 3.2.2

there exists a finite Radon measure � such that u
"

LNbU
2�s

�* �. Note that, by (3.2.1),´
U⇥Y

'(x, y)d�(x, y) � 0 for all ' 2 C1
c

[U ;C
per

(Y )] such that ' � 0, so � is a positive
Radon measure.

We claim that � is absolutely continuous with respect to L2NbU ⇥ Y , and for this
purpose we will use Lemma 3.2.3. Fix ⌘ > 0. By equi-integrability there exists � > 0 such
that for all measurable A ⇢ U such that |A| < �,

sup

">0

ˆ
A

u
"

(x) dx < ⌘. (3.2.4)

Let ' 2 C1
c

(U ⇥ Y ; [0, 1]).
First let us assume that supp(') ✓ A ⇥ B ✓ U ⇥ Y where A := x

0

+ (�⇢, ⇢)N for
some x

0

2 U , B := y
0

+ (�⇢, ⇢)N for some y
0

2 Y , and ⇢ > 0. We can take, without loss
of generality, ⇢ > ". Note also that |A| = 2

N⇢N . Extend ' periodically in the variable y
with period Y so that ' is an admissible test function for two-scale convergence. Then, for
any " > 0

supp
⇣

'
⇣

·, ·
"

⌘⌘

✓
n

x 2 U : x 2 A and
x

"
2 k +B, k 2 ZN

o

,

so
�

�

�

supp '
⇣

·, ·
"

⌘

�

�

�


X

k2ZN
:A\{"k+"B} 6=;

|"k + "B| =
X

k2ZN
:A\{"k+"B} 6=;

"N |B|. (3.2.5)

Now, if k = (k
1

, k
2

, ..., k
N

) 2 ZN is such that A\ {"k+ "B} 6= ;, then there exists b 2 B,
with b = (b

1

, ..., b
N

) such that "k 2 A� "b or, equivalently, there exist s
i

2 (�⇢, ⇢) (where
b
i

= y
0,i

+ s
i

) such that

"k
i

2 (x
0,i

� ⇢� "(y
0,i

+ s
i

), x
0,i

+ ⇢� "(y
0,i

+ s
i

)) .

This is equivalent to

k
i

2 X
i,"

+

✓

�⇢
"

� s
i

,
⇢

"
� s

i

◆

with X
i,"

:=

x
0,i

"
� y

0,i

.
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Therefore, the number of integer valued vectors in ZN such that A \ {"k + "B} 6= ; is

at most the number of integer valued vectors in X +

⇣

�⇢
"
� ⇢,

⇢

"
+ ⇢
⌘

N

with X 2 RN ,

which is the number of k 2 ZN such that k 2
⇣

�⇢
"
� ⇢,

⇢

"
+ ⇢
⌘

N

⇢
✓

�2⇢

"
,
2⇢

"

◆

N

(here

we used the fact that ⇢ > "), and this is at most
✓

4⇢

"

◆

N

. In view of (3.2.5), we deduce that

�

�

�

supp
⇣

'
⇣

·, ·
"

⌘⌘

�

�

�

 4

N

⇢N

"N
"N |B| = 2

N |A||B|. (3.2.6)

Now let ' be a function in C1
c

(U⇥Y ; [0, 1]) such that for K := supp('), |K| < �

2

N+1

.
By the construction of the Lebesgue measure and the compactness of K, there exists a finite
cover of K by sets of the type A

i

⇥ B
i

:= (x
i

+ (�⇢
i

, ⇢
i

)

N

) ⇥ (y
i

+ (�⇢
i

, ⇢
i

)

N

), ⇢
i

> 0,
x
i

2 U , y
i

2 Y , such that E ✓
S

m

i=1

A
i

⇥ B
i

⇢ U ⇥ Y and
m

X

i=1

|A
i

⇥ B
i

| =
m

X

i=1

|A
i

||B
i

| < �

2

N

.

Set ⇢
0

:= min{⇢
i

: i = 1, 2, ...,m}. Then, for " < ⇢
0

and by (3.2.6),
�

�

�

supp
⇣

'
⇣

·, ·
"

⌘⌘

�

�

�


m

X

i=1

�

�{z 2 U : z 2 A
i

and z 2 "k + "B
i

, k 2 ZN}
�

�

 2

N

m

X

i=1

|A
i

||B
i

| < �, (3.2.7)

and so, in view of (3.2.4) and (3.2.7), we haveˆ
U⇥Y

'(x, y) d�(x, y) = lim

"!0

ˆ
U

u
"

(x)'
⇣

x,
x

"

⌘

dx

 lim sup

"!0

ˆ
supp

(

'

(

·, ·"))
u
"

(x) dx < ⌘.

By Lemma 3.2.3 we deduce � << L2NbU ⇥ Y , and so by the Radon-Nikodym Theorem
there exists a function u

0

2 L1

(U ⇥ Y ) such that � = u
0

L2NbU ⇥ Y . Thus, for all
' 2 C1

c

[U ;C
per

(Y )]

lim

"!0

ˆ
U

'
⇣

x,
x

"

⌘

u
"

(x)dx =

ˆ
U⇥Y

'(x, y)u
0

(x, y)dydx,

and {u
"

} two scale converges in L1 to u
0

.
Step 2: The proof for the general case in which u

"

are allowed to take both positive and
negative values can be completed in the same manner as Step 2 of the proof of Proposition
3.1.1. From here, it is also easy to see that ū

0

(x) =
´
Y

u
0

(x, y)dy.
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3.3 Periodic Unfolding Approach
Recall that {u

"

} is a family of functions in L1

(U). For the following we will extend
u
"

by zero outside of U for convenience of notation. An alternate approach to the study
of two-scale convergence, the periodic unfolding introduced in [28], involves defining a
family of scale transformations S

"

: RN ⇥ [0, 1)N ! RN which, for " > 0, are defined by

S
"

(x, y) := "N (x/") + "y for (x, y) 2 RN ⇥ [0, 1)N , (3.3.1)

where

N (x) := (n̂(x
1

), ..., n̂(x
N

)) for x = (x
1

, ..., x
N

) 2 RN ,

and
n̂(s) := max{n 2 Z : n  s} for s 2 R.

Furthermore, let
r̂(s) := s� n̂(s) 2 [0, 1) for s 2 R

and
R(x) := x�N (x) 2 [0, 1)N for x 2 RN .

Using these scale transformations it is possible to define obtain a characterization of two-
scale convergence as follows (see [84] Proposition 2.5 and (1.9)).

Proposition 3.3.1. Let {u
"

} ⇢ L1

(U). Then

u
"

2�s

�* u
0

if and only if u
"

� S
"

* u
0

in L1

(RN ⇥ [0, 1)N). (3.3.2)

Additionally, we will use the following result in [84]:

Lemma 3.3.2. Let f be a function in L1

(RN

). Then for any " > 0

ˆ
RN

f (x) dx =

ˆ
RN⇥[0,1)

N

f (S
"

(x, y)) dxdy. (3.3.3)

For our last proof of Theorem 1.1.1, we present a modified version of the proof of two-
scale compactness by Visintin in [84], Proposition 3.2 (iii).

Third Proof of Theorem 1.1.1. From the periodic unfolding characterization (3.3.2) of two-
scale limits, it is sufficient to prove that if {u

"

} is weakly sequentially precompact in
L1

(RN

) then so is {u
"

� S
"

} in L1

(RN ⇥ [0, 1)N). In turn, the latter condition is equivalent
to {u

"

� S
"

} being weakly sequentially precompact in L1

(RN ⇥ Y ), therefore, in view of
Theorem 2.3.2 it is sufficient to check that conditions (i), (ii) and (iii) hold for the sequence
{u

"

� S
"

}. Additionally, we may assume, without loss of generality, that 0 < " < 1.
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(i) From (3.3.3) it is easily seen that if {u
"

} is bounded in L1

(U) then so is {u
"

�S
"

} in
L1

(RN ⇥ Y ).
(ii) By the de la Vallée-Poussin criterion, {u

"

} is equi-integrable if and only if there
exists a Borel function ' : R+ ! R+ such that

lim

t!+1

'(t)

t
= +1 and sup

"

ˆ
RN

'(|u
"

(x)|) dx < +1. (3.3.4)

By (3.3.3), ˆ
RN

'(|u
"

(x)|) dx =

ˆ
RN⇥Y

'(|u
"

(S
"

(x, y))|) dydx.

Therefore, the criterion (3.3.4) holds for {u
"

} in RN if and only if it holds for {u
"

� S
"

} in
Rn ⇥ Y .

(iii) Last we show that {u
"

� S
"

} also inherits property (iii) from {u
"

}, i.e., we claim
that for all ⌘ > 0 there exists a set E ⇢ RN ⇥ Y such that |E| < +1

sup

"

ˆ
(RN⇥Y )\E

|u
"

(S
"

(x, y))| dydx < ⌘.

Fix ⌘ > 0 and in view of Remark 2.3.3 let E
0

be open, bounded and such that

sup

"

ˆ
RN\E0

|u
"

(x)| dx < ⌘. (3.3.5)

Let E := (E
0

+ [�1, 1]N) ⇥ Y . Clearly |E| < +1, and we show that if (x, y) 2 (RN ⇥
Y )\E then S

"

(x, y) 2 RN \E
0

. Indeed, (RN ⇥Y )\E = (RN \(E
0

+[�1, 1]N))⇥Y , thus
the claim reduces to proving that if x 2 RN \ (E

0

+ [�1, 1]N) then S
"

(x, y) 2 RN \E
0

, or,
equivalently,

if S
"

(x, y) 2 E
0

then x 2 E
0

+ [�1, 1]N . (3.3.6)
From the definition of S

"

we know that

x = S
"

(x, y)� "
h

y �R
⇣x

"

⌘i

,

and "[y �R(

x

"

)] 2 [�1, 1]N , and this asserts (3.3.6). We conclude thatˆ
(RN⇥Y )\E

|u
"

(S
"

(x, y))| dydx =

ˆ
(RN\(E0+[�1,1]

N
))⇥Y

|u
"

(S
"

(x, y))| dydx


ˆ
RN⇥Y

�RN\E0
(S

"

(x, y)) |u
"

(S
"

(x, y))| dydx

=

ˆ
RN\E0

|u
"

(x)| dx < ⌘

where in the last equality we have used (3.3.3) and (3.3.5).
We have shown that {u

"

� S
"

} is relatively weakly sequentially compact in L1

(RN

),
therefore it admits a subsequence that converges weakly in L1

(RN

) which, by (3.3.2), is
equivalent to {u

"

} admitting, up to a subsequence, a two-scale limit.
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Chapter 4

Multiscale Homogenization in
Kirchhoff’s Nonlinear Plate Theory

4.1 Setting of the Problem
Let ! ⇢ R2 be a bounded Lipschitz domain whose boundary is piecewise C1. This regular-
ity assumption is only needed in Section 4.4, while the results in Sections 2.4–4.3 continue
to hold for every bounded Lipschitz domain ! ⇢ R2. We assume that the set

⌦

h

:= ! ⇥ (�h

2

, h
2

)

is the reference configuration of a nonlinearly elastic thin plate. In the sequel, {h} and
{"(h)} are monotone decreasing sequences of positive numbers, h ! 0, "(h) ! 0 as
h ! 0, such that the following limits exist

�
1

:= lim

h!0

h

"(h)
and �

2

:= lim

h!0

h

"2(h)
,

with �
1

, �
2

2 [0,+1]. There are five possible regimes: �
1

, �
2

= +1; 0 < �
1

< +1 and
�
2

= +1; �
1

= 0 and �
2

= +1; �
1

= 0 and 0 < �
2

< +1; �
1

= 0 and �
2

= 0. We focus
here on the first three regimes, that is, on the cases in which �

2

= +1.
For every deformation v 2 W 1,2

(⌦

h

;R3

), we consider its rescaled elastic energy

J h

(v) :=
1

h

ˆ
⌦h

W
⇣ x0

"(h)
,

x0

"2(h)
,rv(x)

⌘

dx,

where W : R2 ⇥ R2 ⇥ M3⇥3 ! [0,+1) represents the stored energy density of the
plate, and (y, z, F ) 7! W (y, z, F ) is measurable and Q-periodic in its first two variables,
i.e., with respect to y and z. We also assume that for a.e. y and z, the map W (y, z, ·) is
continuous and satisfies the following assumptions:

(H1) W (y, z, RF ) = W (y, z, F ) for every F 2 M3⇥3 and for all R 2 SO(3) (frame
indifference),

31
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(H2) W (y, z, F ) � C
1

dist2(F ;SO(3)) for every F 2 M3⇥3 and for some C
1

> 0 (nonde-
generacy),

(H3) there exists � > 0 such that W (y, z, F )  C
2

dist2(F ;SO(3)) for every F 2 M3⇥3

with dist(F ;SO(3)) < � and some C
2

> 0,

(H4) lim|G|!0

W (y,z,Id+G)�Q(y,z,G)

|G|2 = 0, where Q(y, z, ·) is a quadratic form on M3⇥3.

By assumptions (H1)–(H4) we obtain the following lemma, which guarantees the continu-
ity of the quadratic map Q introduced in (H4).

Lemma 4.1.1. Let W : R2 ⇥ R2 ⇥ M3⇥3 ! [0,+1) satisfy (H1)–(H4) and let Q :

R2 ⇥ R2 ⇥M3⇥3 ! [0,+1) be defined as in (H4). Then,

(i) Q(y, z, ·) is continuous for a.e. y, z 2 R2,

(ii) Q(·, ·, F ) is Q⇥Q-periodic and measurable for every F 2 M3⇥3,

(iii) for a.e. y, z 2 R2, the map Q(y, z, ·) is quadratic on M3⇥3

sym

, and satisfies

1

C
|symF|2  Q(y, z, F ) = Q(y, z, symF)  C|symF|2

for all F 2 M3⇥3, and some C > 0. In addition, there exists a monotone function

r : [0,+1) ! [0,+1],

such that r(�) ! 0 as � ! 0, and

|W (y, z, Id+ F )� Q(y, z, F )|  |F |2r(|F |)

for all F 2 M3⇥3, for a.e. y, z 2 R2.

We refer to [72, Lemma 2.7] and to [73, Lemma 4.1] for a proof of Lemma 4.1.1 in
the case in which Q is independent of z. The proof in the our setting is a straightforward
adaptation.

As it is usual in dimension reduction analysis, we perform a change of variables in order
to reformulate the problem on a domain independent of the varying thickness parameter.
We set

⌦ := ⌦

1

= ! ⇥ (�1

2

, 1
2

)

and we consider the change of variables  h

: ⌦ ! ⌦

h, defined as

 h

(x) = (x0, hx
3

) for every x 2 ⌦.

To every deformation v 2 W 1,2

(⌦

h

;R3

) we associate a function u 2 W 1,2

(⌦;R3

), defined
as u := v �  h, whose elastic energy is given by

Eh

(u) = J h

(v) =

ˆ
⌦

W
⇣ x0

"(h)
,

x0

"2(h)
,r

h

u(x)
⌘

dx,
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where
r

h

u(x) :=
⇣

r0u(x)
�

�

@
x3u(x)

h

⌘

for a.e. x 2 ⌦.

In this chapter we focus on the asymptotic behavior of sequences of deformations
{uh} ⇢ W 1,2

(⌦

h

;R3

) satisfying the uniform energy estimate

Eh

(uh

) :=

ˆ
⌦

W
⇣ x0

"(h)
,

x0

"2(h)
,r

h

uh

(x)
⌘

dx  Ch2 for every h > 0. (4.1.1)

We remark that in the case in which W is independent of y and z, such scalings of the
energy lead to Kirchhoff’s nonlinear plate theory, which was rigorously justified by means
of ��convergence techniques in the seminal paper [45].

4.2 Identification of the Limit Stresses
Due to the linearized behavior of the nonlinear elastic energy around the set of proper
rotations, a key point in the proof of the liminf inequality (1.2.3) is to establish a char-
acterization of the weak limit, in the sense of 3-scale-dr convergence, of the sequence of
linearized elastic stresses

Eh

:=

p

(r
h

uh

)

Tr
h

uh � Id

h
.

We introduce the following classes of functions:

C
�1,+1 :=

n

U 2 L2

(⌦⇥Q⇥Q;M3⇥3

) : (4.2.1)

there exist �
1

2 L2

�

!;W 1,2

��

� 1

2

, 1
2

�

;W 1,2

per

(Q;R3

))

�

and �
2

2 L2

(⌦⇥Q;W 1,2

per

(Q;R3

))

such that U = sym

⇣

r
y

�
1

�

�

�

@
x3�1

�
1

⌘

+ sym(r
z

�
2

|0)
o

,

C
+1,+1 :=

n

U 2 L2

(⌦⇥Q⇥Q;M3⇥3

) : (4.2.2)

there exist d 2 L2

(⌦;R3

), �
1

2 L2

�

⌦;W 1,2

per

(Q;R3

)

�

and �
2

2 L2

(⌦⇥Q;W 1,2

per

(Q;R3

))

such that U = sym(r
y

�
1

|d) + sym(r
z

�
2

|0)
o

,

and

C
0,+1 :=

n

U 2 L2

(⌦⇥Q⇥Q;M3⇥3

) : (4.2.3)

there exist ⇠ 2 L2

(⌦;W 1,2

per

(Q;R2

)), ⌘ 2 L2

(!;W 2,2

per

(Q)),
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g
i

2 L2

(⌦⇥ Y ), i = 1, 2, 3, and � 2 L2

(⌦⇥Q;W 1,2

per

(Q;R3

)) such that

U = sym

 r
y

⇠ + x
3

r2

y

⌘ g
1

g
2

g
1

g
2

g
3

⌘

+ sym(r
z

�|0)
)

.

We now state the main result of this section.

Theorem 4.2.1. Let �
1

2 [0,+1] and �
2

= +1. Let {uh} ⇢ W 1,2

(⌦;R3

) be a se-
quence of deformations satisfying (2.3.2) and converging to a deformation u in the sense
of Theorem 2.3.4. Then there exist E 2 L2

(⌦⇥Q⇥Q;M3⇥3

sym

), B 2 L2

(!;M2⇥2

), and
U 2 C

�1,+1, such that, up to the extraction of a (not relabeled) subsequence,

Eh

dr�3�s

�* E weakly dr-3-scale,

where
E(x, y, z) =

⇣ x
3

⇧

u

(x0
) + symB(x0

) 0

0 0

⌘

+ U(x, y, z),

for almost every (x, y, z) 2 ⌦⇥Q⇥Q, with

⇧

u

↵,�

(x0
) := �@2

↵,�

u(x0
) · n

u

(x0
) for ↵, � = 1, 2, (4.2.4)

and

n
u

(x0
) := @

1

u(x0
) ^ @

2

u(x0
) (4.2.5)

for every x0 2 !.

A crucial point in the proof is to approximate the scaled gradients of deformations with
uniformly small energies, by sequences of maps which are either piecewise constant on
cubes of size comparable to the homogenization parameters with values in the set of proper
rotations, or have Sobolev regularity and are close in the L2-norm to piecewise constant
rotations. The following lemma has been stated in [83, Lemma 3.3], and its proof follows
by combining [46, Theorem 6] with the argument in [45, Proof of Theorem 4.1, and Section
3]. We remark that the additional regularity of the limit deformation u in Theorem 2.3.4 is
a consequence of Lemma 4.2.2, and in particular of the approximation of scaled gradients
by W 1,2 maps.

Lemma 4.2.2. Let �
0

2 (0, 1] and let h, � > 0 be such that

�
0

 h

�
 1

�
0

.

There exists a constant C, depending only on ! and �
0

, such that for every u 2 W 1,2

(!;R3

)

there exists a map R : ! ! SO(3) piecewise constant on each cube x+ �Y , with x 2 �Z2,
and there exists ˜R 2 W 1,2

(!;M3⇥3

) such that

kr
h

u�Rk2
L

2
(⌦;M3⇥3

)

+ kR� ˜Rk2
L

2
(!;M3⇥3

)

+ h2kr0
˜Rk2

L

2
(!;M3⇥3⇥M3⇥3

)
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 Ckdist(r
h

u;SO(3))k2
L

2
(⌦)

.

Moreover, for every ⇠ 2 R2 satisfying

|⇠|1 := max{|⇠ · e
1

|, |⇠ · e
2

|} < h,

and for every !0 ⇢ !, with dist(!0, @!) > Ch, there holds

kR(·)�R(·+ ⇠)k
L

2
(!

0
;M3⇥3

)

 Ckdist(r
h

u;SO(3))k
L

2
(⌦)

.

Proof of Theorem 4.2.1. Let {uh} be as in the statement of the theorem. By Theorem 2.3.4
the map u 2 W 2,2

(!;R3

) is an isometry, and

r
h

uh ! (r0u|n
u

) strongly in L2

(⌦;M3⇥3

), (4.2.6)

where n
u

is defined in (4.2.5).
For simplicity, we subdivide the proof into three cases, corresponding to the three

regimes 0 < �
1

< +1, �
1

= +1, and �
1

= 0, and each case will be treated in mul-
tiple steps.

Case 1: 0 < �
1

< +1 and �
2

= +1.
Applying Lemma 4.2.2 with �(h) = "(h), we construct two sequences {Rh} ⇢
L1

(!;SO(3)) and { ˜Rh} ⇢ W 1,2

(!;M3⇥3

) such that Rh is piecewise constant on every
cube of the form Q("(h)z, "(h)), with z 2 Z2, and

kr
h

uh �Rhk2
L

2
(⌦;M3⇥3

)

+ kRh � ˜Rhk2
L

2
(!;M3⇥3

)

(4.2.7)

+ h2kr0
˜Rhk2

L

2
(!;M3⇥3⇥M3⇥3

)

 Ckdist(r
h

uh

;SO(3))k2
L

2
(⌦)

.

By (2.3.2) and (4.2.7), there holds

r
h

uh �Rh ! 0 strongly in L2

(⌦;M3⇥3

),

Rh � ˜Rh ! 0 strongly in L2

(!;M3⇥3

),

and { ˜Rh} is bounded in W 1,2

(!;M3⇥3

). Therefore, by (4.2.6) and the uniform bounded-
ness of the sequence {Rh} in L1

(!;M3⇥3

), and in particular in L2

(!;M3⇥3

),

Rh ! R strongly in L2

(!;M3⇥3

), Rh *⇤ R weakly* in L1
(!;M3⇥3

), (4.2.8)

and
˜Rh * R weakly in W 1,2

(!;M3⇥3

), (4.2.9)

where
R(x0

) := (r0u(x0
)|n

u

(x0
)). (4.2.10)

In order to identify the multiscale limit of the linearized stresses, we argue as in [57,
Proof of Proposition 3.2], and we introduce the scaled linearized strains

Gh

:=

(Rh

)

Tr
h

uh � Id

h
. (4.2.11)



4.2. Identification of the Limit Stresses 36

By (2.3.2) and (4.2.7) the sequence {Gh} is uniformly bounded in L2

(⌦;M3⇥3

). By stan-
dard properties of 3-scale convergence (see [5, Theorem 2.4]) there exists G 2 L2

(⌦⇥Q⇥
Q;M3⇥3

) such that, up to the extraction of a (not relabeled) subsequence,

Gh

3�s

�* G weakly 3-scale. (4.2.12)

By the identity
p

(Id+ hF )

T

(Id+ hF ) = Id+ h symF +O(h2

),

and observing that

Eh

=

p

(r
h

uh

)

Tr
h

uh � Id

h
=

p

(Id+ hGh

)

T

(Id+ hGh

)� Id

h
,

there holds
E = symG. (4.2.13)

By (4.2.12), it follows that

Gh

2�s

�*
ˆ
Q

G(x, y, z) dz weakly 2-scale.

Therefore, by [57, Proposition 3.2] there exist B 2 L2

(!;M2⇥2

) and �
1

2
L2

�

!;W 1,2

��

� 1

2

, 1
2

�

;W 1,2

per

(Q;R3

)

��

such that

sym

ˆ
Q

G(x, y, ⇠) d⇠ (4.2.14)

=

⇣ x
3

⇧

u

(x0
) + symB(x0

) 0

0 0

⌘

+ sym

✓

r
y

�
1

(x, y)
�

�

�

@
x3�1

(x, y)

�
1

◆

for a.e. x 2 ⌦ and y 2 Y . Thus, by (4.2.13) and (4.2.14) to complete the proof we only
need to prove that

symG(x, y, z)� sym

ˆ
Q

G(x, y, ⇠) d⇠ = sym (r
z

�
2

(x, y, z)|0) (4.2.15)

for some �
2

2 L2

(⌦⇥Q;W 1,2

per

(Q;R3

)).
Set

ūh

(x0
) :=

ˆ 1

2

�1

2

uh

(x0, x
3

) dx
3

for a.e. x0 2 ! (4.2.16)

and define rh 2 W 1,2

(⌦;R3

) as

uh

(x) =: ūh

(x0
) + hx

3

˜Rh

(x0
)e

3

+ hrh(x0, x
3

) for a.e. x 2 ⌦. (4.2.17)
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We remark that ˆ 1

2

�1

2

rh(x0, x
3

) dx
3

= 0, (4.2.18)

and

r
h

uh �Rh

h
=

⇣r0ūh � (Rh

)

0

h
+ x

3

r0
˜Rhe

3

�

�

�

(

˜Rh �Rh

)

h
e
3

⌘

+r
h

rh. (4.2.19)

We first notice that by (2.3.2), (4.2.7), (4.2.9), and (4.2.18), the sequence {rh} is uni-
formly bounded in W 1,2

(⌦;R3

). Hence, by Theorem 2.4.6 (ii) there exist r 2 W 1,2

(!;R3

),
ˆ�
1

2 L2

�

!;W 1,2

��

� 1

2

, 1
2

�

;W 1,2

per

(Q;R3

)

��

and ˆ�
2

2 L2

(⌦ ⇥ Q; W 1,2

per

(Q;R3

)) such that,
up to the extraction of a (not relabeled) subsequence,

r
h

rh
dr�3�s

�*
⇣

r0r +r
y

ˆ�
1

+r
z

ˆ�
2

�

�

�

@
x3
ˆ�
1

�
1

⌘

weakly dr-3-scale. (4.2.20)

By (2.3.2) and (4.2.7), and since Rh does not depend on x
3

,
�rhū

h�(R

h
)

0

h

 

is bounded in
L2

(!;M3⇥2

). Therefore by [5, Theorem 2.4] there exists V 2 L2

(! ⇥Q⇥Q;M3⇥2

) such
that, up to the extraction of a (not relabeled) subsequence,

r0ūh � (Rh

)

0

h

3�s

�* V weakly 3-scale. (4.2.21)

Case 1, Step 1: Characterization of V.
In view of (4.2.15), we provide a characterization of

V (x0, y, z)�
ˆ
Q

V (x0, y, ⇠) d⇠.

We claim that there exists v 2 L2

(! ⇥Q;W 1,2

per

(Q;R3

)) such that

V (x0, y, z)�
ˆ
Q

V (x0, y, ⇠) d⇠ = r
z

v(x0, y, z) for a.e. x0 2 !, and y, z 2 Q. (4.2.22)

Arguing as in [57, Proof of Proposition 3.2], we first notice that by [5, Lemma 3.7] to prove
(4.2.22) it is enough to show that
ˆ
!

ˆ
Q

ˆ
Q

⇣

V (x0, y, z)�
ˆ
Q

V (x0, y, ⇠) d⇠
⌘

: (r0
)

?'(z) (x0, y) dz dy dx0
= 0 (4.2.23)

for every ' 2 C1

per

(Q;R3

) and  2 C1
c

(!;C1
per

(Q)). Fix ' 2 C1

per

(Q;R3

) and  2
C1

c

(!;C1
per

(Q)). We set

'̃"

(x0
) := "2(h)'

⇣ x0

"2(h)

⌘

for every x0 2 !.
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Then,
ˆ
!

r0ūh

(x0
)

h
: (r0

)

?'
⇣ x0

"2(h)

⌘

 
⇣

x0,
x0

"(h)

⌘

dx0 (4.2.24)

=

ˆ
!

r0ūh

(x0
)

h
: (r0

)

?'̃"

(x0
) 
⇣

x0,
x0

"(h)

⌘

dx0

=

ˆ
!

r0ūh

(x0
)

h
: (r0

)

?
h

'̃"

(x0
) 
⇣

x0,
x0

"(h)

⌘i

dx0

�
ˆ
!

r0ūh

(x0
)

h
:



'̃"

(x0
)⌦

✓

(r0
)

?
x

 
⇣

x0,
x0

"(h)

⌘

+

1

"(h)
(r0

)

?
y

 
⇣

x0,
x0

"(h)

⌘

◆�

dx0.

The first term in the right-hand side of (4.2.24) is equal to zero, due to the definition of
(r0

)

?. Therefore we obtain
ˆ
!

r0ūh

(x0
)

h
: (r0

)

?'
⇣ x0

"2(h)

⌘

 
⇣

x0,
x0

"(h)

⌘

dx0 (4.2.25)

= �"
2

(h)

h

ˆ
!

r0ūh

(x0
) :

h

'
⇣ x0

"2(h)

⌘

⌦ (r0
)

?
x

 
⇣

x0,
x0

"(h)

⌘i

� "(h)

h

ˆ
!

r0ūh

(x0
) :

h

'
⇣ x0

"2(h)

⌘

⌦ (r0
)

?
y

 
⇣

x0,
x0

"(h)

⌘i
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In order to prove (4.2.29), we adapt [57, Lemma 3.8] to our framework.
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Moreover, if z 2 Z", � 2 Z2, and

"2(h)� 2 Q("(h)z, "(h)� "2(h)),

then Q("2(h)�, "2(h)) is a “good cube”, therefore the boundary layer of Q("(h)z, "(h)),
that could possibly intersect “bad cubes” (see Fig 1) has measure given by
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Fig 1. The layer Q("(h)z, "(h)) \Q("(h)z, "(h)� "2(h))
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Therefore, by Hölder’s inequality,
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(h)�,"

2
(h))

(Rh

)

0
(x0

) : (r0
)

?'(z)(r0�
"

(x0
) · z) dx0 dz

= lim

h!0

"2(h)

h

ˆ
!

ˆ
Q

(Rh

)

0
(x0

)

: (r0
)

?'(z)
h⇣

r
x

 
⇣

x0,
x0

"(h)

⌘

+

1

"(h)
r

y

 
⇣

x0,
x0

"(h)

⌘⌘

· z
i

dz dx0

=

1

�
1

ˆ
!

ˆ
Q

ˆ
Q

R0
(x0

) : (r0
)

?'(z)(r
y

 (x0, y) · z) dz dy dx0
= 0,

by the periodicity of  with respect to y. We observe that if � 2 Z"

g

, then
 
Q("

2
(h)�,"

2
(h))

(Rh

)

0
(x0

) : (r0
)

?'(z)(r0�
"

(x0
) · z) dx0

= (Rh

)

0
("2(h)�) :

 
Q("

2
(h)�,"

2
(h))

(r0
)

?'(z)(r0�
"

(x0
) · z) dx0,

and we obtain

lim

h!0

"

X

�2(Z"
b[Z"

g)

"6(h)

h

ˆ
Q

(Rh

)

0
("2(h)�) : (r0

)

?'(z)(r0�
"

("2(h)�) · z) dz

�
X

�2(Z"
b[Z"

g)

"6(h)

h

ˆ
Q

 
Q("

2
(h)�,"

2
(h))

(Rh

)

0
(x0

)
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: (r0
)

?'(z)(r0�
"

(x0
) · z) dx0 dz

#

= lim

h!0

2

4

X

�2Z"
g

"6(h)

h
(Rh

)

0
("2(h)�)

:

ˆ
Q

(r0
)

?'(z)
h⇣

r0�
"

("2(h)�)�
 
Q("

2
(h)�,"

2
(h))

r0�
"

(x0
) dx0

⌘

· z
i

dz

+

X

�2Z"
b

"6(h)

h

ˆ
Q

(Rh

)

0
("2(h)�) : (r0

)

?'(z)(r0�
"

("2(h)�) · z) dz

�
X

�2Z"
b

"6(h)

h

ˆ
Q

 
Q("

2
(h)�,"

2
(h))

(Rh

)

0
(x0

) : (r0
)

?'(z)(r0�
"

(x0
) · z) dx0 dz

#

.

By the regularity of ' and  , and the boundedness of {Rh} in L1
(!;M3⇥3

),
�

�

�

�

�

X

�2Z"
g

"6(h)

h
(Rh

)

0
("2(h)�) (4.2.43)

:

ˆ
Q

(r0
)

?'(z)

"

⇣

r0�
"

("2(h)�)�
 
Q("

2
(h)�,"

2
(h))

r0�
"

(x0
) dx0

⌘

· z
#

dz

�

�

�

�

�

 C
"2(h)

h

X

�2Z"
g

ˆ
Q("

2
(h)�,"

2
(h))

|r0�
"

("2(h)�)�r0�
"

(x0
)| dx0

 C
"4(h)

h
kr2�

"

k
L

1
(!⇥Q;M3⇥3

)

 C
"2(h)

h
,

which converges to zero, because �
2

= +1. On the other hand,

X

�2Z"
b

"6(h)

h

ˆ
Q

"

(Rh

)

0
("2(h)�) : (r0

)

?'(z)(r0�
"

("2(h)�) · z) dz (4.2.44)

�
 
Q("

2
(h)�,"

2
(h))

(Rh

)

0
(x0

) : (r0
)

?'(z)(r0�
"

(x0
) · z) dx0

#

dz

=

X

�2Z"
b

"6(h)

h

ˆ
Q

(Rh

)

0
("2(h)�)

: (r0
)

?'(z)
h⇣

r0�
"

("2(h)�)�
 
Q("

2
(h)�,"

2
(h))

r0�
"

(x0
) dx0

⌘

· z
i

dz

+

X

�2Z"
b

"6(h)

h

ˆ
Q

 
Q("

2
(h)�,"

2
(h))

((Rh

)

0
("2(h)�)� (Rh

)

0
(x0

))
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: (r0
)

?'(z)(r0�
"

(x0
) · z) dx0 dz.

Therefore, arguing as in (4.2.43), the first term on the right hand side of (4.2.44) is bounded
by C "

2
(h)

h

, whereas by (4.2.32) and the boundedness of {Rh} in L1
(!;M3⇥3

),
�

�

�

�

�

X

�2Z"
b

"6(h)

h

ˆ
Q

 
Q("

2
(h)�,"

2
(h))

((Rh

)

0
("2(h)�)� (Rh

)

0
(x0

)) (4.2.45)

: (r0
)

?'(z)(r0�
"

(x0
) · z) dx0 dz

�

�

�

�

�

 C
"(h)

h

X

�2Z"
b

ˆ
Q("

2
(h)�,"

2
(h))

|(Rh

)

0
(x0

)� (Rh

)

0
("2(h)�)| dx0

 C
"2(h)

h
,

which converges to zero as �
2

= +1.
Combining (4.2.42)–(4.2.45) we conclude that

lim

h!0

ˆ
!

(Rh

)

0
(x0

)

h
: (r0

)

?'
⇣ x0

"2(h)

⌘

 
⇣

x0,
x0

"(h)

⌘

dx0
= 0. (4.2.46)

By (4.2.21), (4.2.28), and (4.2.46), we obtain
ˆ
!

ˆ
Q

ˆ
Q

⇣

V (x0, y, z)�
ˆ
Z

V (x0, y, ⇠) d⇠
⌘

: (r0
)

?'(z) (x0, y) dz dy dx0
= 0

for all ' 2 C1

per

(Q;R3

) and  2 C1
c

(!;C1
per

(Q)).
This completes the proof of (4.2.22).

Case 1, Step 2: Characterization of the limit linearized strain G.
In order to identify the multiscale limit of the sequence of linearized strains Gh, by (4.2.13),
(4.2.15), (4.2.19)–(4.2.21) we now characterize the weak 3-scale limits of the sequences
{x

3

r0
˜Rhe

3

} and { 1

h

(

˜Rhe
3

�Rhe
3

)}.
By (4.2.9) and [5, Theorem 1.2] there exist S 2 L2

(!;W 1,2

per

(Q;M3⇥3

)) and T 2 L2

(!⇥
Q;W 1,2

per

(Q;M3⇥3

)) such that

r0
˜Rh

3�s

�* r0R +r
y

S +r
z

T weakly 3-scale, (4.2.47)

where
´
Q

S(x0, y) dy = 0 for a.e. x0 2 !, and
´
Q

T (x0, y, z) dz = 0 for a.e. x0 2 !, and
y 2 Y . By (2.3.2) and (4.2.7), there exists w 2 L2

(! ⇥Q⇥Q;R3

) such that

1

h
(

˜Rhe
3

�Rhe
3

)

3�s

�* w weakly 3-scale
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and hence,
1

h
(

˜Rhe
3

�Rhe
3

)* w
0

weakly in L2

(!;R3

)

where
w

0

(x0
) :=

ˆ
Q

ˆ
Q

w(x0, y, z) dy dz,

for a.e. x0 2 !. We claim that

1

h
(

˜Rhe
3

�Rhe
3

)

3�s

�* w
0

(x0
) +

1

�
1

S(x0, y)e
3

+

(y ·r0
)R(x0

)e
3

�
1

, (4.2.48)

weakly 3-scale. We first remark that the same argument as in the proof of (4.2.29) yields

Rhe
3

h

osc,Z

�* 0.

Moreover, since �
1

2 (0,+1), by (4.2.8), Lemmas 2.4.9 and 2.4.10, there holds

Rhe
3

h

osc,Y

�* �(y ·r0
)Re

3

�
1

and
˜Rhe

3

h

osc,Y

�* Se
3

�
1

,

where in the latter we used the fact that
´
Q

r
z

T (x0, y, z) dz = 0 for a.e. x0 2 ! and y 2 Y

by periodicity, and
´
Q

S(x0, y) dy = 0 for a.e. x0 2 !. Therefore, by Remark 2.4.8, to
prove (4.2.48) we only need to show that

˜Rhe
3

h

osc,Z

�* 0. (4.2.49)

To this purpose, fix ' 2 C1
per

(Q), with
´
Q

'(z) dz = 0, and  2 C1
c

(⌦;C1
per

(Q)), and
let g 2 C2

(Q) be the unique periodic solution to
(

�g(z) = '(z)´
Q

g(z) dz = 0.

Set

g"(x0
) := "2(h)g

⇣ x0

"2(h)

⌘

for every x0 2 !, (4.2.50)

so that

�g"(x0
) =

1

"2(h)
'
⇣ x0

"2(h)

⌘

for every x0 2 !. (4.2.51)
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By (4.2.50) and (4.2.51), and for i 2 {1, 2, 3}, we obtain
ˆ
!

˜Rh

i3

(x0
)

h
'
⇣ x0

"2(h)

⌘

 
⇣

x0,
x0

"(h)

⌘

dx0

=

"2(h)

h

ˆ
!

˜Rh

i3

(x0
)�g"(x0

) 
⇣

x0,
x0

"(h)

⌘

dx0.

Integrating by parts, we have
ˆ
!

˜Rh

i3

(x0
)

h
'
⇣ x0

"2(h)

⌘

 
⇣

x0,
x0

"(h)

⌘

dx0 (4.2.52)

= �"
2

(h)

h

ˆ
!

r0
˜Rh

i3

(x0
) ·r0

⇣

g"(x0
) 
⇣

x0,
x0

"(h)

⌘⌘

dx0

� "2(h)

h

ˆ
!

˜Rh

i3

(x0
)

⇣

2r0g"(x0
) · (r

x

0 )
⇣

x0,
x0

"(h)

⌘

+ g"(x0
)(�

x

0 )
⇣

x0,
x0

"(h)

⌘⌘

dx0

� "(h)

h

ˆ
!

˜Rh

i3

(x0
)

h

2r0g"(x0
) ·r

y

 
⇣

x0,
x0

"(h)

⌘

+ 2g"(x0
)(div

y

r
x

0 )
⇣

x0,
x0

"(h)

⌘i

dx0

� 1

h"(h)

ˆ
!

˜Rh

i3

(x0
)g"(x0

)�

y

 
⇣

x0,
x0

"(h)

⌘

dx0.

Since r0
⇣

g"(·) 
⇣

·, ·
"(h)

⌘⌘

2 L1
(!;R2

),

lim

h!0

"2(h)

h

ˆ
!

r0
˜Rh

i3

(x0
) ·r0

⇣

g"(x0
) 
⇣

x0,
x0

"(h)

⌘⌘

dx0
= 0, (4.2.53)

where we used the fact that �
2

= +1, and similarly,

lim

h!0

"2(h)

h

ˆ
!

˜Rh

i3

(x0
)

⇣

2r0g"(x0
) · (r

x

0 )
⇣

x0,
x0

"(h)

⌘

+ g"(x0
)(�

x

0 )
⇣

x0,
x0

"(h)

⌘⌘

dx0
= 0.

(4.2.54)
Regarding the third term in the right-hand side of (4.2.52), we write

"(h)

h

ˆ
!

˜Rh

i3

(x0
)

h

2r0g"(x0
) ·r

y

 
⇣

x0,
x0

"(h)

⌘

+ 2g"(x0
)(div

y

r
x

0 )
⇣

x0,
x0

"(h)

⌘i

dx0

(4.2.55)

= 2

"(h)

h

ˆ
!

˜Rh

i3

(x0
)r0g

⇣ x0

"2(h)

⌘

·r
y

 
⇣

x0,
x0

"(h)

⌘

dx0

+

2"3(h)

h

ˆ
!

˜Rh

i3

(x0
)g
⇣ x0

"2(h)

⌘

(div

y

r
x

0 )
⇣

x0,
x0

"(h)

⌘

dx0.
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By the regularity of g and  ,

r0g
⇣ x0

"2(h)

⌘

·r
y

 
⇣

x0,
x0

"(h)

⌘

3�s

�! rg(z)r
y

 (x0, y) strongly 3-scale.

Therefore, by (4.2.9), and since 0 < �
1

< +1 and �
2

= +1, we obtain

lim

h!0



"(h)

h

ˆ
!

˜Rh

i3

(x0
)

h

2r0g"(x0
) ·r

y

 
⇣

x0,
x0

"(h)

⌘

(4.2.56)

+2g"(x0
)(div

y

r
x

0 )
⇣

x0,
x0

"(h)

⌘i

dx0
�

=

2

�
1

ˆ
!

ˆ
Q

ˆ
Q

R
i3

(x0
)rg(z) ·r

y

 (x0, y) dz dy dx0
= 0,

where the last equality is due to the periodicity of  in the y variable.
Again by the regularity of g and  ,

g
⇣ x0

"2(h)

⌘

�

y

 
⇣

x0,
x0

"(h)

⌘

3�s

�! g(z)�
y

 (x0, y) strongly 3-scale,

hence, by (4.2.9), and since 0 < �
1

< +1 and  2 C1
c

(!;C1
per

(Q)), the fourth term in
the right-hand side of (4.2.52) satisfies

lim

h!0

1

h"(h)

ˆ
!

˜Rh

i3

(x0
)g"(x0

)�

y

 
⇣

x0,
x0

"(h)

⌘⌘

dx0 (4.2.57)

=

1

�
1

ˆ
!

ˆ
Q

ˆ
Q

R
i3

(x0
)g(z)�

y

 (x0, y) dz dy dx0
= 0.

Claim (4.2.49), and thus (4.2.48), follow now by combining (4.2.52) with (4.2.53)–(4.2.57).

Case 1, Step 3: Characterization of E.
By (4.2.8), and by collecting (4.2.19), (4.2.20), (4.2.21), (4.2.47), and (4.2.48), we deduce
the characterization

R(x0
)G(x, y, z) =

⇣

r0r(x0
) +r

y

ˆ�
1

(x, y) +r
z

ˆ�
2

(x, y, z)
�

�

�

1

�
1

@
x3
ˆ�
1

(x, y)
⌘

+

✓

V (x0, y, z)
�

�

�

w
0

(x0
) +

1

�
1

S(x0, y)e
3

+

(y ·r0
)R0

(x0
)

�
1

e
3

◆

+ x
3

⇣

r0R(x0
)e

3

+r
y

S(x0, y)e
3

+r
z

T (x0, y, z)e
3

|0
⌘

for a.e. x 2 ⌦ and y, z 2 Q, where r 2 W 1,2

(!;R3

), ˆ�
1

2 L2

(!;W 1,2

((�1

2

, 1
2

);

W 1,2

per

(Q;R3

))), w
0

2 L2

(!;R3

), S 2 L2

(!;W 1,2

per

(Q;M3⇥3

)), V 2 L2

(! ⇥Q⇥Q;M3⇥2

),
ˆ�
2

2 L2

(⌦⇥Q;W 1,2

per

(Q;R3

)), and T 2 L2

(!⇥Q;W 1,2

per

(Q;M3⇥3

)). Therefore, by (4.2.22)

symG(x, y, z)�
ˆ
Q

symG(x, y, ⇠) d⇠
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= sym

"

R(x0
)

T

⇣

V (x0, y, z)�
ˆ
Q

V (x0, y, z) +r
z

ˆ�
2

(x, y, z)
�

�

�

0

⌘

+ x
3

R(x0
)

T

⇣

r
z

T (x0, y, z)e
3

�

�

�

0

⌘

#

= sym

"

R(x0
)

T

⇣

r
z

v(x0, y, z) +r
z

ˆ�
2

(x, y, z) + x
3

r
z

T (x0, y, z)e
3

�

�

�

0

⌘

#

,

where Te
3

, ˜ṽ 2 L2

(!⇥Q;W 1,2

per

(Q;R3

)). The thesis follows now by (4.2.13), (4.2.14), and
by setting

�
2

:= RT

(v + ˆ�
2

+ x
3

Te
3

).

for a.e. x 2 ⌦, and y, z 2 Q.

Case 2: �
1

= +1 and �
2

= +1.
The proof is very similar to the first case where 0 < �

1

< +1. We only outline the main
modifications. In order to complete the proof we will need the following lemma.

Lemma 4.2.3. Let a 2 N
0

. Then for every z 2 Z there exists z0 2 Z such that

Q("(h)z, "(h)) ⇢ Q(�(h)z0, �(h))

or, equivalently, with m :=

�(h)

"(h)

2 N,
⇣

z � 1

2

, z +
1

2

⌘

⇢ m
⇣

z0 � 1

2

, z0 +
1

2

⌘

. (4.2.58)

holds with m = 2a+ 1.

Proof. Without loss of generality we may assume that z 2 N
0

(the case in which z < 0 is
analogous). Solving (4.2.58) is equivalent to finding z0 2 Z such that

(

z � 1

2

� (2a+ 1)z0 � (2a+1)

2

,

z + 1

2

 (2a+ 1)z0 + (2a+1)

2

,
(4.2.59)

that is
(

z � (2a+ 1)z0 � a,

z  (2a+ 1)z0 + a.
(4.2.60)

Let n, l 2 N
0

be such that z = n(2a+ 1) + l and

l < 2a+ 1. (4.2.61)

Then (4.2.60) is equivalent to
(

n(2a+ 1) + l + a � (2a+ 1)z0,

n(2a+ 1) + l � a  (2a+ 1)z0.
(4.2.62)
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Now, if 0  l  a it is enough to choose z0 = n. If l > a, the result follows setting
z0 := n+ 1. Indeed, with a+ 1 > r > 1 2 N such that l = a+ r, (4.2.62) simplifies as

(

n(2a+ 1) + 2a+ r � (2a+ 1)(n+ 1),

n(2a+ 1) + r  (2a+ 1)(n+ 1),

that is,
(

2a+ r � 2a+ 1

r  2a+ 1,

which is trivially satisfied.

Remark 4.2.4. By Lemma 4.2.3 it follows that, setting p :=

�(h)

"

2
(h)

and provided p is odd,
for every z 2 Z2 there exists z0 2 Z2 such that

Q("2(h)z, "2(h)) ⇢ Q(�(h)z, �(h)).

This observation allowed us to construct the sequence {Rh} in Case 3 of the proof of
Theorem 1.2.1.

Remark 4.2.5. We point out that if m is even there may be z 2 Z such that (4.2.58) fails
to be true for every z0 2 Z, i.e.,

⇣

z � 1

2

, z +
1

2

⌘

6✓
⇣

mz0 � m

2

,mz0 +
m

2

⌘

.

Indeed, if m is even, then z =

3

2

m 2 N and (4.2.59) becomes
(

3

2

m� 1

2

� mz0 � m

2

,
3

2

m+

1

2

 mz0 + m

2

,

which in turn is equivalent to

z0 2
h

1 +

1

2m
, 2� 1

2m

i

.

This last condition leads to a contradiction as
h

1 +

1

2m
, 2� 1

2m

i

\ Z = ; for every m 2 N.

We now return to the proof of Case 2. Arguing as in [57, Proof of Proposition 3.2], in
order to construct the sequence {Rh}, we apply Lemma 4.2.2 with

�(h) :=
⇣

2

l h

"(h)

m

+ 1

⌘

"(h).
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This way,

lim

h!0

h

�(h)
=

1

2

,

and the maps Rh are piecewise constant on cubes of the form Q(�(h)z, �(h)), with z 2 Z2.
In particular, since

n

�(h)

"(h)

o

is a sequence of odd integers, by Lemma 4.2.3 the maps Rh are
piecewise constant on cubes of the form Q("(h)z, "(h)) with z 2 Z2, and (4.2.7) holds
true. Defining {rh} as in (4.2.17), we obtain equality (4.2.19). By Theorem 2.4.6(i), there
exist r 2 W 1,2

(!;R3

), ˆ�
1

2 L2

(⌦;W 1,2

per

(Q;R3

)), ˆ�
2

2 L2

(⌦ ⇥ Q;W 1,2

per

(Q;R3

)), and
¯� 2 L2

�

!;W 1,2

��

� 1

2

, 1
2

�

;R3

��

such that

r
h

rh
dr�3�s

�* (r0r +r
y

ˆ�
1

+r
z

ˆ�
2

|@
x3
¯�) weakly dr-3-scale. (4.2.63)

Moreover, (4.2.14) now becomes

sym

ˆ
Q

G(x, y, ⇠) d⇠

=

⇣ x
3

⇧

u

(x0
) + symB(x0

) 0

0 0

⌘

+ sym

⇣

r
y

�
1

(x, y)
�

�

�

@
x3
¯�
⌘

for a.e. x 2 ⌦ and y 2 Y , where B 2 L2

(!;M2⇥2

). Arguing as in Step 1–Step 3 of Case
1, we obtain the characterization

E(x, y, z) =

 

x
3

⇧

u

(x0
) + symB(x0

) 0

0 0

!

+ sym(r
y

�
1

(x, y)|d(x)) + sym(r
z

�
2

(x, y, z)|0),

with d := @
x3
¯� 2 L2

(⌦;R3

), �
1

2 L2

(⌦;W 1,2

per

(Q;R3

)), and �
2

2 L2

(⌦⇥Q;

W 1,2

per

(Q;R3

)).

Case 3: �
1

= 0 and �
2

= +1.
We apply Lemma 4.2.2 with

�(h) :=
⇣

2

l h

"2(h)

m

+ 1

⌘

"2(h),

and by Lemma 4.2.3 and Remark 4.2.4 we construct

{Rh} ⇢ L1
(!;SO(3)) and { ˜Rh} ⇢ W 1,2

(!;M3⇥3

),

satisfying (4.2.7), and with Rh piecewise constant on every cube of the form
Q("2(h)�, "2(h)), with � 2 Z2.

Arguing as in Case 1, we obtain the convergence properties in (4.2.8) and (4.2.9), and
the identification of E reduces to establishing a characterization of the weak 3-scale limit
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G of the sequence {Gh} defined in (4.2.11). In view of [83, Proposition 3.2], there exist
B 2 L2

(!;M2⇥2

), ⇠ 2 L2

(⌦;W 1,2

per

(Q;R2

)), ⌘ 2 L2

(!;W 2,2

per

(Q;R2

)), and g
i

2 L2

(⌦⇥Y ),
i = 1, 2, 3, such thatˆ

Q

E(x0, y, z) dz = sym

ˆ
Q

G(x0, y, z) dz (4.2.64)

=

⇣ x
3

⇧

u

(x0
) + symB(x0

) 0

0 0

⌘

+

 

symr
y

⇠(x, y) + x
3

r2

y

⌘(x0, y) g
1

(x, y)
g
2

(x, y)
g
1

(x, y) g
2

(x, y) g
3

(x, y)

!

for a.e. x 2 ⌦ and y 2 Y . We consider the maps {ūh} and {rh}, defined in (4.2.16)
and (4.2.17), and the decomposition in (4.2.19). By Theorem 2.4.6 (iii) there exist maps
r 2 W 1,2

(!;R3

), ˆ�
1

2 L2

(!;W 1,2

per

(Q;R3

)), ˆ�
2

2 L2

(⌦ ⇥ Q;W 1,2

per

(Q;R3

)), and ¯� 2
L2

�

! ⇥Q;W 1,2

��

� 1

2

, 1
2

�

;R3

��

such that

r
h

rh
dr�3�s

�* (r0r +r
y

ˆ�
1

+r
z

ˆ�
2

|@
x3
¯�) weakly dr-3-scale.

Defining V as in (4.2.21), we need to identify the quantity

V (x0, y, z)�
ˆ
Q

V (x0, y, z) dz.

Case 3, Step 1: Characterization of V
We claim that

V (x0, y, z)�
ˆ
Q

V (x0, y, z) dz = r
z

v(x0, y, z) (4.2.65)

for a.e. x0 2 !, and y, z 2 Q, for some v 2 L2

(! ⇥Q;W 1,2

per

(Q;R3

)).
As in Case 1–Step 1, by [5, Lemma 3.7] and by a density argument, to prove (4.2.65) it

is enough to show thatˆ
!

ˆ
Q

ˆ
Q

�

V (x0, y, z)�
ˆ
Q

V (x0, y, z) dz
�

: (r0
)

?'(z)�(y) (x0
) dz dy dx0

= 0 (4.2.66)

for every ' 2 C1
per

(Q;R3

), � 2 C1
per

(Q) and  2 C1
c

(!). Without loss of generality, we
may assume in addition that

´
Q

'(z) dz = 0.
Fix ' 2 C1

per

(Q;R3

), � 2 C1
per

(Q),  2 C1
c

(!), and set

'"

(x0
) := "2(h)�

⇣ x0

"(h)

⌘

'
⇣ x0

"2(h)

⌘

for every x0 2 R2.

We notice that

(r0
)

?'"

(x0
) = r?'

⇣ x0

"2(h)

⌘

�
⇣ x0

"(h)

⌘

+ "(h)'
⇣ x0

"2(h)

⌘

⌦r?�
⇣ x0

"(h)

⌘

(4.2.67)
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for every x0 2 R2. Integrating by parts, in view of the definition of r? we have
ˆ
!

r
h

ūh

h
: (r0

)

?'"

(x0
) (x0

) dx0
= �

ˆ
!

r
h

ūh

h
: '"

(x0
)⌦ (r0

)

? (x0
) dx0

= �"
2

(h)

h

ˆ
!

r
h

ūh

(x) : �
⇣ x0

"(h)

⌘

'
⇣ x0

"2(h)

⌘

⌦ (r0
)

? (x0
) dx0.

Therefore, by (4.2.7) and since �
2

= +1, we obtain

lim

h!0

ˆ
!

r
h

ūh

h
: (r0

)

?'"

(x0
) (x0

) dx0
= 0.

By the regularity of � and ',

�
⇣ x0

"(h)

⌘

r?'
⇣ x0

"2(h)

⌘

3�s

�! �(y)r?'(z) strongly 3-scale

and
'
⇣ x0

"2(h)

⌘

⌦r?�
⇣ x0

"(h)

⌘

3�s

�! '(z)⌦r?�(y) strongly 3-scale.

By the definition of V (see (4.2.21)), (4.2.67), and since Rh does not depend on x
3

, we
deduce that

lim

h!0

ˆ
!

r
h

ūh � (Rh

)

0

h
: (r0

)

?'"

(x0
) (x0

) dx0 (4.2.68)

=

ˆ
!

ˆ
Q

ˆ
Q

V (x0, y, z) : r?'(z)�(y) (x0
) dz dy dx0.

In view of (4.2.68), (4.2.66) reduces to showing that

lim

h!0

ˆ
!

(Rh

)

0
(x0

)

h
: (r0

)

?'"

(x0
) (x0

) dx0
= 0. (4.2.69)

Defining
ˆZ"

:=

n

� 2 Z2

: Q("2(h)�, "2(h)) \ supp 6= ;
o

,

we obtain
ˆ
!

(Rh

)

0
(x0

)

h
: �
⇣ x0

"(h)

⌘

(r0
)

?'
⇣ x0

"2(h)

⌘

 (x0
) dx0 (4.2.70)

=

1

h

X

�2ˆZ"

(Rh

)

0
("2(h)�)

:

ˆ
Q("

2
(h)�,"

2
(h))

⇣

�
⇣ x0

"(h)

⌘

 (x0
)� �("(h)�) ("2(h)�)

⌘

(r0
)

?'
⇣ x0

"2(h)

⌘

dx0,
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where we used the fact thatˆ
Q("

2
(h)�,"

2
(h))

(r0
)

?'
⇣ x0

"2(h)

⌘

dx0
= 0 for every � 2 ˆZ"

by the periodicity of '. The regularity of �, ' and  yields

�
⇣ x0

"(h)

⌘

 (x0
)� �("(h)�) ("2(h)�)

=

ˆ
1

0

d

dt

h

�
⇣

"(h)�+ t
⇣ x0

"(h)
� "(h)�

⌘⌘

 
�

"2(h)�+ t(x0 � "2(h)�)
�

i

dt

=

ˆ
1

0

h

r0�
⇣

"(h)�+ t
⇣ x0

"(h)
� "(h)�

⌘⌘

 
�

"2(h)�+ t(x0 � "2(h)�)
�

·
⇣x0 � "2(h)�

"(h)

⌘i

dt

+

ˆ
1

0

h

�
⇣

"(h)�+ t
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"(h)
� "(h)�

⌘⌘

r0 
�

"2(h)�+ t(x0 � "2(h)�)
�

· (x0 � "2(h)�)
i

dt.

Therefore (4.2.70) can be rewritten asˆ
!

(Rh

)

0
(x0

)

h
: �
⇣ x0

"(h)

⌘

(r0
)

?'
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"2(h)

⌘

 (x0
) dx0 (4.2.71)

=

1

h

X
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)

0
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⌘

( ˆ
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h
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⇣

"(h)�+ t
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"(h)
� "(h)�

⌘⌘

 
�
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·
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)
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+
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2
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(r0
)

?'
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( ˆ
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� "(h)�

⌘⌘
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�
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�

· (x0 � "2(h)�)
i

dt

)

dx0.

The first term in the right-hand side of (4.2.71) can be further decomposed as follows:
1

h

X

�2ˆZ"

(Rh

)

0
("2(h)�) (4.2.72)
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:

ˆ
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2
(h)�,"

2
(h))

(r0
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⇣ x0

"2(h)

⌘

( ˆ
1

0

h
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⇣

"(h)�+ t
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"(h)
� "(h)�

⌘⌘
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�

·
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)
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=
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h

X
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)

0
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ˆ
1

0

⇥
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X
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)

0
("2(h)�)

:
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ˆ
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⇥
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 ("2(h)�+ t"2(h)z)�  ("2(h)�)
�

(r0
)

?'(z) dt dz

+
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X

�2ˆZ"

(Rh
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0
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ˆ
Q
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⇥�

r0�("(h)�+ t"(h)z)�r0�("(h)�)
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· z
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 ("2(h)�+ t"2(h)z)(r0
)

?'(z) dt

)
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+

"5(h)

h

X

�2ˆZ"

(Rh

)

0
("2(h)�) :

ˆ
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ˆ
1

0

⇥

r0�("(h)�) · z
⇤

 ("2(h)�)(r0
)

?'(z) dt dz.

In view of the regularity of the maps �,', and  , and the boundedness of {Rh} in
L1

(!;M3⇥3

), the first term in the right-hand side of (4.2.72) is estimated from above as
�

�

�

"5(h)

h

X

�2ˆZ"

(Rh

)

0
("2(h)�) (4.2.73)
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ˆ
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�

�
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)

0
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|r0�("(h)�)kr k
L

1
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|(r0
)

?'(z)|dz
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"3(h)

h
,

using the fact that #ˆZ" ⇠
=

O
⇣

1

"

4
(h)

⌘

(see (4.2.31)), which converges to zero because �
2

=

+1.
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Similarly, the second term in the right-hand side of (4.2.72) is bounded by

"6(h)

h

X

�2ˆZ"

|(Rh

)

0
("2(h)�)| :

ˆ
Q

k(r0
)

2�k
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1
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)

k k
L

1
(!)

|(r0
)

?'(z)|dz (4.2.74)

 C
"2(h)

h
,

and hence it converges to zero, as �
2

= +1.
The third term in the right-hand side of (4.2.72) is further decomposed into

"5(h)

h

X

�2ˆZ"

(Rh

)

0
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ˆ
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ˆ
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0

⇥
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⌘
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o
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 (x0
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We first study the second term in the right-hand side of (4.2.75). We add and subtract the
function ˜

R

h

h

, and we obtain
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(4.2.76)

=
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?'(z)
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⌘

· z
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 (x0
) dz dx0.

By (4.2.7) and by the regularity of the test functions �,', and  , we have
�

�

�
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0
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(4.2.77)
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: (r0
)

?'(z)
h

r0�
⇣ x0
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o
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�
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)
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0
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�

�

�

L

2
(!;M3⇥2

)

 C"(h).

Hence the first term in the right-hand side of (4.2.76) is infinitesimal.
Regarding the second term in the right-hand side of (4.2.76), by (4.2.9) and [5, Theorem

1.2], there exist S 2 L2

(!;W 1,2

per

(Q;M3⇥3

)), and T 2 L2

(! ⇥Q;W 1,2

per

(Q;R3

)) such that
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�* r0R +r
y

S +r
z

T weakly 3-scale, (4.2.78)

where
´
Q

S(x0, y) dy = 0 for a.e. x0 2 !, and
´
Q

T (x0, y, z) dz = 0 for a.e. x0 2 ! and
y 2 Q. By Lemma 2.4.10, there holds

˜Rh

"(h)
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�* S,

and hence
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ˆ
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) dx0 dy. (4.2.79)

Since �
2

= +1, (4.2.79) yields
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o

dz dx0
= 0.

Combining (4.2.76) with (4.2.77) and (4.2.80), we conclude that
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It remains to estimate the first term in the right-hand side of (4.2.75). Since
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Therefore, by (4.2.73), (4.2.74), (4.2.75), (4.2.81), and (4.2.82), and since �
2

= +1,
we conclude that (see (4.2.72))
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The same argument as in the proof of (4.2.83) yields also
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which, in turn, implies that (4.2.71) (and thus (4.2.70)) is infinitesimal as h ! 0.
To complete the study of the asymptotic behavior of (4.2.69), we observe that
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We bound from above the first term in the right-hand side of (4.2.84) by
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therefore, it goes to zero due to the boundedness of {Rh} in L1
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), the regularity
of the test functions, and the fact that �
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= +1.
Regarding the second term in (4.2.84), we observe that
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due to (4.2.7), (4.2.79), and because �
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= +1.
Therefore, and since
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In view of (4.2.86) and since �
2

= +1, we conclude that the second term in the right-hand
side of (4.2.84) is infinitesimal. This completes the proof of (4.2.65).
Case 3, Step 2: Characterization of the limit linearized strain G.
To identify E we need to characterize the weak 3-scale limit of the scaled linearized strains
Gh (see (4.2.11), (4.2.12) and (4.2.13)). By (4.2.19) this reduces to study the weak 3-scale
limit of the sequence

nRhe
3

� ˜Rhe
3

h

o

.
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By (4.2.7) there exists w 2 L2
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) such that
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for a.e. x0 2 !, and y, z 2 Q.
To prove (4.2.87), by Remark 2.4.8 we have to show that
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A direct application of the argument in the proof of (4.2.69) yields
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Therefore, (4.2.87) is equivalent to proving that
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Since �
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= +1, by (4.2.9) and by the regularity of the test functions, there holds
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The third term in the right-hand side of (4.2.91) can be rewritten as
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Therefore, it is infinitesimal due to (4.2.9), (4.2.88) and the fact that �
2

= +1.
Claim (4.2.89) follows now by (4.2.92) and (4.2.93).

Case 3, Step 3: Identification of E.
Performing the same computation as in Case 1, Step 3, and combining (4.2.65) with
(4.2.78), and (4.2.87), we obtain
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for a.e. x 2 ⌦, and y, z 2 Q, where � := RT
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4.3 The �-liminf inequality
With the identification of the limit linearized stress obtained in Section 4.2, we now find
a lower bound for the effective limit energy associated to sequences of deformations with
uniformly small three-dimensional elastic energies, satisfying (1.2.3).
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for a.e. y 2 Q, and for every C 2 M3⇥3
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Proof. The proof is an adaptation of [57, Proof of Theorem 2.4]. For the convenience of
the reader, we briefly sketch it in the case 0 < �

1

< +1. The proof in the cases �
1

= +1
and �

1

= 0 is analogous.
Without loss of generality, we can assume that
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4.4 The �-limsup Inequality: Construction of the Recov-
ery Sequence

Let W 2,2
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) be the set of all u 2 W 2,2
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that
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Remark 4.4.1. Note that for u 2 W 2,2
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), condition (4.4.1) (see [57,
Lemmas 4.3 and 4.4]), is equivalent to writing

B = sym ((r0u)Tr0V ) (4.4.2)
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for some V 2 C1
(!̄;R3

) (see [83, Lemmas 4.3 and 4.4]).
Indeed, (4.4.2) follows from (4.4.1) setting

V := (r0u)g + ↵n
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and in view of the cancellations due to (2.3.3). In fact, by (2.3.3) we have
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Conversely, (4.4.1) is obtained from (4.4.2) defining g := (r0u)TV and ↵ := V · n
u

.

A key tool in the proof of the limsup inequality (1.2.4) is the following lemma, which
has been proved in [57, Lemma 4.3] (see also [55], [57], [56], [75], and [76]). Again,
the arguments in the previous sections of this chapter continue to hold if ! is a bounded
Lipschitz domain. The piecewise C1-regularity of @! is necessary for the proof of the
limsup inequality (1.2.4) (although it can be slightly relaxed as in [57]), since it is required
in order to obtain the following density result.

Lemma 4.4.2. The set A(!) is dense in W 2,2

R

(!;R3

) in the strong W 2,2 topology.

Before we prove the limsup inequality (1.2.4), we state a lemma and a corollary that
guarantee the continuity of the relaxations (defined in (4.3.2)–(4.3.4)) of the quadratic map
Q introduced in (H4). The proof of Lemma 4.4.3 is a combination of [57, Proof of Lemma
4.2], [73, Proof of Lemma 2.10] and [83, Lemma 4.2]. Corollary 4.4.4 is a direct conse-
quence of Lemma 4.4.3.
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We now prove that the lower bound obtained in Section 4.3 is optimal.

Theorem 4.4.5. Let �
1

2 [0,+1]. Let Q
�1
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and Q
hom

be the maps defined in (4.3.1)–
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) and let ⇧u be the map introduced in (4.2.4). Then there exists
a sequence {uh} ⇢ W 1,2
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Proof. The proof is an adaptation of [57, Proof of Theorem 2.4] and [83, Proof of Theorem
2.4]. We outline the main steps in the cases 0 < �
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= 0 for the convenience
of the reader. The proof in the case �
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= +1 is analogous.
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Since B depends linearly on ⇧
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for a.e. x 2 ⌦, where
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Arguing similarly to [57, Proof of Theorem 2.4 (upper bound)], it can be shown that (4.4.3)
holds.

Case 2: �
1
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By Lemma 4.4.2 and Corollary 4.4.4 it is enough to prove the theorem for u 2 A(!).
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,

for a.e. x 2 ⌦. The proof of (4.4.3) is a straightforward adaptation of [83, Proof of Theorem
2.4 (Upper bound)].

Proof of Theorem 1.2.1. Theorem 1.2.1 follows now by Theorem 4.3.1 and Theorem 4.4.5.



Chapter 5

Future Research Directions

Future research related to the topics in Chapter 4 will include:

• Studying time dependent dimension reduction problem with homogenization of the
material, in the sense of [1,2]. In these papers the authors study the dynamic equation
of nonlinear elasticity

@2
⌧

u� div
x

DW (ru) = fh in [0, ⌧
h

]⇥ ⌦

h

.

It would be interesting to modify the equation such that W also depends on x/"(h)
and study the limit at h ! 0.

• Studying varied preferred strain spatially instead of a varied elastic energy as related
to tissue growth and inhomogeneous swelling of materials. Some analysis of these
problems can be found in [37,58,64,65,68], however it has yet to be studied for fast
periodically varying preferred strains.

• Considering minimizing over functions other than gradients in the sense of A–
quasiconvexity (see [20,42,43,70]). In continuum mechanics and electromagnetism,
linear PDEs other than curl v = 0 naturally arise (see [77–81]). One can work with
A free fields, where the differential operator A is given by

A : Lq

(⌦;Rd

) ! W (�1,q)

(⌦;Rl

), Av :=

N

X

i=1

A(i)

@u

@x
i

,

A(i) are linear operators and A has constant rank. In particular, it would be interest-
ing to explore these operators under appropriate rigidity bound growth assumptions,
rather than the standard p-growth assumption that are generally found in the litera-
ture.

• Studying the resulting 2D models for the effect of wrinkling [12, 53] and folding for
these homogenized material models.

75



76



Bibliography
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ematics (Paris), Gauthier-Villars, Éditions Scientifiques et Médicales Elsevier, Paris;
North-Holland, Amsterdam, 1998.



BIBLIOGRAPHY 79

[27] P. G. CIARLET AND P. DESTUYNDER, A justification of the two-dimensional linear
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