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Abstract 
 
There are more than 85,000 dams in the U.S., the majority of which were built decades ago. It is 

not surprising then that the number of deficient dams, as qualified by different evaluation 

methods, has increased in recent years.  Dams can pose significant risks to people living around 

them, and since they are exposed to harsh and largely unpredictable environments, it is important 

to maintain and inspect the conditions of dams effectively. In the United States (US), the current 

practice of analyzing the structural integrity of embankment dams relies primarily on manual a 

posteriori analysis of instrument data by engineers, leaving much room for improvement through 

the application of automated data analysis techniques. Accurately evaluating measurements 

collected from instruments used to monitor dam behavior is not an easy task, requiring sound 

engineering judgment and analysis, as well as robust statistical analysis techniques to prevent 

misinterpretation. In the research presented in this thesis, different types of anomaly detection 

techniques are investigated in an effort to i) propose which data analytics are appropriate for 

various anomalous scenarios as well as piezometer locations, and ii) to test if the widely-held 

assumptions on piezometer data, i.e., linearity between piezometer data and pool levels, as well 

as normally distributed piezometer data, are necessary in the anomaly detection task. This thesis 

specifically focuses on anomaly detection techniques that are applicable in analyzing piezometer 

data (collected from embankment dams) and anomalous scenarios that may lead to internal 

erosion. In order to validate how well the anomaly detection techniques perform, various 

anomalous scenarios and piezometer data of a case study dam are simulated using a numerical 

model. For each technique, various parameter settings are also examined. 
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In the real world, piezometers (and other instruments) in an embankment dam may not always be 

located at the optimum places, and their behaviors may not continue consistently over years. 

Thus, it is important to recognize how the data from a set of piezometers have changed over time 

as a group rather than evaluating only a single significant piezometer at a time. Since anomalies 

occurring inside dams may initiate with very small deformations without any visual signs, it is 

difficult to know exactly when and where the anomalies have initiated and would be located. 

However, by observing deviations among multiple (or grouped) piezometer readings over time, 

or the piezometers around a specific location, there is potential for obtaining better 

interpretations.  Thus, this thesis also presents the research work on analyzing multiple 

piezometers together. The research examines if analyzing multiple piezometers together can 

improve interpretation and detection of piezometric anomalies, and shows the impacts of 

analyzing multiple piezometers compared to individual piezometers.  
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CHAPTER 1. INTRODUCTION 

1.1 Motivation 

There are 84,000 dams in the U.S., and their average age is more than 53 years old. Since the 

design life for most of these dams was 50 years, this means they are in need of extensive 

rehabilitation (ASCE 2013a). Moreover, dams have received a grade of D in the 2013 ASCE 

infrastructure report card (ASCE 2013b). While dams provide drinking water, hydroelectric 

power, flood control, recreation and many other benefits, dams can pose significant risks to 

people living around them. According to ASDSO and FEMA (2012), even though dam failure is 

low probability, it causes high consequence; it typically happens somewhere in the U.S. every 

year. Thus, dam safety is one of the most important issues among the U.S. infrastructure systems 

that needs to be improved. To efficiently expedite the improvement, systematic inspections as 

well as more advanced monitoring systems are necessary.  

 

Embankment dams are the most common type of dam in use today (ASDSO and FEMA 2012). 

For more information about embankment dams, please refer to Appendix A. In general, 

embankment dams are constructed of natural materials of the earth, commonly soil and rock 

(Schurer et al. 2002). In embankment dams, water seeps through different soil layers of the dam, 

and any changes in this behavior may signal problems.  One of the leading causes of failure of 

embankment dams has been internal erosion, which can occur due to normal operations that may 

pose higher risks to a dam than remote loading conditions like floods and earthquakes (URBR 

2010). Internal erosion problems are usually detected by periodic visual inspection and seepage 
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measurement (USSD Committee on Materials for Embankment Dams 2010). However, since 

they mostly occur without any visual signs, it is often too late by the time problems are actually 

identified. Any anomalous changes in pore pressure within a dam signal potential seepage 

problem. Thus, monitoring pore pressure as well as water levels of an embankment dam to 

observe potential seepage problems is important; anomalies that are indicative of internal erosion 

problems should be detected in advance to prevent catastrophic consequences.  

 

Engineers monitor a variety of data collected from different instruments regularly to ensure that a 

dam is performing properly and as expected (Pelton 2000). If there is any abnormal change in 

flow rates or volumes of seepage over time, for example, this can be an indication of various 

problems, such as piping (pathways of water flow through the soil), cracks, malfunctions of the 

piezometers, etc. However, interpreting such movements from piezometer measurements is not 

always straightforward. Embankment dams, like most other civil infrastructure systems, are 

exposed to unpredictable environments. Moreover, their design specifications and as-is 

properties are not generally known due to, among other things, their age and the difficulties 

associated with assessing their internal structure. Hence, accurately evaluating measurements 

collected from instruments used to monitor dam behavior is not an easy task, requiring sound 

engineering judgment and analysis, as well as robust statistical analysis techniques to prevent 

misinterpretation. In the U.S., the current practice of analyzing the structural integrity of 

embankment dams relies primarily on manual a posteriori analysis of instrument data by 

engineers, leaving much room for improvement.  
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Piezometers are the most commonly used instruments to monitor the water level in dams, which 

can often be used to compute pore water pressure (Crum 2011). Besides the reservoir pool, 

piezometers are influenced by many factors such as precipitation, tailwater present in 

downstream, soil permeability, temperature, etc. For embankment dams, piezometer levels are 

highly influenced by reservoir levels, so they are usually compared together to monitor the 

seepage as well as to check the condition of the piezometers. In addition to regularly collected 

piezometric and reservoir readings, the data collected during past historical events, such as flood 

events, high pool operation, etc., are also considered so that the dam behavior during such 

extreme events can be understood. Engineers look for any anomalies by observing correlation 

plots that graph unexpected deviations from the established norm (or the trend line) that reflects 

the relationship between the two variables (See Figure 1). By observing how much the collected 

data are tracing or scattered around the trend line, it is possible to quickly verify if the 

piezometers are behaving as expected or not. However, it is often difficult to quantitatively 

determine if identified deviations depicted in the correlation plot actually represent problematic 

behaviors.  In addition, besides yearly checkups, more intense analysis of the collected 

instrument data, including piezometer data, is normally done in 5+-year intervals in the U.S.  

Since dams often have slow responses, relatively small anomalies, which may be caused by 

initiations of any catastrophic events that are not obvious by just looking at correlation plots or 

those that are outside of the analysis period, may be easily overlooked. The traditional practice 

that subjectively detects deviations from the historical readings using time-series or correlation 

plots of raw data may not be accurate enough to capture anomalous changes over time. Thus, a 
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more advanced way of analyzing collected instrument data is necessary to improve interpretation 

of the data and thereby enhance dam safety.  

 

Figure 1. Traditional correlation plot (Pool vs. Piezometer) 

 

In the dam safety domain, there is an increased interest on improving instrumentation systems by 

employing advanced sensors such as fiber optics, vibration wire piezometers, etc. (Zhu et al. 

2011; Duarte 2013). However, there have been fewer efforts on improving the traditional ways 

of analyzing instrumentation data. There is opportunity to improve rational data analysis tools for 

the existing instruments, especially given that it is unlikely that new instrumentation systems will 

be deployed given the constraints of federal budgets (in the U.S.).  

 

Thus, this thesis focuses on the development of advanced data analytics that are especially 

applicable to piezometer data (given that piezometers are the most commonly installed 

instruments in dams) that are obtained from embankment dams, so that anomalies that are 

indicative of the internal erosion problems can be detected in a more systematic way and robust 
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enough to be not affected by noise. Since it is important to not only detect anomalies as soon as 

possible, but also not missing any anomalies, anomaly detection techniques that can satisfy both 

criteria are studied and evaluated.  

 

1.2 Research Questions 

Having described the current limitations associated with analyzing piezometer data obtained 

from embankment dams, three main research questions are formed as follows: 

 
• RQ.1. What are the anomaly detection techniques that are applicable to detect piezometric 

anomalies (in this research, anomalies are referred to any anomalous indicators that may possibly 

lead to internal erosion)? 

 

Any unexplained changes (increases or decreases) in piezometric levels with time, which have 

been corrected for changing reservoir levels, indicate changes in the seepage behavior within a 

dam or foundation (USBR 2011). Such fluctuations in pressures indicate an episodic internal 

erosion process, so it is important to closely evaluate any change in piezometric levels from what 

has been observed in the past (USBR 2011). However, due to low inspection frequencies and 

subjective evaluation, oftentimes either important anomalous behavior may be overlooked or 

engineers may be misled by false alarms. Thus, applying more advanced anomaly detection 

techniques that are data-driven would improve the performance of the piezometer data analytics. 

The most challenging part of detecting internal erosion problems is that the initiation of the 

internal erosion process does not provide visible signs. For example, the amount of transported 
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sand does not change initially. In addition, there may be little warning for the failure until the 

process of the problem starts to evolve very quickly (Fell et al. 2003). During the full-scale 

experiments performed by (van Beek et al. 2010), the authors observed that water pressure 

decreases as a pipe forms, but starts to increase as the pipe enlarges. Thus, a local increase and/or 

decrease of water pressure is a good indicator of internal erosion; analyzing piezometer data has 

potential of indicating internal erosion problems.  The research presented in this thesis studies 

various mechanisms associated with internal erosion as well as different types of statistical 

techniques that are appropriate in detecting anomalies among piezometer data. 

 

RQ.2. What are advantages and disadvantages of the anomaly detection techniques that are 

applied to the piezometer data in dam safety? 

 

In this research, different categories of anomaly detection techniques are examined that have 

been widely applied and validated from various domains by refining them to be applicable to 

detect anomalous piezometer data collected from embankment dams. Different categories of 

anomaly detection techniques are applied, either one at a time or combinations of them by 

considering critical conditions, advantages, disadvantages, and carefully understanding the 

nature of piezometer data. In this way, it becomes possible to analyze which of the techniques 

are more appropriate with respect to various anomalous scenarios.  The importance of spatial 

locations of piezometers is also considered with respect to various anomalous scenarios. 

 

RQ.3. How can analyzing multiple piezometers simultaneously improve the anomaly detection? 
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Since past behavior of piezometers may not continue indefinitely into the future, it is important 

to recognize how piezometers have progressed over time as a group (or interacting responses 

among them), rather than evaluating only a single significant piezometer at a time. Internal 

erosion has chaotic tendencies, so it is difficult to know exactly when and where it will occur. 

However, by observing deviations among the grouped piezometers over time, or the piezometers 

around a specific one, there is potential that better interpretations about anomalies can be 

obtained. In order to achieve this, various ways to group piezometers are investigated, e.g., by 

geotechnical characteristics, as well as understanding their expected behaviors given the 

characteristics of the groups. Based on which group of piezometers has been analyzed together, it 

would be possible to infer more information about the detected anomalies within the group, such 

as locations of where the anomalies might have been initiated, what other piezometers may be 

possibly affected shortly, etc. 

 

The initiation of piping is often missed until it is physically observed, because the instruments do 

not always happen to be in the critical locations along every seepage pathway. However, if 

correlational structures can be understood by analyzing multiple piezometers together, it would 

be more intuitive to predict potential problems and their causes. In addition, by analyzing the 

groups’ behaviors, significant patterns that may have overlooked from analyzing a single 

piezometer may be recognized. Thus, if the applications of anomaly detection techniques to 

multiple piezometers can detect anomalies with similar or better performance than analyzing 

individual piezometers, there will be much improved contribution to piezometer data analysis.   
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1.3 Roadmap 

Chapter 2 of this thesis provides background that would be useful to understand the research 

problems. In Section 2.1, internal erosion is described. Sections 2.2 includes literature reviews on 

structural health monitoring (SHM) and SHM on dam safety. Section 2.3 introduces anomaly 

detection in general. We then show the potential of our research by presenting the applications of 

advanced statistical techniques on real piezometer data collected from two case study dams in 

Section 2.4 and describe the observed improvement in Section 2.5.  

 

In Chapter 3, we explore and evaluate three different anomaly detection techniques that are 

selected to detect anomalies among piezometer data, and we extend our work to multiple 

piezometer analyses as presented in Chapter 4. Chapter 5 includes in-depth discussion of the 

research, and lastly, this thesis concludes with a summary, contributions, and future directions.  
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CHAPTER 2. BACKGROUND 

2.1 Internal Erosion 

According to Torres (2009), internal erosion is defined as “a process that develops concentration 

of seepage flows and in time may develop large cavities that may produce embankment failure 

with a catastrophic and uncontrolled release of the reservoir.” There are very complicated 

mechanisms of internal erosion, and various flaws and physical factors can lead to internal 

erosion. Classical piping, progressive erosion, blowout, scour and suffusion are the well-known 

mechanisms of internal erosion. Internal erosion can happen due to, but not limited to, improper 

filters, when pressure relief measures are not used at seepage discharge points, when soils are not 

properly compacted adjacent to outlet pipes/sharp changes in foundation grades or slopes, when 

water flows along cracks or other defects in the soil, pressurized water flow into the 

embankment, etc.  In most cases, soil particles are initially removed at the discharge point of the 

seepage, and pipes tend to enlarge and progress upstream with increasing flow quantity (MDEQ 

2007).  

 

According to Bureau of Reclamation (2012), internal erosion can be categorized based on 

loadings, i.e., 1) static/normal operation, 2) hydrologic and 3) seismic, and based on physical 

locations, i.e., internal erosion 1) in the embankment, 2) in the foundation, 3) from the 

embankment into the foundation, 4) along or into embedded structures, 5) into drains, etc.  Thus, 

it is important to closely observe a number of areas during operation for signs of fracturing or 

unusual settlement that can lead to internal erosion problem (MDEQ 2007). 
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There are 4 main phases of internal erosion: initiation, continuation, progression and breach as 

shown in Figure 2. This figure is showing a specific case of when internal erosion in 

embankment is initiated by concentrated leak (Fell et al. 2003).  

 
 

 
Figure 2. Main phases of Internal Erosion (Source adopted from (Fell et al. 2003)). 

 
There are various important factors to be examined for each phase of internal erosion. For 

example, during the initial stage, engineers should look for the potential for concentrated seepage 

paths, the possibilities of defects, the hydraulic gradients along the path, and soil erodibility (Fell 

et al. 2003). In addition, earthquakes and defects in embankment dams, such as cracks, pervious 

layers, and many others should be carefully considered, because they might increase the 

likelihood of initiation of internal erosion (Bureau of Reclamation 2012).  

 

As explained above, internal erosion is a very complicated process, and site-specific conditions 

should be also considered to better understand its likelihood to develop further. In addition, 

internal erosion problem cannot be completely analyzed using numerical models; additional 
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information on dam and soil behavior need to be assessed to determine the risks associated with 

internal erosion (Bureau of Reclamation 2012).  

 

Any abnormalities, such as heave, cracks, removal of materials, etc. in a dam may or may not 

continue to develop actual internal erosion. However, such observations should be carefully 

examined due to the possibility of being further developed to initiate internal erosion. Thus, it is 

difficult to state that detected anomalies are actual internal erosion; rather, they should be 

considered as potential indicators of internal erosion. Thus, only secondary consequences of 

internal erosion are considered, meaning that we do not judge whether detected anomalies will 

always lead to internal erosion problems, but rather, we try to detect any types of potential 

anomalous responses that may possibly continue to actual internal erosion.  

 

2.2 Structural Health Monitoring  

Due to deterioration and extreme events, civil infrastructures, including dams, should be 

carefully monitored to maintain their performance and safety. Thus, structural health monitoring 

(SHM) has been emerging and studied for the last three decades (Chang et al. 2003). SHM 

techniques have been developed to assess conditions of different types of structures. During 

SHM process, it is important to detect damage, thus preventing further catastrophic failure. Since 

damage can be caused by various reasons, including varying operational and environmental 

conditions, the process of assessing the nature of damage in a structure is a complicated task 

especially when the damage is not substantial. SHM techniques can be largely divided into 

model-based and data-driven techniques (Ying et al. 2013; Barthorpe 2010).  
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The model-based approaches require understanding of complicated relationships among relevant 

parameters, and there are often uncertainties related to conditions that may affect the behavior of 

the structure. Thus, data-driven approaches are often preferred especially when there is no prior 

knowledge about the structure.  

 

Data-driven approaches analyze the data collected from the structure of interest, so the main 

advantage of such approaches is that they require only sufficient measured field data. Since the 

behavior of the structure is monitored over time, it is important to understand the influence of 

‘time’ on the data to detect any behavioral changes of the structure. A large number of studies 

have been performed to improve anomaly detection in time series (Huang et al. 1998; Tsay et al. 

2000; Bianco et al. 2001; Ma et al. 2003; Basu and Meckesheimer 2007). 

 

In SHM domain, for example, Nair et al. (2006) used the vibration signals obtained from sensors 

and modeled autoregressive moving average (ARMA) time series. They used a hypothesis test 

using the t-test and localization indices defined in the Autoregressive (AR) coefficient space to 

identify and localize minor to severe damage in the benchmark structure, which is a four story, 

steel-braced frame. Omenzetter and Brownjohn (2006) analyzed the strain time series obtained 

from a major bridge structure by applying a vector seasonal autoregressive integrated moving 

average (ARIMA) model, and they concluded that the proposed method could detect the 

structural damage by observing various changes in the ARIMA model coefficients. 
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Another common technique that has been used to model the time series is subspace identification 

approach, which uses statistical decomposition techniques like Principal Component Analysis 

(PCA) (Yan and Golinval, 2006; Yu et al. 2010; Wang and Ong 2010; Tibaduiza et al. 2012). 

The idea is to observe the changes in the significant correlation structure of the time series. (Yan 

et al. 2008) applied PCA to extract essential features from the recorded traffic-induced bridge-

deck strain time histores, and those features were used as input to further classify classes of 

vehicles using Neural Network.  

 

Posenato et al. (2010) applied MPCA, which is Moving PCA that accomodates time-varying 

process behaviors by moving a window that contains data of a defined time period, with 

combination of other statistical methods and concluded that these techniques could discover 

anomalous behavior in civil engineeirng structures.  Recently, Zhang et al. (2013) applied PCA 

to tire excited acoustic signal measured by a moving vehicle equipped with a directional 

microphone to estimate the MTD (Mean Textrue Depth) value of pavement, which is used to 

quantify the pavement surface condition. With PCA, they could successfully eliminate the noise 

that is not associated with the road surface and extract important information about the road 

surface. Other data-based SHM approaches can be found in (Farrar and Worden 2012), which 

introduces various statistical models that use machine learning algorithms, including Neural 

Network, Decision Trees, Maximum Likelihood, Factor Analysis, etc. 
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SHM on Dam Safety 

In the dam engineering community, SHM is equivalent to surveillance (Brownjohn 2007). 

Typical dam safety surveillance consists of visual inspections and monitoring instrumentation 

data. Recently, the use of non-intrusive geophysical techniques has been largely investigated to 

facilitate early detection of anomalous phenomenon, e.g., anomalous seepage, piping and internal 

erosion (Lum and Sheffer 2005). To assist in monitoring for dam safety and detect internal 

erosion problems, there have been a number of efforts by the dam safety community. In the past, 

mathematical models and empirical relations were developed to prevent piping (Bligh 1910; 

Sellmeijer 1988). Then further research has been performed to validate such pioneering models 

as well as to monitor seepage problems.  

 

French and Tschantz (1986) performed a correlation analysis as wells as regression analysis 

between piezometric head and tailwater in an effort to identify changes in the seepage field in 

time. A multiple linear regression model based on the modified Bernoulli’s equation, Darcy’s 

Law and Laplace equation was compared with a hydrostatic model and an overall modest 

improvement in performance of the multiple linear models over simple linear models was 

observed. The authors, however, questioned the applicability of such models due to errors 

resulted from simplifications of the modified diffusion equations. More refinement of the 

regression models was also necessary to better describe headwater/tailwater time functions for 

comparison with piezometer data. In addition, since headwater/tailwater fluctuations would not 

be immediately transmitted to piezometers at depth, the authors suggested that other predictor 

variables should be also considered to improve model performance.  
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The rate of development of internal erosion and piping was studied in (Fell et al. 2003) by 

accounting for the nature of the soils and materials of the dam and its foundation, and the 

mechanisms of internal erosion. Then the authors discussed the ability of monitoring methods to 

detect internal erosion by estimating time for development of internal erosion in embankment 

dams. However, the methods they proposed for assessing the rate of development of internal 

erosion are very approximate and should be only used as a general guide to performance.  

 

In order to predict seepage path through the body of an earthfill dam, both physical-based model 

and a data-driven model were developed and compared in (Tayfur et al. 2005). Even though such 

models showed potential to detect the anomalies in seepage path, their main objective of 

developing such models was to calibrate and verify the performance of dams, thus lack 

systematic ways to identify anomalies using quantitative measures.  

 

More recent effort was on investigating the failure process of dams via a full-scale experiment 

(van Beek et al. 2010). Four phases of the failure process were identified and discussed in detail. 

In addition, the relationship between time and hydraulic head with respect to the failure process 

was presented. Even though this work would be useful to understand different phases of piping 

in detail, they also did not address ways to quantitatively assess dam condition. In addition, in 

order to understand failure process in other dams, developing a full-scale experiment is very 

unlikely in real life, and significant factors of determining the potential piping problems such as 

soil plasticity and grain size are expected to vary. 
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In an effort to address such gaps in analyzing performance of dams, we investigate systematic 

anomaly detection techniques that can detect anomalies using piezometer data, which is the most 

common instrument in embankment dams. We considered the techniques that can detect 

anomalies by reducing subjectivity involved with engineering judgment as well as that are robust 

from noise present around dam sites. 

 

2.3 Anomaly Detection 

Anomaly detection refers to “the problem of finding patterns in data that do not conform to 

expected behavior.” (Chandola et al. 2009b).  Since 19th century, detecting anomalies in data has 

been studied in the statistics community, and there have been a variety of anomaly detection 

techniques developed for certain application domains and for more generic problems (Xu 2010).  

 

Anomaly detection techniques/algorithms should be selected by considering if they are suitable 

for the data sets in terms of the correct distribution model, the correct attribute types, the 

scalability, the speed, etc. (Hodge and Austin 2004). In addition, selecting appropriate 

approaches would depend on the data type, the ground truth of the labeling, how one wishes to 

detect anomalies and to handle them (Hodge and Austin 2004). While there are a number of 

anomaly detection techniques that have been validated from various domains, applying a 

technique developed in one domain to another is not an easy task, especially because how an 

anomaly is defined varies for different applications (Chandola et al. 2009a).  In most times, it is 

necessary to modify some parts of the algorithms to meet the objectives of an application. Broad 

and general examples of different anomaly detection categories would be classification-based, 
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nearest-neighbor based, clustering-based, statistics-based, and spectral-based techniques (Hodge 

and Austin 2004; Anscombe and Guttman 1960). 

 

Each category of the anomaly detection techniques has different advantages and disadvantages. 

First, classification-based techniques use a set of labeled instances to learn a classifier and test if 

a test instance is normal or not using the trained classifier (Weekley et al. 2010). Example 

algorithms are Neural Networks, Bayesian Networks, Support Vector Machines, Rule-based, etc. 

Even though the testing phase of classification-based techniques is comparatively fast since the 

classifier has been already computed by the time, one of the disadvantages of this type of 

techniques is that their performance can be heavily affected by the accuracy of available data 

labels, which are often rare in anomaly detection (Chandola et al. 2009a). 

 

Nearest-neighbor based techniques assume that normal instances occur close together while 

anomalies occur far from their neighbors (Zhao and Saligrama 2009). There can be an infinite 

number of distance or density measures, including Euclidean distance, Mahalanobis distance, 

etc. to compute the closeness or similarity among data. Using such metrics, anomaly scores are 

assigned to each instance to distinguish anomalies from normal instances. Example algorithms 

would be kNN (k-Nearest Neighbor), Density-based techniques, etc. One of the advantages of 

this type of techniques is that they are data-driven approaches, so no assumption on the 

distribution of the data is required. On the other hand, problems may arise if normal instances are 

not enough compared to anomalies since anomalies may have more numbers of close neighbors. 

The computation time would be another problem since the distance of each test instance should 
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be computed. Lastly, appropriate distance measure should be carefully selected since its 

performance will be heavily affected by it.  

 

Clustering-based techniques are very similar to nearest-neighbor based techniques, because a 

distance or density is computed to detect anomalies, e.g., distances between instances to 

centroids of clusters or densities of identified clusters (Chandola et al. 2009a). In clustering-

based techniques, anomalies are defined as those that do not belong to any clusters or those that 

form comparably small clusters. Example algorithms are K-means Clustering, Expectation 

Maximization (EM), etc. One of the biggest problems of clustering can arise when anomalies are 

forced to belong to a large cluster, thus considered as normal (Chandola et al. 2009a). 

 

In statistical anomaly detection techniques, a stochastic model is assumed, and any observations 

that are partially or wholly irrelevant to the model are considered as anomalies (Anscombe and 

Guttman 1960).  There are two techniques, parametric and non-parametric to learn a statistical 

model. Parametric techniques assume the underlying distribution and estimate the parameters 

from the given data (Eskin 2000).  A statistical hypothesis test, for example, can be associated 

with a test statistic to compute probabilistic anomaly score for test instances (Chandola et al. 

2009a). Here, anomalous instances are assumed to occur in the low probability regions of the 

stochastic model. Gaussian model-based (e.g., Grubb’s test, box plot), and regression model-

based, which use residual values to determine anomaly scores (e.g., Autoregressive Moving 

Average) are the representative examples of parametric techniques. Examples of nonparametric 

techniques, which do not require any a priori information, are histogram (counting)-based, 
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kernel function-based, etc. In statistical anomaly detection techniques, the assumption of data 

distribution is very important, which can make the application either advantageous or 

disadvantageous.  

 

Lastly, spectral anomaly detection techniques try to find anomalies by determining subspaces 

that capture the variability among the data. Any deviations from the correlated structure or low 

variance will get a larger anomaly scores (Parra et al. 1996). Principal Component Analysis 

(PCA) and variants of PCA, such as Singular Spectrum Analysis are the examples of spectral 

techniques. Since this type of techniques can reduce dimensionality, they are very useful when 

analyzing high dimensional data sets; however, computational complexity can be often high.  

 

The next section presents the initial studies that were conducted to demonstrate potential of 

applications of statistical techniques (that have been widely implemented in other domains) in 

improving piezometer data analytics. 

 
 

2.4 Motivating Initial Study: Application of MPCA on piezometer 

data 

When engineers monitor the performance of dams, they review instrumentation data and use 

additional sources (Pelton 2000), e.g., past inspection reports, construction photos, historical 

events, etc., as references.  Especially when engineers are concerned about possible seepage 

problems, piezometer readings are closely analyzed. If the piezometer level is directly influenced 
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by the reservoir level with no other significant stimulus, the correlation plot will show a straight 

line (Gall 2007). Based on where the piezometers are located, i.e., the soil layers, distance 

between the piezometer and the reservoir, etc., the slopes of the correlation plots will vary due to 

different response times.  

 

As mentioned above, the projection line of the correlation plot is generated to analyze 

piezometer data, and engineers include historic high pools as well as their corresponding 

maximum piezometer readings so that they can be compared with the previous piezometer 

responses. The projections are used as monitoring/action limits during future events to quickly 

verify that the piezometers are reacting in a predictable manner or whether additional monitoring 

is required or not. As the piezometer is influenced by other factors and lags behind the reservoir 

level, the data points will scatter along a sloped line, forming an elliptical envelope.  

 

The major problem of analyzing such plots is that it is difficult to set the threshold values, or 

levels that need to be set around the straight line (or the envelope) to distinguish unexpected 

readings, or anomalies from normal readings. Spikes in the piezometer data are rare, but since 

they are theoretically indicative of filter failure, piping, hydraulic fracturing, or other 

phenomena, it is difficult for engineers to dismiss them as bad data (Crum 2011). Thus, instead 

of visually identifying the data that deviate from the established norm, there should be a more 

quantitative and robust approach of detecting anomalies, not only to ensure dam safety, but also 

to reduce any subjectivity and efforts required by engineers. Initially, we applied statistical 

anomaly detection techniques that have been widely used and validated from various domains 
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and observe if such techniques can be also useful when analyzing piezometer data from 

embankment dams.   

 

As mentioned in Section 2.3, PCA-based methods in combination with other statistical 

approaches have been widely used for anomaly detection. A recent work applied Moving PCA 

(MPCA) in combination with four regression analysis methods for damage detection in bridges 

(Laory et al. 2013). They compared these combined methods with stand-alone methods to see 

which ones provided highest levels of damage detectability as well as earlier detections. Thus, 

we also applied MPCA, which has been tested by Laory et al. (2013), to see if this method can be 

also useful when analyzing piezometer data from embankment dams. The main motivation was 

to improve piezometer data analysis by implementing statistical anomaly detection, thus 

reducing the subjective quality of the analyses that are commonly carried out by engineers today 

and the errors that come from this practice. Before presenting the applications and results, brief 

theoretical explanations of MPCA and one of the regression analyses, Robust Regression 

Analysis (RRA) are presented in the following paragraphs. 

 

MPCA 

By linearly decomposing a data matrix into a number of independent components, PCA can 

identify periodic variations that are dominant in the data. While PCA is often applied to the 

whole dataset, it can also be applied to a subset, or a window, of the dataset. MPCA performs 

PCA by sliding this window, so that any change in the first several principal components over 

time can be detected.  
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More formally, consider a data matrix, 𝑇   ∈ ℝ!×!, whose M columns are individual time-series 

of length N (e.g., measurements from individual piezometers) that have been normalized with 

respect to each column. Each entry of this matrix can be denoted by 𝑉! 𝑡 , where 𝑖 = 1,… ,𝑀 

and 𝑡 = 1,… ,𝑁, as shown in the equation below. 𝑉! 𝑡  would indicate the measurement of 

piezometer i at time t. 

𝑇 =

𝑉!(1) 𝑉!(1) ⋯ 𝑉!(1)
𝑉!(2) 𝑉! 2 ⋯ 𝑉!(2)
⋮ ⋮ ⋯ ⋮

𝑉!(𝑁) 𝑉! 𝑁 ⋯ 𝑉!(𝑁)

 

To apply MPCA on 𝑇, first a sliding window of size 𝐿  is applied to the matrix, to extract a sub-

matrix, called 𝑅 𝑘  at each time value 𝑘, where 𝑘 = 1,… , 𝑁 − 𝐿 . Then, a singular value 

decomposition (SVD) is performed on each one of the covariance matrices, 𝐶 = !
!
𝑅(𝑘)!×𝑅(𝑘).  

During SVD, the matrix, T gets decomposed into matrices 𝑈, 𝑆, and  𝑉, where 𝐶 = 𝑈𝑆𝑉!. The 

columns of 𝑈 are the left singular vectors while those of 𝑉 are the right singular vectors. 𝑆 is a 

diagonal matrix with singular values along the diagonal. Since C is symmetric, the right singular 

vectors correspond to the eigenvectors, 𝐸!, and the diagonal elements of S correspond to the 

square roots of the eigenvalues, 𝑒!, of the matrix (where 𝑙 = 1,… , 𝐿).   

 

The eigenvectors of the covariance matrix represent the directions of maximum variance, or the 

variance of each independent component, and the corresponding eigenvalue indicates a degree of 

each component’s proportional variance. Thus, the most dominant patterns between reservoir 
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and piezometric readings can be captured by the first few sets of the eigenvectors after ordering 

the corresponding eigenvalues in a descending order. 

 

RRA 

After the direction of most variability is computed in each time step, the next phase is to 

determine whether this eigenvector changes over time, which would signal the presence of an 

anomaly. RRA is known as a good regression technique to use in the presence of outliers. 

Among many types of robust regression models, the method that uses iteratively reweighted least 

squares with a bisquare weighting function was employed. So after applying MPCA, RRA is 

performed to observe if any changes in the first few relevant eigenvectors from 𝑅! 𝑘  have 

occurred over time. The number of eigenvectors to be monitored can be determined based on 

how sensitive the anomaly detection needs to be. The regression model is formed based on the 

normal data, and the threshold level is determined by computing the standard deviation of 

absolute values of the regression residuals (a difference between actual and predicted values) in 

the normal data. Any regression residuals that exceed this threshold are marked as anomalies.  

 

2.4.1 Case Study and Discussion  

To test the efficacy of this anomaly detection algorithm, a case study dam located in the eastern 

part of the U.S. was chosen, for which instrumentation measurements were accessible. The dam 

is an earth and rock fill structure and is composed of a central core of impervious rolled fill with 

the upstream side slope protected by rock fill on gravel bedding. On the downstream of the core, 

there is a large zone of rock fill. There are a total of 26 piezometers installed, and currently, 
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measurements are collected automatically every 4 hours. In the application, the time-series data 

sampled at 12-hour intervals were used.  

 
Applications and Results 

Since the main influencing variable to the collected piezometer data is the pool level, MPCA was 

applied to this pair of highly correlated variables (i.e., pool and one of the piezometers installed 

in the case study dam). The Pearson’s correlation coefficient between the two variables was 

0.983.  

 

Other than minor seepage, which is common in embankment dams, there have been neither 

major structural problems nor serious turbid water effects in the dam.  Thus, to test the ability of 

the selected approach to detect anomalies as well as to reduce any bias of where the anomalies 

are introduced, anomalies were simulated in a number of time periods with a constant interval. 

By setting the first two years of the data as a normal condition of the dam, 4 months of 

anomalous data were introduced for each subsequent time period in each experiment. Given the 

length of the piezometer data, we could experiment with 6 unique abnormal time periods without 

overlaps. To simulate the anomalies, the original piezometer data during the chosen “abnormal” 

periods were randomly reordered in time. This approach was chosen, instead of artificially 

generating new data, so that the resulting data were kept within the piezometer ranges of the 

original periods and the primary effect would be a de-correlation between the pool level and this 

particular piezometer during that period. Even though real anomalies were not characterized, this 

simulated anomaly would represent a problem when the piezometers are not responding to the 

pool levels, which may occur due to serious seepage problems and/or when the piezometers 
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themselves are malfunctioning. To make sure the randomly reordered datasets are de-correlated 

compared to the original dataset, only the reordered datasets that have lower correlations than the 

original one were tested.  

 
The time series data shown in Figure 3 corresponds to one of the 6 experiments we have tested 

on. The piezometric elevation corresponds to the readings from one of the piezometers installed. 

A dotted rectangle indicates the period where the anomalies were added to the piezometer data. 

While the normal piezometer data remain highly correlated with the pool data, the abnormal 

piezometer data no longer respond well to the pool levels. Both readings shown in Figure 3 

indicate non-normalized data.     

 
Figure 3. Time-series of the pool and the piezometric elevations with anomalies (dotted 

rectangle) 

 

When applying MPCA, a window size of 730, which corresponds to a year, was used to capture 

a periodic behavior of the dam. In this experiment, the changes only in the first eigenvectors 

were observed.  After computing eigenvectors through MPCA, Robust Regression Analysis was 
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performed.  The regression residuals were calculated based on the normal data, and 13 different 

standard deviations (from 3 to 15) of the regression residuals were cross-validated over the 6 

experiments to see which standard deviation can detect the anomalies most accurately. When the 

sensitivity analysis was performed, the standard deviation of 6 had the best true positive rate 

(TPR) and the false positive rate (FPR) over the six experiments, which were 0.82 and 0.12, 

respectively. This high TPR and the low FPR validate that the tested method can detect 

anomalies in the piezometer data successfully with an average accuracy of 0.86, which was 

obtained by taking the ratio of sum of true positives and negatives to the total. Figure 4 shows 

the result of the MPCA+RRA statistical detection technique applied to one of the piezometers 

installed in the case study dam after simulating anomalies over 4 months. As shown in the figure, 

the residuals exceed the threshold line when there are simulated anomalies, showing the potential 

of this method to analyze piezometer measurements.  
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Figure 4. The result of MPCA+RRA (above: time series with simulated anomalies. below: 
regression residuals) applied to a piezometer of the case study dam 

 

Discussion 

In this initial study, MPCA and RRA were applied as anomaly detection. To test anomaly 

detectability, 6 different anomalous datasets were introduced subsequently after the period of the 

normal data. Then, several standard deviations of the regression residuals were cross-validated to 

find a proper threshold level. The results of the 6 experiments presented a high true positive rate. 

Thus, the proposed anomaly detection method showed the potential as a promising data-driven 

method to analyze piezometer measurements. 

 

Anomalies 

Detected	  Anomalies 
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When a contingency table for each experiment was generated, variations among the numbers of 

true positives, true negatives, false positives and false negatives could be observed. This result 

was due to randomly generated anomalies that were introduced in each experiment. Thus, instead 

of shuffling the original data, we decided to simulate anomalies that are caused by more realistic 

scenarios. The next chapter presents our new simulation approach using a numerical model. 

 

2.4.2 Case Study 2 and Discussion  
 
In addition to the first case study dam, we assessed piezometer data collected from another case 

study dam (CSD2), which had known anomalous behaviors in the past. Thus, instead of having 

to simulate anomalous datasets, we applied the anomaly detection technique, MPCA+RRA to 

CSD 2 data directly. In this dam, the piezometer data have been collected daily since 1987, so 26 

years of data were tested.  

 

Figure 5 shows the result obtained from piezometer ‘A’, which is one of the piezometers 

installed in CSD 2.  The piezometer A is installed on the upstream side of the crest of the dam. 

The year 2007 was the first time to raise its conservation level, which means new baseline was 

established. As shown in the time series (the upper plot of Figure 5), there has been no 

piezometric response to pool until 2007, but it started to respond more to the pool. The result of 

the proposed anomaly detection shows that such change in 2007 could be detected. Since the 

water levels started to rise sharply during the conservation pool and drop gradually, the 

anomalies might have been caused by unusual lags in the piezometric response. If such 

anomalies continue, it is recommended that engineers investigate if any of the internal properties 
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of the dam have been affected by this extreme event. According to Fell et al. (2003), in the vast 

majority of cases of piping through the embankment, the reservoir was either at a historic high 

level, or within 1m of the historic high level when progression of erosion occurred to form a 

pipe. Thus, considering unusual changes in reservoir level would be an important task.  

 

Figure 6 shows the result obtained from another piezometer in CSD 2.  According to the 

engineers who manage CSD 2, a single row grout curtain was installed in upstream side of the 

right abutment in 2001-2002. This installation might have caused the anomalies detected in 

2001. The anomalies occurred in 2003 could not be explained with any solid evidence. The 

anomalies of 2009 might have been caused by turbid water observed at one of the tunnel drain in 

2009. 

 

As shown in Figure 5 and 6, the MPCA+RRA could provide additional anomalous behaviors 

(previously unknown) to the engineers (though this approach might have been too sensitive) as 

well as validate the previously known anomalous events. Since the engineers from CSD2 used to 

analyze their piezometer data every 5 year, they might not have detected changes that have 

occurred before the 5-year period, possibly overlooking any long-term changes. However, since 

the tested statistical technique has a capability to detect deviations over long periods of time, any 

chance of missing important changes in the data could be reduced.  
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Figure 5. The result of MPCA+RRA (above: time series with simulated anomalies. below: 

regression residuals) applied to a piezometer of CSD2. 

 

 
Figure 6. The result of MPCA+RRA (above: time series with simulated anomalies. below: 

regression residuals) applied to a piezometer of CSD 2. 
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2.4.3 Autoregressive (AR) Model  
 
AR model, which will be presented more in detail in Section 3.1.3, is another statistical approach 

we have applied, which has been widely used in various domains to describe time-varying 

processes. The AR model is based on a linear regression method, in which the current value of 

the time series is estimated based on linear combination of its previous values of the series.  The 

number of the prior values used is defined as the order of the AR model. Equation (1) below 

shows an AR model of order n.  The 𝑥!    represents the value of x at time, t. The equation shows 

that 𝑥!    can be estimated using a linear relationship among n previous x values and their 

corresponding coefficients, a’s.  𝜀!  is the  Gaussian white noise term. There are different ways of 

estimating such coefficients, e.g., least-squares, Yule-Walker approach (Kay 1999), Forward-

backward approach (Marple 1986; Armour and Morgera 1991), etc. 

𝒙𝒕     = 𝒂𝟏𝒙 𝒕!𝟏 + 𝒂𝟐𝒙 𝒕!𝟐 + 𝒂𝟑𝒙 𝒕!𝟑 +⋯+ 𝒂𝒏𝒙 𝒕!𝒏 + 𝜺𝒕                          (1) 

Applications and Results 

In the AR application, a dataset from CSD2 was used. The standard least squares technique was 

used to determine AR coefficients and an AR model with 5th order was used. There are many 

different procedures to choose the best order or AR processes, e.g., FZC (First Zero Crossing of 

the autocorrelation function), the FPE (Final Prediction Error), AIC (Akaike’s Information 

Criterion), etc. (Schlindwein and Evans 1990).  However, due to computation time, we first 

considered the order that is less than 10 with a trial-and-error method. As a result, the order of 5 

gave us the best result (higher orders either did not improve or decreased accuracy) with 

minimum false alarms and false negatives.  
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First, the AR coefficients were estimated from the normal time series data, 𝑥, and residual errors, 

𝜀, were calculated.  Then, residual errors of ‘damaged’ data, (𝑥!) was calculated using the AR 

model developed from the ‘normal’ data as shown in Equation (2).  

𝜀′ ! =   𝑥′ !      − 𝑎!𝑥! !!! + 𝑎!𝑥! !!! + 𝑎!𝑥! !!! + 𝑎!𝑥! !!!   +  𝑎!𝑥! !!!            (2)                     

Given the total length of the data, the first 5 years of the data were assumed to be normal.  Then, 

AR coefficients (AR (5)) obtained from the normal data were fitted to the next data points that 

may contain anomalies.  

 

The result shown in Figure 7 is a control chart based on the normalized residual error time series 

in which its upper and lower control limits were determined by +/- 3 standard deviations and the 

centerline was determined by its mean.  Any points that exceed the control limits were flagged. 

The resulting AR model was too sensitive to any deviations contained in the data; this is because 

only piezometer data were analyzed instead of analyzing how the relationship between the pool 

and piezometer readings change over time.  In this way, unusual behaviors while they are not 

abnormal (such as unexpectedly high pool levels or maintenance periods) may not be reflected, 

thus possibly causing many false alarms. Possible improvements would come from consideration 

of seasonality or annual periodicity when selecting the model order.  
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Figure 7. Above: time series of a piezometer from another case study dam; below: the 

result of AR application (green ‘*’s are the detected anomalies from AR while red lines 
indicate the threshold range) 

 

2.5  Improvements Observed from Applications of Statistical 

Anomaly Detection Techniques 

 
While the traditional practice from the engineers generates correlation plots directly from the 

instrumentation data and qualitatively detect any deviations from such plots, one of the statistical 

anomaly detection approaches we applied, MPCA detects abnormal behaviors from the dominant 

patterns, or the major variability between the two variables, i.e., pool and piezometer readings, 

of the instrumentation data over time. 
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Figure 8 shows a correlation plot as most engineers would generate with the piezometer data. 

When a simple regression method is applied directly on the data, many anomalies (red dots) 

especially those that are embedded in the hysteresis cannot be detected.  However, when 

dominant patterns obtained from MPCA are used, instead of the data directly, most of the 

anomalies even inside the hysteresis can be detected as shown in Figure 9. Thus, we can 

conclude that anomalies that are embedded in the hysteresis, which are often hard to be visually 

detected, can be better detected when MPCA is applied before performing the regression 

analysis.  

 

As shown in this section, the applications of the statistical anomaly detection technique had 

advantages over the current data analytics. Thus, it has shown the potentials of applying 

statistical anomaly detection techniques to detect piezometric anomalies. We can infer from the 

different results obtained from MPCA+RRA and AR that distinct statistical techniques would 

bring different results as well as interpretations, meaning there maybe well-suited techniques for 

different failure scenarios. 

 

The next chapter presents exploration and evaluations of different categories of anomaly 

detection techniques by considering critical conditions, advantages, disadvantages, and carefully 

understanding the nature of piezometer data. Such various approaches resulted in different 

anomaly detection performance, providing more insights to understand problems.   
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Figure 8. Correlation plot without the proposed statistical technique 

 
 

 
Figure 9. Correlation plot generated based on the statistical technique (MPCA+RRA) 

applied. Even those red dots, which are the simulated anomalies, inside the hysteresis are 
detected.  

 

Embedded anomalies 
are also detected 
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Chapter 3. APPLICATIONS OF AR, MPCA, AND 

KL ANOMALY DETECTION TECHNIQUES TO 

EMBANKMENT DAM PIEZOMETER DATA 

 
 
Given that different parts of a dam behave differently and undergo complicated processes over 

time, it is possible to improve the traditional anomaly detection approach using more advanced 

data analysis techniques. Thus, we investigated different types of anomaly detection techniques 

in an effort to propose/recommend data analytics that are more appropriate for various 

anomalous scenarios as well as piezometer locations. In this section, we present how we tested 

Autoregressive (AR) model, Moving Principal Component Analysis (MPCA) and Kullback-

Leibler divergence, which entail different characteristics.  

 

In the next section, we first describe the details of the simulations performed for the various 

scenarios considered in this work.  Then, we introduce the three anomaly detection techniques 

that were evaluated as part of this research; we describe the principles and characteristics of 

those techniques as well as why they are appropriate for the anomaly detection task given our 

data. The following sections include the experiments we conducted and the corresponding results 

obtained from these experiments. Lastly, we conclude with the discussion of these results. 
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3.1 Approach 

3.1.1 Anomalous Data Collection 

Since the anomalous problems on which we focus in this work often occur inside embankment 

dams without visual signs until they become severe enough to be observed, it is hard to know 

exactly when such problems are initiated. Thus, a simulation process is necessary in order to 

accurately evaluate the ability of the anomaly detection techniques to detect anomalies long 

before they become severe enough to be visually observed. Moreover, such simulations will feed 

additional information, such as how piezometric levels would be affected by the specific physical 

processes we simulate, which have been hard for engineers to understand based only on 

observations of and data collected from real embankment dams. The datasets collected form 

these embankment dam simulations will not only benefit the validation of anomaly detection 

approaches, but also contribute to the understanding by dam engineers of the behavior of 

piezometers in embankment dams under different conditions. In order to simulate realistic 

anomalous embankment dam scenarios, a case study dam we introduced in 2.4.1 was used in 

which its reservoir and instrumentation measurements were accessible to the research team.  

 

Recently, numerical analyses as coded into computer programs have been the most widely used 

method to analyze seepage issues. Specifically, 2-dimensional (2D) or 3D numerical models are 

often developed to analyze seepage issues (USBR 2011). Such models are often used for 

simulation of infiltration, seepage and seepage path, etc., so that the performance of the dam can 
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be validated.  In our work, we used SEEP/W1 to model a section of the case study dam in order 

to simulate various anomalous scenarios, and consequently, to collect corresponding piezometer 

data. It is a finite element software program that adopts an implicit numerical solution to solve 

Darcy’s equation2 for saturated and unsaturated flow conditions over space and time (Krahn 

2004).  Using SEEP/W, it is possible to vary relevant parameters, such as reducing the hydraulic 

conductivity of soil layers and/or the core, thus obtaining datasets that correspond to different 

phases of internal erosion. In addition, steady-state and transient seepage analyses (during 

specified time sequences) are possible. 

 
The existing 26 piezometers already installed in the case study dam are clustered in the core area, 

so we selected some of the existing piezometers and several new locations to collect piezometer 

data that have various response characteristics to the pool levels, and are spatially spread along 

the dam section we model.  Using the daily reservoir levels obtained from the case study dam for 

five and a half years, specifically Mar. 2006 to Sep. 2011, corresponding daily piezometer data 

were collected from the 10 specific locations in the model as shown in Figure 10. Table 1 

provides more details about each piezometer.  

 

                                                
1  SEEP/W is a finite element software program for analyzing ground water and excess pore-water 

pressure dissipation problems in a porous media. Users can compute flow quantities, uplift pressures 
and many others by selected interest locations in the model (Source: http://www.geo-

2  Darcy’s law states that q=ki, where q is the specific discharge, k is the hydraulic conductivity and i is 
the gradient of total hydraulic head (for more theory of SEEP/W, please refer to Appendix B 
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Figure 10. Screenshot of SEEP/W model with piezometer locations 

 
Table 1. Properties of the Piezometers 

Piezometer 
X-coordinate 

(ft.) 
Y-coordinate 

(ft.) 
Material/Region 

Hydraulic 
Conductivity 

(ft./sec) 
PZ 1 -434.908 788.4537 River Deposit 0.007 
PZ 2 -198.799 784.7021 River Deposit 0.007 
PZ 3 -8.8836 818.8395 Impervious Core 8e-008 
PZ 4 -8.8836 800.683 Impervious Core 8e-008 
PZ 5 -8.9629 785.4531 River Deposit 0.007 
PZ 6 71.1705 801.7607 Impervious Core 8e-008 
PZ 7 63.24691 788.2472 River Deposit 0.007 
PZ 8 200.6962 787.4987 DS Gravel 0.0002 
PZ 9 300.8705 795.7294 Rockfill 0.002 
PZ 10 415.5292 775.7503 River Deposit 0.007 

 
 
 
3.1.2 Anomalous Scenarios 
 
Out of many different internal erosion mechanisms possible, we only considered two that can be 

simulated using SEEP/W and possibly occur given the properties of the case study dam.   

 

Case 1: Foundation Erosion 

      PZ 1         PZ 2   
      PZ 3   
      PZ 4   
      PZ 5   

      PZ 6   

      PZ 7   
      PZ 8         PZ 9        PZ 10  
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River Deposit 
 

Till 
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Impervious Core 
Rock Fill 
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In most cases, internal erosion occurs from the toe area3 and develops backwards towards an 

embankment. This is often caused by the constant migration of soil particles towards free exits or 

into coarse openings (Flores-Berrones and Patricia 2011). Once piping initiates and eventually 

develops further, the hydraulic conductivity of affected soil materials change due to such soil 

erosion. Such backward erosion piping can occur from either the foundation or embankment. In 

our work, we introduced anomalies in the downstream foundation of the case study dam, whose 

soil property is designated as river deposit. In order to simulate various scenarios given this 

mechanism, we first selected a thin layer within the river deposit and modeled 5 segments in the 

layer, in which various anomalies could be introduced. Severities and durations of the anomalous 

scenarios were varied as follows: 

 

• Severity Low: original hydraulic conductivity times 2, 4, 6, 8, 10 

• Severity High: original hydraulic conductivity times 10, 25, 50, 75, 100 

• Duration Slow: three months for each change 

• Duration Fast: one month for each change 

• Uniformity Graded: 5 segments in the anomalous layer have different hydraulic 

conductivities 

• Uniformity Uniform: 5 segments in the anomalous layer have a uniform hydraulic 

conductivity 

 

 

                                                
3  The junction of the downstream face of a dam with the natural ground surface (New Hampshire 

Department of   Environmental Services 2011)  
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For example, if the anomalous scenario was based on ‘Severity: High, Duration: Fast, and 

Uniformity: Graded’, we first changed the hydraulic conductivity of the right most segment of 

the selected layer by 2 times the original hydraulic conductivity of the river deposit for three 

months. Then in the next three months, we increased the hydraulic conductivity of the second 

right most segment of the layer by 2 times, and the right most segment by 4 times, and so on (See 

Figure 11). Thus, this particular anomalous scenario spanned a total 15 months (3 months times 

5 segments). In the uniform case, the hydraulic conductivities of all five segments were 

uniformly increased. That is, the hydraulic conductivities of all five segments were the same for 

three months or one month depending on Duration Slow or Fast, respectively. Thus, as 

summarized in Table 2, there were a total of 8 anomalous scenarios generated and simulated 

based on this particular mechanism. 

 

 
Figure 11. Simulation method based on Severity: Low, Duration: Slow and Uniformity: 

Graded 

 
Case 2: Poorly Compacted Layer (in Core) 

Another anomalous scenario we simulated was internal erosion caused by poorly compacted 

zones (or high permeability zones) within an embankment core. When constructing an 

embankment dam, each soil layer is compacted on top of the previously compacted layers. 

Duration)
(months)

1~3 original original original original 2*original

4~6 original original original 2*original 4*original

7~9 original original 2*original 4*original 6*original

9~12 original 2*original 4*original 6*original 8*original

12~15 2*original 4*original 6*original 8*original 10*original
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However, due to occasional freezing on seasonal shutdown, poor compaction, and many other 

reasons, highly permeable zones/ layers can be possibly formed within a core, foundation or even 

at abutment contacts.  To simulate a similar problem, we created another thin layer along the 

core. Since the core had been compacted to be impervious, we increased its hydraulic 

conductivity more severely, i.e., on the order of 1, 2, 3 and 4 times the original magnitude 

(Severity: extreme-High), and applied only the ‘Uniform’ scenario to simulate a pervious layer. 

Table 2 also includes two anomalous scenarios generated from this type of mechanism.  

 
Table 2. Anomalous Scenarios 

Scenario Location Severity Duration Uniformity 
1 River Deposit Low Slow Graded 
2 River Deposit Low Slow Uniform 
3 River Deposit High Slow Graded 
4 River Deposit High Slow Uniform 
5 River Deposit Low Fast Graded 
6 River Deposit Low Fast Uniform 
7 River Deposit High Fast Graded 
8 River Deposit High Fast Uniform 
9 Core e-High Slow Uniform 
10 Core e-High Fast Uniform 

 
 

Figure 12 shows the time series of one of the piezometers (PZ 4) based on various scenarios. The 

figure shows the data from Jan. 2009 to Apr. 2010 only to highlight the nature of the anomalous 

data in each scenario. We can see that piezometer PZ4 responded differently in the different 

scenarios. Figure 13 shows the time series of three different piezometers that were generated 

from Scenario 1. Even though the data were generated from the same anomalous scenario, it is 

clear that different piezometers behaved differently. Some anomalous data seem to involve only 

amplitude changes while some also involve shape changes, probably due to time lags caused by 

changes in seepage rates.  
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Figure 12. Parts of the simulated PZ 4 time series based on various scenarios 

 
 

Figure 13. Parts of the simulated anomalous time series based on Scenario 1 
 

3.1.3 Anomaly Detection Techniques 
 
Our objective for the research is to examine several data analysis techniques to detect anomalous 

patterns in piezometer data that do not follow its previous historical behavior or do not behave as 

expected. Since the 19th century, anomaly detection has been widely studied by the statistics 

community, and there have been a variety of anomaly detection techniques developed for certain 

application domains and for more generic problems (Xu 2010).  Anomaly detection techniques 

should be selected by considering if they are suitable for the data sets in terms of the correct 

distribution model, the correct attribute types, the scalability, the speed, etc. (Hodge and Austin 

2004). In addition, selecting appropriate approaches depends on the data type, availability of data 

labels, how one wishes to detect anomalies and to handle them (Hodge and Austin 2004).  In this 
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research, we carefully investigate how an anomaly should be defined in piezometer data analysis 

as well as the sensitivity required and the validation methods that should be used. 

 

Piezometer data are collected at a regular frequency (e.g., every 4 hours, 12 hours, etc.), so 

temporal information should not be ignored but perceived as an important factor. Moreover, 

since piezometer data are highly affected by pool levels, seasonality present in data should be 

also considered. As mentioned above, anomalies are defined as data or patterns that deviate from 

the normal data. Assuming that the first few years of data are normal, we detect anomalies by 

looking for any unexpected changes in that data over time.  

 

By considering the nature of the piezometer data, three types of anomaly detection techniques 

were selected to be studied as part of our research. The three techniques we evaluate are: 

Autoregression (AR), Moving Principal Component Analysis (MPCA), and Kullback-Leibler 

(KL) Divergence, which will be explained in details below.  These three techniques can handle 

multi-dimensional data (pool and piezometer data) and be adjusted to retain temporal 

information. In addition, since they entail different characteristics, it would be possible to 

provide relevant insights to various anomalous scenarios as well as different piezometers.  Even 

though AR is one of the most widely used time series techniques, there is a limitation in such a 

predictive technique, because accurately modeling time series with some noise present is 

challenging, especially given that AR only considers the linear dependence in a time series 

(Chandola et al. 2009b). Thus, we also tested techniques that initially extract features from the 

data (e.g., MPCA and KL), which are more robust to noise present in the data.   
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Given that piezometer data fluctuate based on pool levels, it is easy to assume that piezometer 

data are highly correlated to pool, thus they have linear relationships/trends in general. 

Moreover, especially when looking for any deviations from normal data, engineers tend to 

assume a normal (Gaussian) distribution. However, based on where piezometers are located 

along the dam, their measurements can be either linear/nonlinear or highly 

correlated/uncorrelated in response to pool levels as shown in Figure 14. This means that 

detecting any deviations with a Gaussian approach may not be appropriate. Thus, we tested both 

parametric and nonparametric techniques, MPCA and KL divergence, respectively, to see if the 

existing assumptions on linearity as well as Gaussian distribution are appropriate when analyzing 

piezometer data.  In the next subsections, we introduce each model and technique in more detail.  

 

 

Figure 14. Pool vs. Piezometer 

 
1. Autoregressive (AR) Model  

        One of the most widely used stochastic time series models is Autoregressive Integrated Moving 

Average (ARIMA) (Zhang 2003; Adhikari and Agrawal 2013).  While ARIMA models have 

been mainly adopted in economic and statistics domains, they also have been popular for 
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structural health monitoring or damage detection (Nair et al. 2006; Omenzetter and Brownjohn 

2006; Gul and Catbas 2011). ARIMA assumes that a time series dataset follows a normal 

distribution and has a linear form meaning that future values of the time series are estimated 

based on linear combination of previous values of the series.  An ARIMA model can be divided 

into subclasses, such as Autoregressive (AR), Moving Average (MA), and Autoregressive 

Moving Average (ARMA) models (Adhikari and Agrawal 2013). Particularly, the AR model is 

expressed in terms of past values, MA model is expressed in term of past errors, and ARMA is a 

combination of AR and MA models.  

 

In order to determine the most appropriate model given time series data, autocorrelation (ACF) 

and partial autocorrelation functions (PACF) should be computed. Autocorrelation measures the 

linear dependence of a variable at different lags while partial autocorrelation measures the linear 

dependence between different lags after removing the mutual autocorrelation in-between 

(controls intermediate autocorrelations). Equation (3) and (4) represent the ACF and PACF of a 

time series, 𝑥!, at lag j, respectively (Shumway and Stoffer 2011).   

𝜌! = 𝑐𝑜𝑟𝑟   𝑥!,𝑥!!! = !"#  (!!,!!!!)

!"# !! !"# !!!!
                                            (3) 

𝜙!! = 𝑐𝑜𝑟𝑟(𝑥!!! − 𝑥!!! , 𝑥! −   𝑥!),  j ≥ 2                                          (4) 

where 𝑥!!! denotes the regression of 𝑥!!!    on {𝑥!!!!!,𝑥!!!!!,⋯ ,𝑥!!!}  

 

After examining these functions, either AR or MA is selected to appropriately model time series. 

For example, if a PACF plot of time series displays a sharp cutoff at a certain lag while ACF 

decays more slowly, the time series are said to have an AR signature given that AR considers 
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cumulative effects of all previous values. In this case, the order number is determined based on at 

which lag PACF cuts off. The opposite scenario applies for a MA model. In MA models, since 

only errors at certain lags (let’s say, p) affect the current value, ACF will cutoff after lag p while 

PACF will decay more slowly. All of our piezometers have AR signatures; each ACF decays 

slowly while PACF cuts of sharply at a certain lag. So, we focus on developing AR models in 

this work.  

Vector Autoregressive (VAR) Model  

The Equation (1) shown in Section 2.4.3 was based on a univariate time series. However, since 

piezometer readings are highly affected by the pool levels, we should consider the relationship 

between the pool and piezometer readings together. Vector Auto Regressive model (VAR) is a 

multivariate time series model that can track many series at once instead of a single time series at 

a time. Since VAR jointly considers dynamics among multiple time series, it is possible to 

recognize how much one variable is influenced by the other variables.  Equation (5) shows a 

VAR (n) model equation: 

 
𝑥!,!
⋮
𝑥!,!

=
𝑐!
⋮
𝑐!

+   
𝑎!,!! ⋯ 𝑎!,!!
⋮ ⋱ ⋮

𝑎!,!! ⋯ 𝑎!,!!

𝑥!,!!!
⋮

𝑥!,!!!
+⋯+     

𝑎!,!! ⋯ 𝑎!,!  !
⋮ ⋱ ⋮

𝑎!,!! ⋯ 𝑎!,!!

𝑥!,!!!
⋮

𝑥!,!!!
+

𝜀!,!
⋮
𝜀!,!

 

(5)       
 
     
where 𝑥!,! denotes dth time series at a time t, 𝑎  !’s  are AR coefficients that correspond to nth lag, 

and 𝜀! is a vector of uncorrelated innovations.  

 

2. Moving Principal Component Analysis (MPCA) 

Please refer to Section 2.4, which include the theoretical explanation of the MPCA. 
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3. KL Divergence 

A nonparametric technique that we tested is based on divergence measurement, which is the 

distance between two probability densities (Szabo 2014). One of the most well known 

divergence estimators is the Kullback-Leibler (KL) divergence (Kullback and Leibler 1951; 

Bishop 2007; Polani 2013). The KL divergence between p(x) and q(x) is expressed in Equation 

(6).  

𝐷 𝑝, 𝑞 = 𝑝(𝑥)ℝ! log !(!)
!(!)

𝑑𝑥                                                 (6) 

When fitting parameterized models to the samples being tested, various principles can be used to 

estimate KL divergence (Wang et al. 2009; Basseville 2013), e.g., k-nearest neighbors, 

Maximum Likelihood Method, maximum spacing estimators, etc. In this work, we adapt the k-

Nearest Neighbors (kNN) method (Wang et al. 2009)  to estimate the KL divergence, or distance 

between the samples from two distributions, p and q.  

First, the distance between each point in the d-dimensional samples, {𝑋!!!,…,!} of p to its kth 

nearest neighbor in 𝑋! !!!
 are computed. Then, the kth nearest neighbor distance of each point 

from {𝑋!} to the d-dimensional samples, {𝑌!!!,…,!}  of q are also computed. Those distances are 

denoted as XXk(i) and XYk(i), respectively. The divergence estimator is then expressed as 

𝐷 𝑝, 𝑞 = !
!

log   !"!(!)
!!!(!)

!
!!! + log !

!!!
                                      (7)                                                                        

In the next section, we will explain how we applied the three statistical techniques in order to 

improve anomaly detection of piezometer data.  
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3.2 Applications 
 
As mentioned in Section 3.1.2, the locations of piezometers (including soil layers in which their 

tips are installed) as well as different anomalous scenarios influence piezometers responses, and 

consequently, anomaly detection performance.  In this section, we present two experiments 

designed to evaluate three different anomaly detection techniques for the selected piezometers of 

the case study dam (Table 1), and for various anomalous scenarios (Table 2).  

 

For every time series dataset, 𝑋   ∈   ℝ!  !  ! ,  where T is the length of the dataset, and D is the 

dimension of the data, we assumed that the first two years of the data were normal (i.e., training 

data), and the rest of the data were treated as testing data. In every technique, since piezometers 

respond to reservoir pool events, we analyze both the piezometer readings and the reservoir 

levels together. Thus, given 10 different anomalous scenarios and 10 piezometers, we test 100 2-

dimensional datasets (each dataset is composed of two dimensional times series of pool and 

piezometer) total.  

 

The metric we used to evaluate the anomaly detection techniques is the F2 score, which is a 

combined measure of precision and recall, but emphasizes recall twice as much as precision (See 

Equation (8)).  We selected this evaluation metric, because in the dam safety domain, missing 

anomalies is worse than raising false alarms. For each technique, we tested various parameters, 

i.e., order number of AR models, window sizes, threshold levels, etc. Once the optimized 

parameter settings were reviewed, we also examined a specific set of parameters that may be 

intuitive when analyzing piezometer data.  
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𝐹! = 1+ 2! !"#$%&%'(∗!"#$%%
(!!∗!"#$%&%'()!(!"#$%%)

                                              (8) 

We constructed a control chart for each technique, where threshold levels are established based 

on the features extracted from the normal data. Any deviations that go beyond certain sigma 

levels (standard deviations) of the threshold level are then marked as anomalies. 1 to 3 standard 

deviations are tested for each technique.  

 
 
3.2.1 Vector Auto-Regressive Model (VAR) 

In the VAR application, we used the standard least squares technique to determine VAR 

coefficients and AIC (Akaike 1998) to select the order of VAR models. For each dataset, VAR 

coefficients were estimated from the scaled training data, and residual errors of the testing data 

(which contain both normal and anomalous data) were calculated.  Here, residual errors are the 

difference between actual and predicted values that were computed from the VAR model 

developed using the training data. Since reservoir data were given (or we do not need to predict), 

we computed the residual errors of the piezometer data only (the VAR model considers both of 

the previous reservoir and piezometer data to predict new piezometer data.) 

 

3.2.2 Moving Principal Component Analysis (MPCA) 

It is necessary to select a window size, w that is large enough to capture periodicity of the data 

and not be influenced by measurement noise (Laory et al. 2013; Posenato et al. 2008). Given our 

daily data, we tested window sizes that range from 365 to 400. We did not test shorter windows 



 

 51 

in order to capture the entire seasonality (1 year) of the data, and did not test larger windows to 

make sure the numbers of anomalous windows did not exceed those of normal windows.  

 

Once a w was selected, principal components of the data contained in the window, 𝑊 ∈   ℝ!  !  ! 

were computed (in our case we obtained 2 eigenvectors given the 2 dimensional data). As 𝑊! (a 

window that contains data from time i to i + w -1) moved towards the end of the time series, we 

observed any changes in the most dominant pattern only, i.e., first principal component. Since 

our data is 2-dimensional data (i.e., D=2), there were two elements in each principal component. 

Thus, when observing how the first principal components changed over time, we looked for 

changes in the angles formed by the two elements.   

 

When moving a window, we moved in 30 day increments instead of one day increments because 

i) the anomalous problems we are focusing on are those that are difficult to be visually detected, 

which means they are mostly slowly moving processes, not requiring anomaly detection of daily 

changes, and ii) any anomalies found in one day data were likely caused by noise, and the 

eigenvectors would not significantly change due to one additional day data. The threshold level, 

σ of the control chart was established using the mean +/- 1 to 3 standard deviations of the 

training data.  

 

3.2.3 Kullback-Leibler Divergence (KL) 

We applied the kNN method-based KL divergence using the Information Theoretical Estimators 

(ITE) Toolbox (Szabo 2014). We used a k value of 3. First, the divergence, d between every 
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window in a two-year training period, 𝑊! , 𝑖 ∈ 𝑡,  where t =1, … 730-w, and the windows in the 

testing period, 𝑊!!, 𝑗 ∈ 𝑡′, where t’=730-w+1, … T-w, were computed. We then analyzed the 

median divergences from the testing windows to the training windows, 𝑑  (𝑊! ∥𝑊!!) to see if 

there were any significant deviations. We only considered median divergences to observe central 

tendency. For example, let’s say there were 20 training windows, W and 50 testing windows, W’. 

Then, for each of the 50 W’, there would be a total 20 𝑑’s computed against 20 W. Then only the 

median of those 20 d’s was saved from each W’. As the window moves toward the end, a total 50 

𝑑’s were examined in order to detect if there were any significant increases. As in the MPCA 

experiment, we also skipped by increments of 30 days (i.e., the duration between the two 

successive moving windows is 30 days). 

 
We set the threshold levels by using the mean of those median divergences computed from the 

training windows only, and the standard deviations among them.  Any KL divergences that went 

beyond certain sigma levels (i.e., standard deviations) from the mean value were marked as 

anomalies. Given that it is more important to detect every anomaly rather than having false 

alarms, we used the metric of F2 score to evaluate the performance. F2 score is a combined 

measure of precision and recall, but weighs recall twice as much as precision, meaning it 

penalizes false negatives more than false positives. We performed the parametric analyses with 

various window sizes, and threshold levels. After reviewing the optimized parameter settings, we 

also examined a specific set of parameters that might be intuitive given the sensitivity required 

when analyzing piezometer data in real life.  
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In order to establish a threshold level, σ of the control chart, we first computed every possible 

distance among training windows. We used the mean of those entire distances being computed, 

and the standard deviations among the mean distances from each training window to the rest of 

the training windows. Various threshold levels were obtained from the mean plus three different 

sigma levels of the standard deviations.  

 

3.3 Results 
 
Table 3 presents the results obtained from VAR based on the best order numbers as discussed in 

Section 5 (please also see Figure 15, which is a heat map generated for this result). The threshold 

levels, σ and the model orders, M shown in the table correspond to the combination that brings 

the best F2 scores.   Most piezometers perform badly while Piezometer 2, 5 and 7 perform 

comparatively better in extremely severe scenarios (i.e., Scenario 3, 4, 7, 8). The performances 

on the scenarios that simulate pervious core layer are poor. 

 

Table 4 shows the results of MPCA based on the optimal parameter settings (of w and σ) that 

bring the best F2 scores. Table 5 summarizes the results of KL, also based on the optimal 

parameter combinations.  Figure 16 and Figure 17 are the corresponding heat maps. 

  

In general, the performance of MPCA applied on the graded scenarios is not as good as that 

applied on the uniform scenarios; the performance of each piezometer improves in Scenario 4 

and 8 except Piezometer 10. The results of KL are better compared to MPCA. KL has consistent 
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performance among different piezometers. KL performs better on the slow scenarios (i.e., 

Scenario 1, 2, 3, 4, 9). 

  
Table 3. Results of VAR based on Optimal Parameters 

  Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 5 
PZ M σ F2 M σ F2 M σ F2 M σ F2 M σ F2 
1 4 1 9% 4 1 12% 4 1 19% 4 1 63% 4 1 6% 
2 5 1 33% 5 1 69% 5 1 70% 5 2 97% 5 1 26% 
3 8 1 1% 8 1 2% 8 1 2% 8 1 2% 8 1 - 
4 4 1 1% 4 2 1% 4 2 1% 4 1 2% 4 2 1% 
5 5 1 29% 5 1 66% 5 1 68% 5 2 97% 5 1 22% 
6 5 1 2% 5 1 2% 5 1 3% 5 1 5% 5 2 2% 
7 5 1 27% 5 1 65% 5 1 66% 5 1 97% 5 1 17% 
8 5 1 7% 5 1 11% 5 1 64% 5 1 82% 5 1 4% 
9 5 1 4% 5 1 4% 5 1 48% 5 1 59% 5 1 2% 
10 4 1 3% 4 1 3% 4 1 6% 4 1 6% 4 1 - 
  Scenario 6 Scenario 7 Scenario 8 Scenario 9 Scenario 10 

PZ M σ F2 M σ F2 M σ F2 M σ F2 M σ F2 
1 4 1 6% 4 1 7% 4 1 31% 4 1 6% 4 1 6% 
2 5 1 60% 5 1 62% 5 2 92% 5 1 7% 5 1 6% 
3 8 1 - 8 1 - 8 1 - 8 1 38% 8 1 31% 
4 4 1 2% 4 2 3% 4 3 3% 4 1 3% 4 1 4% 
5 5 1 71% 5 1 76% 5 2 91% 5 1 6% 5 1 4% 
6 5 1 3% 5 1 4% 5 1 5% 5 1 6% 5 1 6% 
7 5 1 55% 5 1 57% 5 2 92% 5 1 6% 5 1 3% 
8 5 1 8% 5 1 49% 5 1 77% 5 1 3% 5 1 2% 
9 5 1 2% 5 1 11% 5 1 18% 5 1 1% 5 1 - 
10 4 1 2% 4 1 2% 4 1 4% 4 1 2% 4 1 - 
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Figure 15. Heat map generated from the VAR results shown in Table 3 
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Table 4. Results of MPCA based on Optimal Parameters 
  Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 5 

PZ w σ F2 w σ F2 w σ F2 w σ F2 w σ F2 
1 365 1 72% 365 1 85% 365 1 90% 390 1 91% 365 1 84% 
2 395 1 79% 365 1 85% 365 1 85% 380 3 94% 370 1 82% 
3 365 1 72% 365 1 76% 395 1 76% 380 1 82% 390 1 57% 
4 375 1 49% 395 1 69% 365 1 73% 365 1 84% 375 1 79% 
5 365 1 76% 370 1 85% 365 1 88% 385 1 97% 370 1 82% 
6 365 1 52% 365 1 77% 375 1 80% 400 1 82% 365 1 77% 
7 365 1 76% 370 1 85% 365 1 88% 385 1 97% 370 1 82% 
8 385 1 76% 380 1 82% 365 1 88% 380 3 94% 370 1 82% 
9 385 1 73% 395 1 76% 370 1 87% 385 1 91% 370 1 82% 
10 365 1 82% 395 1 54% 385 1 88% 380 1 63% 370 1 74% 
  Scenario 6 Scenario 7 Scenario 8 Scenario 9 Scenario 10 

PZ w σ F2 w σ F2 w σ F2 w σ F2 w σ F2 
1 365 1 84% 365 1 84% 375 3 91% 365 1 54% 365 1 74% 
2 385 2 83% 385 2 83% 380 3 91% 380 1 71% 385 1 75% 
3 380 1 52% 380 1 52% 365 1 67% 380 1 92% 370 1 92% 
4 395 1 78% 395 1 83% 375 1 83% 380 1 84% 390 1 52% 
5 390 3 91% 380 3 96% 390 2 91% 380 1 71% 380 1 74% 
6 380 1 78% 375 1 83% 370 1 84% 375 1 85% 400 1 83% 
7 370 1 82% 390 3 86% 390 2 91% 380 1 71% 380 1 74% 
8 380 1 80% 370 1 82% 380 3 91% 365 1 73% 380 1 74% 
9 370 1 78% 390 3 86% 380 2 87% 380 1 71% 380 1 74% 
10 375 1 76% 370 1 82% 375 1 76% 380 1 71% 380 1 74% 
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Table 5. Results of KL based on Optimal Parameters 
  Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 5 

PZ w σ F2 w σ F2 w σ F2 w σ F2 w σ F2 
1 395 2 97% 395 2 97% 395 2 97% 395 2 97% 380 2 92% 
2 400 2 97% 400 2 97% 400 2 97% 400 2 97% 370 2 92% 
3 395 2 96% 385 3 97% 395 2 96% 395 3 97% 390 2 89% 
4 395 1 96% 395 1 96% 395 1 96% 395 1 96% 395 1 90% 
5 370 2 97% 385 3 97% 385 3 97% 385 3 97% 370 2 92% 
6 395 1 96% 395 1 96% 395 1 96% 385 3 97% 370 2 90% 
7 370 2 97% 385 3 97% 385 3 97% 385 3 97% 370 2 92% 
8 370 2 97% 390 3 97% 390 3 97% 385 3 97% 370 2 92% 
9 370 2 97% 370 2 97% 370 2 97% 390 3 97% 370 2 92% 
10 395 2 97% 395 2 97% 390 3 97% 395 2 97% 370 2 92% 
  Scenario 6 Scenario 7 Scenario 8 Scenario 9 Scenario 10 

PZ w σ F2 w σ F2 w σ F2 w σ F2 w σ F2 
1 380 2 92% 380 2 92% 380 2 92% 395 1 75% 395 2 93% 
2 370 2 92% 370 2 92% 370 2 92% 400 1 78% 400 2 93% 
3 390 2 89% 390 2 89% 390 2 89% 380 3 94% 395 3 93% 
4 395 1 90% 395 1 90% 395 1 90% 395 1 94% 395 2 91% 
5 370 2 92% 370 2 92% 370 2 92% 395 1 81% 395 2 91% 
6 370 2 90% 370 2 90% 370 2 90% 395 1 94% 395 2 91% 
7 370 2 92% 370 2 92% 370 2 92% 395 1 81% 395 2 91% 
8 370 2 92% 370 2 92% 370 2 92% 395 1 81% 395 2 91% 
9 370 2 92% 370 2 92% 370 2 92% 400 1 81% 395 2 91% 
10 370 2 92% 370 2 92% 370 2 92% 400 1 81% 395 2 92% 
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Figure 16. Heat map generated from the MPCA results shown in Table 4 

 

 

Figure 17. Heat map generated from the KL results shown in Table 5 
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In real life, it is not possible to determine the optimal parameter settings for anomaly detection 

especially given that various types of anomalies are not known in advance. Thus, we also tested 

parameters that may be intuitively selected by those who analyze the data to see how MPCA and 

KL perform. Given that it is fundamental to inspect annual condition changes, a w of one year 

and σ of 2 were chosen. However, sigma levels should be appropriately adjusted based on how 

sensitive your anomaly detection system should be. Table 6 (Figure 18) clearly shows that KL 

computed from each piezometer performs better than MPCA on every scenario.  

 
 Table 6. Results of MPCA and KL using a window size of 365 and a sigma level of 2 

 Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 5 
PZ MPCA KL MPCA KL MPCA KL MPCA KL MPCA KL 
1 36% 96% 74% 96% 77% 96% 86% 96% 74% 91% 
2 60% 96% 79% 96% 79% 96% 91% 96% 72% 91% 
3 32% 95% 50% 95% 50% 95% 67% 95% 25% 88% 
4 8% 95% 32% 95% 50% 95% 69% 95% 62% 89% 
5 63% 95% 76% 95% 76% 95% 94% 95% 72% 90% 
6 28% 95% 60% 95% 67% 95% 79% 95% 63% 89% 
7 63% 95% 79% 95% 76% 95% 94% 95% 72% 90% 
8 57% 95% 73% 95% 82% 95% 88% 95% 71% 89% 
9 53% 95% 63% 95% 85% 95% 88% 95% 67% 89% 

10 53% 96% 24% 96% 76% 96% 28% 96% 66% 91% 
 Scenario 6 Scenario 7 Scenario 8 Scenario 9 Scenario 10 

PZ MPCA KL MPCA KL MPCA KL MPCA KL MPCA KL 
1 79% 91% 79% 91% 83% 91% 44% 71% 62% 89% 
2 77% 91% 77% 91% 86% 91% 47% 71% 60% 89% 
3 25% 88% 25% 88% 19% 88% 84% 92% 85% 87% 
4 62% 89% 67% 89% 76% 89% 55% 76% - 88% 
5 86% 90% 90% 90% 86% 90% 47% 70% 60% 89% 
6 63% 89% 67% 89% 77% 89% 66% 80% 55% 88% 
7 77% 90% 77% 90% 86% 90% 47% 70% 60% 89% 
8 76% 89% 76% 89% 81% 89% 47% 70% 60% 88% 
9 72% 89% 77% 89% 82% 89% 47% 70% 60% 88% 

10 61% 91% 75% 91% 71% 91% 47% 71% 64% 89% 
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Figure 18. Heat map generated from the MPCA results shown in Table 6 

 

 
Figure 19. Heat map generated from the KL results shown in Table 6 
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3.4 Discussion 
 
3.4.1 VAR 
 
As summarized in Table 3 (and Figure 15), VAR performs very poorly in most piezometers and 

scenarios. It is worth noting that in Scenarios 1, 2, 3, 4 and 9, which are based on Duration: 

Slow, the anomalies are introduced from Jan. 2009 to Mar. 2010 while in Scenarios 5, 6, 7, 8, 10, 

which are based on Duration: Fast, the anomalies lie between Jan. 2009 and May 2009. 

 

When VAR does perform well, the scenario is based on severe anomalies that are uniformly 

introduced (i.e., Scenario 4, 8) along the entire layer within the downstream deposit (not the 

gradual changes introduced). Figure 20 shows the entire time series (both training and testing 

data) of PZ 2 and the results of AR based on Scenario 4. Here, the regression residuals start to 

exceed the threshold line early enough to capture the anomalies introduced in the first 3 months 

(Jan. 2009 to Mar. 2009).   

 

However, even based on the same scenario (Scenario 4), when the piezometric response changes 

are not clearly reflected enough (e.g., PZ 9), the result is not satisfactory as shown in Figure 21; 

the anomalies are detected late, thus leaving many false negatives.  
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Figure 20. Result of AR based on Scenario 4 and PZ 2 

 

 
Figure 21. Result of AR based on Scenario 4 and PZ 9 
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In most cases, the poor performance of VAR is due to significant noise being present in the 

training data. For example, based on the PZ 1 data from Scenario 3 (Figure 22), we can visually 

see slight increases in the regression residuals during the anomalous period. However, due to a 

number of fluctuations in the residuals computed from the training data, the threshold level gets 

inadequately established, thus the anomalies cannot be accurately detected.  

 

 

 

Figure 22. Result of AR based on Scenario 3 and PZ 1 

 
3.4.2 MPCA vs. KL 

Under the optimal parameter settings, MPCA performs better than VAR (Table 4 and Figure 16). 

There are differences in the performance over different scenarios and piezometers. Relatively, 

the piezometers installed in the impervious core area seem to perform poorly when anomalies are 

introduced in the downstream river deposit. However, their performance improves (even 
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outperforms compared to other piezometers) under the core anomalous scenarios (i.e., Scenario 9 

and 10). MPCA seems incapable to capture less severe anomalies compared to severe ones as 

shown in the results based on Scenario 1 vs. Scenario 3 and Scenario 2 vs. Scenario 4. 

Accordingly, MPCA works better when the anomalies are uniformly distributed throughout the 

thin layer, which takes less time to affect further dam areas.  

 
Compared to MPCA, KL performs better (Table 5 and Figure 17).  It is clear that all 10 

piezometers perform similarly in each scenario and over different piezometers. In general, the 

performances of KL on Scenarios 1- 4, which are based on Duration: Slow, are better than those 

on Scenario 5-8, which are based on Duration: Fast. When the results are closely analyzed, the 

lower F2 scores on Scenario 5-8 are caused by more false positives (not necessarily more false 

negatives) compared to Scenario 1-4.  Table 6 shows that under the realistic parameter setting, 

KL also performs better than MPCA.  

 

In Figure 23, the top plot is a scatter plot of PZ 7 readings vs. pool levels. The second plot is the 

time series of PZ 7. In the time series, the piezometer data that lie in the anomalous period are 

plotted with plus (+) signs. The third and fourth plots correspond to the results of KL and 

MPCA, respectively, based on both normal scenario and Scenario 1 (dashed line). Here, the 

normal scenario means there are no anomalies introduced throughout the testing period. We 

show the results based on this normal condition in order to emphasize the difference in the 

results of the normal and anomalous scenarios (please note that these normal condition-based 

results are not the same as the threshold levels we used to test the performance of each anomaly 

detection technique). The KL divergence and the angle computed from MPCA using the data 
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contained in a particular window are indicated with asterisks. The range of this window is also 

indicated with side arrows in the second plot. The downward arrows in the third and fourth plots 

indicate the range of the anomalies where we expect to see certain increases in the KL 

divergence and MPCA angle. In this figure, we can clearly see that KL divergence starts to 

increase during the anomalous period while MPCA seems to fluctuate within the normal range.  

 

 
Figure 23. Results of KL and MPCA (window size 365, Scenario 1, PZ 7) 

 

Figure 24 shows when both KL and MPCA perform well (Scenario 4). Both techniques show 

increasing trends within the anomalous period. The asterisks shown in the third and fourth plot 

correspond to the KL divergence and MPCA angles, respectively when the window contains 
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anomalous data only. As the window slides toward the end, it starts to include the normal data, 

and both KL and MPCA decrease slowly.   

 

In each KL divergence plot, we see a sudden increase toward the end, even though such increase 

is not expected from the dataset without any anomalies. After closely looking at the data during 

that particular time period, we postulate that this increase may be caused by the unusually high 

pool level (pointed with a green arrow) as shown in the left plot of Figure 25. If the pool level 

suddenly becomes very high, there possibly can be some seepage-induced lags in the piezometer 

responses. Since KL picks up this change while MPCA does not, it indicates that KL is more 

sensitive in the task of piezometer anomaly detection.  

 

 
Figure 24. Results of KL and MPCA (window size 365, Scenario 4, PZ 7) 
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While MPCA sometimes show poor performance when applied to the upstream piezometers (i.e., 

PZ 1, 2, 3), we observe that KL performs well in most cases. As explained before, MPCA looks 

for changes in the angles formed from the eigenvectors, so in the case of when the anomalous 

piezometer data only reflect changes in the amplitudes, the angles are not much affected, thus 

such changes are hard to be detected.  

 

Figure 25. Pool information (left); Results of KL and MPCA (right) 

 
Given that KL shows consistently strong results among every piezometer and anomalous 

scenarios, we can conclude that KL is more sensitive to various anomalies and is capable of 

handling a more wide range of piezometer locations. As mentioned above, KL is a nonparametric 

technique that does not make any assumptions on data distribution and linearity. Thus, from our 

experiment, we can see that such assumptions that may be easily made during piezometer data 

analysis are not always appropriate, and anomaly detection performance can be improved by not 

making such assumptions about the data.   
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CHAPTER 4. IMPACT OF ANOMALY 
DETECTION ON MULTIPLE PIEZOMETER 
DATA COLLECTED FROM EMBANKMENT 
DAMS 

 

As shown in the last chapter, the detection performances of KL were more consistent with 

respect to various anomalous scenarios as well as different piezometers we analyzed. However, 

in the real world, piezometers in an embankment dam may not always be located at the optimum 

places, and their behaviors may not continue consistently over years. Thus, it is important to 

recognize how the data from a set of piezometers have changed over time as a group rather than 

evaluating only a single significant piezometer at a time. Since anomalies occurring inside dams 

may initiate with very small deformations without any visual signs, it is difficult to know exactly 

when and where the anomalies have initiated and would be located. However, by observing 

deviations among multiple (or grouped) piezometer readings over time, or the piezometers 

around a specific location, there is potential for obtaining better interpretations.  Thus, in this 

chapter, the analyses of multiple piezometers are presented. The objective of the research 

described in this chapter is to determine if analyzing multiple piezometers together can improve 

interpretation and detection of piezometric anomalies. If the application of anomaly detection 

techniques using multiple piezometers can detect anomalies with better performance than 

analyzing individual piezometers, this will be a significant contribution to piezometer data 

analysis.  
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Even though our Kullback-Leibler (KL)-based method resulted in satisfying anomaly detection 

performance, we observed that the performance might often be highly affected by threshold 

levels, which need to be determined by users. Since patterns among piezometric responses would 

vary based on where they are located, it would often become uncertain to identify the impacts of 

various piezometer combinations on anomaly detection tasks using specified threshold levels. 

Thus, this chapter presents the new approach that combines KL with Support Vector Machine 

(SVM), which do not require prior knowledge about proper sensitivity levels.  

 
The remainder of this chapter is organized as follows. In Section 4.1, we present our initial 

approach of analyzing multiple piezometers using the KL divergence technique and explain 

some of the weaknesses with this approach we have observed. Section 4.1.1 then describes our 

new approach, in which we combine KL and SVM in order to enhance anomaly detection. The 

applications and the experimental results are presented in Section 4.2 and 4.3, respectively. The 

chapter concludes with a discussion of the findings. 

 

4.1 Approach 

As an initial approach, we tested every pair of piezometers on the 10 anomalous scenarios. So, 

instead of a 2-dimensional dataset (i.e., pool and single piezometer reading), 3-dimensional data 

were analyzed (i.e., pool and two piezometer readings). In the previous research (Chapter 3), the 

final results were based on a window size, w of 365 days and a threshold level, σ of 2 standard 

deviations. Thus, we also used the same parameter setting for this experiment. The table below 

summarizes the results of the experiments in which the KL of the piezometer pairs improved 
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compared to when each of the pairs was analyzed by itself. The table only shows the cases where 

the performance from both of the piezometers improved. For example, in the case of (Scenario 5, 

Piezometer 2, Piezometer 5), the KL performance using Piezometer 2 and 5 together improved 

by 1 % and 2% compared to analyzing only Piezometer 2 and 5, respectively.  As shown in 

Table 7, there are only 18 cases (out of 450 possible cases) where the piezometer pairs resulted 

in better performance; there are no dramatic improvements either. 

 

Table 7. F2 scores of KL based on the piezometer pairs (PZ A and PZ B) that improved the 
detection performance 

Scenario PZ A PZ B KL 
PZ A PZ B PZ A+PZ B 

5 2 5 91% 90% 92% 
5 5 7 90% 90% 91% 
5 8 9 89% 89% 90% 
6 2 5 91% 90% 92% 
6 5 7 90% 90% 91% 
6 8 9 89% 89% 90% 
7 2 5 91% 90% 92% 
7 5 7 90% 90% 91% 
7 8 9 89% 89% 90% 
8 2 5 91% 90% 92% 
8 5 7 90% 90% 91% 
8 8 9 89% 89% 90% 
9 2 5 71% 70% 71% 
9 5 7 70% 70% 71% 
9 8 9 70% 70% 70% 
10 2 5 89% 89% 90% 
10 5 7 89% 89% 89% 
10 8 9 88% 88% 89% 

 
 

We also tested various piezometer pairs by using a different σ (i.e., standard deviation of 3). This 

time, there were more cases (119 cases) where the piezometers pairs improved the performance 
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although only 7 cases improved by more than 5%. We observed that the performances were 

highly affected by the threshold levels, thus the impacts of additional piezometers could not be 

properly acknowledged. In addition to different levels of sensitivity, the results might have also 

been heavily influenced by the training dataset, which in turn was used for establishing threshold 

levels. Moreover, as expressed in Equation (6) and (7), KL measures the divergence between two 

distributions; however, with additional dimensions (i.e., additional piezometers), significant 

piezometric responses may often be distracted by noisy features.  

 

In order to make our performance more reliable, we applied one popular classification technique 

called Support Vector Machine (SVM). SVM is known to perform well even when applied to 

data outside the training period. SVM tries to solve classification problems that can be 

generalized in unseen testing data. SVM is based on the principle of Structural Risk 

Minimization (SRM) instead of the traditional principle of Empirical Risk Minimization (ERM), 

which minimizes the errors on the training data, thus often suffer from overfitting. SRM, on the 

other hand, minimizes an upper bound on the expected risk (El-Naqa et al. 2002). It focuses on 

the training data that are most difficult to classify. In the next section, we further provide 

principles of SVM and introduce our new anomaly detection approach, which is based on KL 

and SVM.  

 

4.1.1 New Anomaly Detection Approach: KL+SVM 

The Support Vector Machine approach is a binary classifier; it finds the best hyperplane (or one 

with the largest margin between the two classes) that separates two different classes (Figure 26). 
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While there can be an infinite number of hyperplanes that can separate the two classes, a 

hyperplane that is very close to the training examples can be sensitive to noise, thus not 

generalize well in unseen testing data.  However, with the hyperplane that maximizes the margin 

between the classes, or the hyperplane that is farthest from all training examples, SVM can 

generalize better.  

 
Figure 26.  SVM classification showing a hyperplane that separates ‘+’ class from ‘-’ class 

with maximum separating margin.  

 
In the case where data cannot be completely separated, SVM uses a soft margin that separates 

many data, but not all, meaning it allows a minimal number of errors (Cortes and Vapnik 1995). 

Given n training examples, the objective function of such SVM is (Vapnik 1995): 

min!,!,!
1
2 ∥ 𝑤 ∥!+ 𝐶 𝜉!

!!!

 

subject to                                                                    (9)   

𝑦! 𝑤, 𝑥! + 𝑏 ≥ 1− 𝜉! 

𝜉!   ≥ 0 

where 𝑖 = 1, 2,… ,𝑛, w is a normal vector that is perpendicular to the hyperplane, C is a penalty 

variable and 𝜉! are positive slack variables, or training errors.  
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Sometimes, high dimensional data cannot be separated with a simple linear hyperplane. In such 

cases, kernel functions can be used to transform the input space into a feature space, so that SVM 

can produce nonlinear boundaries by constructing a linear boundary in the transformed feature 

space (James et al. 2013).  

𝐾 𝑥,𝑦 =< 𝜙 𝑥 ,𝜙 𝑦 >                                                  (10) 

 

In our experiments, we use a Gaussian radial basis function to train the SVM classifier: 

𝐾 𝑥,𝑦 = exp(∥!!!∥
!

!!!
)                                                      (11) 

 

In the next section, we present how we applied SVM on the KL divergence using various 

combinations of piezometers.  

 

4.2 Applications 

KL 
 
We adopt the same KL-based application approach as presented in Chapter 3.2.3. By using a 

window size, w of 365, we moved the window by increments of 10 days instead of 30 days in 

order to obtain a sufficient number of training and testing data for the classification task later. 

We applied kNN-based KL divergence using the Information Theoretical Estimators (ITE) 

Toolbox (Szabo 2014). We used a value of k of 3. We first computed the KL divergence, d 

among the windows that lie within the 2-year normal period and saved only the median 

divergence of each window, i.e., 𝑑   𝑊!   ∥   𝑊!   . Then, d between each of the subsequent 
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windows was computed against every training window, and the corresponding medians were 

saved, i.e., 𝑑  (𝑊! ∥𝑊!!). 

 

SVM 
 
After computing the KL divergence of each piezometer based on each scenario, we used the KL 

divergence to train SVM classifiers (classify either 0 (normal) or 1 (abnormal)).  In order to 

test/classify each scenario, we performed leave-one-out cross validation. For example, to test 

Scenario 1, we trained on the 9 other scenarios (Scenario 2-10) and to test Scenario 2, we trained 

on Scenario1 and Scenario 3-10, and so on.  In order to minimize possible over-fitting, we also 

included more training datasets: i) KL divergence computed from the normal scenarios (where 

we did not introduce any anomalies throughout the testing periods), and ii) the simulated datasets 

(from all of the scenarios) with white Gaussian noise added. For these additional training 

datasets, we did not leave any one scenario out but used all of them to train, because they are 

different from the originally simulated datasets.  

 

We used individual piezometers as well as multiple piezometers to train an SVM classifier for 

each scenario. Throughout the research described in this paper, this approach means either a one-

dimensional feature (i.e., KL divergence) vector or higher dimensional feature vector was used to 

train an SVM classifier for each scenario. That is, the training data, 𝑥! in Equation (6) are now 

either i) a one-dimensional KL divergence, D based on a single piezometer or ii) a multivariate 

D, corresponding to one of the multiple piezometers. For the latter case, we considered various 

feature vectors (each feature consists of the KL divergence computed from a single piezometer) 
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to see if they can improve the classification performance compared to when using individual 

piezometers only. We took three approaches to train the SVM classifier that is based on multiple 

piezometers (for each scenario):  

 

1) Start by training on a two-dimensional dataset using a pair of the piezometers (e.g., 

piezometer 1 and of 2) and increase the dimension of the training dataset by adding each of 

the other piezometers at a time until it consists of all of the 10 piezometers (i.e., a 10-

dimensional dataset). 

 

2) Remove one piezometer at a time and observe how the performances change accordingly. 

 

3) Train on distinct groups of piezometers, which are grouped by various characteristics (e.g., 

piezometer locations, elevations, soil materials, x-coordinates, etc.). 

 

The results of these three steps are presented in the following section.  

 

4.3 Results 
 
We trained SVM classifiers using a Gaussian kernel (Equation (11)). Table 8 shows the F2 scores 

when the SVM classifier for each scenario was trained by individual piezometers. Figure 27 

shows a heat map generated from this result.  Every piezometer has distinctive results on every 

scenario without clear patterns. For the fast anomalous scenarios that are based on the foundation 

erosion mechanisms occurring at the downstream river deposit (i.e., Scenario 5 - 8), most 



 

 76 

piezometers except Piezometer 3 worked consistently while their results varied in the other 

scenarios. For the anomalous scenarios caused by the poorly compacted layer within the core 

(i.e., Scenario 9-10), Piezometers 3, 4 and 6 performed comparatively better, but every 

piezometer performed poorly in general.  

Table 8. F2 scores of KL+SVM based on individual piezometers 

 PZ 1 PZ 2 PZ 3 PZ 4 PZ 5 PZ 6 PZ 7 PZ 8 PZ 9 PZ 10 
SC1 78% 73% 44% 83% 58% 82% 58% 67% 58% 77% 
SC2 93% 67% 75% 63% 90% 66% 93% 89% 66% 93% 
SC3 82% 88% 65% 54% 93% 78% 92% 93% 93% 76% 
SC4 63% 87% 61% 81% 87% 90% 88% 87% 91% 84% 
SC5 69% 81% 46% 70% 82% 71% 82% 85% 75% 79% 
SC6 80% 85% 71% 82% 88% 82% 87% 87% 75% 71% 
SC7 85% 85% 71% 82% 88% 82% 88% 87% 76% 83% 
SC8 87% 86% 80% 84% 88% 85% 88% 87% 78% 79% 
SC9 7% 7% 51% 65% 15% 55% 10% 16% - 5% 
SC10 14% - 82% 62% - 66% - - - - 

 
 

 

Figure 27. Heat map generated from the results shown in Table 8 
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Next, we trained the SVM classifiers using multiple piezometers. For this particular experiment, 

we increased the dimension of the training data by including one additional piezometer at a time. 

Table 9 summarizes the results. The first row shows which piezometers were used together to 

train a SVM classifier for each scenario. For example, 1-3 means the training dataset was 

comprised of the KL divergences of Piezometer 1, 2 and 3. Table 9 also includes average scores 

for the two anomalous cases, i.e., foundation erosion in the downstream (i.e., Scenario 1-8) and 

the pervious core layer (Scenario 9-10). 

 
Table 9. F2 scores of KL+SVM using multiple piezometers (starting from Piezometer1) 

   Piezometer 
 

Scenario 
1-2 1-3 1-4 1-5 1-6 1-7 1-8 1-9 1-10 

1 94% 92% 93% 95% 95% 95% 96% 96% 96% 
2 96% 95% 97% 97% 98% 98% 97% 97% 97% 
3 96% 95% 97% 98% 98% 97% 97% 97% 97% 
4 96% 93% 93% 93% 93% 93% 93% 94% 94% 
5 87% 82% 86% 89% 89% 89% 89% 89% 89% 
6 91% 87% 92% 92% 92% 92% 92% 91% 89% 
7 91% 87% 91% 91% 92% 92% 92% 91% 91% 
8 89% 86% 86% 84% 84% 84% 84% 84% 86% 
9 18% 85% 85% 85% 85% 85% 85% 84% 84% 
10 5% 81% 83% 81% 81% 81% 81% 81% 81% 

Ave. (1-8) 92% 90% 92% 92% 93% 93% 93% 92% 92% 
Ave. (9-10) 12% 83% 84% 83% 83% 83% 83% 83% 83% 
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Figure 28. Heat map generated from the results shown in Table 9 

 

As shown in Table 9 (and Figure 28), the performance on the foundation erosion scenarios 

improved with the average F2 scores ranging from 90% to 93%.  Even for the pervious core 

scenarios, we can clearly see the improvements throughout the various piezometer combinations.  

 

Next, in order to recognize the contribution from each piezometer, we continued the experiments 

by removing one piezometer at a time and observed how the performances changed accordingly. 

Table 10 (see also Figure 29) summarizes the results, but this time, starting from Piezometer 2, 

instead of Piezometer 1. In general, the average scores of the foundation erosion scenarios did 

not change much, but the average scores for the pervious core scenarios got lower. Any of the 

combinations did not reach 80%. 
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Table 10. F2 scores of KL+SVM using multiple piezometers (starting from Piezometer 2) 
      Piezometer 
 
Scenario 

2-3 2-4 2-5 2-6 2-7 2-8 2-9 2-10 

1 86% 89% 93% 93% 95% 96% 96% 96% 
2 86% 91% 96% 96% 96% 96% 96% 96% 
3 95% 96% 96% 96% 96% 96% 96% 96% 
4 95% 95% 96% 96% 96% 96% 96% 96% 
5 80% 82% 84% 84% 87% 87% 87% 87% 
6 84% 89% 89% 89% 89% 89% 89% 89% 
7 85% 89% 89% 89% 89% 89% 89% 89% 
8 85% 89% 87% 87% 87% 87% 87% 89% 
9 60% 67% 67% 65% 72% 73% 76% 77% 
10 75% 70% 76% 66% 68% 72% 70% 78% 

Ave. (1-8) 87% 90% 91% 91% 92% 92% 92% 92% 
Ave. (9-10) 68% 68% 71% 66% 70% 73% 73% 77% 

  
 

 
               

Figure 29. Heat map generated from the results shown in Table 10 

 
 
In Table 11, in order to highlight how certain piezometers contribute to the classification 

performance, we only show the average F2 scores over the two anomalous cases: the foundation 



 

 80 

erosion (first 8 scenarios) and the pervious core layer (last two scenarios).  Compared to the 

average scores shown in the last two tables, which include the first two piezometers, Table 11 

shows that the average scores does not improve further, especially for the last two scenarios. The 

average F2 scores on the first eight scenarios also does not reach 90% once the first four 

piezometers are removed.   

Table 11. Average F2 scores of KL+SVM using multiple piezometers (starting from   
Piezometer 3) 

 3-4 3-5 3-6 3-7 3-8 3-9 3-10 
Ave. (1-8) 78% 91% 91% 92% 92% 92% 92% 
Ave. (9-10) 64% 62% 64% 64% 66% 66% 71% 

  4-5 4-6 4-7 4-8 4-9 4-10 
Ave. (1-8)  88% 88% 89% 89% 89% 90% 
Ave. (9-10)  29% 49% 52% 55% 57% 64% 

   5-6 5-7 5-8 5-9 5-10 
Ave. (1-8)   88% 88% 88% 88% 89% 
Ave. (9-10)   35% 29% 41% 42% 54% 

    6-7 6-8 6-9 6-10 
Ave. (1-8)    87% 88% 88% 89% 
Ave. (9-10)    44% 30% 41% 53% 

     7-8 7-9 7-10 
Ave. (1-8)     84% 87% 90% 
Ave. (9-10)     7% 7% 8% 

      8-9 8-10 
Ave. (1-8)      87% 90% 
Ave. (9-10)      7% 10% 

       9-10 
Ave. (1-8)       89% 
Ave. (9-10)      

 
7% 

 
 

Past behavior of piezometers may not continue indefinitely into the future, so it is important to 

recognize how piezometer readings have changed over time as a group (or interacting responses 

among them). Internal erosion has chaotic tendencies, so it is difficult to know exactly when and 
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where it will occur. However, by observing deviations among the grouped piezometers over 

time, or the piezometers around a specific piezometer, there is potential that better interpretations 

about anomalies can be obtained. Thus, we first created several groups of piezometers by 

considering various geotechnical characteristics, i.e., tip elevations, soil materials, and lateral 

locations, given that they may share common piezometric responses.  In this way, any deviations 

observed within a specific group maybe useful to infer potential locations of anomalies. Table 12 

and Table 13 below show the piezometer groups we selected and their corresponding results, 

respectively. The first row of Table 12 indicates the characteristics we considered when grouping 

the piezometers. For example Piezometers in G1 are installed in the foundation while 

Piezometers in G2 are installed in the core.  

 

The F2 scores of Table 13 show that some of the average scores are higher than the maximum 

scores (i.e., 93%) that resulted from the various piezometer combinations presented in Table 9-

11. The scores on the pervious core scenarios are also higher in general; especially, G5 scored 

90% and 87%, which are the best scores among the other defined groups as well as previous 

combinations we have tested.  

 

Table 12. Defined groups of piezometers 

Soil material Tip elevation 
(Based on mean value: 792 ft.) 

Upstream vs. 
Downstream X-coordinate 

G1: Foundation 
(1,2,5,7,10) 

G3: lower than 792 ft. 
(1,2,5,7,8,10) 

G5: U/S 
(1,2,3,4,5) 

G7: 
(1,2) 

G9: 
(6,7) 

G2: Core 
(3,4,6) 

G4: higher than 792 ft. 
(3,4,6,9) 

G6: D/S 
(6,7,8,9,10) 

G8: 
(3,4,5) 

G10: 
(8,9,10) 
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Table 13. F2 scores based on the defined piezometer groups 

       Piezometer 
 
Scenario 

G1 G2 G3 G4 G5 G6 G7 G8 G9 G10 

1 96% 90% 97% 97% 97% 96% 96% 96% 92% 90% 
2 98% 95% 98% 98% 98% 96% 98% 98% 96% 98% 
3 98% 94% 98% 98% 99% 96% 98% 98% 96% 95% 
4 98% 96% 98% 98% 96% 97% 98% 98% 97% 98% 
5 93% 76% 93% 89% 93% 87% 92% 88% 84% 91% 
6 94% 86% 94% 90% 95% 88% 94% 91% 86% 91% 
7 93% 85% 93% 89% 94% 90% 94% 92% 86% 91% 
8 93% 88% 93% 90% 89% 91% 93% 91% 89% 92% 
9 32% 68% 28% 71% 90% 67% 26% 69% 56% 22% 
10 8% 76% 8% 75% 87% 61% 8% 75% 54% 8% 

Ave. (1-8) 95% 89% 95% 93% 95% 93% 95% 94% 91% 93% 
Ave. (9-10) 20% 72% 18% 73% 89% 64% 17% 72% 55% 15% 

 
 
 

 
Figure 30. Heat map generated from the results shown in Table 13 
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4.4 Discussion 

When we analyzed individual piezometers separately (Table 8), Piezometers 5, 7, and 8 

performed the best with the average F2 scores of 84-85% on the foundation erosion scenarios. 

This result was expected given that these particular piezometers are located near the anomalous 

foundation layer (Piezometer 6 is also located close to the anomalous foundation layer, but is 

installed within the core area with higher tip elevation). For the pervious core scenarios, 

however, Piezometers 5, 7 and 8 do not seem to be enough by themselves to classify anomalies. 

Instead, Piezometers 3, 4, and 6 work comparatively better, probably due to their locations 

within the core.  

 
In Table 9 (Figure 28), it is interesting to see that the overall classification performance 

improved with additional piezometers. However, when Piezometer 3 (installed in the core) was 

added, the F2 scores of the foundation erosion scenarios became lower, which means it did not 

provide any useful information, but probably introduced disturbing features. Piezometer 3, 

however, helped classifying the pervious core anomalies; the F2 scores improved by at least 67%. 

Other core piezometers, i.e., Piezometer 4 and 6 also seemed to be more useful compared to the 

piezometers installed in the foundation (please see Table 14 below). 

 
Table 14. KL+SVM on Piezometer 1 and 2 with core or foundation piezometers 

 
PZ 1,2 + Core Piezometer PZ 1,2 + Foundation Piezometer 

1,2,3 1,2,4 1,2,6 1,2,5 1,2,7 
Sc. 9 85% 67% 60% 37% 31% 
Sc. 10 81% 55% 59% 3% 3% 
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The F2 scores in Table 9 and 10 show that by analyzing multiple piezometers together, the 

classification performances become more consistent among the 10 scenarios, meaning more 

reliable to cover various anomalies occurring at different locations.  The first combination (i.e., 

Piezometer 2-3) in Table 10 does not perform better without Piezometer 1; however, once certain 

number of piezometers is added, the performance starts to stabilize and improve as with 

Piezometer 1.  

 

Based on our experiment, it seems the combination of Piezometers 1 and 2 is not significant in 

classifying the pervious core scenarios. It is probably due to their locations with respect to the 

anomalous area (Piezometer 1 and 2 are located in the upstream); the seepage path may not be 

affected much until it meets or passes the core area. On the other hand, although each of 

Piezometer 3 and 4 performs better in classifying the pervious core scenarios as shown in Table 

8, when they are combined together, the performance does not improve. Interestingly, when 

Piezometer 1 and 2 are combined with Piezometer 3 and 4 together, the performance improves. 

Here, we can observe that the piezometers with good performance do not always promise 

improvement as a group, but rather, poorly performing piezometers can often provide additional 

information regardless of their locations, thus improving the classification performance. 

 

Table 13 also supports this observation. It is easy to assume that the core area piezometers (G2) 

or the downstream piezometers (G6, G9, G10) would perform better in the two respective 

anomalous cases due to their locations being close to the anomalous layers. However, their 

average performances on the two anomalous cases were not as good as the other groups. For 
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example, G2 is expected to perform the best, because G2 includes all of the core piezometers. 

However, the performance was much better when they were analyzed with the upstream 

piezometers as shown in the result of G5.  

 

Based on these results, it is likely that the upstream piezometers (especially, Piezometer 1 and 2) 

provide useful information when detecting various anomalous responses, including very hard-to-

detect responses. Table 10 and Table 11 also show that excluding the upstream piezometers do 

not bring better results compared to when including the upstream piezometers. Even though the 

erosion mechanism was simulated in the downstream foundation area, such changes may 

eventually affect the seepage path, and correspondingly the responses of upstream piezometers. 

The anomalous changes in the upstream piezometers are often not as dramatic as the downstream 

piezometers; however, since upstream piezometers, in most times, have steady relationships with 

pool levels due to their close locations with respect to pool, comparatively even slight 

piezometric changes may assist in signaling anomalous responses.  

 

 

 

 

 

 

 

 



 

 86 

CHAPTER 5. IN-DEPTH DISCUSSION  
 
As presented in the previous chapters, we learned that the widely held assumptions on 

piezometer data, i.e., linearity between piezometer data and pool levels, as well as normally 

distributed piezometer data, are not always appropriate, and the anomaly detection performance 

can be much improved by adopting non-parametric statistical techniques. In addition, by 

analyzing multiple piezometers together, the anomaly detection performance can be improved. 

 

However, it is still difficult to state that certain techniques will always detect anomalies better 

than the others. The performance of different anomaly detection techniques will vary based on 

the data type, the data collection frequency, the sensitivity, the presence of noise, the types of 

anomalies, etc. For example, even though the overall performance of KL was better than that of 

MPCA, there will be certain conditions (though rare in real life) in which MPCA will work 

better. Figure 31, for instance, illustrates the a case where the pool level drastically increases in a 

short period, but the linear relationships between the piezometer readings and the reservoir levels 

still stay the same. In this case, MPCA will be able to correctly label the data as normal (due to 

no changes observed in the principal components) while KL may signal alarms due to the 

deviated data distribution. Thus, rather than relying on one particular technique, it is also 

important to consider in which conditions the selected techniques would be more appropriate.  

 

In order to further understand the implications of the multiple piezometer analysis, the 

piezometer data were evaluated in more detail. We particularly investigated which piezometers 
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are correlated/uncorrelated, and if such correlational characteristics have any relevance in the 

anomaly detection task.  

 

Figure 31. Piezometer vs. Reservoir  

 

Figure 32 corresponds to the images of Pearson product-moment correlation coefficients4 among 

10 piezometers based on Scenario 9 (left) and 10 (right). The figures do not illustrate the 

correlations over the entire analysis period.  Rather, they correspond to the correlation 

coefficients that are calculated based on the piezometer data collected during the anomalous 

periods only, which means they represent the correlational relationships when the anomalies are 

introduced.   

 
 

 
 
 
 
                                                
4  Pearson product-moment correlation coefficient measures the linear correlation between two variables. 

The coefficient of 1 indicates perfect positive correlation (-1 is total negative correlation) while 0 
indicates no correlation.   
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Figure 32. The Images of Pearson Product-Moment Correlation Coefficients among 10 

piezometers based on Scenario 9 (left) and 10 (right) 
 

In Table 9, we have observed that analyzing only PZ 1 and 2 (which are upstream piezometers) 

does not work well on the scenarios that simulate the poorly compacted core layers (i.e., 

Scenario 9 and 10). However, once PZ 3 was analyzed together, the average F2 score (between 

SC 9 and 10) increased from 12% to 83%. As shown in the two image figures above, while the 

responses of PZ 1 and 2 are correlated to the corresponding anomalous scenarios, PZ 3 has lower 

correlation coefficients than the other piezometers, meaning it behaves differently under the 

anomalous scenarios. 

 

In addition, Table 11 showed that the average F2 scores of Scenario 9 and 10 drastically 

decreased when only PZ 7, 8, 9 and 10 were analyzed, which have at least 95% correlations (see 

the dark red areas on the lower right corner of Figure 23).  On the other hand, the biggest 

improvement observed in Table 11 was between PZ 4-5 and PZ 4-6; the average F2 score of PZ 

4-5 was 29% and with additional PZ 6, it increased to 49%.  Similar to the previous observation, 
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such improvement was observed once the piezometer with the low correlation coefficient was 

analyzed together, i.e., PZ 5 and 6 are not correlated much, especially in Scenario 10. 

 

In Chapter 4, we observed that the anomaly detection performance was improved when the 

upstream piezometers were analyzed with the core piezometers (i.e., the piezometer group, G5, 

which consists of PZ 1,2,3,4 and 5).  This observation also supports that the piezometers with 

low correlation coefficients (in this case, PZ 3 and 4) help improve anomaly detection 

performance. For G1, G3, G7, and G10 (See Table 12), the performances were also poor, in 

which all of the piezometers included in each group were highly correlated to each other.  

 

The correlation coefficient was one of the metrics that was tested in order to see how the 

piezometers that respond similarly (high coefficients in this case) or dissimilarly would affect the 

classification performance. Based on this simple experiment, we observed that uncorrelated 

piezometers might provide additional information that has not been available from closely 

correlated piezometers, thus possibly improving the classification performance. However, it is 

important to note that the magnitude of correlation coefficients does not necessarily have a direct 

relationship to the degree of classification performance improvement.  For example, the first 

columns of the two image figures, which correspond to the correlation coefficients between PZ 1 

and the other piezometers, show that PZ 3, 4 and 6 are comparatively less correlated to PZ 1 than 

the other piezometers. In both Scenarios 9 and 10, PZ 3 has the lowest correlation coefficients, 

while PZ 4 has the highest correlation coefficients among the three piezometers.  However, when 

PZ 4 was analyzed together with PZ 1 and 2 (see Table 14), the performance on Scenario 9 was 
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67%. The performance was higher than the analysis with PZ 6 (i.e., 60%) although PZ 6 is less 

correlated to PZ 1 and 2 compared to PZ 4.  

 
The inference drawn here should not be perceived as if correlated piezometers (or those that 

respond similarly under certain anomalous scenarios) are not useful when detecting anomalies. 

The correlation coefficients we used do not capture all the possible relationships between 

piezometers that may be useful to improve the anomaly detection performance. Even those 

piezometers with high correlations may provide additional useful information. It is though 

noteworthy that by performing the analysis with uncorrelated piezometers, there is a high chance 

that anomalies that may be easily overlooked can be detected better.  
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CHAPTER 6. CONCLUSION 

6.1 Summary of the work 

In this thesis, various anomaly detection techniques were explored and evaluated in an effort to 

improve anomaly detection of embankment dams.  We focused on analyzing piezometer data 

collected from embankment dams, especially to detect internal erosion problem, or potential 

indicators of internal erosion.  

 

In order to see the potential of applying advanced statistical techniques compared to the 

traditional ways of analyzing piezometer data, we first examined the anomaly detection 

techniques that are based on Moving Principal Component Analysis (MPCA) as well as 

Autoregressive (AR) model using the real field data collected from the two case study dams. We 

observed that those anomalies that would not be detected using the existing data analytics could 

be detected better. Thus, it has shown the potentials of applying statistical anomaly detection 

techniques to detect piezometric anomalies.  

 

We then simulated various anomalous scenarios and collected corresponding piezometer data 

from 10 different locations in order to validate how well the selected anomaly detection 

techniques can detect anomalies. The piezometer data were simulated using a numerical model 

called SEEP/W. In our research, two anomalous mechanisms that may possibly be caused by 

internal erosion were explored.  
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After the data simulation, we first analyzed the performance of VAR models. Given that most 

predictive models perform poorly when there is noise present in data, we also examined more 

robust techniques that extract relevant features from the data in addition to temporal information. 

Most piezometer readings and pool levels are highly correlated, so practicing engineers typically 

assume that pool and piezometer measurements are linearly related, and are drawn from a normal 

distribution. However, our analysis shows that depending on various characteristics of 

piezometers, such assumptions may not always be the best decision in analyzing the data.  Thus, 

we investigated both parametric and nonparametric techniques (MPCA and KL, respectively) in 

order to compare how they perform in various piezometers and anomalous scenarios. We tested 

both various parameter settings (of window sizes and threshold levels) that optimized the 

performance and a specific parameter combination that may be intuitively adopted in real life. 

Each of the performance was evaluated using an F2 score.  

 

As expected, VAR models were not robust to noise present in the training data, so they 

performed poorly in most piezometers and anomalous scenarios. Both MPCA (parametric), and 

KL (nonparametric) worked well under the optimal parameters and the specific setting (please 

refer to Chapter 3).  Under the specified setting, we observed that the results of MPCA varied 

among different piezometers while those of KL were consistent for every piezometer. This 

implies that KL is sensitive enough to detect even less severe anomalies and applicable to be 

used in various piezometer locations. Even though we cannot state that KL is better than MPCA, 

we learned that piezometer data do not always follow linearity and normal distribution, thus the 

techniques that are based on such assumptions may not always be the best option when analyzing 
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piezometer data. By using nonparametric techniques, the performance of anomaly detection can 

be improved. 

 

Chapter 4 presented the follow-up research that was conducted to improve anomaly detection by 

analyzing multiple piezometers together. We proposed the refined anomaly detection technique 

that is based on Kullback-Leibler (KL) divergence and Support Vector Machine (SVM). We first 

computed the KL divergence of each piezometer over time and trained SVM classifiers on 

various KL divergences of either individual piezometers or multiple piezometers. By considering 

additional features from multiple piezometers, the anomaly detection performance improved for 

both of the anomalous cases we have simulated (i.e., foundation erosion and pervious core layer). 

The piezometers that could not detect anomalies well by themselves could improve in their 

performance with the additional information provided by the other piezometers, which did not 

have to be located close or share common characteristics. Based on the experiments, we 

recognized the value of analyzing multiple piezometer data together, which can possibly provide 

significant information to detect a wide range of anomalies. 

 

6.2 Contributions 

The research presented in this thesis has three main contributions:  i) Application and evaluation 

of different types of anomaly detection techniques that are applicable to piezometer data to 

systematically detect anomalies that may lead to internal erosion, ii) Improvement of piezometer 

data analysis by combining more than one piezometer data/features, iii) Exploration and 

identification of the relationships between the physical anomalous processes being simulated and 
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the corresponding responses of the differently located piezometers, iv) Formalization of an 

approach as a data analysis process. 

 

i) Application and evaluation of different types of anomaly detection techniques that are 

applicable to piezometer data to systematically detect anomalies that may lead to internal 

erosion 

Given that there were still many gaps to be filled in the SHM process of dams, we investigated 

various types of data-driven anomaly detection techniques (which are often preferred when there 

is no prior knowledge about the structure) that are applicable to piezometer data collected from 

embankment dams. We investigated both parametric and non-parametric statistical techniques to 

see if engineers’ common assumptions on piezometer data, i.e., linearity and normal distribution, 

are justifiable.  The developed anomaly detection approaches could detect anomalies that might 

have been overlooked with the existing method, and showed the potential to forecast potential 

problems by understanding the results of the proposed approach.   

 

Specifically, we showed that statistical anomaly detection techniques to piezometer data from 

embankment dams detect anomalies that are indicative of internal erosion, more accurately and 

earlier than qualitative examinations performed by engineers.  We initially observed the 

weaknesses involved with the current data analytics, and presented the potential of applying 

statistical anomaly detection techniques to further improve the data analysis approach (Section 

2.5).  The statistical techniques examined in this research reduced subjectivity involved with 

engineering interpretation due to robust anomaly detection techniques that are mostly driven by 
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data themselves and not affected by minor noise.  

 

When regression models (i.e., VAR) were examined, the detection performances on 100 

anomalous cases (corresponding to 10 piezometers and 10 scenarios) were poor; more than 80% 

of the cases had F2 scores below 60%.  When MPCA, which extracts dominant patterns 

embedded in data, was applied, the overall performance improved; 56 of the 100 simulated cases 

scored higher than 80%. However, the performances were still poor in some piezometer 

locations and anomalous scenarios, especially when the piezometric responses were not clearly 

affected and during the last two anomalous scenarios (i.e., pervious core layer). 

 

While the anomaly detection performances of those two parametric techniques (i.e., VAR and 

MPCA) varied based on different piezometer locations and anomalous scenarios, those of the 

nonparametric technique (i.e., KL) were constantly better with the average F2 score of higher 

than 90% in most anomalous scenarios we simulated. Compared to the average F2 scores of VAR 

and MPCA, especially on the anomalous scenarios of the pervious core layer (which were 7% 

and 54%, respectively), the average F2 score of KL, which was 81% showed the clear 

improvement.  

 

Through in-depth evaluations, we also showed that the prior assumptions on data distribution and 

linearity, which may be easily made during piezometer data analysis, are not always appropriate, 

and anomaly detection performance can be improved by not making such assumptions about the 

data.   
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ii) Improvement of piezometer data analysis by combining more than one piezometer 

data/features 

In Chapter 4, we tested if analyzing anomalies in the behavior of multiple piezometers allows for 

the detection of potential internal erosion problems more accurately than analyzing anomalies 

from a single piezometer. We first enhanced anomaly detection by combining the KL-based 

anomaly detection with a classification technique, Support Vector Machine (SVM). We tested 

various combinations of piezometers, and analyzed which groups or combinations of 

piezometers perform better for predicting the various anomalous scenarios. By considering 

additional features from multiple piezometers, the anomaly detection performance improved for 

the anomalous cases we have simulated.  

 

The piezometers that could not detect anomalies well by themselves could improve in their 

performance with the additional information provided by the other piezometers, which did not 

have to be located close or share common characteristics. Compared to when using a single 

piezometer (whose average performance over the 10 scenario ranged from 65% to 78%), once 

the dimensions of the data increased (with additional piezometer at a time), the average F2 scores 

became much higher ranging from 76% to 91%.  In addition, the average performance for the 

last two anomalous scenarios (i.e., the pervious core layer) based on the best piezometer group 

we formed was at least 22% higher than that of the best performing single piezometer. 

 

Based on the experiments, we recognized the value of analyzing multiple piezometer data 

together, which can possibly provide significant information to detect a wide range of anomalies. 
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Furthermore, based on which group of piezometers has been analyzed together, engineers would 

be able to infer more information about the detected anomalies within the group, such as 

locations of where the anomalies might have been occurring and which piezometers provide 

useful information.  

 

iii) Exploration and identification of the relationships between the physical anomalous 

processes being simulated and the corresponding responses of the differently located 

piezometers 

The simulation approach presented in this thesis to generate anomalous data using a physical 

seepage model enhanced the validation process by providing various anomalous scenarios, which 

are often insufficient and not easily identifiable in real life.  

 

In order to simulate realistic scenarios, possible mechanisms of internal erosion problems that are 

specific to the case study dam (i.e., after reviewing the historical assessment of the case study 

dam and potential failure modes) were studied: a) foundation erosion, and b) poorly compacted 

zone. In most cases, internal erosion often occurs from the toe area and develops backwards 

towards an embankment. By understanding that such process is often caused by the constant 

migration of soil particles towards free exits or into coarse openings, we varied the hydraulic 

conductivity of the foundation soil layer to simulate the foundation erosion.  For the poorly 

compacted zone, thus highly permeable zone, we varied the hydraulic conductivity of the core 

layer, whose soil property is different from the foundation. In order to examine various 

anomalies associated with those anomalous mechanisms, we also varied severity and duration of 
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the anomalous scenario. After identifying potential anomalous mechanisms, we collected the 

corresponding piezometer data and observed how they are affected by the various anomalous 

processes. 

 

This simulation approach provided additional information of how piezometric levels are 

reflected by the specific physical processes, which have been hard for engineers to recognize 

proactively especially given that problems often occur inside embankment dams without visual 

signs. Thus, such simulated datasets not only benefit the validation processes but also contribute 

to dam engineers who have been having hard times understanding how instrumentation data 

would be reflected based on different dam conditions.  

 

iv) Formalization of an approach to be able to replicate data analysis process 

Even though our experiments were based on the case study dam, the research approaches 

presented in this thesis can be replicated to other dam projects. 

- Simulating various anomalous mechanisms to investigate behavior of instrument data 

Since different dam projects behave differently (based on their locations, construction materials, 

environmental factors, etc.), their potential failure modes/mechanisms will be also different. 

Even though this thesis presented only two possible anomalous mechanisms that are possible 

from the case study dam, the proposed simulation approach with the numerical model can be also 

used to simulate and obtain other types of anomalous mechanisms (at various locations) that are 

possible from different dam projects.  

- Selecting appropriate anomaly detection techniques, e.g., parametric vs. non-parametric 



 

 99 

techniques 

The application results presented in this thesis showed that the non-parametric technique 

performed better, thus not to rely on the prior assumptions on piezometer data which do not 

always provide the best performance for anomaly prediction. As mentioned before, different 

dams behave differently, meaning there would be certain cases where one type of technique will 

work better than the other. As we explored and evaluated different types of statistical techniques, 

which entail different characteristics, appropriate data analysis technique should be selected by 

carefully understanding various parametric settings, the nature of the data, critical conditions, 

sensitivity, and many other relevant factors, in order to obtain better performance and insights to 

understand problems.  

- Investigating various characteristics of different groups of piezometers 

In Chapter 4 and 5, we tried to formalize the piezometer grouping approach by evaluating the 

detection performance of various piezometer groups and by correlating the anomalous behaviors 

of different piezometers on various anomalous scenarios. Even though this research did not cover 

all of the other potential significant characteristics/features (other than the correlation feature), 

such interpreting approach presented in this thesis is a good practice to explore different features 

of data that may contribute to improve anomaly detection performance.   

 

Broader Impacts: Out of 83,000 dams listed in the National Inventory of Dams (NID), the 

number of deficient dams has risen by 85% since 1998. This significant increase in the number 

of high-hazard potential dams nationwide whose failure would cause loss of life is a big concern 

(FEMA 2009). 
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Our research on improving poor dam conditions by advancing data analysis tools have potential 

to assess such high numbers of deteriorating dams more efficiently and accurately. The research 

approaches and results have been discussed with dam operators and engineers from government 

agency such as USACE and US Bureau of Reclamation, and other private sectors whose goal is 

to improve managing infrastructure system, as validation purposes and to get feedbacks on the 

approaches taken. The investigated advanced techniques will enhance dam safety as well as 

benefit the practitioners, too. In addition, since there is no specific procedure to assess internal 

erosion with a wide variety of engineering judgment, being able to systematically analyze 

internal erosion using only piezometer data will be a significant contribution to the dam safety 

domain. 

 

6.3 Future Directions 
 

This thesis focused on detecting anomalies among piezometer data only. Given that there are 

various instruments installed in dams, such as strain gages, inclinometers, resistance 

thermometers, accelerometers, etc., the research presented in this thesis can be broadened to 

analyze various instrument data. Since data collected from different types of instruments may 

contain distinctive information that has not been available from the piezometer data, there is 

potential that anomaly detection performance can be much improved. 

 

We only presented the analysis on the daily piezometer data. However, given that different dam 

projects have different frequencies of collecting instrument data (due to their required 

sensitivities, environmental conditions, etc.), it would be also interesting to analyze instrument 
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data with various sampling rates (which will affect the appropriate parameter settings) and 

observe if there are any improvements in detectability of the anomaly detection techniques. 

 

In Chapter 3, the finite element software, SEEP/W was introduced which was used to simulate 

the anomalous piezometer data. The problems that can be solved in SEEP/W are limited to be 

defined in two dimensions, so users can only analyze a single cross-section of a dam at a time. 

Given that seepage flows are not limited to 2-dimensional, and anomalies can occur across more 

than one cross-section, using a 3-dimensional numerical model will deepen the research work.  

 

In order to further improve the piezometer analysis, the approaches proposed in this research can 

be tested in other dam projects, in which historically dense instrumentation data are available, so 

that the inferences made on various piezometer groups (in multiple piezometer analysis) can be 

generalizable. In addition, if the most appropriate anomaly detection techniques can be 

automatically and interactively selected (e.g., using an user interface) for different dam projects 

by understanding historical behaviors, frequencies of instrumentation data, sensitivities required, 

and may other relevant factors, the data analytics will be much enriched. Moreover, even though 

we examined both parametric and nonparametric techniques in order to see if the common 

assumptions on piezometer data are appropriate or not, we could not explore all of the statistical 

techniques available. Thus, anomaly detection performance can be further improved if other 

data-driven statistical techniques can be also investigated. Applications of different techniques 

will provide better insights to understand various problems.  
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The research presented in this thesis analyzed two anomalous cases (foundation erosion and 

poorly compacted foundation layer) that may lead to internal erosion. However, it would be also 

interesting to explore additional anomalous cases such as sliding, liquefaction during an 

earthquake, slope-instability, etc. in order to understand broad ranges of anomalous scenarios 

and corresponding instrument data.  

 

In Chapter 5, we examined the linear correlational relationships among various anomalous 

piezometer data in an effort to formalize the piezometer-grouping approach. This analysis can be 

further extended to explore other characteristics of the piezometer data within various groups, 

which resulted in better anomaly detection performance.  

 

Lastly, this research can be also extended to other domains such as medical informatics and fraud 

detection, whose objective is to detect unexpected behaviors, or deviations from normal 

behavior. However, given that the performances of anomaly detection techniques vary based 

various factors (e.g., data type, anomaly type, sensitivity, etc.), further studies will be required in 

order to appropriately apply them to other domains.  
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APPENDIX A 
 
Embankment Dams 
 
Embankment dams are primarily constructed of the natural materials of the earth, i.e., soil and 

rock. Compared to concrete dams, embankment dams are more economical to build and various 

foundations and topography are allowed (Veesaert, Chris J. et al. n.d.). It is, however, important 

to allow sufficient height and spillway capacity to keep an embankment dam safe. The principal 

types of embankment dams are 1) earth dams and 2) rock-fill dams.  

 

Earth dams are composed of suitable soils. They are spread and compacted in layers by 

mechanical means (URBR 2010). Rock-fill dams are mainly composed of fragmented rocks with 

an impervious earth core where the core is separated from the shells by various transition zones 

that are built of properly graded materials (URBR 2010).  Figure 24 illustrates major features of 

an embankment dam. 

 

The upstream and the downstream slopes are the inclined surfaces of the dam in contact with the 

reservoir or away from the reservoir, respectively.  In order to protect them from erosion, riprap 

(a layer of large stones, broken rock, or precast blocks) or some other protection material should 

be placed. Usually, grass or rock is used to protect the downstream slope (Veesaert, Chris J. et al. 

n.d.).  

 

Toe of an embankment dam refers to the junction of the downstream slope with the ground 

surface. It is important to control seepage by inspecting any changes in the seepage rates at the 
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downstream toe.  Usually, relief wells are installed to control and safely discharge seepage from 

under the dam.  The contacts between the downstream slope and the abutments are prone to 

seepage, because they are less dense and more pervious compared to other parts of the 

embankment (Veesaert, Chris J. et al. n.d.).   

 

 

 
Figure 33. Typical Embankment Dam 

 
 

A conduit is a closed channel that conveys the discharge through or under a dam while outlet is 

an opening through which water can be discharged for a particular purpose from a reservoir 
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(New Hampshire Department of Environmental Services 2011). Spillway discharges flood flows. 

In addition to seepage control, cracking and sliding are also important deficiencies to be 

inspected to prevent dam failures.  
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APPENDIX B 
 
SEEP/W Seepage Analyses (USBR 2011; GEO-SLOPE International 2012) 
 
 
As a part of the GeoStudio software package, SEEP/W is a finite element numerical method 

computer program that is used to model fluid flow and pore-water pressure distribution within 

porous materials. SEEP/W can model conditions of a saturated-only flow or both saturated and 

unsaturated flow. In addition, seepage can be analyzed as a function of time (i.e., transient 

analysis). When performing a transient analysis, users need to provide initial conditions (e.g., 

reservoir levels, loadings, etc.) or perform steady-state analysis first to reach a steady condition, 

which in turn becomes the initial condition of the transient analysis.  

 

The flow of water through both saturated and unsaturated soil computed in SEEP/W follow 

Darcy’s law. Darcy’s law states that  

 

q = ki 

 

where q is the specific discharge, k, the hydraulic conductivity, and i the gradient of total 

hydraulic head.  

 

Partial differential water flow equations for two-dimensional seepage implemented in SEEP/W 

are expressed as:  
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𝜕
𝜕𝑥    𝑘!

𝜕𝐻
𝜕𝑥 +

𝜕
𝜕𝑦    𝑘!

𝜕𝐻
𝜕𝑦 + 𝑄 =

𝜕𝜃
𝜕𝑡    

 

where H is the total head, k, the hydraulic conductivity in either x or y direction, Q, the applied 

boundary flux, 𝜃, the volumetric water content, and t, the time.  

According to the equation, the difference between the flow entering and leaving an element at a 

point in time is equal to the change in storage of the soil systems. Under steady-state conditions, 

the right side of the equation will be zero, meaning the flow (flux) entering and leaving is the 

same at all times.  

 

The finite element equation of SEEP/W with temporal integration is expressed as: 

 

Δ𝑡 𝐾 + 𝑀 𝐻! =   Δ𝑡 𝑄! + 𝑀 𝐻!  

 

where t is the time increment, K is the element characteristic matrix, M is the element mass 

matrix,  𝐻! is the head at end of time increment, 𝐻! is the head at start of time increment, and 𝑄! 

is the nodal flux at end of time increment. In order to know the head at the end of the time 

increment, the initial conditions must be known.  
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