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Abstract

Demand response has gained significant attention in recent years as it demonstrates potentials

to enhance the power system’s operational flexibility in a cost-effective way. Industrial loads such

as aluminum smelters, steel manufacturers, cement plants, and air separation units demonstrate

advantages in supporting power system operation through demand response programs, because of

their intensive power consumption, already existing advanced monitoring and control infrastructure,

and the strong economic incentive due to the high energy costs. In this thesis, we study the

three aforementioned manufacturing processes each with its own capabilities and constraints. We

provide approaches to efficiently integrate each of these types of manufacturing processes as demand

response resources.

Aluminum smelting is an energy-intensive electrolytic process that is widely used to produce

aluminum. The electricity cost thereby constitutes a significant portion of the total operation cost.

At the same time, the smelting process is able to change its power consumption both accurately and

quickly by controlling the pots’ DC voltage, without affecting the production quality. Hence, an

aluminum smelter has both the motivation and the ability to participate in demand response. First,

we focus on determining the optimal regulation capacity that such a manufacturing plant should

provide to maximize the combined profit from producing aluminum and providing regulation. The

approach is based on stochastic programming and the stochastic variable is the regulation signal

sent to the smelter. Next, we focus on determining the optimal bidding strategy in the day-ahead

energy and spinning reserve markets for an aluminum smelter. By bidding into the electricity

market, the smelter provides flexibility to the power system operator and gets compensation which

reduces the overall electricity cost. Finally, we focus on industrial loads which provide both energy

and regulation service and study the optimal bidding strategy to maximize their revenues in the

day-ahead markets. The approach is based on stochastic programming with a set of possible price

curves as input, which represents the possible price scenarios for the next day. We also use a recently

proposed method called the Multiple Quantile Graphical Model to represent the price distributions

and use Gibbs sampling to sample the price curves.

Electric arc furnaces (EAFs) in steel manufacturing consume a large amount of electric en-

ergy, and the energy cost constitutes a significant proportion of the total costs of producing steel.

However, a steel plant can take advantage of time-based electricity prices by optimally arranging

energy-consuming activities to avoid peak hours. Besides, the EAFs’ power rate can be adjusted by

switching transformers’ taps, which offers additional flexibility for arranging energy consumption

and minimizing the cost of electricity. We first propose scheduling methods that incorporate the

EAFs’ flexibilities to reduce the electricity cost. However, the scheduling of steel plants is very
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complex and the involved computations are intense. Hence, we then focus on these difficulties and

propose methods such as adding additional constraints as cuts and implementing an application-

specific branch and bound algorithm to make the computations more tractable. Finally, since the

steel plants are very flexible in terms of adjusting their power consumption rate through switching

the transformer tap position, we extend the scheduling formulations to enable the provision of

spinning reserve.

As typical industrial loads, cement plants are able to quickly adjust their power consumption

rate by switching on/off the crushers. However, in the cement plant as well as other industrial loads,

switching on/off the loading units only achieves discrete power changes, which restricts the load

from offering valuable ancillary services such as regulation and load following, as continuous power

changes are required for these services. We propose methods that enable these loads to provide

regulation or load following with the support of an on-site energy storage device. Secondly, we

propose scheduling methods for the industrial plant to determine the optimal regulation capacity

for each operating hour to maximize its daily revenue. The scheduling approach takes into account

the revenues from market participation, the cost of regulation provision, as well as the coupling of

the crushing process with other processing stages within the industrial plant.

As demonstrated by the case studies presented in this thesis, the proposed approaches are

effective and can generate practical production instructions for the industrial loads. This thesis

not only provides methods to enable demand response by industrial loads but also potentially

encourages industrial loads to be active in electricity markets.
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Chapter 1

Introduction

The main goal of this dissertation is to provide methods for industrial loads to support power

grid operation through demand response, especially by providing ancillary services such as spinning

reserve, regulation and load following/tracking; at the same time, these methods are able to reduce

the electricity cost of the industrial loads, supporting the economic development of the manufac-

turing industry. Section 1.1 presents the motivation for the thesis, explaining the basic idea of

the research topic and why this topic is important and interesting. Section 1.2 formally states the

problems that we are investigating and the expected research results from this dissertation. The

contributions of this dissertation are summarized in Section 1.3, and the thesis outline is presented

in Section 1.4.

1.1 Motivation

Increased operational flexibility is an inherent characteristic of what is commonly referred to as

the smart grid. This is because a large share of renewable generation resources such as wind and

solar generation are expected to be deployed to enable a sustainable energy future. However, the

power output of these renewable resources is intermittent and uncertain which requires significant

amounts of balancing resources to increase the operational flexibility of the grid. Traditionally, the

power system relies on generators to provide such flexibility, but it is not economical for generators

to frequently change their output. Realizing the balancing potential from the demand side, elec-

tricity providers start offering economic incentives to encourage demands to change their electricity

usage behavior, and thereby help maintaining the supply-demand balance. Hence, demand response

has gained significant attention in recent years as it demonstrates potentials to enhance the power

system’s operational flexibility in a cost-effective way [1–5]. Additional benefits include that de-

mand response is beneficial for the power grid as it helps mitigating daily supply and transmission
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bottlenecks and slowing down the needs for constructing more generation capacity.

There have been intensive discussions and promising solutions for demand response provided

by electric vehicles [6–8], residential areas [9–11], buildings [12–18], data centers[19, 20], aluminum

smelters [21, 22], and steel plants [23–25]. However, for many potential players, especially the

smaller loads in the residential and commercial areas, it may not be profitable to participate in

demand response, as the payments are usually not high enough for them to justify the investment in

implementing the platforms for participation. The investment includes the infrastructure to enable

the control, monitor, and communication of the appliances. Besides, it is difficult for the electric-

ity consumers in these areas to sacrifice their living or working convenience either. Meanwhile,

industrial loads, given their large energy consumption, are ideal candidates for providing demand

response as they have both the ability to provide demand response as well as the motivation to do

so [26–29]:

• many industrial loads are able to offer large, fast, and accurate adjustments in their power

consumption;

• most industrial plants are already equipped with the infrastructures for control, measurement,

and communications that are required for demand response providers;

• the demand response programs are also financially appealing to the industrial plants, es-

pecially to those energy-intensive plants who treat demand response as an opportunity to

increase their profits by making full use of their assets.

The range of industrial loads that can support the operation of the electric power system include

aluminum smelting pots, steel melting furnaces, cement crushers, fans, freezers, pumps, etc.

On the other hand, there are still challenges and difficulties for industrial loads to participate

as demand response resources:

• First of all, there are critical production constraints that need to be respected and satisfied to

ensure operation feasibility when providing demand response, especially when participating

in an electricity market with a lot of uncertainties such as market prices and instantaneous

control commands. For example, the temperature of the aluminum smelting pots must be

maintained within given bounds to ensure production efficiency and equipment safety, which

needs to be satisfied no matter what the electricity price is.

• Secondly, the industrial production process is usually very complex with multiple process

stages and parallel equipment, and consequently the computations associated with the de-

mand response provision by industrial loads are often very intense: the associated computa-

tion is usually a large scale optimization problem with a lot of integer variables that is very
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difficult to solve. For instance, it is recognized that steel manufacturing is one of the most

difficult industrial processes for scheduling [30], and the daily scheduling of a typical steel

plant for demand response provision may need several hours of computation.

• Thirdly, even though the magnitude of power consumption by an industrial plant and the

change in power it can provide are generally very large, its granularity is usually not fine

enough which restricts it from fully contributing its potential flexibility. Many industrial

loads are able to provide very fast change of power in both directions, qualifying them for

regulation and load following. For example, the crushers or mills in the cement industry can

be switched on and off very rapidly. However, most of these industrial loads can only provide

power changes in a discrete manner, e.g. the power change is several MWs at a time. This

coarse granularity hinders those industrial loads from providing the most valuable ancillary

services, as the regulation and load following in the current electricity markets require a

continuous change of power.

Realizing the opportunities brought by demand response, the power and energy communities

have been investigating demand response and have proposed a range of promising solutions. For

example, utilities are developing all kinds of demand response programs to encourage electricity

consumers to actively participate in the supply/demand balancing [31, 32]; the Southern California

Edison has promoted programs such as the Agricultural and Pumping Interruptible Program to

allow the utility to temporarily suspend electricity to the pumping equipment, the Automated De-

mand Response to automatically reduce energy usage during demand response events, etc. [33]; the

Midcontinent Independent System Operator encourages its loads to take part in Demand Response

Resources (DRRs), Load Modifying Resources (LMRs), Emergency Demand Response (EDR), Ag-

gregators of Retail Customers (ARCs), Energy Efficiency (EE), and Price Responsive Demand

(PRD) [34]; [6] and [35] investigate the coordination of electric vehicle charging with other con-

trollable loads and co-generation units; [18] and [17] discuss the demand response provided by

commercial buildings; [36] and [37] investigate the interaction and coordination between utilities

and customers. The integration of these demand resources into power systems and their interactions

have been intensively studied. However, most of these works focus on the residential and commer-

cial loads such as electric vehicles and buildings, but neglect the industrial loads which constitute

a great portion of the total loads and have a lot of potential as demand response resources.

On the other hand, the chemical engineering community has also been investigating the poten-

tials from industrial plants as demand response resources. The industrial Demand Side Management

(DSM) has been an active research topic which has been recognized as an effective approach to

improving consumer benefits and supporting power system operations [38–40]. The industrial DSM
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studies both how to improve the energy efficiency within the plant and how to enable demand re-

sponse for the power system; in this thesis, we focus more on the latter. For example, scheduling

methods for industrial plants taking into account the impacts of electricity markets and varying

electricity prices are proposed in [41] and [42]; for the steel manufacturing industry, how to track a

pre-specified energy curve is investigated in [43] and [44], and the optimal scheduling of production

activities are studied by resource-task network models in [45]; for the cement crushing industry,

the energy cost minimization for cement plants under time-based electricity prices are investigated

in [46]. Nevertheless, most of these works only focus on the electric energy markets, but do not

consider the ancillary service markets1 which require more flexibilities from the loads and more

interactions with the power system. Taking both sides into account, we have identified a research

gap which is the integration of industrial demand response resources into the power grid, especially

the participation of industrial loads in the ancillary service markets.

With the opportunities and challenges discussed above, in this thesis, we focus on developing

tools and methods that help industrial loads to fully achieve their potential as demand response

participants, especially in the ancillary service markets. For each of the three aforementioned chal-

lenges, we select one representative industry as an example to investigate: the aluminum smelting,

the steel manufacturing, and the cement crushing. We study these three industries because they

are representative of the industrial loads which have both the ability and the motivation to provide

demand response. Note that the approaches developed for these three industries also apply to other

industries. For instance, the Chloralkali process is another electrolysis process that is similar to

aluminum smelting, which has also been identified as a potential candidate for demand response

resource in the ancillary service markets [47]; the air separating industry consumes large amounts

of energy but the process is very complex to schedule [42], which shares similar opportunities and

challenges with steel manufacturing; similar to the crushers and mills in the cement industry, the

refiners in the thermal mechanical pulping process can also be switched on and off very rapidly,

which sees great potential in the ancillary service market [47, 48]. With the approaches developed

in this dissertation, a lot of industrial loads will be able to utilize their potentials and contribute

to the power system operation through demand response.

1.2 Problem Statement

In the previous section, we have described the three challenges for industrial loads to provide

demand response. In this section, we further discuss these challenges within the context of the

representative industries, and formally state the problems that we are interested in.

1The ancillary services are introduced described in Section 2.1.
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1.2.1 Account for Uncertainty - Aluminum Smelter

Aluminum smelting is the electrolytic process that transforms alumina to aluminum - the most

widely used non-ferrous metal that is used anywhere from making cars to packaging cans. In the

smelting plant, the electrolytic process takes place in the so-called cell and is enabled by a DC

electric current that passes through the cell. A typical cell is displayed in Fig 1.1. In addition to

the main material alumina, several other elements are added to facilitate the chemical reaction.

The cells, or pots, are connected in series to form a potline of hundreds of pots. The total power

consumption of a potline can be hundreds of MWs. Typically, there are several potlines in an

aluminum smelter. Aluminum smelting is an energy-intensive electrolytic process and electricity

cost thereby constitutes a significant portion of the total operation cost.

Figure 1.1: Scheme of a prebaked anode cell [49].

Though the chemical relationship within electrolysis is fairly complex [49] and the traditional

view for over almost a century has been that keeping current and voltage stable was critical for a

stable and efficient aluminum production, it has been demonstrated that the voltage of each potline

can be changed very frequently at Alcoa’s Warrick Operation, providing regulation service while

carrying on electrolysis production at the same time [50]. The power consumption of a potline can

be manipulated by adjusting the voltage at the output of the rectifier that supports the required

DC current to the potline. By doing so, the power consumption rate can be adjusted very quickly

and accurately, e.g. a potline can change its power consumption by about 1 MW within seconds.

Another way to achieve power consumption flexibility is to shut down an entire potline totally by

switching the breaker, which results in a larger amount of power change within a short amount

of time. The smelter’s flexibility enabled in this way makes aluminum smelting an ideal demand

response resource (DRR). In fact, Alcoa Warrick Operation is actively participating in the MISO

electricity market[50], providing both energy and ancillary services to MISO as a DRR-Type-2

resource [51]; it is also reported that Trimet Aluminium, Germany’s largest producer of aluminum,
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is experimenting to support power system operation by using its vast pools of molten metal as

storage batteries [52].

However, when providing flexibilities by either controlling the rectifier or switching the breaker,

the thermal balance of the pots must be maintained to ensure safe operation, i.e. the temperature

of the pots must be maintained within given bounds, to ensure production efficiency and equip-

ment safety. If the thermal balance is severely violated, the potline will get damaged which is

an expensive loss to the plants. On the other hand, there are a lot of uncertainties for demand

response participation in the electricity markets, such as the energy prices, the spinning reserve and

regulation prices, as well as the reserve dispatch commands and the regulation and load balancing

signals. Taking these concerns into account, we intend to solve the following problem:

• Problem 1 (uncertainty): how to optimally participate in the electricity market with a lot

of uncertainties, while still ensuring that the critical operational feasibility constraints are

satisfied?

In particular, we will take the aluminum smelter as an example and study how to optimize

its participation in the electricity market. Specifically, we will investigate what is the optimal

regulation capacity to provide and how to optimally bid in the spinning reserve market. Stochastic

programming is the main approach adopted to handle the uncertainties in the market, in which we

optimize over a set of scenarios that represent the possible regulation commands or market prices.

1.2.2 Handle Complexity of Process - Steel Manufacturer

The Iron and Steel industrial sector refers to the manufacturing of steel into basic shapes and

forms that then can be used by other industries. In the United States, this sector consists of two

basic types of production, i.e. Basic Oxygen Furnace (BOF) and Electric Arc Furnace (EAF), that

each represents approximately half of domestic production. The BOF technology corresponds to

the integrated steel mills that use the blast furnace for the making of iron, while the EAF technology

corresponds to the ”mini-mills” that produce steel from metal scrap without operations for coking

or ironmaking [53].

The typical process of steel production by EAF is illustrated in Fig. 1.2. Solid metal scrap

(from recycled steel such as discarded cars) is first molten in the electric arc furnace (EAF), then

further processed in the argon oxygen decarburization unit (AOD) to reduce the carbon content.

The molten steel is then refined in the ladle furnace (LF) and finally transported in ladles to the

continuous casters (CC) to be casted into slabs - the final products of the steel manufacturing

process. The steel can be characterized by grade, slab width, and thickness. Different kinds of

products require different chemical ingredients and different casting procedures.
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The first three processing stages operate in batch mode which means that a specified amount of

metal is processed at a time. Each such amount of metal is called a heat. Meanwhile, the casting

stage operates continuously and has some critical processing constraints. Due to the extreme condi-

tions in the caster, it can only process a limited number of heats, after which it needs maintenance

such as changing the caster mold and tundish before further operation. Several heats sharing the

same or very similar grade characteristics and shape requirements form a campaign (a group of

heats) and are casted sequentially. The method for forming casting campaigns is proposed and dis-

cussed in [30], and in this thesis we assume the campaigns have already been formed. The casting

order should follow certain rules and the casting sequence for the heats within one campaign must

not be interrupted.

Figure 1.2: Production process of steel manufacturing[45].

Electric arc furnaces (EAFs) in steel manufacturing plants are identified as having great poten-

tial for demand response, since these furnaces not only consume large amounts of electric energy,

but they operate in batch mode and are also fairly flexible in terms of changing their power con-

sumption rate [47]. The EAFs are powered by transformers and their power consumption rate can

be changed very quickly by adjusting the settings of the on-load tapchangers (OLTC). The general

objective in industrial plant scheduling is to optimize the allocation of available resources (raw

materials, equipment, workforce, utilities) to tasks over a specific time horizon, so as to achieve

operational and economic benefits. The objective for the optimal scheduling of steel plants has

traditionally been to minimize the make-span, i.e. to maximize the throughput and therefore to ex-

ploit the capacities of the heavily invested facilities. In recent years, the participation of steel plants

in demand response has been studied with a variety of emphases, such as peak load management

[54], prespecified energy curve tracking [43][44], and electricity fee minimization [45].

Meanwhile, it is recognized that steel plant scheduling is one of the most difficult industrial

processes for scheduling, as steel manufacturing is a large-scale, multi-stage, multi-product batch

process which involves parallel equipment and critical production-related constraints: most equip-

ment can only process one job at a time; the final products have to be delivered at certain due

times; in multistage production, the previous stage of a job needs to be completed before proceed-
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ing to the next stage; some jobs may be scheduled to wait before a certain processing stage during

equipment maintenance; and most intermediate products have to be processed by the following

stage in time to prevent adverse cooling effects. In order to enable the steel plants to optimally

provide demand response and to quickly adapt their decisions in the changing markets, we intend

to solve the following problem:

• Problem 2 (complexity): how to model and solve the complex industrial demand response

problems within acceptable computation time?

The problems are usually mixed integer linear programming problems that are difficult to solve.

We propose to address the computation problems with both efficient modeling and tailored algo-

rithms. On one hand, we plan to exploit the resource task network modeling framework to efficiently

model the steel plant scheduling which enables controllable transformers and spinning reserve pro-

vision. Our premise is that efficient modeling can provide more flexibilities and more demand

response options without largely increasing the formulation complexity, so that the resulting mixed

integer programming problem can be solved by commercial solvers within reasonable time. On the

other hand, we will explore the special structures in the steel plant scheduling problem and design

tailored algorithms to make the computation more tractable. For example, the sequence of several

production activities can be fixed to reduce the searching space in the branch and bound algorithm.

1.2.3 Overcome Granularity Restriction - Cement Plant

Cement crushing is an energy-intensive process that uses electricity intensively where electricity

costs account for up to 20% of the total production costs [55]. The process starts with the mining of

limestone, which serves as the major raw material for the production of cement. Limestone is then

crushed and blended with several other raw materials such as shale and iron ore to form a mixture.

The mixture is then grounded and fed into the kiln (a rotating, cylindrical, high-temperature oven

filled with burning fuels like coal or oil) to be burned into cement clinker. Finally, the clinker is

grounded with gypsum and limestone in a cement mill to form cement. The clinker burning process

mostly consumes heat energy from the burning of the fuels, while electric energy is consumed by

the crushing and grinding processes and various auxiliaries [56]. Obviously, the crushers and millers

are the largest consumers of electric energy and also have the greatest potentials to provide demand

response. The crushers and millers can be switched on and off rapidly while production goes on

uninterrupted by using the stockpiled material which has been already crushed.
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Figure 1.3: Cement plant illustration.

The coupling between processes needs to be considered in scheduling industrial loads. Usually,

there are multiple processing stages in an industrial plant, and successive stages interact with each

other through the generation and consumption of intermediate products. Taking the cement plant

in Fig. 1.3 as an example, the crushing machines belong to the first stage which breaks the raw

material (e.g. limestone, clay) into finer particles. In the second stage, the kiln heats up these finer

particles to a higher temperature for further processing in its following stages. In other words, the

crushing machines generate the finer particles and the kiln consumes these finer particles, therefore

these two stages are coupled through the intermediate product. In scheduling the cement plant,

we want to keep the kiln operating at a constant consumption rate, because it is very expensive to

turn on/off the kiln due to its large thermal capacity.

There has been research studying the cement plants’ participation in the electricity markets. For

instance, the case study of a typical cement plant in South Africa presented in [57] demonstrates

the benefits obtained by shifting the crushing processes to off-peak periods; the scheduling of

continuous single-stage multi-product plants (i.e. cement plants) with parallel units and shared

storage tanks over a weekly horizon is investigated in [41], in which the energy constraints related

to time-dependent electricity pricing and power availability are considered, and efficient modeling

and computing methods are proposed; problem instances on cement plants are solved in [58] to

demonstrate that practical schedules with lower electricity costs and limited number of changeovers

can be obtained very quickly by using the modeling framework of operating modes; in [48], the

problem of calculating flexible schedules is tackled with a robust optimization based approach, in

which two cement milling machines are scheduled to provide spinning reserve in the ancillary service

markets.

Most of the above research focuses on the energy side, and there has been only a few papers

discussing spinning reserve provision. Different from spinning reserve which only involves the

reduction of power consumption, regulation and load following require a much faster response
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of power change, both up and down, and hence are much more valuable in the ancillary service

markets. Lots of industrial loads are able to provide very fast change of power in both directions,

qualifying them for regulation and load following. For example, the crushers or mills in the cement

industry can be switched on and off very rapidly [48, 59]. However, most of these industrial loads

can only provide power changes in a discrete manner, e.g. the power change is several MWs at

a time. The power capacity for a typical rock crusher is around 2 MW, and the consumption is

not varied in a continuous way, but by merely switching on and off the rock crushers. This coarse

granularity hinders those industrial loads from providing the most valuable ancillary services, as

the regulation and load following in the current electricity markets require a continuous change of

power. Consequently, these balancing resources with fast consumption changing capability are not

utilized to the full extent. In this dissertation, we intend to overcome the granularity restriction for

those industrial loads, e.g. cement plants, to provide regulation or load following service, as stated

in:

• Problem 3 (granularity): how can we integrate industrial loads with poor granularity to fully

exploit their demand response potentials?

In particular, we propose a coordination framework in which the industrial loads provide the

regulation or load following services with the help from an on-site energy storage: the industrial

loads provide a large but discrete power change which constitutes as the main body for the service,

while the energy storage provides a fine and continuous power change which ensures that the

combination of the two accurately follows the desired power signal. We use a model predictive

control (MPC) approach which incorporates the prediction of the upcoming signals of the services

into the decision making to coordinate these two parts. We also plan to study how to optimally

decide the regulation capacity and baseline for the combination of industrial loads and energy

storage, and how to schedule the entire industrial plant such that providing regulation will not

interrupt the processing flows within the plant.

1.3 Contributions

The contributions of this dissertation are as follows:

• Development of Bidding Strategies to Account for Uncertainty: We have developed

the optimal bidding strategies for the aluminum smelter, an ideal demand response resource,

in the day-ahead markets for the provision of energy and ancillary service (spinning reserve or

regulation). We propose stochastic programming models that generate the day-ahead bidding

strategies for the smelters. The inputs to the models are the smelting plant parameters and
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the price scenarios that represent future price trends. The output of the models are the energy

bidding curves and the optimal spinning reserve or regulation provision as well as the power

consumption levels of the potlines. We also utilize nonparametric Multiple Quantile Graphical

Model to represent the distributions of hourly prices and use the Gibbs sampling approach

to sample the price curves, which serve as the price scenarios for the stochastic programming

model. These models are mixed-integer linear programming problems which can be solved

by commercial solvers very quickly. The effectiveness of the models are demonstrated by case

studies presented in Chapter 3. The strategies can take advantage of the future price trends

and arrange the smelting activities to make profits from both electricity markets participation

and aluminum production. The developed bidding methods can also be applied for the

electricity market bidding by other industrial loads including the steel manufacturers and

cement plants.

• Development of Scheduling Approaches to Handle Complexity of Process: We

have developed methods for the efficient scheduling of steel manufacturing which has great

demand response potentials but is also recognized as one of the most complex chemical pro-

cesses to schedule. We investigate the mathematical modeling and propose an optimization

algorithm for steel plant scheduling. From the mathematical modeling aspect, we develop effi-

cient approaches to model the controllable transformers which supply power for the furnaces,

in order to achieve more flexibility in providing demand response; we also provide methods

to enable spinning reserve provision. From the optimization algorithm aspect, we propose a

tailored branch and bound algorithm which utilizes the knowledge from steel manufacturing

to speed up the computation. The proposed Multiple Melting Modes model provides a good

trade-off between enabling the exploitation of the flexibilities given by the OLTCs and com-

putational complexity. And as demonstrated through numerical studies in Chapter 4, the

proposed tailored branch and bound algorithm shows potentials in reducing the computation

time and iteration number of the problem considered. These ideas developed in the modeling

and the algorithm for steel plant scheduling are also promising to help solve the difficulties

in other complex industrial loads, e.g., the scheduling of cement plants.

• Development of Coordination Framework to Overcome Granularity Restriction:

We have developed a coordination framework to overcome the granularity restriction in which

the industrial loads provide the regulation or load following services with the help from an

on-site energy storage device. The industrial loads provide a large but discrete power change

which constitutes the main body for the service, while the energy storage provides a fine and

continuous power change which ensures that the combination of the two accurately follows the
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desired power signal. These two parts are coordinated by a model predictive control (MPC)

approach which incorporates the prediction of the upcoming signals of the services into the

decision making. The MPC approach is aimed for the real-time operation in each hour. We

also study the daily operation and provide the tool to determine the optimal quantity of

regulation provision for each hour. The coupling between successive processing stages are

considered in our daily scheduling method. We demonstrate through case studies in Chapter

5 that, thanks to the coordination framework, the whole is greater than the sum of its parts.

Note that the energy storage device can also be supplied from a third-party service. Also

note that the approaches proposed in this thesis apply to a variety of loads, e.g. cement

crushing, paper milling, buildings, and can enable both load following and regulation service.

The proposed framework also has other potential applications outside of demand response,

e.g. the coordination among fast and slow generators and storage.

1.4 Thesis Outline

The chapters that comprise this thesis are outlined as follows:

• Chapter 2: Background and Methods reviews the basic concepts and methods used in

this thesis, including ancillary services, demand response, stochastic programming, ARMA

models, linear regression, and mixed integer linear programming. The intention of this chapter

is to help the readers better understand this thesis.

• Chapter 3: Accounting for Uncertainty takes the aluminum smelter as an example to

study how to address the aforementioned Problem 1 (uncertainty). In particular, we will

study how to optimally provide regulation for the real-time operation within each hour, and

how to bid in the day-ahead electricity markets with energy, spinning reserve, or regulation.

• Chapter 4: Handling Complexity of Process intends to solve the Problem 2 (complexity)

by focusing on the steel plant scheduling. We first introduce the resource task network

modeling framework, then propose modeling methods to take advantage of the controllable

transformers to offer more flexibilities in demand response participation. We then explore

approaches to make the computation more tractable. Finally, we extend the formulations to

enable spinning reserve provision by the steel manufacturers.

• Chapter 5: Overcoming Granularity Restriction focuses to address the Problem 3

(granularity) for industrial loads such as cement plants to provide regulation or load following

service. An coordination framework with the help from an on-site energy storage device is
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proposed for the hourly operation, and an optimal scheduling method which considers the

coupling between processing stages is proposed for the daily operation.

• Chapter 6: Conclusion and Future Work concludes the dissertation and discusses po-

tential directions for future work in this area.
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Chapter 2

Background and Methods

The focus of this dissertation is on demand response by industrial loads. This chapter reviews

some basic concepts about power system and electricity market including ancillary services and

demand response. The basic concepts of the specific industrial loads are already introduced in

Section 1.2. This chapter also reviews some existing methods which are utilized in this thesis.

2.1 Power System and Electricity Market

An electric power system is a network of electrical components for the generation, transmission,

distribution, and consumption of electricity. The power system is known as the grid and can be

broadly divided into generators that supply the power, transmission system that delivers the power

from the generating centers to the load centers, and a distribution system that feeds power to

nearby residents, commercial buildings, and industries.

Traditionally, utilities are responsible for the operations and management of the power sys-

tem, and also for providing electricity to the consumers. These utilities are typically vertically

integrated, i.e., they own almost everything to serve electricity including the generation, trans-

mission as well as distribution systems. In economic terms, electricity (both energy and power)

is a commodity capable of being bought, sold, and traded. An electricity market is a system for

electricity purchases, sales, and trades. In order to encourage competition and improve efficiency,

the electricity markets worldwide have been gradually evolving from monopoly markets into liber-

alized markets since the 1980s. For example, the Federal Energy Regulatory Commission (FERC)

in the United States has promoted to form the independent system operators (ISOs) to operate

the transmission systems independently such that all market participants have open access to the

transmission systems and hence can compete for electricity generation. Along with this revolution,

the research community has contributed many studies on various topics of electricity markets, e.g.
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market modeling [60], market derivatives and risk [61], reactive power market [62], ancillary service

market [63], transmission planning [64], decision making [65], etc. Nowadays, the electric energy is

usually traded through bilateral transactions and power pool agreements, and most of the markets

are bidding-based in which buyers and sellers can bid for or offer generation.

Beyond electric energy, ancillary services are also bought, sold, and traded in the markets.

Ancillary services refer to those services which are necessary to support the reliable operation of

the bulk transmission system. Generally speaking, ancillary services can be classified as regulating

reserve, operating reserve, reactive power support, and black start capability.

2.1.1 Ancillary Services

The active power ancillary services include regulating reserve, load following, spinning reserve,

and non-spinning reserve. Regulating reserve, or regulation, is an online resource that can rapidly

respond to system-operator requests for up-and-down movements, which is used to track the fast

fluctuations in system load and generation. Load following or load tracking is similar to regulation

but is slower, which serves as the bridge between the regulation service and the hourly energy

market. Operating reserve includes spinning reserve and non-spinning reserve. Spinning reserve

refers to online generation (or load) that is synchronized to the grid and can immediately increase

power output (or reduce power consumption) in response to the outage of a major generator or

transmission line. Non-spinning reserve is the same as spinning reserve except that it does not need

to be online and its response can be slower. The comparison among these active power ancillary

services over response speed, duration, cycle time, and market cycle is presented in Table 2.1

[50, 51]. Since our focus is on active power ancillary services, we will mainly study how industrial

loads provide regulation and spinning reserve.

Table 2.1: Active Power Ancillary Services [50, 51]

Service Response Speed Duration Cycle Time Market Cycle

Regulation seconds to ≤ 1 min minutes minutes hourly

Load Following ≤ 10 min 10 min to hours 10 min to hours hourly

Spinning Reserve seconds to ≤ 10 min 10 min to 120 min hours to days hourly

Non-Spinning Reserve ≤ 10 min 10 min to 120 min hours to days hourly

Regulation

A power grid requires that generation and load exactly balance each other at all time. As

large scale storage is still not economical, frequent adjustments to the output of generators are
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necessary to balance the change of load. With the increasing penetration of renewable generation

such as wind turbines and solar panels, the power grid needs more balancing power due to the

volatile nature of these renewable resources. In an electric power system, automatic generation

control (AGC) is used to adjust the power output of multiple generators at different power plants,

in response to fluctuations in system load and generation. If a generator clears a certain amount

of regulation capacity in this market, then this generator is obligated to follow the AGC command

within that capacity.

The AGC commands are sent by the control center based on the real time power system con-

ditions. The regulation provider commits to responding to the commands which are sent every 2s

or 4s. The p.u. AGC signal multiplied by the provided regulation capacity is the AGC command

that the plant committed to follow. The regulation signal of PJM (started in 1927 and renamed

the Pennsylvania-New Jersey-Maryland Interconnection (PJM) in 1956, currently the largest com-

petitive wholesale electricity market in the U.S.) is published online at [66], of which we will make

use for our study. PJM distinguishes between two different regulation signals: RegD (Dynamic

Regulation Control Signal) and RegA (Regulation Control Signal). RegD is designed for fast re-

acting resources and is developed specifically for resources with limited storage capabilities such as

energy storage devices. The hourly mileage and integral of the PJM regulation signals over a week

are plotted in Fig. 2.1 respectively, from which we can tell that the RegD signal moves intensively

but is well balanced. We will use RegD for our research by assuming that the industrial loads

participate as such fast acting resource, which is true for industrial demand response resources like

aluminum smelters.
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(a) Hourly regulation mileage.

(b) Hourly regulation integral.

Figure 2.1: Hourly mileage and integral of PJM regulation signals over a week.

In the ancillary service market of regulation, a market participant bids its hourly regulation

capacity and the desired price. The bid and the clearing price are determined by the market

operator after collecting offers from all market participants [51]. The participant should provide

both positive and negative capacities indicating that if a manufacturing plant wants to provide

regulation, it needs to operate below its full production capacity to ensure the ability to follow

regulation in both directions. This regulation capacity is required by most ISOs to remain the

same for the entire hour. In this thesis, we assume that positive and negative capacities are

equal, but this could easily be relaxed. The plant also needs to provide a prediction of its energy

consumption for the next hour in a resolution of 5 minutes, i.e. 12 predicted values for the hour.

These predictions serve as the baseline for the regulation performance evaluation. This power

prediction reflects the plant’s production schedule if no regulation is provided.

Once the plant is cleared for a certain regulation capacity, the plant receives compensation

for the lost opportunity of production by being paid for the provision of regulation capacity. It is

obliged to fully respond to AGC commands within that capacity range, otherwise a nonperformance

penalty is imposed and its performance scoring is affected [67].

Spinning Reserve

The operating reserve is the generating capacity available to the system operator within a short

interval of time to meet demand in case a generator trips offline or another disruption occurs.

Most power systems are designed such that, under normal conditions, the operating reserve equals

17



the capacity of the largest generator plus some fraction of the peak load. The operating reserve is

made up of the spinning reserve as well as the non-spinning (or supplemental) reserve. The spinning

reserve is the extra generating capacity that is available by increasing the power output of generators

that are already connected to the power system. The non-spinning reserve or supplemental reserve

is the extra generating capacity that is not currently connected to the system but can be brought

online within minutes. We will mainly focus on spinning reserve in this thesis.

In terms of bidding rules in the day-ahead markets, the participant must submit its offers of

energy and spinning reserve in the day-ahead market before both prices are known. Energy offers

should take the form of a price curve (either a block offer or a slope offer), and up to ten Price/MW

pairs can be submitted for each hour of the next operating day. While for spinning reserve, only one

Price/MW pair can be offered for each hour of the next operating day. In terms of offering strategy

for spinning reserve, it is advantageous if as much as possible of the available spinning reserve

from the smelter is cleared. This is because the power system control center seldom dispatches

spinning reserve and the smelter can make impressive profits simply by standing by. For example,

the spinning reserve deployment rate at Alcoa Warrick Operation is less than 0.5% according to

[50]. Thus, it is wise for the smelter to ask for a relatively low price to sell its maximum spinning

reserve amount. After all, the spinning reserve is sold at the market clearing price which will not

be affected by the smelter’s offer, as the smelter’s capacity is too small compared to the system

capacity.

2.1.2 Demand Response

With the increased penetration of advanced technologies like smart meters and distributed

generators, the loads are becoming more active in providing demand response. From a system

perspective, an increase in active power production from a generator, in response to a positive reg-

ulation signal r, is equivalent to a decrease in active power consumption from a load. According to

Federal Energy Regulatory Commission, demand response (DR) is defined as: Changes in electric

usage by end-use customers from their normal consumption patterns in response to changes in the

price of electricity over time, or to incentive payments designed to induce lower electricity use at

times of high wholesale market prices or when system reliability is jeopardized. “DR includes all

intentional modifications to consumption patterns of electricity of end use customers that are in-

tended to alter the timing, level of instantaneous demand, or the total electricity consumption” [68].

Utilities are developing demand response programs to encourage electricity consumers’ activeness.

Demand response is important because it provides a cost-effective solution to support the power

system. Demand response reduces the need for new power plants. To respond to high peak demand,

utilities traditionally have been building capital-intensive power plants and lines. However, peak
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demand happens just a few times a year, so those assets run at a mere fraction of their capacity.

Meanwhile, electric users pay for this idle capacity through the prices they pay for electricity.

According to the Demand Response Smart Grid Coalition, 10%-20% of electricity costs in the

United States are due to peak demand during only 100 hours of the year [69]. DR is a way for

utilities to reduce the need for large capital expenditures, and thus keep rates lower overall. After

all, if more loads participate in the market, the cost of the entire system will be reduced due to the

increased competition and the improved market efficiency.

Of course, there is a limit to such economic improvement or cost reduction because demand

response resources lose the productive or convenience value of the electricity not consumed. Thus,

it is misleading to only look at the cost savings that demand response can produce without also

considering what the consumer gives up in the process. In this thesis, we consider all these factors

and investigate how to optimally participate in the electricity markets as demand response resources

for the industrial loads.

2.2 Methods

The existing methods utilized by this dissertation are reviewed here, including stochastic pro-

gramming, ARMA models, linear regression, and mixed-integer programming. To avoid redundancy

and to clearly distinguish the contributions of this thesis from the pre-existing work, the relevant

aspects of these existing methods are discussed here, separate from the methods developed in this

thesis.

2.2.1 Stochastic Programming

In Chapter 3, stochastic programming is utilized to generate the optimal bidding strategies

for the industrial load, an aluminum smelter, participating in the day-ahead electricity market.

Stochastic programming is a technique for modeling optimization problems that involve uncer-

tainty, which minimizes the total cost over a chosen number of scenarios while accounting for

uncertainties in the problem [70]. Deterministic optimization problems are formulated with known

parameters, whereas stochastic programming use a set of scenarios to represent the possible out-

comes of uncertain parameters which are assumed to be subject to certain distributions. Stochastic

programming has seen applications in optimal design, planning and scheduling, as well as operations

under uncertainties [71–80].

In two-stage stochastic programming [81], there are two groups of decision variables: the first

stage variables which are common to all scenarios, and the second stage variables which depend on

the first stage variables and are specific to each scenario. A standard two-stage stochastic problem
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is formulated as follows:
minimize

x
f(x) + E [Q(x, ξ)]

subject to g(x) ≤ 0

h(x) = 0

(2.1)

in which variables x denote the first-stage variables, E [·] represents expectation and Q(x, ξ) denotes

the optimal solution of the second stage problem, which also depends on the values of the second-

stage variables y; the vector ξ is composed of a finite number of realizations ξ1, . . . , ξk of the random

parameters, with respective probabilities p1, . . . , pk. This set of realizations ξ1, . . . , ξk is called

scenarios, which represent the possible outcomes of the uncertain parameters. The scenarios are

usually obtained from Monte Carlo sampling or Gibbs sampling, combined with scenario reduction

techniques [82–84]. By considering the random parameter space as a set of discrete events, the

stochastic programming is then formed as its deterministic equivalent in the following:

E[Q(x, ξ)] =
K∑
k=1

pkQ(x, ξ) (2.2)

Hence, the stochastic programming problem can be solved to find the optimal solution for all

variables while taking into account the probabilities for each of the scenarios.

Robust optimization is another approach that takes parameter uncertainty into consideration

[85–87]. In optimization under uncertainty, one should decide whether to adopt the framework

of robust optimization or stochastic programming [88]. Generally speaking, robust optimization

tends to generate more conservative solutions and is easier to formulate, which is more suitable

for short-term scheduling [89]; meanwhile, stochastic programming relies on historical data and is

more suitable for long-term planning. We choose stochastic programming for this thesis because

it is natural to generate the bidding curves for the market participation by examining the optimal

variables in each scenario. Besides, stochastic programming is suitable to develop strategic decisions

as it does not fix all decisions at the initial point, and our market participant can adapt its strategy

by making decisions in the real-time market. Moreover, our stochastic variables are the electricity

prices which have great historical data support.

2.2.2 ARMA Models and Linear Regression

ARMA stands for auto-regressive moving-average models for time series analysis, which repre-

sents the time series as a (weakly) stationary stochastic process composed of two polynomials, one

for the auto-regression and the other for the moving-average. The model is typically referred to as

the ARMA(p,q) model, where p stands for the order of the auto-regressive (AR) part, and q stands

for the order of the moving-average (MA) part. The AR part regresses the variable on its own past
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values. The MA part models the error term as a linear combination of error terms at various times

in the past. For instance, the ARMA (2,1) model is described by:

ωt = φ1ωt−1 + φ2ωt−2 + θ1εt−1 + εt (2.3)

in which ωt stands for the time series variable, εt stands for the white noise. The auto-regressive

parameters are φ1, φ2 and the moving-average parameter is θ1. ARMA models can be estimated

following the BoxJenkins approach [90]. There are also many existing software packages for ARMA

analysis, e.g., the Time Series Analysis package in Python (statsmodels.tsa).

Linear regression is an approach for modeling the relationship between a dependent variable

y and one or more explanatory variables x. If there are more than one dependent variable, it is

usually referred to as multivariate linear regression. The relationship between y and x is modeled

as:

y = Xβ + ε (2.4)

with

y =


y1
...

yn

 , X =


x11 · · · x1p

...
. . .

...

xn1 · · · xnp

 , β =


β1
...

βp

 , ε =


ε1
...

εn


for a given date set {yi, xi1, · · · , xip}ni=1 of n observation samples with p exogenous (independent)

features (variables); β is the p-dimensional parameter vector and εi is the error term. The rela-

tionship between output and input variables is assumed to be linear and is represented by the β

vector, which can be estimated by ordinary least squares (OLS). The OLS method minimizes the

sum of squared residuals for the training data set, and leads to a closed-form expression for the

estimated parameter vector:

β̂ =
(
XTX

)−1
Xy (2.5)

Note that including transformations of input variables enables representing a more complex rela-

tionship in linear regression. Ridge regression [91] and Lasso [92] can help with regression shrinkage

and selection by adding a penalty term of β (l2 norm or l1 norm) to the OLS objective function.

We utilize ARMA models for the prediction of the AGC signal in Chapter 5 in the MPC

coordination framework. We also utilize linear regression to predict electricity prices in the market

bidding case studies in Chapter 3. Both methods can also be used to extend our scheduling work

to predict the price signal for the plant.

2.2.3 Mixed-Integer Linear Programming

Mixed-Integer Linear Programming (MILP) is an extension to the Linear Programming problem

where a subset of the variables are restricted to take integer values - mostly commonly binary values.
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The general form of the MILP problem is given as follows:

minimize
x, y

f = aTx+ cT y

subject to Ax+By ≤ b

y ∈ {0, 1}

(2.6)

where y corresponds to a vector of variables restricted to be binary. The MILP problem is very

useful for modeling discrete decisions in industrial plant operations. Several typical examples are

given in the following [93, 94]:

• Multiple choice constraints:

Select only one item:
∑

i yi = 1

Select at least one item:
∑

i yi ≥ 1

Select at most one item:
∑

i yi ≤ 1

• Implication constraints:

If item k is selected, then item j must be selected: yk − yj ≤ 0

If a binary y is zero, then a continuous variable x (0 ≤ x ≤ U) must be zero: x− Uy ≤ 0

• Either-or constraints (disjunctive constraints):

Either constraint g1(x) ≤ 0 or constraint g2(x) ≤ 0 must hold, with M being a big number:

g1(x)−My ≤ 0, g2(x)−M(1− y) ≤ 0

One standard method to solve MILP problems is the branch and bound algorithm. The algo-

rithm starts by first solving the relaxed LP problem. If the x variables in the solution take integer

values, then we stop, as we have already found the best feasible solution. Otherwise, the relaxed

solution provides a lower bound f lo for the objective function, then we select one binary variable

and restrict it to be either one or zero, which gives us two branches. The global optimal solution

must lie in one of the branches. For each branch, we successively solve the relaxed LP, then restrict

another binary variable and generate two more branches. Each time we solve the relaxed LP, we

obtain a lower bound, and f lo keeps increasing as the feasible region keeps shrinking. Along the

process, we also round the relaxed solution to obtain integer solutions, and each of these feasible

solutions provides an upper bound fup for the objective function. As f lo ≤ f∗ ≤ fup, once f lo

is close enough to fup, we have found the global optimal solution. A detailed presentation of the

algorithm is presented in Chapter 4. Note that methods such as the cutting plane algorithm are

also very helpful in solving the MILP problems [95–98].

Many of the problems we study in bidding, scheduling, and coordination are MILP problems, as

discussed in Chapter 3, 4, and 5. Most of the problems are solved by using existing solver CPLEX.

We have also developed a tailored branch and bound algorithm in Chapter 4.
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Chapter 3

Accounting for Uncertainty

Industrial loads such as aluminum smelters are ideal candidates to support power system oper-

ation through demand response programs. The aluminum smelters are qualified to participate in

energy market, spinning reserve market, and regulation market. However, there are uncertainties in

all of these markets such as the uncertain regulation signal, the uncertain dispatch call of spinning

reserve, the uncertain energy price, etc. How to account for the uncertainties is an interesting and

important problem that needs to be solved.

We have proposed an optimal regulation capacity provision model with given regulation prices

for electrolysis processing plants such as the aluminum smelters in [21], which is presented in Section

3.1. We have also studied the demand response for aluminum smelters that participate in both

energy and spinning reserve day-ahead markets in [22], as described in Section 3.2. Additionally,

we have studied the bidding problem for demand response resources such as aluminum smelters

with uncertain prices in the markets, as presented in Section 3.3.

3.1 Optimizing Regulation Capacity

In this section, we focus on determining the optimal regulation capacity that such an aluminum

smelting plant should provide to maximize the combined profit from producing aluminum and

providing regulation. The approach is based on stochastic programming and the stochastic variable

is the regulation signal sent to the smelter.

Using linear approximations of the high-resolution regulation signal as scenarios, we can reduce

the computational burden to solve the associated optimization problem significantly. Simulations

for a specific aluminum smelting plant provide insights into the optimal regulation provision by

smelters with various cost and price parameters.

To simplify the problem, we made the following assumptions for the considered aluminum
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smelting process:

Assumption 1: The production rate is proportional to the power consumption and the power

consumption is proportional to the voltage at the rectifier which controls the electrolysis process.

The voltage on the other hand is linearly dependent on the rectifier tap changer position.

Assumption 2: The regulation revenue is proportional to the cleared capacity, the production

revenue is proportional to the energy consumed, the control cost is proportional to the tap movement

and the performance penalty is proportional to the difference between regulation command and

mileage. All those prices are assumed to be parameters.

3.1.1 AGC Signal Simplification

Automatic generation control regulates the power output of generators to balance generation

and load momentarily. It is expected that in the future a greater contribution of such regulation

is provided by storage and flexible demand. The AGC commands are sent by the control center

based on the real time power system conditions. As discussed in Chapter 2, the regulation provider

commits to responding to the commands which are sent every 2s or 4s and the p.u. AGC signal

multiplied by the provided regulation capacity is the AGC command that the plant committed to

follow.

Given the high resolution of the AGC signal it is very difficult if not impossible to predict the

signal for a longer time frame. However, as we intend to use stochastic programming to determine

the optimal regulation capacity, we need to find a way to generate scenarios and capture the

expected regulation provision without having an accurate prediction of the AGC signal. Hence, we

propose a linear simplification of AGC signals by local extreme points and then create scenarios

based on such extreme points. First, we apply a low pass filter to the original AGC signal to remove

high frequency noise. Local extreme points are then identified by numerical derivatives along the

curve, i.e. whenever the derivative changes its sign, a local extreme point has been detected.

Successive local extreme points that fall within short distances both in time and magnitude, e.g. time

gaps less than 5s and value gaps less than 0.025p.u., are further aggregated as one single point.

Hence, local extreme points which will be called AGC events in the remainder of the section are

identified and used for scenario generation. Piecewise segments characterized by those AGC events

serve as a linear simplification of the AGC signal in between extreme points as shown in Fig. 3.1.
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Figure 3.1: Simplification of AGC Signals. The red square dashed line represents the linear sim-

plification. The blue solid line represents the original PJM’s RegD signals of the first hour on

12/18/2012 [66].

This simplification approximates the real trajectory of the AGC signal by piecewise linear

segments. The statistics of the AGC events’ magnitude and time interval are provided in Fig. 3.2

and Fig. 3.3. Typically around 40 - 60 AGC events are presented in an hour’s worth of regulation

D signal. Given the original scenarios of AGC signals, we apply the simplification and obtain the

simplified scenarios. Then, the proposed model only responds to AGC events of the simplified

scenarios and tracks the piecewise linear trajectory. The approximation here is reasonably sound

and is able to reduce the computational burden in the stochastic programming significantly.
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Figure 3.2: Histogram of AGC Events’ Magnitude. The AGC events are simplifications of PJM’s

RegD Signals from 12/18/2012 to 01/18/2013 [66].
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Figure 3.3: Histogram of AGC Events’ Time Interval - the time between two successive AGC events.

3.1.2 Mathematical Formulations

In this section, the proposed optimal capacity provision model is presented by which the plant

decides its hourly regulation capacity Vh that would be optimal for the plant for the upcoming

operating period. We focus on the regulation provision from the industrial electrolysis process and

optimize its participation. The following sections will focus on building a bidding curve which the

plant should bid into the market. As of now, we determine the capacity that the plant ideally is

cleared for, assuming that the price it will receive has been predicted reasonably well. Power flow

constraints are not considered, as we do not study the overall system here. The plant first needs to

submit its predicted power consumption for every 5 minutes of the next hour. These values serve

as a baseline for the regulation provision and basically correspond to the scheduled rectifier tap

changer positions zl,i, which correspond to the first-stage variables in the stochastic programming.

The regulation command it needs to follow is equal to the multiplication of Vh and Xs,k where s

indicates the scenario and k the k-th AGC event. In order to follow this command, the tap position

of the rectifier of production line l moves by ml,s,k steps from its original position zl,i. The rectifier

tap positions evolve in a discrete manner, hence, zl,i and ml,s,k are integer variables. However, since

the number of ml,s,k grows with the number of scenarios and trajectory simplification is adopted,

ml,s,k is relaxed and assumed to be continuous in order to simplify the calculations.

Constraints

Rectifier Tap Changer. Rectifier tap changers are designed to operate within a certain range.

In addition, changing the tap position is a mechanical process which means that there is a limit on

how much change can be achieved within a certain amount of time. Consequently, the following

constraints need to hold for ∀l ∈ L, i ∈ I, s ∈ S, k ∈ Ks :

zlol ≤ zl,I(k) +ml,s,k ≤ zupl (3.1)
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dzl,s,k = |zl,I(k+1) +ml,s,k+1 − zl,I(k) −ml,s,k| (3.2)

dzl,s,k · τl ≤ ts,k+1 − ts,k (3.3)

where I(·) is a function mapping event k to its corresponding 5min interval i.

Regulation Capacity. The maximum regulation capacity is the summation of available ca-

pacities over all production lines. However, this capacity needs to remain the same for the entire

hour which is limited by the available capacity within every 5min interval. For ∀l ∈ L, i ∈ i(h), the

following constraints need to hold:

VH(i) ≤
∑
l∈L

V +
l,i (3.4)

VH(i) ≤
∑
l∈L

V −l,i (3.5)

V +
l,i ≤ θl · (z

up
l − zl,i) (3.6)

V −l,i ≤ θl · (zl,i − z
lo
l ) (3.7)

where H(·) is a function mapping the 5min intervals i to its corresponding operating hour h.

Plant Scheduling. The main purpose of the plant is to carry out electrolysis and produce

aluminium. Hence, we impose a constraint which ensures that production targets are met. Since

production is proportional to electricity consumption, the constraint can be formulated as a lower

constraint on the energy consumption of the plant. Hence, for ∀j ∈ J, s ∈ S:∑
l∈L

∑
k∈K(j)

((zl,I(k) +ml,s,k) · θl + P 0
l ) · T (k) ≥Wj (3.8)

where K(j) stands for all AGC events that occur during production task j. T (·) is a function

that calculates the time duration for each AGC event k. For event k in scenario s, T (·) returns

(ts,k+1− ts,k−1)/2, i.e. the time duration it affects the energy consumption. This constraint should

hold for every scenario making sure the plant’s minimum production level is ensured.

Objective

The overall objective of the optimization problem is a sum of multiple cost and revenue terms.

Energy Consumption. The value λEh denotes the per unit profits made by consuming electric-

ity and producing aluminum, which includes the revenue from selling aluminum and the combined

costs of producing aluminum. That part of the objective function is given by

EProfit =
∑
s∈S

ps
∑
l∈L

∑
k∈Ks

θl(zl,i(k) +ml,s,k)T (k)λEh (3.9)
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Control Action. There is a limit on how much the tap of a rectifier could be changed because

intensive movement leads to frequent replacement of the rectifiers. The price λTapl reflects the

average cost per movement resulting in the following contribution to the overall objective

ACost =
∑
s∈S

ps
∑
l∈L

∑
k∈Ks

dzl,s,kλ
Tap
l (3.10)

Deployment Error. As a demand resource, the regulation deployment is the negative sum-

mation of all tap changers multiplied by the change in energy consumption per tap step, thus the

regulation error δs,k is equal to:

δs,k = |Xt,sVh +
∑
l∈L

θlml,s,k|

and the resulting penalty is given by:

Penalty =
∑
s∈S

ps
∑
k∈Ks

δs,kλ
P
H(I(k)) (3.11)

For absolute values, we can use additional variables and constraints to represent them in the

final formulations to solve the optimization problems. For example, the above equation involving

absolute terms can be transformed as:

δs,k ≥ Xt,sVh +
∑
l∈L

θlml,s,k

δs,k ≥ −Xt,sVh −
∑
l∈L

θlml,s,k

Regulation Capacity. The electrolysis plant receives a payment for the provision of its

regulation capacity Vh, i.e. the plant’s revenue from regulation provision is given by:

V Revenue =
∑
h∈H

Vh · λVh (3.12)

The overall objective function is given by the sum over all of these objectives resulting in:

min −EProfit+ACost+ Penalty − V Revenue (3.13)

The resulting overall problem formulation is a mixed-integer linear programming problem.

3.1.3 Case Study

Simulations for a specific aluminum smelting plant provide insights into the optimal regulation

provision by smelters with various cost and price parameters. We consider an aluminum smelter
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which consists of two potlines for which the parameters are listed in Table 3.1. Ten AGC scenarios

are considered and it is assumed that the probability of occurrence of each scenario is the same.

The linearized evolution of the AGC signal in these scenarios is shown in Fig. 3.4. There’s one

production task to complete within the considered hour and the minimum production is set to 95%

of the base production which corresponds to the production achieved if the tap position is zero.

The minimum regulation capacity required by the ISO is assumed to be 1MW.

Table 3.1: Potline Parameters

l θl/MW τl/s zupl zlol P 0
l /MW

1 0.8 5 10 -10 100

2 1.2 5 9 -9 100
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Figure 3.4: Simplified AGC Signal Scenarios. Five scenarios are taken from the first hour’s PJM

Regulation-D signals from 2012/12/18 to 2012/12/22 [66]. These five scenarios and their negative

constitute the original ten scenario AGC set that is positive and negative well balanced.

We carry out a three hour simulation with 10 different scenarios of the AGC signal. The simu-

lated price parameters encourage regulation participation in the 1st and 3rd hour while encouraging

increased production in the 2nd hour. The results for the optimal regulation capacities are shown

in Fig. 3.5. We also simulate with different penalties on the regulation provision mismatches. When

increasing the penalty, the regulation error decreases as shown in Fig. 3.6.
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Figure 3.5: Regulation capacity for 3 hour simulation.

time in seconds
0 1200 2400 3600

re
gu

la
tio

n 
er

ro
r 

in
 M

W

0

1

2

3

(a) λP =1

time in seconds
0 1200 2400 3600

re
gu

la
tio

n 
er

ro
r 

in
 M

W

0

1

2

3

Average Regulation Deviation

(b) λP =10

time in seconds
0 1200 2400 3600

re
gu

la
tio

n 
er

ro
r 

in
 M

W

0

1

2

3

(c) λP =20

Figure 3.6: Regulation performance with changing penalties on mismatch.

The proposed model takes into account the impact of a variety of benefits and costs on the

decision of regulation capacity provision, and is able to help the plant operators to determine the

optimal regulation capacity to provide.

3.2 Optimal Bidding of Energy and Spinning Reserve

In this section, we design the optimal bidding strategy for energy and spinning reserve for an

aluminum smelter in the day-ahead electricity market. We assume that the smelter’s flexibility

is realized by controlling the rectifiers, and the smelter’s power consumption is adjustable within

a given range. We only consider controlling rectifiers to achieve flexibility because turning off an

entire potline causes significantly more interruption to the plant operation. It is assumed that the

smelter has a long-term energy contract with the electricity utility, and the smelter can sell energy

back to the market if the actual amount of energy usage is less than the contracted amount. In

addition, the smelter can provide spinning reserve to the power system when its power consumption

is higher than its lower bound. In that case, the difference between the current loading level and
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the minimum loading level is the maximum available spinning reserve.

In the following, we focus on determining the optimal bidding strategy in the day-ahead energy

and spinning reserve markets for an aluminum smelter. The approach is based on stochastic

programming in which the market prices are the stochastic variables. Case studies demonstrate the

effectiveness of the approach and provide insights into the demand response from industrial plants.

3.2.1 Bidding Strategy

The market prices are treated as stochastic variables where λs,h represents the energy price

and ρs,h stands for the spinning reserve price. The subscript h denotes the hour of the day and s

denotes the scenario index. As previously mentioned, the values for these stochastic variables can

be obtained by price prediction techniques. The potline’s power consumption level is Pl,s,h, where

l stands for the potline index. The decision variables are the smelter’s offers for the day-ahead

market, i.e. the energy offer Price/MW pairs and the spinning reserve offer MW/Price pair. For

energy offers, we use Es,h to represent the energy to sell in scenario s at hour h. After the optimal

values for Es,h, s = {1, ..., S} is obtained from the proposed model, the hourly energy offering curve

is constructed by connecting the MW/Price pairs (Es,h, λs,h) from different scenarios in the same

hour. For spinning reserve offering, since only one Price/MW pair can be submitted for each hour,

we denote this offered capacity as Vh. Note that there is no subscript s for the spinning reserve

offer. Once cleared, the smelter needs to make sure that the committed amount of spinning reserve

is available for any possible scenario.

3.2.2 Mathematical Formulations

The potline’s power consumption is bounded by parameters Pminl and Pmaxl , which are given by

the maximum achievable flexibility of the plant and the limitations to ensure a safe operation of the

plant. The power consumption of Pl,s,h is modeled by piece-wise linear segments. This is because

we model the aluminum production efficiency by a piece-wise linear approximation. The number

of segments is nl and the ascending parameters {al,1, ..., al,nl+1} represent the segments. Note that

al,1, al,nl+1 equal Pminl , Pmaxl , respectively. The binary variable Nl,s,h,i denotes whether the power

Pl,s,h is within the i-th segment, and its summation over i should be one. The continuous variable

∆Pl,s,h,i denotes the excess value of Pl,s,h over the i-th segment. This results in the following set

of equations:

Pl,s,h =

nl∑
i=1

(al,iNl,s,h,i + ∆Pl,s,h,i) ∀l, s, h (3.14)

0 ≤ ∆Pl,s,h,i ≤ (al,i+1 − al,i)Nl,s,h,i ∀l, s, h, i (3.15)
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nl∑
i=1

Nl,s,h,i = 1 ∀l, s, h (3.16)

For simplicity, we assume
∑

l P
max
l equals the contracted power consumption in the long term

energy contract1. Thus the smelter can sell energy to the market if its potlines are operating below

Pmaxl , i.e. consuming less than the contracted amount. Hence, the energy to sell Es,h is modeled

as:

Es,h =
∑
l

(Pmaxl − Pl,s,h) ∀s, h (3.17)

The available spinning reserve is limited by the smelter’s ability to further reduce its power

consumption. Consequently, we require that the offered spinning reserve, once cleared in the

market, should be available in every scenario. Thus the spinning reserve availability is modeled by

Vh ≤ min
s

∑
l

(Pl,s,h − Pminl ) ∀h (3.18)

which indicates that Vh needs to be less than the available amount in any of the considered scenarios;

Vh correspond to the first stage variables in the stochastic programming.

As mentioned before, the thermal balance is the most critical issue in providing flexibility, and

the potlines’ temperature should be kept within a certain range to ensure high smelting efficiency

as well as operation safety. This means that the energy consumption for every successive τl hours

should be greater than Eτl , as in

h+τl−1∑
h′=h

(Pl,s,h′ − Vh′) ≥ Eτl ∀l, s, h (3.19)

where Eτl is the minimum input energy required for τl hours to sustain the temperature. The

spinning reserve should be committed to last for at least one hour in most electricity markets. Note

that (3.19) states that the temperature should also be sustained even if the spinning reserve is called

and dispatched by the system operator. The impact of spinning reserve dispatch is considered in

both (3.18) and (3.19), as these constraints are related to the potlines’ operation safety.

Furthermore, there is daily aluminum production scheduled by a certain higher-level longer-

horizon plant planning. It is also assumed that the plant has storage capability, meaning that there

is some flexibility in terms of when the aluminum production takes place. Thus the total energy

consumption during the operating day, which is proportional to the aluminum production quantity,

is bounded according to

Emind ≤
∑
h,l

Pl,s,h ≤ Emaxd ∀s (3.20)

1Note that relaxing this assumption is straightforward.
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where Emind and Emaxd are the daily minimum and maximum energy consumption, which is pro-

portional to the minimum and maximum aluminum production amount.

In order to get a monotonous bidding curve, we require the following constraint to hold:

Es,h − Es′,h ≤ 0 ∀h, s, s′ : Oh(s) + 1 = Oh(s′) (3.21)

where Oh(s) denotes the order of the energy price for each scenario in hour h. The scenarios are

ordered in each hour in an ascending order. For example, if s is the scenario with the lowest price

in hour h, then Oh(s) equals 1; if s′ is the scenario with the highest price in hour h, then Oh(s′)

equals the total number of scenarios.

The revenues from electricity market participation are calculated as

R =
∑
s

ps ·
∑
h

λs,h(Es,h + ρh,sVh) (3.22)

in which ps stands for the probability of scenario s. Note that we do not consider the economics

of the actual dispatch of spinning reserve due to the low dispatch rate. The economics analysis on

spinning reserve dispatch should be conducted for longer-horizon scheduling, e.g. weekly scheduling

or quarterly scheduling.

As mentioned before, the profit P from producing aluminum is approximated by piece-wise

linear functions, as illustrated in Fig. 3.7, in which we assume that the marginal production profit

is constant within each segment. The production profit is approximated by

P =
∑
s

ps
∑
h

∑
l

nl∑
i=1

(cl,iNl,s,h,i + bl,i∆Pl,s,h,i) (3.23)

in which we assume that the potline l’s marginal production profit is bl,i in its i-th segment, and the

total value of production profit at the segment’s left boundary (i.e. when Pl,s,h = al,i) is cl,i. In this

way, we can model the differences in smelting efficiency when the potline is operating at different

loading levels. Generally, the production efficiency is higher when the loading level is higher, as

the potline is originally designed to produce with full capacity.
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Figure 3.7: The illustration for piece-wise linear approximation of the smelter’s production profit.

33



The optimization objective of the daily bidding is to maximize the revenues from electricity

market and the profit of producing aluminum, i.e.

max R+ P (3.24)

Consequently, the overall problem is a mixed-integer linear programming problem.

3.2.3 Case Study

Simulation Setup

We consider an aluminum smelting plant with two potlines. The potlines’ parameters are listed

in Table 3.2. We approximate the production profit by 4 piece-wise linear segments, and the

corresponding parameters are listed in Table 3.3.

Table 3.2: Smelter Parameters

l Pminl [MW ] Pmaxl [MW ] τl[h] Eτl [MWh]

1 30 70 4 180

2 40 60 3 135

Table 3.3: Piecewise Linear Parameters for Production Profit

l = 1 {ai}[MW ] {30, 40, 50, 60, 70}
{bi}[MW/$] {56, 58, 60, 62}
{ci}[$] {1680, 2240, 2820, 3420}

l = 2 {ai}[MW ] {40, 45, 50, 55, 60}
{bi}[MW/$] {66, 68, 70, 72}
{ci}[$] {2640, 2970, 3310, 3660}

The scheduling is carried out on a daily basis and we focus on the day-ahead energy and spinning

reserve markets. Price prediction techniques such as ARIMA and neural networks can be applied

to generate price scenarios for the stochastic programming problem. Scenario reduction methods

can be adopted to alleviate the computation burden of the mixed-integer programming by using a

small number of representative scenarios. The price prediction and scenario reduction are not the

focus of this thesis, so in our case study we use historical MISO price curves (shown in Fig. 3.8)

as our scenarios. The price curves correspond to the 10 days of 02/5/2014 to 02/14/2014. Energy

and spinning reserve prices taken from the same day serve as one scenario, and are plotted with

the same color. The probabilities of all scenarios are assumed to be equal.
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(b) Spinning Reserve Prices

Figure 3.8: Price scenarios taken from MISO’s historical data. The spinning reserve prices follow

the trend of energy prices. The peak hours for both prices are around hour 8 and 20.

Simulation Results

The bidding model described in Section 3.2.1 is a mixed-integer linear programming problem.

We solve this problem in MATLAB by the solver TOMLAB\CPLEX on a 64-bit Linux machine.
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Figure 3.9: The day-ahead energy bidding curves for each hour.

The resulting hourly energy bidding curves given by our model are shown in Fig. 3.9. From

the figures, we observe that the bidding curves are more conservative in terms of selling energy in

hours 1-6 and hours 13-18, as the smelter asks for a very high price for selling very little energy.

The smelter is even reluctant to sell any energy for hours 17 and 18. As seen in Fig. 3.8, the energy

prices are relatively lower during these hours, so it is wise of the smelter to focus on producing

aluminum and sell little energy during these hours. On the other hand, the bidding curves are more

aggressive in hours 7-12 and hours 19-24, in which the smelter bids significant amounts of energy

into the market. In particular, the smelter wants to sell around 55 MW of energy in hours 7, 8, 19,

and 20. Comparing with Fig. 3.8, we observe that the energy prices during these hours are really

high, so it makes sense for the smelter to be aggressive in selling energy.

The spinning reserve provision given by our model is displayed in Fig. 3.10. We can tell that

the smelter is willing to provide more reserve when the reserve prices are higher. But the smelter

provides little reserve at the exact peak hours 8, 9, 19 and 20. This can be explained by the fact that

the smelter is focused on selling energy in these hours, because the energy prices are significantly

higher than the spinning reserve prices. Thus, the potlines’ loading levels during these peak hours

are very low, leaving less space for providing spinning reserve. It should be kept in mind that the

available spinning reserve capacity is upper bounded by the difference between the potline’s current

loading level and its minimum loading level: if the smelter lowers the potlines’ loading levels to sell

energy, then there is little spinning reserve capacity left. As discussed before, the smelter should

bid this optimal spinning reserve schedule by asking a relatively low price.
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Figure 3.10: Scheduled Spinning Reserve Provision

Besides, we also analyze the power consumption of each potline. The power consumption in

scenario 7 of both potlines are compared in Fig. 3.11. As we can see, potline 1 contributes more

in providing flexibility while potline 2 concentrates more on smelting. This can be explained by

the fact that the marginal production profit of potline 2 is higher than that of potline 1, as seen in

Table 3.3.

0 5 10 15 20 25
0

20

40

60

Hour

Lo
ad

in
g 

Le
ve

l [
M

W
]

 

 

S7L1
S7L2

Figure 3.11: Potline Power Consumption

As demonstrated by the case studies, the proposed model can take advantage of the future price

trends and arrange the smelting activities to make profits from both electricity markets participation

and aluminum production.

3.3 Optimal Bidding of Energy and Regulation

Here, we consider the decision making in the day-ahead markets for industrial demand response

resources such as aluminum smelters with energy and regulation provision. Compared with the

previous section, here we also study how to sample price scenarios for the bidding process and also

study the performance of the bidding strategy. It is assumed that the load has a long-term energy

contract with the electricity utility, and it can sell energy back to the market if the actual amount

of energy usage is less than the contracted amount. According to the bidding rules, the participant

must submit its offers in the day-ahead markets before prices are known. Energy offers should take
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the form of a price curve (either a block offer or a slope offer), and up to ten Price/MW pairs can

be submitted for each hour of the next operating day. For regulation, only one Price/MW pair can

be offered for each hour of the next operating day. Every day at a certain time, the markets for the

following day are cleared for each operating hour, and the final market prices are settled, as well as

the shares of energy and ancillary service for each participant. Once settled with a certain amount

of regulation to provide, the power consumption of the load is obligated to follow the regulation

signals sent by the power system control center. The regulation signals are determined according

to the real-time power system conditions and are sent every 2s or 4s.

To optimally decide how much regulation to provide for each hour, we need to know the hourly

integral and mileage of the regulation signal, in which the integral corresponds to the algebraic

summation of the signal and the mileage refers to the absolute length of its moving trace. For

example, consider a signal series of {0.1,−0.1, 0.1,−0.1}, its integral is 0 and its mileage is 0.6.

The regulation mileage is strongly relevant to the moving cost of the equipment as well as the

mileage compensation from the electricity market. The regulation integral determines the net en-

ergy exchange between the regulation provider and the power system, and this net energy exchange

is particularly crucial for the aluminum smelter as it is relevant to both the final product yield and

the thermal balance inside of the potlines. The hourly mileage and integral of the PJM regulation

signals over a week were provided in Fig. 2.1 respectively, and we concluded that the RegD signal

moves intensively but is well balanced. To simplify the model, we assume in this section that the

hourly mileage of the RegD is a constant number (i.e. historical average of hourly mileage) and its

hourly integral is zero.

If we can accurately forecast the future market prices, then it is quite straightforward to de-

velop the optimal bidding strategy. Even though there is a large amount of literature on electricity

price prediction which has seen great progress, it is still difficult to provide a reliable point-price

prediction. However, by employing the prediction techniques proposed in the literature, we can

obtain a distribution of future prices that we can incorporate into a stochastic programming for-

mulation using a set of possible price scenarios. We adopt the non-parametric Multiple Quantile

Graphical Model [99] to approximate the price distribution and use Gibbs sampling to generate the

price scenarios. The stochastic programming approach is able to hedge the risk from prediction

uncertainty, and its objective is to optimize the load’s decisions to maximize the average profit (or

expected profit) over all scenarios.

In the proposed bidding approach, we assume that the load’s bidding/offering into the electricity

markets generally will not impact the final market clearing prices. This is reasonable as the load’s

total power capacity is small compared to the power system’s total generation capacity.
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3.3.1 Price Scenarios

To optimize the market bidding through stochastic programming, we need a set of price scenarios

that represent the possible price curves of the next operating day. One classical method is to first

forecast the price curve, then draw Monte Carlo samples based on the forecast, in which the

underlying distribution is known. In other words, the Monte Carlo approach assumes that the

electricity price is subject to a given probability model, e.g. Gaussian distribution. However, the

actual distribution of electricity price may not be accurately represented by parametrized families of

probability distributions. The other classical method is to approximate the price trace by ARIMA

models or stochastic processes, where the correlation between prices at neighboring hours can be

taken into account. However, these models can only consider a constant correlation that does not

change along the process.

Here we rely on the Multiple Quantile Graphical Model (MQGM) proposed in [99] to represent

the price distributions in a non-parametric way. Let random variable yi denote the electricity price

in the i-th hour with i ranging from 1 to 24, and use the random vector Y (the concatenation

of all these yi) to represent the daily price curve. We are interested to learn the distribution of

Y and draw samples from that distribution as price scenarios for our stochastic programming.

Furthermore, these random variables yi impact and depend on each other, and all these variables

might also depend on exogenous variables such as the weather and the time (e.g. day in the week).

We denote these exogenous variables as a random vector X. The Multiple Quantile Graphical

Model is based upon the neighborhood selection idea where each random variable is modeled as a

conditional Gaussian distribution giving the remaining variables, but instead use multiple quantile

regression to represent the distribution for yi|(y¬i, X) in a non-parametric way.

We only briefly present the MQGM here. In modeling the distribution of a random variable, the

cumulative distribution function (CDF) gives the probability values as a function of the quantity

values, while the quantile function does the opposite: it gives the quantity values as a function

of the probability values. Either the CDF or the quantile function gives us all the probabilistic

properties of a random variable. The MQGM method is able to discover the quantile function by

learning of the available data set through quantile regression. Quantile regression estimates the

quantile of a random variable y through regression over relevant variables x, hence representing

the distribution of y. The basic approach of (single) quantile regression is to directly estimate the

conditional α-quantile of a response variable given some inputs. This is achieved by solving the

convex optimization problem

minimize
θ

m∑
i=1

ψα(y(i) − θTx(i))
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where ψα(z) = max{αz, (α − 1)z} is the quantile loss function, α denotes the interested quantile

(0 < α < 1, e.g. α = 0.5 corresponds to estimating the median of y), y(1), . . . , y(m) are sample

outputs, and x(1), . . . , x(m) are sample inputs. Multiple quantile regression attempts to build

models for multiple different quantiles simultaneously. The details of the MQGM can be found in

[99].

After learning the non-parametric representation for the conditional distribution of each yi

variable given the remaining variables, the Gibbs sampling procedure can be efficiently adopted

thanks to the conditional structure of the distribution representation. We adopt the Gibbs sampling

to generate the price scenarios and choose the price forecast value as the starting sample in the

iterative procedure of Gibbs sampling. The MQGM approach and the Gibbs sampling have the

following advantages: the method is able to accurately represent the distribution of the random

variable in a non-parametric way, especially when the real distribution cannot be captured by any

parametric model (e.g. Gaussian distribution); the relative dependence among prices from nearby

hours can be captured, i.e. each sampled price curve should be smooth in the sense that the hourly

price does not jump up and down, and the prices around the peak hour should generally be higher

than other hours.

To demonstrate the quality of the sampled price scenarios, we applied the MQGM method

described above to learn the price distributions for a node in MISO (ALTE.CC.RIVS1 - a node

near Madison, MI). The learning data set consists of 2 years historical price records from January

2014 to December 2016 together with the corresponding weather information. The exogenous

variables include the day of a week, the hour of a day, the maximum and minimum temperature of

the day. Feature mapping, e.g. radial basis function, is applied to enhance the feature space and

improve the representative ability of the variables. The histogram of the real historical prices and

the Gibbs samples for different hours are displayed in Fig. 3.12 and Fig. 3.13. From the comparison

between sampled histogram and the real histogram of prices, we see that the MQGM method is

able to accurately model the price distributions. Besides, we also observe that the distributions of

prices from different hours are not the same, and these distributions are not Gaussian.
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Figure 3.12: Histogram comparison for energy price. Left: counts of Gibbs samples; right: counts

of historical observations.

Figure 3.13: Histogram comparison for regulation price. Left: counts of Gibbs samples; right:

counts of historical observations.

Examples of the sampled price curves are plotted in Fig. 3.14, in which the red solid line denotes
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the real price curve, the black solid line denotes the predicted price curve by linear regression, the

green dashed lines are the Gibbs samples which serve as the price scenarios in the stochastic

programming, while the blue dashed lines are historical daily price curves up to ten prior days

(purely for comparison purpose). From the plots we see that the sampled price curves are pretty

smooth and very close to the actual prices; the variance of the samples changes from hour to hour,

as the exogenous variables (hour of day and weather information) change along the day; we also

observe that the regulation prices follow the trends of the energy prices but are much lower. We

will use these generated samples as the price scenarios for the case study in Section 3.3.3.

(a) Energy price scenarios on Oct 4, 2015

(b) Regulation price scenarios on Oct 4, 2015

Figure 3.14: Examples of sampled price scenarios.

3.3.2 Bidding Strategy

In this section, we develop the optimal bidding strategy for the industrial loads in day-ahead

markets with energy and regulation provision. The optimal bidding strategy is based on stochastic

programming, which hedges the risk from price uncertainties by considering a set of price scenarios.

The market prices are treated as stochastic variables where λs,h represents the energy price and

ρs,h stands for the regulation price. The subscript h denotes the hour of the day and s denotes the

scenario index.
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The decision variables are the power consumption baseline Pl,s,h for each potline l and the

regulation capacity Rl,s,h it provides. Suppose the power consumption quantity in the long-term

contract equals to
∑

l P
max
l , i.e. the industrial plant has already paid a fixed amount of money

such that it can consume
∑

l P
max
l at any hour 2, where Pmaxl is the maximum loading level of

potline l. We use Es,h to represent the energy to sell in scenario s at hour h. Then we have

Es,h =
∑

l (P
max
l − Pl,s,h) for each hour in each scenario.

We want to develop the plant’s offering curves for the day-ahead market, i.e. the energy offer

MW/Price pairs and the regulation offer MW/Price pair. For energy offers, after the optimal

values for Es,h, s = {1, ..., S} are obtained from the proposed stochastic programming method, the

hourly energy offering curve can be constructed by connecting the MW/Price pairs (Es,h, λs,h)

from different scenarios in the same hour. These MW/Price pairs will form the bidding curve for

that hour. For regulation offering, since only one MW/Price pair can be submitted for each hour,

we will use the average over all scenarios as the bid. Note that in our stochastic programming

model, the regulation capacity R is also sub-indexed by scenario s even though regulation bidding

only involves one MW/Price pair while energy bidding requires a curve of up to ten MW/Price

pairs; otherwise, the offered regulation capacity would be the same for all the scenarios, which could

further lock up the offered energy to be the same among scenarios, as the quantities of available

energy and regulation capacity are intertwined with each other.

The constraints and objective for the optimal bidding stochastic programming are presented in

the following.

Constraints

Operational Limits. The loading level of the potiline is determined by the decision variables

Pl,s,h and Rl,s,h, i.e. its power consumption rate ranges between Pl,s,h − Rl,s,h and Pl,s,h + Rl,s,h.

Obviously, we have the following operational limits,

Pminl ≤ Pl,s,h +Rl,s,h ≤ Pmaxl ∀l, s, h

Pminl ≤ Pl,s,h −Rl,s,h ≤ Pmaxl ∀l, s, h
(3.25)

where Pminl and Pmaxl are the minimum and maximum loading level allowed by the potline, re-

spectively. Additionally, both Pl,s,h and Rl,s,h should be non-negative.

Thermal Balance. As mentioned before, even though the smelting pots are able to adjust

their power consumption fast and accurately, it is crucial to maintain the thermal balance inside

of the pots. The temperature within the potlines’ should be kept within a certain range to ensure

high smelting efficiency as well as operation safety. Since the pots’ temperature is dependent on

2Note that this assumption can be easily relaxed.
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their energy consumption, the energy consumption for every successive τl hours need to be greater

than Eτl , as in
h+τl−1∑
h′=h

Pl,s,h′ ≥ Eτl ∀l, s, h (3.26)

where Eτl is the minimum input energy required for τl hours to sustain the temperature. We do not

consider regulation capacity in the above constraint because the regulation signal is well balanced

and its integral over the hours is almost zero.

Production Schedule. Furthermore, the plant’s daily production amount (throughput) is

usually scheduled by certain higher-level longer-horizon plant planning. It is also assumed that the

plant has storage capability, such that extra products can be stored in case of over-production, and

when the production is not enough, the previously stored products can be cashed out for delivery.

Hence, the total energy consumption of the plant during the operating day, which is proportional

to the aluminum production quantity, is bounded as in

Emind ≤
∑
h,l

Pl,s,h ≤ Emaxd ∀s (3.27)

where Emind and Emaxd are the daily minimum and maximum energy consumption (in MWh), which

is proportional to the minimum and maximum aluminum production amount (in kg). The minimum

and maximum aluminum production amounts are determined from the higher-level planning and

the storage capacity.

Bidding Curve Monotony. As required by the market, the energy bidding curve for each

hour should be monotonous. In other words, a larger amount of energy must be offered at a higher

price. In order to get a monotonous bidding curve, we require the following constraint to hold:

Es,h − Es′,h ≤ 0 ∀h, s, s′ : Oh(s) + 1 = Oh(s′)

where Oh(s) denotes the order of the energy price for each scenario in hour h. In the stochastic

programming framework, the prices in all scenarios are known, and in each hour, we order the

scenarios in an ascending order of price. For example, if s is the scenario with the lowest price

in hour h, then Oh(s) equals 1; if s′ is the scenario with the highest price in hour h, then Oh(s′)

equals S - the total number of scenarios. The ordering in different hours could be different. The

above equation is equivalent to the following:∑
l

(Pl,s′,h − Pl,s,h) ≤ 0 ∀h, s, s′ : Oh(s) + 1 = Oh(s′) (3.28)

where we instead use the decision variables Pl,s,h.
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Objective

The revenues from aluminum production is assumed to be a quadratic function of its power

consumption, i.e.

CP =
∑
s

ps
∑
h

∑
l

(a2,lP
2
l,s,h + a1,lPl,s,h) (3.29)

in which ps stands for the probability of scenario s, a1,l and a2,l are the coefficients for the quadratic

expression. The revenue function takes a nonlinear form to reflect the fact that the smelting

efficiency changes with the loading level, i.e. Pl,s,h - the power consumption rate of the potline.

Other forms of production revenue expressions can also be considered. The revenues from energy

offering CE and regulation provision CR are expressed as

CE =
∑
s

ps
∑
h

∑
l

−λs,hPl,s,h (3.30)

CR =
∑
s

ps
∑
h

∑
l

(bl + ρs,h)Rl,s,h (3.31)

respectively. There is a negative sign before the energy price λs,h, because we are selling energy to

the market which corresponds to the counterpart of power consumption Pl,s,h. In Eq. (3.31), bl is

the net profit for regulation provision per MW which accounts for both the mileage compensation

and the moving cost. Note that the regulation revenue CR considers both capacity and mileage: the

market pays for regulation capacity by price ρs,h, which will be settled after the market clearance

of all bids and offers, and we can forecast the price by learning from historical data; the regulation

mileage causes equipment degradation and the market also compensates for the mileage, and we

use bl to consider these two effects to simplify the model.

To sum up, the stochastic programming for the optimal bidding strategy is formulated as:

maximize
Pl,s,h,Rl,s,h

CP + CE + CR

subject to (3.25)− (3.31)

Pl,s,h ≥ 0, Rl,s,h ≥ 0 ∀l, s, h

The overall formulation is a nonlinear optimization problem where the only nonlinear term comes

from the aluminum production revenue function in Eq. (3.29). By modeling the revenue function

by quadratic expressions, the overall problem is a quadratic programming problem that can be

solved efficiently; other forms of nonlinear revenue function can also be solved by general nonlinear

optimization solvers such as IPOPT.
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3.3.3 Case Study

We consider an aluminum smelting plant with two potlines. The potlines’ parameters are

the same as in Table 3.2. Parameters Pminl and Pmaxl are the lower and upper bounds for the

power consumption rates of the potlines; τl is the critical time duration for minimum energy usage

requirement to keep the temperature above safety boundary, and Eτl is the corresponding energy

required for each potline.

The aluminum production revenues of the potlines are approximated by quadratic functions,

and the corresponding parameters are listed in Table 3.4. In Table 3.4, the potline’s profit per MW

of regulation provision are also listed as bl. The regulation following profit bl is the net profit per

MW (mileage compensation minus moving cost) for following the regulation command.

Table 3.4: Quadratic Parameters for Production Profit

l a2l [$/MW2] a1l [$/MW] bl [$/MW]

1 -0.2 60 1

2 -0.4 80 1

As discussed in Section 3.3.1, we employ the Multiple Quantile Graphical Model to represent

the distributions of the hourly prices conditioned on their nearby prices as well as other exogenous

factors including weather and time information. The model is able to capture the joint distribution

of the hourly prices as well as the conditional relationships among prices. After learning the

parameters for the MQGM from historical data, we utilize Gibbs sampling to generate price curve

samples, which serve as the price scenarios for our stochastic programming optimal bidding model

in Section 3.3.2. As shown in Fig. 3.14, the price scenarios generated by Gibbs sampling constitute

a very good representation of the possible future prices, which will be used for the case study. All

the prices correspond to a bus node around Madison WI (phi ALTE.CC.RIVS1) in the MISO. For

this case study, 1000 Gibbs samples are generated and we randomly choose 25 samples as the price

scenarios. Note that a larger number of scenarios can represent the future prices more accurately

and more safely, though it may increase the computation time for the optimization problem. In

Fig. 3.14, the green dashed lines represent the sampled price scenarios. The probabilities of all

scenarios are assumed to be equal.

Simulation Results

The optimal bidding problem for our case study is a quadratic programming problem, and we

use MATLAB’s quadprog (”interior-point-convex” algorithm) to solve it. The computation is very

fast and the problems can be solved with one minute. From the optimization results, the hourly
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bidding curves for each of the 24 hours of the next operating day are generated for the energy

market, as displayed in Fig. 3.15. Compared with the energy prices in Fig. 3.14, we observe that

the plant is very conservative in selling energy during the price valley hours (e.g. offer to sell no

more than 20 MW of energy at the beginning and end of the day), and are aggressive in selling

energy during the price peak hours (e.g. offer to sell 30 MW of energy for as high as $35/MWh

during the middle of the day). The bidding curves make sense as it is wise to focus on aluminum

production when the energy price is lower and sell extra energy back to the market when the energy

price is higher.

(a) Valley hours

(b) Peak hours

Figure 3.15: Hourly bidding curves for energy.

With the bidding curves displayed above, we can obtain the final market shares for our load

by comparing the bidding curves with the final clearing prices of the day, as we also have the

actual prices for the day under study, i.e. the red solid lines in Fig. 3.14. According to the

final clearance, the total profit of the day is $159,648.4 (energy $10,744.0, regulation $3,560.1,

and industrial production $145,344.3). By looking at the revenue composition, we learn that the

industrial production still contributes the most to the total revenue, but energy and regulation also

contribute a significant amount of revenue. If we instead optimize the productions only by using

the point-wise prediction, i.e. the black curves in Fig. 3.14, and calculate the market clearance
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by comparing with the final prices, then its economic performance is worse because we cannot

hedge the price uncertainties. For example, the electricity market revenues (energy and regulation)

obtained by these two approaches over two months are compared in Fig. 3.16. The average revenues

over these days are $6507.0 by using prediction and $9862.4 by using scenarios, respectively.
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Figure 3.16: Electricity market revenues comparison.

According to the market clearance results, the finalized energy to sell and regulation to provide

by the plant are plotted in Fig. 3.17; the hourly power consumption rate of each potline is also

plotted. When the energy prices are lower (e.g. the first 5 hours), the aluminum smelter focuses on

production - the potlines operate at their highest power consumption level, and the load offers zero

regulation as the high loading level leaves no room for regulation provision - its power consumption

rate cannot move up to follow the regulation command. While during the peak hours with higher

energy prices (e.g. during the middle of the day), the plant is more active in selling to the market,

and it offers around 25 MWh energy and 20 MW regulation during these hours. Fig. 3.18 illustrates

the clearing process for hour 1 and hour 12, where we compared the bidding curve in that hour

with the actual price in the same hour. According to the examples here, the cleared energy to sell

in these two hours are around 34 MW and 58 MW, respectively, which correspond to the energy

to sell in these two hours in Fig. 3.17.
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Figure 3.17: Cleared energy and regulation.

Figure 3.18: Clearing process for hour 1 and 12.

If we manually adjust the regulation profit/cost, then the final clearing results will change as

expected. We adjust the net profit for regulation provision per MW to be -15 and 15 $/MW,

respectively, solve the stochastic programming problems to get the bidding curves, then obtain

the final clearing results by comparing with the actual price curves. The final clearing results are

displayed in Fig. 3.19. According to Fig. 3.19(a), the load seldom provides regulation if the cost

to provide regulation is too high. While in Fig. 3.19(b), it is pushing regulation provision to the

largest extent as the regulation mileage revenue is highly profitable - the potlines are operating at

their middle power consumption rate for maximum regulation availability - to move the farthest

both up and down. The bidding curves generated by our model are displayed in Fig. 3.20, in which

we observe that the bidding curves in Fig. 3.20(b) are dedicated to selling around 25 to 30 MW
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energy. In other words, the plant wants to operate near its middle loading level, thus it has the

maximum regulation availability to move its power consumption up and down.

(a) high regulation cost

(b) high regulation profit

Figure 3.19: Cleared results: top bl = -15 $/MW, bottom bl = 15 $/MW
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(a) high regulation cost

(b) high regulation profit

Figure 3.20: Bidding curves: top bl = -15 $/MW, bottom bl = 15 $/MW
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Chapter 4

Handling Complexity of Process

Industrial plants such as steel manufacturers are important to our society and its infrastructure

development, they also have great potentials to participate in demand response programs because

of the intensive usage of electricity. However, the chemical processes are usually complex and the

corresponding scheduling is difficult, which discourages these industrial plants to fully participate

in the electricity market. In this chapter, we aim to handle the complexity and develop scheduling

methods for steel manufacturers to fully take advantage of the demand response programs to lower

their electricity cost and improve their operation efficiency.

The description of the steel manufacturing process is available in Chapter 1, Section 1.2.2. We

rely on the Resource Task Network (RTN) modeling framework to represent the steel plant, which

is described in Section 4.1. Based on the resource task network framework, we have investigated

the scheduling problem of steel plants with controllable transformers in [100], which is presented in

Section 4.2. The relevant computational issues have also been studied in [24], in which we propose

approaches to make the computations in the steel plant scheduling more tractable, as described in

Section 4.3. As presented in Section 4.4, we have also derived an RTN-based scheduling model in

[101] for the steel plant to optimize its production activities such that it can benefit the most from

electricity markets, both energy and spinning reserve markets.

4.1 Resource Task Network Modeling Framework

We address the scheduling problem by using a discrete-time RTN formulation [102–105]. The

RTN model involves two types of nodes: resources and tasks. The resource nodes represent all

entities that are relevant to the process such as raw materials, intermediate and final products,

equipment, and utilities. The task nodes include all tasks that take place during the production,

such as a chemical process or the transportation of material. The task can change the amount of the
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product in a resource node and/or the status of the equipment (occupied or available). Resources

are necessary to promote state changes or tasks’ execution. For example, a certain task can only

start if there is enough input material and equipment available. The network connecting these two

types of nodes and the interaction parameters on the network describe the detailed interactions

between resources and tasks.

The steel manufacturing plant considered in this chapter has parallel units for each of the four

stages but the proposed methods can also be applied to a plant with any number of units and

any number of stages. Generally speaking, a more rigorous model which represents the process

more accurately requires a larger number of variables, resulting in a scheduling problem which is

difficult to solve. Among the RTN models presented in [45], the Aggregated Equipment Resource

and Simple Transfer Tasks (Basic RTN) model is the best selection for electricity cost minimization

because of the reduced computational complexity and the negligible differences in the final solution

compared to the solutions of more rigorous models which take a significantly longer time to run.

We briefly provide an overview of this model in this subsection and then present the extension to

include the flexibility provided by OLTCs.

The Basic RTN assumes that the processing abilities of the units for the first three stages are

almost the same, i.e. the equipment units in the same stage have the same power consumption

and the same processing time for each heat. Thus, the parallel units for the first three stages are

assumed identical to simplify the problem. In contrast, casters need to be considered individually

due to their different processing and setup times, and all the heats belonging to the same campaign

group should be processed in the same caster sequentially.

The Basic RTN model optimizes the electricity cost by shifting the time of production activities.

Thereby, the EAF melting power is always equal to the equipment nominal value. The parallel

units for the first three stages are assumed identical, while the casters are considered individually

because different casters are designed for casting specific products. The model also overlooks the

differences in transfer times between units from two successive stages: parallel units in the same

stage might be located far away from each other, so that the transportation time between successive

stages actually depends on the exact locations of the specific unit u in the previous stage and the

unit u′ in the next stage; the transportation time also depends on the transportation mode, e.g.

by train or by crane. For instance, if there are 3 units for the first stage and 4 units for the

second stage, then there are at least 12 possible transportation times. The Basic RTN assumes

the transfers are independent of the units’ locations, which is a simplification that might lead to

an under- or over-estimation of the actual transfer time. With these assumptions, the Basic RTN

achieves a relatively simple model with fast computation and reasonable results.
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4.1.1 Resource Task Network

The Basic RTN is illustrated in Fig. 4.1. The tasks considered are the four main production

stages, i.e. melting in the EAF, decarburization in the AOD, refining in the LF, and casting in the

CC, as well as the transfer tasks between the stages.

Each task is indexed by i and the binary variable Ni,t assigns the start of task i to time point t,

i.e. Ni,t = 1 indicates that task i begins at time slot t. For the operational tasks of the first three

stages and all the transfer tasks, there is one task for every heat h. For instance, if there are H

heats that have to be produced, then we have H melting tasks to schedule: one melting task per

heat. The tasks for the first three stages are therefore denoted by iEh
, iAh

, and iLh
, respectively.

Similarly, we denote the transfers by iEAh
, iALh

, and iLCh
.

Unlike the first three stages where we do not distinguish between parallel units, the casters are

treated individually. Hence, we need to assign each casting job to a specific caster. A casting task

is denoted by iCg,u with a pair of indices (g, u), where g stands for the casting campaign group and

u stands for a specific caster. This is because task iCg1,u1
is different from task iCg1,u2

, e.g. these

two tasks’ durations are not equal due to the different setup times of the two individual casters.

So, we have to consider both iCg1,u1
and iCg1,u2

in the problem formulation in order to take into

account all possible caster assignments. Of course, casting g1 will be assigned to just one caster.

Consequently, only one of these two tasks will be scheduled, while the other one never takes place.

The transfer task is forced to be executed immediately after the completion of its preceding

processing task, which is generally required in the steel manufacturing process. While on the other

hand, after transferred to the next stage, heats may need to wait before the following processing

step for the equipment to become available or for lower electricity prices.

The resources considered are equipment, electricity, intermediate products, and final products.

As the intermediate products are transferred from one stage to the next, each intermediate product

needs to be associated with the location where this heat of metal currently is. For example,

EAdh denotes the intermediate product of the specific heat h located at the transfer destination

(superscript d), i.e. the inlet of AOD, which is waiting to be processed by AOD; while EAsh denotes

the same intermediate product located at the transfer start (superscript s) which is waiting to be

transferred. The sets of resources considered in the model are processing units (EAF , AOD, LF ,

and CC), electric energy (EL), intermediate products (EAs, EAd, ALs, ALd, LCs, and LCd),

and final product (H). Nonnegative continuous variables Rr,t represent the value of resource r

(∀r 6∈ EL) at time t. For instance, REAF,t = 1 means there is one EAF available at time slot t.

Nonnegative continuous variables ΠEL,t are used to summarize the energy usage over all tasks in

time slot t.
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Figure 4.1: Resource task network for a steel plant.

The network flowchart in Fig. 4.1 indicates how each task interacts with each resource. Process-

ing tasks interact with electricity resources continuously, but interact with other resources discretely.

Continuous interaction means that the task consumes or generates the resource continuously during

the processing time of the task. For example, for simplification we assume that the melting task

consumes electric energy continuously during the entire task. While discrete interaction means

that the interaction only takes place at very distinct time points during the task. For example, the

melting task occupies one EAF at the very beginning of the task and only returns the EAF at the

end of the melting process. The melting task may last for several time slots, but it only interacts

with the resource EAF in two time slots.

The detailed interactions are described by interaction parameters. Interaction parameter µr,i,θ

quantifies how much of resource r is consumed or generated by task i at the relative time slot θ -

the time slot that is θ slots after the start of task i. The interaction parameters for the melting task

with its interactive resources are illustrated in Fig. 4.2. There are three different time references:

Time stands for the actual hour of the day; t is the index for the uniform time grid; the relative

time index θ is related to the start of the task. Discrete-time formulation assumes that the task

can only start at the beginning of the time slot, but can end anywhere within the time slot. The

slots’ width of the time grid in Fig. 4.2 is δ = 30 minutes. The time duration for melting is

assumed to be 80 minutes. Hence, the melting spans 3 (d80/30e) time slots. Note that the melting

is completed before the last time slot ends. This rounding error due to discrete-time formulation

might underestimate the potential flexibility gained from rescheduling. Using a finer time grid can
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alleviate this issue but increases the computational complexity.

In Fig. 4.2, we assume that the melting task of heat h, iEh
, starts at t = 3. This task interacts

with resources EAF , EL, and EAsh. At the very beginning, the task reduces EAF by one as it uses

the operation unit; after the completion of the melting process, EAF is increased by one as the

EAF is freed up. Also, EAsh is increased by one to promote the execution of the following transfer;

the melting consumes electric energy continuously during its entire duration. Note that the energy

consumption of the last melting time slot is less than the previous slots because the task actually

completes before the end of that slot.

Figure 4.2: Illustration of interaction parameters for a melting task.

4.1.2 Mathematical Formulation

In this section, we use the RTN model, formulate the dependencies mathematically and integrate

it into an optimization problem to determine the daily schedule of a plant. The objective is to

minimize the electricity cost, and the time-based electricity prices are assumed to be known ahead

of time. In a time-of-use (TOU) pricing system, these hourly prices can be obtained easily; in a

wholesale market, price forecast methods [106, 107] can be utilized to provide the forecast prices

as the price signal for our model; in a tiered pricing system, we need to design an objective

function with the detailed parameters in the tiered pricing. Since our focus here is on modeling

and optimization, we assume the price signal is known. The formulations in this section are based

on [45], and have been updated for simplified presentation.
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Resource Balance

Resource evolution over the time horizon is managed by the excess resource balance, as in

Rr,t = Rr,t−1 +
∑
i

τi∑
θ=0

µr,i,θNi,t−θ + πr,t ∀r 6∈ EL, t (4.1)

in which the value Rr,t of resource r at time slot t is equal to its previous value at t −1 adjusted

by the amounts generated/consumed by all relevant tasks. The above constraint applies to all the

resources described in Section 4.1.1 except for the electricity resource.

Nonzero interaction parameters µr,i,θ imply interaction and task i only interacts with resource r

when the task is ongoing. In other words, the interaction takes place at time slot t only if the task

i starts θ earlier than t (Ni,t−θ = 1) with θ being less than τi - the duration of task i. Equipment

maintenance can be modeled by adding parameters that influence the excess value of equipment

in the balancing equation. For example, adding πCC1,5 = 1 on the right side of (4.1) means caster

CC1 needs to be maintained and cannot be used at time slot 5.

Meanwhile, the electricity usage is calculated as

ΠEL,t =
∑
i

τi∑
θ=0

µEL,i,θNi,t−θ ∀t (4.2)

where ΠEL,t is equal to the electric energy usage by all possible tasks at time slot t; the right side

of (4.2) first sums over all tasks and then for each task, it sums over all possible starting times of

task i for which task i would still be running at time t.

Task Execution

Operational constraints (4.3), (4.4), and (4.5) are used to ensure that tasks are executed the

proper number of times. The constraints∑
t

NiEh
,t = 1 ∀h∑

t

NiAh
,t = 1 ∀h∑

t

NiLh
,t = 1 ∀h

(4.3)

ensure that all heats are processed only once by the first three stages. For the casting stage, we

distinguish between individual casters and we need to assign one caster for each job. If we have

C individual casters and G groups of heats, then the number of possible casting tasks is C × G.

But not all casting tasks are actually being executed. Each group of heats should be executed only
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once by any unit u from the available casters CCs. This is reflected in the following constraint∑
u∈CCs

∑
t

NiCg,u ,t = 1 ∀g (4.4)

Similarly, the intermediate products should only be transferred once between each of the stages, as

defined by ∑
t

NiEAh
,t = 1 ∀h∑

t

NiALh
,t = 1 ∀h∑

t

NiLCh
,t = 1 ∀h

(4.5)

Transfer Time

The transfer task is forced to be executed immediately after the completion of its preceding

processing task, which is common in the steel manufacturing process. This requirement is embodied

by enforcing

REAs
h,t

= 0 ∀h, t

RALs
h,t

= 0 ∀h, t

RLCs
h,t

= 0 ∀h, t

(4.6)

The variable REAs
h,t

is either 0 or 1, and if it is equal to 1, then it indicates that the intermediate

product EAsh is waiting at time slot t. The above constraint requires that there is no waiting time

for any of the intermediate products with superscript s.

The transfer time of the intermediate products are assumed to be wEA, wAL, and wLC , which

are independent of the specific heats and the operation units. The maximum allowable trans-

portation time WEA, WAL, and WLC are also defined which makes sure that the cooling effect

during transportation does not adversely affect the processing of each heat in the next stage, as

the products’ quality may be compromised by low temperature and would have to be compensated

by expensive reheating. The transfer time constraints are therefore given by

δ
∑
t

REAd
h,t

+ wEA ≤WEA ∀h

δ
∑
t

RALd
h,t

+ wAL ≤WAL ∀h

δ
∑
t

RLCd
h,t

+ wLC ≤WLC ∀h

(4.7)

in which δ is the time slot width. The
∑

tREAd
h,t

is the total time slots that intermediate product

EAh waits before entering into the next stage. The constraint states that for each intermediate
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product, the transfer time plus the waiting time should be upper bounded to prevent adverse

cooling effects.

Product Delivery

The final products should be deliverable by the end of the time horizon, which is enforced by

RHh,T = 1 ∀h (4.8)

in which T is the last time slot of the time horizon.

Objective

The overall objective of the optimization is to minimize the total energy cost as given by

min
∑
hr

pricehr
∑
t∈Thr

ΠEL,t (4.9)

The hourly electricity prices pricehr are given as inputs and Thr is the set of time slots in hour

hr. Here it should be noted that while we only optimize the electricity costs, all other production

requirements are enforced through constraints.

4.2 Modeling Controllable Transformers

In EAF-steel manufacturing, most of the electric energy is consumed by the furnaces in the

melting stage. Hence, adding flexibility to the power consumption of this stage has the highest

impact on the overall electricity cost. In existing steel plant scheduling literature like [45], the

EAFs’ power consumption rate and processing time are treated as constant parameters, and only

the starting times of the melting tasks are shifted in time to provide operational flexibility. However,

according to practical operation, it is also possible to adjust the furnaces’ power consumption rate

very quickly by controlling the on-load tap changers (OLTCs), which gives opportunities to further

increase the flexibility of the steel plant’s energy management. Hence, our goal is to incorporate

this flexibility into the RTN model and exploit it to further reduce the electric energy cost of the

steel manufacturing plant.

In [100], both of the proposed Multiple Melting Modes and Arbitrary Flex Melting enable the

steel plants to participate more actively in the electricity market by exploiting the EAFs’ capability

to adjust their power consumption rate through controlling the OLTCs. In the Modes model, we

assume that the OLTC setting and therefore the melting power for each heat can be chosen from a

set of modes, and this setting does not change until the melting of this heat completes. Hence, we
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have increased the number of tasks in the formulations, though only one mode should be chosen for

melting each heat. While in the Flex model, we further extend the EAFs’ flexibility and assume

that the transformers’ OLTC setting can be adjusted for every single time slot, thus the EAF power

rate can change at any time during the melting of each heat. The consequence of allowing for this

flexibility is that the time duration of the melting task and the melting power cannot be covered

by a fixed set of options, and we need extra binary variables to denote the end of the melting tasks;

we also need to introduce continuous variables Ph,t to denote the melting power of the melting task

for heat h at time slot t.

4.2.1 Multiple Modes Melting

In the following, we integrate the flexibility of EAFs provided by the controllability of the

transformer taps into the model described in the previous section. In this section, we limit such

flexibility by making the following modeling assumptions:

• the OLTC setting and therefore the melting power for each heat can be chosen from a set of

modes. This setting does not change until the melting of this heat completes.

• for each of these modes, the melting task of each mode fully spans the entire required time

slots.

The second assumption makes it convenient to consider ancillary services such as spinning reserve

for future research, as it has to be guaranteed that the service can be provided during the entire

time slot.

Resource Task Network

Suppose the nominal melting power of the EAF is P . We assume that the melting power can be

adjusted between PL and PU from its nominal value P . Note that P , PL and PU , as parameters

of the EAF, are the same for all the heats. While on the other hand, suppose the nominal melting

time for heat h is wh, which depends on the specific heat. Then according to the nominal case,

the electric energy needed to melt heat h is equal to wh · P , and we assume that this amount of

energy does not change when we adjust the melting power between PL and PU . Hence, the melting

time of heat h is bounded between wLh = whP/P
U and wUh = whP/P

L. The time slots spanned

by the melting task of heat h is then bounded by τLh = dwLh /δe and τUh = bwUh /δc1. We assume

that we can change the OLTC settings so that the melting time of heat h is τmδ, where τm is a

1Generally dwL
h /δe is smaller than bwU

h /δc; if not, try to reduce the value of δ or formulate the melting modes

differently.
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integer between τLh and τUh , and the corresponding melting power is Pwh/(τmδ). In other words,

there are Mh = τUh − τLh + 1 melting modes to choose from. For each mode, the melting duration

τm is known, then the melting power and the OLTC setting can be calculated accordingly. In the

example illustrated in Fig. 4.3, processing heat h in stage EAF has three melting options, i.e. power

consumption rates at 60, 50, and 40 MW and lasting for 50, 60, and 75 minutes, respectively; the

updated RTN graph for the modes modeling is displayed in Fig. 4.3(b). Note that the areas under

these three lines are the same and are equivalent to the total energy needed for melting the steel

scrap. With the extra flexibilities given by the modes modeling, the plant operator can choose

among different power consumption curves therefore has more options in minimizing its energy

cost as well as helping the power grid to balance demand and supply.

Time [min]

0 10 20 30 40 50 60 70 80 90

M
e
lt
in

g
 P

o
w

e
r 

[M
W

]

0

10

20

30

40

50

60 Mode m1

Mode m2

Mode m3

(a) Melting options

(b) Updated RTN

Figure 4.3: Melting in stage EAF with 3 modes.

Unlike the Basic RTN in the previous section, the melting tasks in the Multiple Modes Melting

are denoted by iEh,m
in which h stands for the heat and m represents the melting mode. Hence, we
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have increased the number of tasks compared to the Basic RTN. The resources and the interaction

parameters are still the same, except that we now need to update the interaction parameters for

each melting task iEh,m
.

Mathematical Formulation

The formulations (4.1) - (4.9) still apply, except that the melting execution constraint in (4.3)

needs to be replaced by the following constraint which incorporates the choice of the melting mode.

Melting Mode Choice

Only one mode should be chosen for melting each heat h, i.e.

Mh∑
m=1

∑
t

NiEh,m
,t = 1 ∀h (4.10)

hence, only one iEh,m
from all possible modes m = 1, · · · ,Mh should actually take place.

Demand Charge As mentioned above, the objective for the Multiple Modes Melting is still the

minimization of the total energy cost as given in (4.9). However, the modeling methods proposed

in this section are also able to consider the peak demand charge if that is being imposed. In

order to take the peak demand into account, we can add a continuous variable P k to denote the

peak demand over the considered horizon, and then we can include this peak demand P k in the

minimization objective with the penalty price, pricedc ($/MW), as its coefficient. Since we already

have the energy usage ΠEL,t for every time slot, we can model the peak demand through the

following constraint (given that we are minimizing P k):

P k ≥ ΠEL,t/δ ∀t (4.11)

in which δ is the length of the time slot. In the objective function, we add the term pricedc · P k to

reflect the demand charge [108]. In the short-term scheduling problems considered in this section,

the plants optimize over a single day whereas demand charges are usually only charged for the

one single maximum power consumption over the entire month. We can take this into account

by setting the lower bound of P k to be P kmax, with P kmax being a constant equal to the maximum

power so far over all days in the ongoing month. The demand charge discussed here applies to all

the three models presented in this section.

4.2.2 Arbitrary Flexible Melting

In this section, we further extend the EAFs’ flexibility. Compared with Section 4.2.1, here the

EAFs are even more flexible by making the following assumption:
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• the transformers’ OLTC setting can be adjusted for every single time slot, thus the EAF

power rate can change during the melting of each heat.

Resource Task Network

The consequence of allowing for adjustment of the melting power during the melting process is

that the time duration of melting is not directly associated with a given melting power any more,

but generally varies between τLh and τUh . This means that we need extra variables to denote the end

of the melting tasks. However, since the heats are still required to be transferred immediately after

having been processed, the end of the melting equals the start of the succeeding transfer. Thus, we

use iEAh
to denote the end of melting.

Furthermore, since the power consumption rate of the melting process is assumed to be ad-

justable, we cannot connect the melting task to the electric energy resource by fixed parameters.

Hence, we introduce variables Ph,t to denote the melting power of the melting task for heat h at

time slot t. Accordingly, we remove the connection between the melting task and the electricity

resource, which means that ΠEL,t now only sums the energy consumption for the last three stages.

The updated interaction parameters are illustrated in Fig. 4.4. Note that resource EAF interacts

with both the melting task and the transfer task. The other tasks and resources remain the same

as in Section 4.1.

Figure 4.4: Illustration of interaction parameters for a melting task for arbitrary flexible melting.

Mathematical Formulation

Equations (4.1)-(4.8) still apply except for the parameter updates. In addition, we need the

following constraints to enable the flexible scheduling.
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Melting Duration Bounds All melting tasks should be completed within given bounds, i.e.

t+τUh∑
t′=t+τLh

NiEAh
,t′ ≥ NiEh

,t ∀h (4.12)

Keep in mind that the start of the transfer equals the end of melting. Hence, the equation states

that if melting task iEh
starts at time slot t (NiEh

,t = 1), then the transfer iEAh
must start between

time slots t+ τLh and t+ τUh .

Melting Power Bounds The melting power rate of the EAFs are constrained by the lower

and upper bounds PL and PU as defined by

PL · Sh,t ≤ Ph,t ≤ PU · Sh,t ∀h (4.13)

where Sh,t is the melting status: Sh,t = 1 indicates the melting of heat h is taking place during t;

Sh,t = 0 indicates that heat h is not in the melting stage at time t.

Melting Status Evolution The melting status evolves according to

Sh,t − Sh,t−1 = NiEh
,t −NiEAh

,t ∀h, t (4.14)

with initial condition Sh,0 = 0. The evolution of the variables and their dependencies are visualized

in Fig. 4.5: a change in the melting status is initiated by the start of the melting task and the start

of the transfer. It is also worth to emphasize that variable Sh,t is modeled as continuous variable

to reduce the computational burden, but constraint (4.14) ensures it to be binary if all the other

constraints hold.

Figure 4.5: Relation of melting status, start of melting and transfer.

Melting Energy Requirement The total energy needed for melting heat h is assumed con-

stant and can be calculated according to the nominal case. It is enforced by including the following

constraint ∑
t

Ph,t · δ = P · wh ∀h (4.15)
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which states that the summation of the consumed energy over the time horizon is equal to the

product of nominal power and nominal melting time.

Objective Again, the objective is to minimize the total energy cost which is now defined as

min
∑
hr

pricehr
∑
t∈Thr

(ΠEL,t +
∑
h

Ph,t · δ) (4.16)

As stated in Section 4.2.2, ΠEL,t only sums the last three stages’ energy usage, the melting energy

usage, i.e. Ph,t times the duration δ, needs to be considered additionally in the objective function.

The scheduling model in this section minimizes the objective function (4.16) while subject to

constraints (4.1)-(4.8) and (4.12)-(4.15).

4.2.3 Case Study

In this section, we carry out case studies to demonstrate the effectiveness of the proposed

models. We consider the daily scheduling problem for an electric arc furnace steel plant.

Problem Parameters

The layout of the steel plant and the corresponding parameters are taken from the example

in [45]. In particular, the plant considered has two EAFs, two AODs, two LFs and two CCs.

Each heat belongs to a particular casting campaign group as given in Table 4.1. The nominal

power consumptions are provided in Table 4.2, where the power consumption is independent of the

specific heat. The nominal processing times are shown in Table 4.3, where different heats require

different processing times. Combining Table 4.2 and 4.3, we observe that around 90% of the total

electric energy consumption takes place at EAFs. The transfer times wEA, wAL, and wLC are 10,

4, and 10 minutes for the three between-stage transfers successively; the maximum waiting time

WEA, WAL, and WLC are 240, 240, and 120 minutes, which are higher than practical values but

help to provide more flexibilities in scheduling for testing purpose. The caster setup times are 70

minutes for CC1 and 50 minutes for CC2. The hourly-based electricity prices are given in Fig. 4.6.

Recall that in a wholesale market, a price forecast is needed to provide the expected hourly prices.

Note that the first hour in Fig. 4.6 is not necessarily 00:00-01:00 in the day, as we need to consider

workers shift time and products’ due time; that is why the hourly electricity prices are lower during

the middle of the time horizon. Generally speaking, the larger the difference between peak price

and non-peak price, the more benefits our methods bring to this industrial load.

For scheduling with flexible EAFs, the melting power rate is assumed to be adjustable between

75% to 125% of the nominal value. The melting times are changed accordingly, e.g. the heats with

nominal processing time equaling 80 minutes now can be melted by a duration between 64 minutes
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and 106.7 minutes. With this assumption, the steel plant can obtain an extra flexibility of 80 MW

(80MW·50% · 2) for the hours when both furnaces are operating. The required energy for melting

each heat is set as the product of the nominal power multiplied by the nominal processing time. In

the simulations, we do not take demand charges into account because, as already mentioned, the

case study spans one day which is the most reasonable time range for this application given the

need for price predictions and also for practical operational reasons. Meanwhile, it can be assumed

that for the majority of the months, the demand charges are equal to the demand charge price

times the plant’s power capacity, i.e. the total power consumption of all the equipment. This is

because a well utilized plant often needs to use all the equipment concurrently.

Table 4.1: Steel heat/group correspondence [45]

group g G1 G2 G3 G4 G5 G6

heats H1−H4 H5−H8 H9−H12 H13−H17 H18−H20 H21−H24

Table 4.2: Nominal power consumptions [MW][45]

dh,u EAF1 EAF2 AOD1 AOD2 LF1 LF2 CC1 CC2

powerh,u 85 85 2 2 2 2 7 7

Table 4.3: Nominal processing times [min][45]

dh,u EAF1 EAF2 AOD1 AOD2 LF1 LF2 CC1 CC2

H1−H4 80 80 75 75 35 35 50 50

H5−H6 85 85 80 80 40 40 60 60

H7−H8 85 85 80 80 20 20 55 55

H9−H12 90 90 95 95 45 45 60 60

H13−H14 85 85 85 85 25 25 70 70

H15−H16 85 85 85 85 25 25 75 75

H17 80 80 85 85 25 25 75 75

H18 80 80 95 95 45 45 60 60

H19 80 80 95 95 45 45 70 70

H20 80 80 95 95 30 30 70 70

H21−H22 80 80 80 80 30 30 50 50

H23−H24 80 80 80 80 30 30 50 60
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Figure 4.6: Hourly electricity price[45]

Scheduling Results

The optimal scheduling results of the three RTN models described above are given in Table

4.4. Different numbers of heats for daily scheduling are considered to simulate different production

profiles for the steel plant. The more heats, the higher is the productivity of the plant, i.e. the

higher is the amount of manufactured steel, but the less is the flexibility due to reduced free capacity.

Obviously, model complexity and computation difficulty are directly related to the number of heats.

Generally speaking, a larger number of heats to produce results in a more complex scheduling

problem which is more difficult to solve, as the problem size depends on the number of heats. In

Table 4.4, the column Heats lists the number of heats; the column Model compares the three models

in which Basic stands for Basic RTN, Modes for Multiple Modes Melting, and Flex for Arbitrary

Flexible Scheduling; the next three columns list the problem size - the number of binary variables,

the number of total variables, and the number of constraints; the column MIP presents the final

integer objective function value - the value of the objective function with the final integer (feasible)

solution; the column GAP displays the relative objective gap, which is the relative distance between

the best integer objective (by a feasible integer solution) and the objective of the best bound

remaining (not necessarily an integer solution); the column CPU gives the final computation time

by the solver. The maximum computation time is set to 7200s and the relative optimality tolerance

is 10−6. All of the models are implemented in Matlab and are solved by TOMLAB/CPLEX on a

linux 64 bit machine.
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Table 4.4: Energy cost minimization with δ = 15min

Heats Model # bin # var # con MIP(k$) GAP CPU(s)

4 Basic 2496 6048 3397 26.239 0 0.3

Modes 3264 6816 3397 25.972 0 0.3

Flex 2496 6816 4917 25.858 0 1.7

8 Basic 4992 11232 6122 60.173 0 0.8

Modes 6528 12768 6122 57.501 0 1.1

Flex 4992 12768 9162 57.332 0 31.1

12 Basic 7488 16416 8847 104.301 0 2

Modes 10176 19104 8847 100.061 0 24

Flex 7488 18720 13407 99.990 1.97% 7200

17 Basic 10560 22848 12253 171.615 0 4

Modes 14208 26496 12253 159.454 0 170

Flex 10560 26112 18713 160.896 3.72% 7200

20 Basic 12480 26784 14297 222.427 0 9

Modes 16704 31008 14297 204.611 0 37

Flex 12480 30624 21897 211.459 9.00% 7200

24 Basic 14976 31968 17022 299.782 0 320

Modes 19968 36960 17022 277.283 0 83

Flex 14976 36576 26142 287.077 11.36% 7200

From the results, we make the following observations:

• The flexibility increases the computation difficulty. For most cases, the computation times

for Modes are larger than Basic. For Heats = 12, 17, 20, the Flex model does not converge

to the optimal integer solution within two hours of computation.

• The flexibility reduces the electricity cost. For all cases, the final objective values of Modes are

less than Basic. For Heats = 4, 8, 12, 17, the Flex model achieves the best integer solution;

for Heats = 20, 24, the Flex model does not perform better than Modes due to computational

difficulties.

The computation difficulty arises from the model’s complexity and the tightness of the formu-

lations: a large number of extra constraints are needed to represent the EAF’s flexibilities for the

model Flex ; the poor tightness from the formulations such as Eq.(4.13) deteriorate the quality of

the relaxed solution.
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The equipment occupancy charts for scheduling 24 heats by models Basic and Modes are dis-

played in Fig. 4.7, in which different heats are represented by different colors. We can observe that

the solution is valid: each heat is processed sequentially by all four stages; each group of heats

form a campaign and are casted continuously; there is no conflict in equipment assignment, i.e.

each equipment is occupied by one single task for every time slot. It also demonstrates that the

RTN model is able to generate detailed and practical schedules which can be clearly understood

by the steel plant operators. Besides, compared with the scheduling results by the model Basic,

the melting durations according to the model Modes are shorter, and the melting schedule wisely

skips the locally high price in hour 5.

Figure 4.7: Equipment occupancy for 24 heats.

The hourly energy consumptions corresponding to the optimal schedule of 12 heats from the

three models are compared in Fig. 4.8. We observe that as the flexibility increases, more of the

energy is consumed during the price valley.
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Figure 4.8: Hourly energy consumptions for scheduling 12 heats.

As demonstrated by the case studies, the two proposed models achieve remarkable savings and

could encourage steel plants to participate more actively through demand response. In particular,

the Multiple Melting Modes model provides a good trade-off between enabling the exploitation of

the flexibilities given by the OLTCs and computational complexity.

The above analysis is studied for the comparison among the three optimal scheduling methods

which considers the energy price information. Traditionally, the scheduling objective in such a

capital-intensive industry is to minimize the make-span of the production, i.e. to produce as much

as possible. This is because the plant operators want to fully utilize the plant facilities, whose cost is

an important part of the investment. Nowadays, with the development of smart grid, the industrial

plants such as steel plants find opportunities in reducing energy cost by actively participating in

the electricity markets, the scheduling objective tends to account for the energy cost - which is the

objective function in this chapter. To have a understanding of how much the optimal scheduling

with consideration of electricity price can save, the following table lists the energy cost from the

traditional scheduling.

Table 4.5: Energy cost from traditional scheduling.

Heats 4 8 12 17 20 24

Energy Cost (k$) 92.340 165.045 213.409 251.696 271.961 326.590

Comparing the above table with the MIP column in Table 4.4, we observe that the difference

in electricity cost between these two optimization criteria is very big. Of course, the cost difference
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heavily depends on the prices over the day. If the price curve is flatter, then the difference will be

smaller.

4.3 Computational Approaches for Efficient Scheduling

As seen from previous discussions, the scheduling of steel plants is very complex and the involved

computations are intense. In this section, we focus on these difficulties and try to improve the

computations in the following two ways: from the modeling aspect, we add additional constraints

as cuts to reduce the search space for the MIP problem, and from the algorithmic aspect, we design

a tailored branch and bound algorithm that utilizes the knowledge from steel manufacturing to

reduce the branching complexity. As our focus is on the computation, in this section we will study

the BasicRTN scheduling problem which is presented in Section 4.1; however, the mathematical

notations have been slightly changed here for better descriptions of algorithms.

4.3.1 RTN and Mathematical Formulations

The RTN of the considered scheduling problem is the same as Fig. 4.1. The set of resources is

denoted by S, i.e. S = {EAF, AOD, LF, CC}∪{EAs
h,EAd

h,ALs
h,ALd

h,LCs
h,LCd

h,Hh|h ∈ H}∪{EL}
with H as the set of heats to produce. Intermediate products at different locations (start or

destination of the corresponding transfer) are treated as different resources and are specified by

superscripts s or d, respectively. For example, ALd
h represents the intermediate product between

stage AOD and LF that has already been transferred to the LF stage and is waiting to be processed.

We use a discrete time grid with uniform slot width of t0 and we use T to denote the total

number of time slots. A matrix Y ∈ R|S|×T is used to denote the available amounts of these

resources at all time slots, in which |S| is the size of S. Each element in Y is a continuous variable,

ys,t, which represents the available amount of resource s at time t. For example, yEAF,t = 3 means

there are three furnaces available at time slot t; yEL,t = 50 MWh means 50 MWh of electric energy

is used by the steel plant during time slot t. Due to their physical meanings, most ys,t can actually

only take discrete values such as 0, 1, or 2. However, they are modeled as continuous variables

since a larger number of discrete variables generally leads to a problem that is more difficult to

solve. As discussed later the constraints in the optimization model will enforce these variables to

take discrete values.

There are seven kinds of tasks in total: four operational tasks at each of the four stages and

three transfer tasks between the stages. For all kinds of tasks except for the casting task in the

last stage, the number of tasks is equal to the number of heats to produce; these tasks are denoted

by the task type with the corresponding heat as subscript, e.g. Eh stands for the melting of heat
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h in the EAF stage, and EAh (without superscript s or d) denotes the transfer of heat h between

stage EAF and AOD. Meanwhile, the casting task is denoted as Cg,u which stands for the casting

of group g by caster unit u. As mentioned before, the tasks in the CC stage are executed by group

instead of by heat. Besides, since generally different casters are designed for casting different slabs,

we need to specify the caster for the casting task. In other words, Cg1,u1 is different from Cg1,u2 ,

e.g. their processing durations might be different due to the different casters. We use K to denote

the set of tasks, i.e. K = {Eh,EAh,Ah,ALh,Lh,LCh|h ∈ H} ∪ {Cg,u|g ∈ G, u ∈ CC}, with G and

CC as the set of casting campaign groups and available casters, respectively.

The starting times of all the tasks are denoted by a |K|-by-T binary matrix X, in which |K| is

the size of K. Each element of X is a binary variable, xk,t, which represents whether task k starts

at time slot t. For example, xEh,t = 1 means the processing of heat h in stage EAF starts at time

slot t; only one out of xEh,t, t = {1, . . . , T} is non-zero since this task only takes place once.
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Figure 4.9: Illustration of interaction parameters for a melting task.

In Fig. 4.1, the networks of how each task interacts with each resource are represented by arrows.

For each task k ∈ K, its interaction parameter ∆k is a |S|-by-(τk + 1) matrix that quantifies how

much task k consumes/generates of each of the resources as it proceeds, in which τk denotes its

duration as a number of time slots. For example, its element ∆k
s,1 quantifies the interaction between

task k and resource s at the beginning of the first time slot during this task, and ∆k
s,τk+1 quantifies

the interaction at the end of the last time slot. A zero element means that there is no interaction,

and ∆k is very sparse as a task typically only interacts with a few resources. To better understand

the interaction parameters, an example for a melting task is given in Fig. 4.9: the duration of the

melting task is 45 minutes and the time slot width is t0 = 15 minutes. This task interacts with

resources EAF, EL and EAs
h, hence its interaction parameter matrix are all zeros except for these
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three rows. At the beginning of the task, it uses one furnace so it reduces EAF by one. Meanwhile

at the end of the task, it releases that furnace hence EAF is increased by one; EAs
h is also increased

by one as it has just been generated. Besides, the melting task consumes electric energy at every

time slot within its duration.

For the presentation of the following computational approaches, we summarize the relevant

formulations in the following.

Resource Balance

The resource balance equation describes the interaction between each resource and its relevant

tasks, as in

ys,t = ys,t−1 +
∑
k∈K

τk∑
θ=0

∆k
s,θ · xk,t−θ ∀s ∈ S¬{EL}, ∀t (4.17)

in which the value of resource s at time slot t is equal to its previous value at t− 1 adjusted by the

amounts generated/consumed by all the tasks, and S¬{EL} stands for the set of all the resources

except EL. Only nonzero ∆k
s,θ implies actual interaction. Besides, the interaction occurs at time

slot t only if task k starts θ earlier than t (xk,t−θ = 1), with θ ≤ τk. Equation (4.17) enforces the

continuous variable ys,t to only take integer values, because: (1) the interaction parameters ∆k
s,θ

for these resources are integers, (2) xk,t−θ are binary variables, and (3) the initial values for the

resources are integers (zero or the number of available equipment).

Similarly, the electric energy usage of the steel plant is calculated as

yEL,t =
∑
k∈K

τk∑
θ=0

∆k
EL,θ · xk,t−θ ∀t (4.18)

where ∆k
EL,θ is the electricity used by task k at the θ-th time slot within its execution.

Task Execution

The following constraints make sure that each heat is processed exactly once by all types of

tasks within the scheduling horizon, as in

XK¬CC1T = 1

1
′XCu1T = 1 ∀u ∈ CC

(4.19)

in which XK¬CC denotes X without the rows involving the casting tasks; XCu denotes the rows of

X corresponding to casting tasks by caster u; 1T means a vector of 1s with length T and 1 stand

for vectors of 1s with appropriate lengths.

Of course, only one of Cg1,u1 and Cg1,u2 will take place as group g1 should be casted exactly

once.
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Waiting Time

In steel plant operations, the transfer tasks are usually enforced to be executed immediately

after the completion of its preceding processing task. This can be enforced by setting

YEAs = 0 (4.20)

in which YEAs stands for the rows of Y corresponding to the intermediate products EAs; 0 is a

zero matrix with the same dimensions as YEAs . The above constraint implies that all intermediate

products EAs do not stay at any time slot. Similar constraints apply for the intermediate products

ALs and LCs.

To simplify the problem, we assume the transfer tasks are independent of the specific heats

and the exact locations of the units. The transfer times are denoted as wEA, wAL, and wLC, and

the maximum allowable transportation times which prevent adverse cooling effects are denoted as

w̄EA, w̄AL, and w̄LC. The maximum waiting time constraint for intermediate products should be

satisfied, in order to avoid the expensive reheating:

YEAd
h
1T ≤

(w̄EA − wEA)

t0
1 (4.21)

in which YEAd stands for the rows of Y corresponding to intermediate products EAd before the

transfer. The left side of the constraint corresponds to the number of time slots during which the

intermediate product is waiting before being processed. Similar constraints apply for intermediate

products ALd and LCd.

Product Delivery

The final products should be available at the end of the time horizon, which is enforced by

setting

yHh,T = 1 ∀h (4.22)

in which yHh,T stands for the availability of the final product for heat h at the end of the scheduling

horizon.

Objective Function

The objective of the scheduling is to minimize the total electricity cost of the steel production.

Given the energy price vector λEL ∈ RT , the overall optimization problem is formulated as

minimize
X

YELλEL

subject to (4.17)− (4.22)

xs,t ∈ {0, 1}, ys,t ∈ [0, ȳs], ∀s, ∀t
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in which ȳs is the upper bound for the available amount of resource s. For example, ȳEAF equals to

the number of EAF furnaces and ȳEL equals to the summation of energy usage by all the equipment

units in one time slot.

4.3.2 Additional Constraints as Cuts

In steel manufacturing, there are many tasks that are equivalent to each other, e.g. the de-

carburization of molten metal for two similar batches of products. We can impose an enforced

processing order for these tasks, thus the search space of the MIP problem is reduced. Several

other types of constraints can also be imposed which reduce the feasible region but with potential

sacrifice to the degree of optimality, an example is to restrict the start time of EAF tasks to time

intervals that have lower energy price expectations. Here we consider imposing processing orders

for the tasks.

In steel manufacturing, the casting sequence for heats belonging to the same casting group

are pre-specified - this pre-specified processing sequence results from expert experiences or casting

optimization. Intuitively, that processing sequence should also apply to the other three stages. For

instance, suppose the casting group G1 consists of heats 1, 2, and 3, and they will be casted one by

one sequentially, which means that the intermediate product LC1 will be casted first. Consequently,

LC1 should be generated first, i.e. heat 1 should be processed before the other two heats in the

3rd stage. Hence, we can define a set of ordered tasks, denoted by O, whose processing sequences

are pre-specified. For instance, O = {(E1,E2), (E2,E3), (A1,A2), (A2,A3), (L1,L2), (L2,L3)} for

scheduling G1 of heats 1, 2 and 3. The imposed additional constraints (cuts) on processing order

enforcement can be written as follows:∑
t′≤t

(xk1,t′ − xk2,t′) ≥ 0 ∀t, (k1, k2) ∈ O (4.23)

in which the ordered tasks set O considers the processing of heats belonging to the same group

for each of the first three stages. In steel manufacturing practice, the above additional constraint

is also beneficial as it follows the first-in-first-out principle and reduces the chance of over-waiting

and re-heating for the intermediate products.

4.3.3 Tailored Branch and Bound Algorithm

The MIP problems in industrial scheduling are usually solved by commercial solvers [28, 46].

These commercial solvers are powerful, but are designed to handle general optimization problems.

We develop a tailored branch and bound algorithm to utilize the special features in steel manu-

facturing: the heats belonging to the same campaign group are generally processed close to each

other.
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1: procedure TailoredBranchBound

2: q ← Priority-Queue() . pops largest objective first

3: q2← Priority-Queue() . pops smallest objective first

4: q.push(SolveRelaxation({ }))
5: q2.push(FindIntegerSolutionHeuristics())

6: while q not empty do

7: (f, x, y, C)← q.pop()

8: q2.push(Rounding((f, x, y, C)))

9: if q2.first - f ≤ ε then

10: return q2.pop()

11: else

12: for Ci in BranchNodes(C) do

13: q.push(SolveRelaxation(Ci))

14: end for

15: end if

16: end while

17: end procedure

Figure 4.10: Tailored branch and bound algorithm

The branch and bound algorithm is presented in Fig. 4.10 in which q and q2 are priority

queues that store the relaxation solutions at each iteration and the achieved feasible integer solu-

tions, respectively; q provides the lower bounds for the mixed-integer minimization problem, while

q2 provides the upper bounds. SolveRelaxation(C) is a function that takes input C and solves

the relaxation of the original problem plus constraints in C; the relaxation is a linear program-

ming problem and we solve it by using CPLEX’s LP solver; the function returns (f, x∗, y∗, C),

i.e. the optimal objective value, the optimal values of relaxed integer variables and continuous

variables, as well as the corresponding constraints C. The function input C is actually defined as

C = [(ak1, bk1), (ak2, bk2), . . . , (aK , bK)], which specifies the start times for each task. For instance,

(ak1, bk1) restricts the start time of task k1 to be between ak1 and bk1 - the constraint is actually

implemented by setting the upper bounds for xk1,t as zero for t outside of (ak1, bk1) while leaving

the upper bounds for other t as one, i.e.

xk1,t =

1, if ak1 ≤ t < bk1

0, otherwise

GetIntegerSolutionHeuristics() is a heuristics method that packs all the tasks to the earliest avail-

able equipment units to get a feasible integer solution, which serves as the initial upper bound for

the algorithm. Rounding() tries to round the relaxation solution to be integer, and returns the
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integer solution if it is feasible.

In order to enforce the heats belonging to the same campaign group be processed close to

each other, we term the first heat in each campaign group as the leader, and call the other heats

belonging to the same group as its followers. Similar to the discussions in Section 4.3.2, we require

the leader to be processed first, and require its followers to be processed within the time ranges

calculated according to their processing time durations. For example, consider group G1 of heats

1, 2 and 3 in the EAF stage (with two EAF units). The leader here is task E1, and suppose its

start time is within (a, b) at a certain node in the branch and bound algorithm. As there are two

available furnaces, we require its followers E2 to be started between (a, b+τE1) and E3 to be started

between (a+τE1 , b+τE1). The principle of this requirement is to enforce the offsets and delays as if

these followers are packed sequentially to the available equipment units. The relationship of start

times for the above example can be described by the following dictionary L that maps the leader

to its followers and the corresponding offsets:

L[kE1] = {kE2 : (0, τE1), kE3 : (τE1, τE1)}

1: function BranchNodes(C)

2: if C == { } then

3: return [(0, T ), . . . , (0, T )]

4: else

5: k∗ ← arg maxk∈L.keys(bk − ak)

6: if bk∗ − ak∗ > εd then

7: m∗ ← int( bk∗−ak∗
2 )

8: {k : (da, db)} ← L[k∗]

9: C1 ← [. . . , (ak∗ ,m∗), (ak∗ + da,m
∗ + db), . . .]

10: C2 ← [. . . , (m∗, bk∗), (m∗ + da, bk∗ + db), . . .]

11: return {C1, C2}
12: else

13: k∗ ← arg maxk∈K(bk − ak)

14: m∗ ← int( bk∗−ak∗
2 )

15: C1 ← [. . . , (ak∗ ,m∗), . . .]

16: C2 ← [. . . , (m∗, bk∗), . . .]

17: return {C1, C2}
18: end if

19: end if

20: end function

Figure 4.11: Branch by leader heats
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With this concept of leader and followers and the restriction on start time described above,

instead of branching on the start time intervals for all tasks, we can only branch on the leader

tasks and restrict the start times for its follower tasks according to a pre-constructed L. The

proposed branching method is described in Fig. 4.11 with parameter εd as the threshold to switch

between branching by leader tasks and branching by all tasks. This method will greatly reduce the

complexity of the branching procedure.

4.3.4 Case Study

Numerical studies on the daily scheduling for the same steel plant in Section 4.2.3 are presented

in the following to demonstrate the effectiveness of the proposed methods. The hourly energy prices

for the case studies are taken from MISO, as displayed in Fig. 4.12.
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Figure 4.12: MISO hourly prices on 02/06/2014.

Computational Results

Table 4.6 presents the computational results for the methods proposed in Section 4.3.2 and

Section 4.3.3: the column Groups gives the campaign groups to produce, e.g. the first row denotes

scheduling groups 1 and 2 with the heats as indicated in Table 4.1; the column c0 stands for solving

the original model by CPLEX’s MIP solver, while the column c1 stands for the method proposed

in Section 4.3.2 and the column b1 denotes the tailored branch and bound algorithm proposed in

Section 4.3.3 (εd is chosen as 4); the row Obj gives the final objective value of the MIP problem;

the row CPU shows the computation time for the corresponding test case, where the maximum

computation time limit is set to 7200s; the row lpNum gives the iteration number of the solving

process, where the maximum iteration number is set to 10000. Note that for the test case G1-5, the

relaxation solution by CPLEX happens to be a feasible integer solution, hence the corresponding

lpNum is 0.
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Table 4.6: Branch and bound results with t0 = 15min

Groups c0 c1 b1

G1-2

Obj(k$) 24.553 24.553 24.698

CPU(s) 5.8 3.7 6.2

lpNum 2460 1985 57

G1-3

Obj(k$) 39.306 39.308 39.665

CPU(s) 155.4 60.7 50.0

lpNum 9071 3835 228

G1-4

Obj(k$) 57.857 57.857 58.694

CPU(s) 60.4 42.7 197.8

lpNum 3852 2745 280

G1-5

Obj(k$) 69.737 69.737 70.194

CPU(s) 4.3 7.2 861.0

lpNum 0 0 478

G1-6

Obj(k$) 86.352 86.352 86.799

CPU(s) 104.9 80.4 2737.6

lpNum 3698 2631 725

From the computational results displayed above, we can observe the following: (1) by imposing

additional constraints, method c1 reduces the computation time as well as the iteration number,

and the final objective values remain the same except for a 0.005% increase for case G1-3; (2) the

tailored branch and bound algorithm b1 is able to greatly reduce the iteration number, but the final

objective value sees an increase of around 1%. The optimality loss suffered by b1 can be explained

by the restriction that we require the heats in the same group be processed close to each other.

For example, Fig. 4.13 displays the scheduling results comparison for test case G1-2, where method

b1 schedules the LF/CC processing of heats 5, 6, 7 and 8 close to the EAF/AOD stages, which

loses the opportunity to utilize the price valley around hours 12-17. Note that the computation

time for a single iteration of method b1 is much longer than that of c0 or c1 - this is due to the

computation overhead with calling the LP solver, while the solving process of the CPLEX MIP

solver has been coherently optimized with many practical techniques. Hence, one has to be careful

when comparing CPU time for b1 with any of the other as the time probably could be improved

by a more professional implementation of the proposed branch and bound algorithm. Also note

that it is possible to achieve the proposed tailored algorithm by using CPLEX MIP solver with

priorities setting and additional constraints, where the comparison of CPU time would be fair. For

the numerical studies here, it might be more appropriate to focus on iteration numbers for which
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b1 achieves a significant improvement in most of the cases.

(c) hourly energy prices

(b) scheduling G1-2 by b1

(a) scheduling G1-2 by c0

Figure 4.13: Scheduling results comparison.

Another issue we want to emphasize here is the rounding procedure in algorithm b1. The cur-

rent algorithm rounds each variable to its nearest integer value, which seldom succeeds in yielding

a feasible solution, as there are so many constraints on binary variables in the scheduling model.

As shown in Fig. 4.14, the upper bound seldom changes along the solving process. The rounding

procedure could potentially be improved by taking into account the relationship among these bi-

nary variables, e.g. their process-time sequence relationship. A better rounding procedure could

potentially further reduces the iteration number.
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Figure 4.14: Branch and bound iterations.

As demonstrated through numerical studies, the proposed methods show potentials in reducing

the computation time and iteration number of the problem considered. The proposed methods

are effective in improving the computations, and may play an important role towards developing

practical scheduling tools for the steel industry and its demand response.

4.4 Enabling Spinning Reserve Provision

As discussed in Section 4.2, the power consumption rate of the EAFs can be adjusted very

quickly by switching the on-load tap changers (OLTCs) of the transformers which supply power

to the EAFs. This qualifies the steel plant to be a valid demand response resource for providing

spinning reserve. The amount of spinning reserve it can provide depends on the melting power

profile, i.e. the power consumption rate of the melting process, and the sustaining (minimal) power

the furnace requires to keep the molten metal from solidification.

The payment structures for spinning reserve are different across different electricity markets.

In most North American electricity markets, e.g. the Midcontinent Independent System Operator

(MISO) where demand response is actively encouraged and where an aluminum smelter (Alcoa’s

Warrick Operation) has participated as a regulation provider for the first time, spinning reserve is

compensated by both reserve capacity and actual allocation. In other words, the spinning reserve

provider gets paid for the capacity it has committed to provide independent of if this reserve

capacity is dispatched or not; and if it does get dispatched, it receives an additional payment as the

allocation compensation. However, the actual dispatch of spinning reserve is very rare. According
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to Alcoa’s Warrick Operation, the regulation provider we previously mentioned who is also offering

spinning reserve to MISO, their so-called interruptible load (i.e. spinning reserve) only gets 55

deployments annually with an average length of 42 minutes, resulting in an actual dispatch rate

of only around 0.44% [50]. Even if the capacity payment rate is fairly low, the spinning reserve

providers still find it profitable as they earn money simply by standing by and waiting.

In this section, we consider the participation of the steel plant in a day-ahead electricity market

with both energy and spinning reserve, from the perspective of the steel plant scheduling. The

scheduling horizon is one day. The daily production activities, i.e. the heats to produce, are known

ahead according to the business contracts and the long-term scheduling. The hourly prices of

the day, both energy and spinning reserve, are assumed to be known ahead: these prices may be

part of a given demand response program contract or they could also be obtained by prediction

techniques. Given the production activities and their power profile, the steel plant optimizes the

scheduling to minimize its net cost - the cost of electric energy minus the revenue from spinning

reserve provision. Furthermore, the impact of actual dispatch of spinning reserve is not considered

in this daily scheduling problem, as the dispatch rate is very low and it is recommended to be taken

into account in a longer term, e.g. weekly or monthly, optimization problem.

4.4.1 RTN and Mathematical Formulations

The RTN for the considered scheduling problem is the same as Fig. 4.1, except that we have

added the resource of spinning reserve (SP), as seen in Fig. 4.15, to help accumulate the plant’s

energy usage and reserve provision. The set of resources is then S = {EAF, AOD, LF, CC} ∪
{EAs

h,EAd
h,ALs

h,ALd
h,LCs

h,LCd
h,Hh|h ∈ H} ∪ {EN,SP} with H as the set of heats to produce.
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Figure 4.15: Resource task network for a steel plant with spinning reserve provision.

The interaction parameters for a melting task are illustrated in Fig. 4.16. This task interacts

with resources EAF, EN, SP and EAs
h, and its interaction parameter matrix only has four rows

with nonzero elements. At the very beginning, the task reduces EAF by one as it uses one furnace.

After the completion of the melting process, EAF is increased by one as that furnace is freed up.

Also, EAs
h is increased by one to promote the execution of the following transfer. The melting task

consumes electric energy continuously during its entire duration. The sustaining power is assumed

to be 48 MW, hence, it can provide 32 MW spinning reserve for each time slot.

Figure 4.16: Illustration of interaction parameters for a melting task with spinning reserve provision.

The mathematical formulations are the same with Section 4.3.1 except for the addition of

spinning reserve resource. We assume that only the EAF can provide spinning reserve, and the

83



provided spinning reserve should be upper bounded by its availability, as given by

ySP,t ≤
∑

k∈{Eh|h∈H}

τk∑
θ=0

∆k
SP,θ · xk,t−θ ∀t (4.24)

with ∆k
SP,θ denoting the available spinning reserve.

Besides, spinning reserve is traded hourly in most electricity markets. The time slot width in

the discrete time formulation is usually smaller than the trading window. Once the reserve provider

has committed to the market an hourly quantity, it is obligated to guarantee that amount of reserve

for any time slot in that hour. In other words, the time slots belonging to the same hour (Thr)
should provide the same amount of spinning reserve, as enforced by

ySP,t − ySP,t′ = 0 ∀t, t′ ∈ Thr (4.25)

The objective also needs to consider the revenues from spinning reserve provision. The objective

of the scheduling is to minimize the net cost of the steel production, i.e. the electric energy cost

minus the spinning reserve revenue. As previously discussed, we do not consider the impact of

actual dispatch of spinning reserve, as the actual dispatch is very rare and we assume that there is

no actual dispatch in the scheduling horizon. Given the energy and spinning reserve price vectors

λEN, λSP ∈ RT , the overall optimization problem is formulated as

minimize
X

YENλEN − YSPλSP

subject to (4.17)− (4.22), (4.24), (4.25)

xs,t ∈ {0, 1}, ys,t ∈ [0, ȳs], ∀s, ∀t

in which ȳs is the upper bound for the available amount of resource s. For example, ȳEAF equals to

the number of EAF furnaces and ȳEN equals to the summation of energy usage by all the equipment

units in one time slot.

4.4.2 Case Study

In this section, we present the study of the daily scheduling for a typical steel plant to demon-

strate the effectiveness of the optimal scheduling model.

Problem Parameters

The steel plant layout and parameters are the same as in previous sections. The hourly energy

and spinning reserve prices for the case study are taken from MISO, as displayed in Fig 4.17. Note

that the spinning reserve (capacity) prices follow the trend of energy prices, but are much lower.
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In practice, the hourly prices are obtained either from demand response contracts, e.g. time-of-use

pricing programs, or price prediction techniques. For the latter case, the prices are uncertain and

are decided by the markets, and we have to rely on price prediction tools. We could simply use the

point-wise price prediction or the expected price if its distribution is available.
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Figure 4.17: MISO hourly prices on 02/06/2014.

Scheduling Results

The optimal scheduling results are given in Table 4.7, in which t0 is set as 15 minutes. The

four rows correspond to different scenarios with respect to how many and which groups are being

scheduled and processed in the simulation. The column Groups gives the campaign groups to

produce, e.g. the first row denotes scheduling group 1, 2, and 3 with the heats as indicated in Table

4.1; w/o SP stands for the scheduling model without spinning reserve provision, which corresponds

to the above model but without the resource SP and only minimizing electric energy cost; with SP

is the scheduling model including spinning reserve; the column Obj represents the final objective

value of the optimization problem; the column EN stands for the electric energy cost while the SP

represents the spinning reserve revenue. All these optimization problems are mixed-integer linear

programming problems and we solve them in MATLAB by TOMLAB/CPLEX on a linux 64 bit

machine. The relative optimality tolerance is set as 10−6, and all these optimization problems are

solved to optimality within three minutes. With spinning reserve participation, the electric energy

cost increases a little bit, but the net cost of the steel plant operation is reduced because of the

spinning reserve revenues. The decrease for the case studies here are around 1%.

We also set t0 as 10 minutes to study the scheduling with a finer time grid. The optimal

scheduling results are listed in Table 4.8. The time limit for CPLEX is set to 2 hours. For

scheduling groups 1-5 under both w/o SP and with SP, the relative objective gap between the best

integer objective (by a feasible solution) and the best bound remaining in the iteration process are

0.02%. Compared with the results in Table 4.7, the final objective values in Table 4.8 are slightly

improved because the rounding error due to discrete-time formulation is reduced by using a finer
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time grid. However, the computation time in Table 4.8 grows drastically as the number of variables

(both integer and continuous) increases by a factor of 1.5.

Table 4.7: Optimization results with t0 = 15min

w/o SP with SP

Groups Obj(k$) Obj(k$) EN Cost(k$) SP Revenue(k$)

1-3 39.307 39.002 39.321 0.319

1-4 57.824 57.357 57.864 0.507

1-5 69.731 69.157 69.897 0.741

1-6 86.346 85.508 86.474 0.966

Table 4.8: Optimization results with t0 = 10min

w/o SP with SP

Groups Obj(k$) CPU Time(s) EObj(k$) CPU Time(s)

1-3 39.041 397.7 38.651 739.7

1-4 57.517 637.8 57.009 1094.7

1-5 69.162 7200.0 68.468 7200

1-6 85.228 916.0 84.164 3569.7

The equipment assignment chart for scheduling 24 heats with spinning reserve provision is dis-

played in Fig. 4.18. The rectangles denote the tasks. Different heats are represented by different

colors. From Fig. 4.18 we can observe that the scheduling solution is valid: each heat is processed

sequentially by each stage; each campaign group of heats are casted together without any inter-

ruption, and there is enough time for caster maintenance between each two campaign groups on

the same caster; for any time slot, each equipment is occupied by one single task and there is no

conflict in equipment assignment. Figure 4.18 also shows that the RTN model is able to generate

detailed and practical schedules that can be easily understood by the steel plant operators. The

corresponding spinning reserve provision schedule is displayed in Fig. 4.19. The maximum spin-

ning reserve provided is around 70 MW. The spinning reserve provision cannot always stay at the

maximum value due to constraint (4.25). The hourly spinning reserve provision should be less or

equal to the available spinning reserve in any time slot of that hour.
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Figure 4.18: Equipment assignment for scheduling 24 heats.
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Figure 4.19: Spinning reserve provision from scheduling 24 heats.

As demonstrated by the case studies, the steel plant is able to make use of the electric arc

furnaces to offer spinning reserve services to the electricity markets and earn revenues. With the

provision of spinning reserve, the steel plant could further lower its operation net cost. The proposed

scheduling model can generate detailed and practical production schedules.
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Chapter 5

Overcoming Granularity Restriction

A variety of industrial loads can be switched on and off very rapidly, which enables them to

change their power consumption rate fast and frequently, e.g. the crushers in the cement crushing

industry [48] and the mills in the thermo-mechanical pulp and paper industry [109]. In this chapter,

we investigate and develop methods to utilize these industrial loads for the provision of regulation

service. Note that the proposed method can also be employed to enable load following.

We are aiming for the cement crushers to provide regulation or load following, which is the

most valuable product in the ancillary service markets. The cement crushing process is described

in Chapter 1 Section 1.2.3. The regulation signal is in per unit value, i.e. it ranges between -1.0

and 1.0. Suppose the load has committed to provide R MW regulation with a baseline power of B

MW, then the regulation command is the RegD signal scaled by R plus B, i.e. the targeted power

consumption rate ranges between B −R MW and B +R MW. Hence, the problem to be solved is

twofold. First, given a particular B and R, how can the manufacturing plant ensure that it closely

follows the given signal? Second, the plant needs to determine the optimal B and R values, such

that it can fulfill its regulation commitment at any point in time while not negatively impacting

its production. The first problem leads to the proposed MPC Coordination for Hourly Operation

of the industrial plant, as presented in Section 5.2. The second problem leads to the proposed

Optimal Scheduling for Daily Operation of the industrial plant, in which R and B are determined

for every hour of the day, as presented in Section 5.3. The methods and results of this chapter are

also presented in [110, 111].

5.1 Energy Storage System Cost Analysis

According to [112], the Lithium-ion (Li-ion) energy storage systems (ESSs) currently cost be-

tween $1,000 and $2,000/kW ($350 and $700/kWh); the average price of the Li-ion battery fell
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by 33% between 2010 and 2015, and the cost is expected to fall again, due to the promising sales

of electric vehicles and the increasing competition from battery producers such as Tesla, Alevo,

Sharp, LG Chem, and Panasonic. The Li-ion technology is expected to dominate the small energy

storage (less than 100 MW) market in the following years, as other battery technologies are slightly

expensive compared with the Li-ion technology, e.g. the flywheels cost $2,100-2,600/kW, the lead-

acid battery systems cost roughly $3000/kW and the NaS battery systems cost $3,500-$6,000/kW

[112, 113]. Compressed air energy storage and pumped-hydro storage are the two main players for

the bulk storage technologies (larger than 100 MW) [114]. In consideration of its current cost and

the future trend, we use $1,000/kW to estimate the cost of a Li-ion ESS and a 3 MW Li-ion ESS

roughly costs $3M.

The cement industry has been one of the least profitable businesses, whose net profit margin

is only 2.03% [115]. The traditional scheduling strategy, in such a capital-intensive industry, is to

produce as much as possible by running all machines at their full capacities, in order to fully utilize

the invested equipment and resources. With the falling prices of the cement products, it could

be profitable to reduce the production rate, and utilize its capabilities in power response to earn

revenues in the electricity markets.

Let us consider a cement plant with two raw mills/crushers, each of which can process 240 tons

of raw material per hour with a 4 MW power consumption rate [59]. We will focus on its net cost in

the electricity markets per ton of cement produced. The daily market prices, as plotted in Fig.5.1,

are taken from a typical day (Jan 30, 2017) in MISO, where the average prices over the day are

$29.87/MWh for energy (LMP), $11.36/MW for regulation capacity (REG-MCP), $0.72/MW for

regulation mileage (REG-MILEAGE), and $2.45/MW for spinning reserve capacity (SPIN-MCP).

Let us consider three scheduling options as follows. The cement plant is assumed to operate 24

hours a day and 7 days a week.

1. Full Production (8 MW power consumption) The plant produces 240*2*24 = 11520 tons

of cement, and pays 29.87*4*2*24 = $5735.04 for energy. Hence, the net cost per ton in

electricity markets equals $0.50/ton.

2. Full Production plus Spinning Reserve (8 MW power and 8 MW spinning reserve) Since the

spinning reserve dispatch rate is very rare (less than 0.5% according to [50]), we assume there

is no actual deployment here. The plant produces 11520 tons of cement, pays $5735.04 in

energy, and earns 2.45*4*2*24 = $470.4 from spinning reserve capacity. Hence, the net cost

per ton equals $0.46/ton.

3. Half Production plus Regulation (4 MW power and 7 MW regulating reserve) The plant pro-

duces 5760 tons of cement, pays 2867.52 in energy, earns 11.36*7*24 = $1908.48 for regulation
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Figure 5.1: Market prices on Jan 30, 2017 in MISO.

capacity provision, and earns 0.72*7*20*24 = $2419.2 for regulation mileage compensation.

In calculating the regulation mileage payment, we assume a mild mileage per hour as 20 P.U.,

which can be referred by Fig. 5.4. Hence, the net cost per ton is roughly $-0.25/ton, i.e. the

net profit is $0.25/ton.

By comparing the second (O2) and the third (O3) options, we observe that the saving increase

in the electricity markets is $0.71/ton on the typical day, if providing regulation instead of spinning

reserve. Hence, the investment in the 3 MW ESS can be covered by producing around 4.23M

(3M/0.71) tons of cement, with the assumption that the prices on the typical day can approximate

the average prices. In other words, if we choose the (O3) scheduling strategy and let the plant

process 240 tons of cement per hour, the ESS can be covered with two years operation.

Of course, the above analysis is not comprehensive enough and it is only meant to illustrate the

idea that lowering the production rate and providing regulation could be profitable for the cement

plant. Besides, we use the cement plant as an example for the study, yet the proposed methods

can be generalized to other loads with similar characteristics, i.e. those loads have machines (e.g.

the mills in the paper & pulp industry) that can be switched on/off frequently.
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5.2 MPC Coordination for Hourly Operation

In most electricity markets, the market participants bid for their market share for each hour

in the following day, and the market share together with the final market price are settled after

the bidding process is completed. Hence, in each operating hour, the regulation capacity R and

the energy baseline B are pre-determined by the market. The demand response provider is obliged

to follow the resulting regulation signal, otherwise, it will be penalized according to market rules.

With the settled R and B, the industrial load and the energy storage are coordinated by the MPC

method proposed in this section to optimally follow the regulation command with consideration of

the machine switching cost, the regulation command violation, and the energy storage level.

As mentioned, the loading units (machines) are switched on/off to follow the regulation com-

mand with the support of an on-site energy storage device. For simplicity, we assume that there are

M machines which can be switched on and off rapidly, and each machine has a power consumption

rate of ρ MW. Note that in practice the power consumption rates for different machines may not

be the same, yet the proposed method can be easily extended to consider this deviation from our

assumption. It has been demonstrated that stand-alone storage has significant potentials to sup-

port the power system operation [116, 117], whereas in our method the storage helps the industrial

load to overcome the granularity restriction. We assume that the storage has a maximum energy

capacity of Es MWh and its charging power is bounded by −Ps and Ps MW. To simplify the prob-

lem, we further assume that there is no energy loss associated with the charging and discharging

processes. Note that the energy loss can be considered easily by extending the formulations.

The real-time coordination framework for hourly operation is illustrated in Fig. 5.2. At each

step t, based on historical regulation commands, the predictor outputs the regulation prediction

for the next L steps; then the optimal controller optimizes over the number of active machines

xi and the storage charging power yi for each time step i = t, · · · , t + L in the MPC horizon,

based on the regulation prediction and previous operation records of the machines; after obtaining

the optimization results, only the control decision for the current time step t is applied to the

industrial load and the energy storage. Then, the horizon is shifted forward by one time step and

the optimization is carried out anew.
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Figure 5.2: MPC coordination framework.

5.2.1 Prediction

Though previous work has demonstrated the advancement of short-term forecasting in power

systems [118–120], it is still impossible to accurately forecast the regulation signal over several

minutes. However, forecasting its trend with reasonable accuracy over a horizon less than 1 minute

is possible, e.g. by using autoregressive-moving-average (ARMA) models. As demonstrated later,

this prediction is good enough to coordinate the industrial loads and the energy storage, where the

energy storage provides some buffer for prediction errors.

The prediction of the regulation signal is achieved using an ARMA model. We have trained

different ARMA models by the Python Time Series Analysis package. For different training data

sets [66], the ARMA(2,1) model achieved the best performance, in terms of the Akaike information

criterion (AIC) scores. The ARMA (2,1) model is described by:

ωt = φ1ωt−1 + φ2ωt−2 + θ1εt−1 + εt

in which ωt stands for the regulation signal and εt stands for the white noise. The auto-regressive

parameters φ1, φ2 and moving-average parameters θ1 are trained and obtained. The regulation

prediction mean squared errors by ARMA(2,1) for different prediction horizons are plotted in

Fig. 5.3 with comparison to the Persistence Prediction and the Mean Prediction approach. The

Persistence Prediction uses the latest available observation as prediction and the Mean Prediction

uses the average from all available observations as prediction. According to Fig. 5.3, the ARMA(2,1)

model results in a good performance up to horizons of around 1 minute.
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Figure 5.3: Prediction mean squared errors.

5.2.2 Optimal Control

The objective of the optimal control is to provide high quality regulation service at low cost.

The decision variables for the optimal control are the number of active machines and the charging

power for the storage. The regulation capacity and the regulation baseline, denoted as R and B

(MW) respectively, are determined in advance by the schedule optimization approach presented in

Section 5.3. Note, as the regulation signal is assumed to be well balanced, i.e. its integral over

time is zero, which is the case for RegD signal, the average power consumption of the industrial

machines is B MW. This indicates that the throughput from these crushing machines, which is

proportional to the energy (MWh) it consumes, is decided by baseline B. The formulations for the

optimal control are stated as follows.

Objective

We penalize the regulation violation vi, the amount of switch actions si, and the deviation d of

the final storage energy level from the targeted level, as in:

minimize
∑
i∈L

(αvi + βsi) + γd (5.1)

in which L = {0, 1, ..., L} is the set of time steps in the current MPC horizon and α, β, γ are the

penalty parameters. Different values of the penalty parameters indicate different preferences for

the regulation provision. Details of the impact of these parameters are discussed in the case study.
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Regulation Violation

Within the MPC horizon at time t, the regulation signal prediction for step i is denoted by ω̂t+i.

According to the regulation prediction, the regulation violation vt+i at the i-th step is defined as:

vt+i ≥ |B +Rω̂t+i − Pmxt+i − yt+i| ∀i ∈ L (5.2)

in which the first two terms on the right side correspond to the regulation command and the

last two terms correspond to the plant power consumption rate. Since we penalize vt+i in the

objective function, i.e. α is positive, the above constraint can be formulated as two linear inequality

constraints, i.e.

vt+i ≥ B +Rω̂t+i − Pmxt+i − yt+i

vt+i ≥ −B −Rω̂t+i + Pmxt+i + yt+i

Similar formulations apply to the following two constraints.

Machine Switching

Too much switching of the machines potentially increases degradation and may even damage

the machines; that is why we penalize the amount of switch actions in the objective function. The

amount of switch actions st+i at the i-th step is given by:

si ≥ |xt+i − xt+i−1| ∀i ∈ L (5.3)

in which the right side represents the change in the number of active machines between time steps.

Storage Level Deviation

Another objective is to control the final energy level in the storage by the end of each MPC

horizon. Otherwise, if the energy level is near to its full capacity, then there is little room for the

storage to contribute to the provision of regulation for the following MPC horizons. This deviation

is defined as

d ≥ |et+L − e| (5.4)

in which e is the targeted storage level. We usually set e equal to 50% of its energy capacity.

Storage Energy Balance

The energy balance for the storage describes the dynamic relationship between stored energy

and its charging power, as given by:

et+i − et+i−1 = yt+iδ ∀i ∈ L (5.5)
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where δ is the length of one time step. In addition, the energy in the storage is constrained by the

storage capacity.

Switching Limitation

In practice, the industrial machines cannot be switched on/off without any limitation as the

machines could get damaged by too much switching. Hence, we restrict the number of switch

actions to be no more than s̄ for every successive K steps (typically, K > L) for each MPC step t

and each time i in the MPC horizon, as given by:

t−1∑
j=t+i−K

s̃j +
t+i∑
j=t

sj ≤ s̄ ∀i ∈ L (5.6)

The first term corresponds to the summation of switch actions that already took place before t,

and the second term stands for the possible number of switch actions that may take place from t

to the i-th step t + i. Note that the above constraint applies to each step i within the MPC time

horizon, as we require the switching to not violate the bound on the number of switchings for every

successive K steps. Consider an example where L is 20 steps and K corresponds to 100 steps, if

there are already s̄ times of switching between t-90 and t, then for the MPC horizon starting at t,

its first 10 steps cannot allow for any switching. Other constraints on switching limitation can be

considered in a similar way, e.g. the requirement for the machines to consume a certain minimum

amount of energy for a specific number of successive time steps.

Variable Range

The decision variables can take values within the following bounds:

xt+i ∈ {0, 1, ...,M} and − Ps ≤ yt+i ≤ Ps ∀i ∈ L (5.7)

in which xt+i is an integer variable while yt+i is continuous.

To sum up, the MPC recedes forward and at each time step t, it first predicts the upcoming

regulation signals, then optimizes (5.1) subject to constraints (5.2)-(5.7), but only applies the

optimal decisions at time step t. The resulting optimization problem is a mixed-integer linear

programming problem, which can be solved by CPLEX very quickly as the problem size is small.

5.3 Optimal Scheduling for Daily Operation

In Section 5.2, the power baseline B and regulation capacity R are pre-specified for the hourly

operation. Before the actual demand response participation, the industrial plant needs to determine
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the optimal R and B for each operating hour to maximize its daily revenue. Here, we now consider

the daily operation and the goal is to optimally determine the hourly B and R for the load. Since

market bidding is not the focus in this thesis, we assume the energy price and regulation price are

known. Our scheduling objective is to maximize the cement plant’s daily profit which consists of

the revenue from industrial production and the revenue from regulation provision minus the cost

of energy consumption and the cost of providing regulation. We also need to ensure that the kiln

keeps on running at a constant rate continuously and prevent it from turning off, as restarting the

kiln is very expensive. As the intermediate product generation rate is proportional to the energy

consumption rate of the crushing machines, i.e. the energy baseline B, we need to wisely decide

the values of B for each hour in the operating day so that the following processing stages are not

interrupted. Note that the proposed optimization model can be extended to consider the market

bidding problem, e.g. through stochastic programming with possible price curves as scenarios [22].

Power Baseline

The power baseline B is the base for regulation provision, which equals the load’s power con-

sumption rate if no regulation is provided, i.e. without charging/discharging of energy storage nor

switching of machines. Hence, B equals the sum of power from a subset of available machines.

Consequently, we have a limited choice of values for B. Note that when the load is providing

regulation, B is very close to the average power consumption rate, because the regulation signal is

assumed to be well balanced (e.g. RegD signal) and therefore its hourly integral is almost zero.

The baseline B is determined by how many crushers are turned on; in case that the machines

are not identical with each other, it is also decided by which machines are turned on. For a fixed

number of machines, the combinations of their on/off statuses are limited, hence the choices of B

are limited.

For each such choice, we term the corresponding machines’ statuses as profile p ∈ P, where P is

the set of all possible profiles, and denote the baseline power as Bp MW. Note that Bp and P can

be obtained as parameters once we know the plant’s configuration. We then use binary variable

zp,h to denote whether the plant chooses a baseline with profile p, where zp,h ∈ {0, 1} and h ∈ H
with H as the set of hours in the scheduling horizon; this is equivalent to using a binary vector of

size m to indicate the on/off statuses of m machines, as there is a bijective mapping between the

profile p and the binary vector. Since the load chooses only one baseline profile for each hour, we

have the following constraint regarding the choice of baseline:∑
p∈P

zp,h = 1 ∀h ∈ H (5.8)
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Regulation Capacity

Unlike the power baseline, the regulation capacity R is continuous; meanwhile, the maximum

capacity of R depends on the baseline power B, as B determines the available machines for switch-

ing. We use continuous variable rp,h to denote the regulation capacity the load provides given that

machine switching profile p is chosen during hour h; for each hour h, only the chosen power base-

line’s correspondent rp,h is nonzero. Since the energy storage itself is able to provide a regulation of

Ps MW, here we consider the case when rp,h is greater than Ps, i.e., we switch machines to provide

a larger amount of regulation than the possible amount by merely using the storage. We have the

following constraint on the bounds for rp,h

Rlop zp,h ≤ rp,h ≤ Rupp zp,h ∀p ∈ P (5.9)

where Rlop and Rupp are bounds associated with baseline profile p. Note that if a baseline profile is

not chosen, then its correspondent regulation rp,h is zero because zp,h is zero.

Inventory Stock

Since the production rate of the machines is proportional to their energy consumption rate, the

choice of p impacts the intermediate product generation rate. We assume that the following stage

consumes the intermediate product at a constant rate τ , and any interruption to the next stage

should be avoided as this could be costly. Therefore, there always needs to be enough intermediate

product in stock. We use variable qh to represent the quantity of intermediate product in the

inventory after hour h. With the assumption that the production rate is proportional to the

power consumption rate, unit conversion can be done and we denote qh with the unit of MWh for

simplicity; similarly, the consumption rate τ of the next stage is also in the unit of MW, and the

intermediate production generation rate is Bp MW. This leads to the following constraint regarding

the dynamic balance for the inventory stock:

qh +
∑
p∈P

Bpzp,h − τ = qh+1 (5.10)

The above constraint should always hold in order to keep the next stage running. Besides, the

inventory stock is subject to the following bounds:

Qlo ≤ qh ≤ Qup (5.11)

where the parameters Qlo and Qup (also converted to the unit of MWh) correspond to the minimum

and maximum amount of intermediate stock allowed in the inventory.
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Regulation Cost

The provision of regulation does not come for free as it leads to more switching of the machines

and therefore increased equipment degradation. Hence, we need to quantify the hourly regulation

cost when optimizing the regulation capacity in the daily scheduling. As discussed in Section 5.2,

the regulation provision cost depends on the actual AGC signal trace. However, the relationship

between the cost and the AGC signal is nonlinear and complex; besides, the AGC signal itself is

uncertain and impossible to predict over a long interval (e.g. more than 5 minutes). To simplify

the problem and focus on the daily operation of the industrial plant, we approximate the hourly

regulation cost by only considering the cost associated with the switching of machines.

In order to quantify the cost associated with the machine switching, we need to know the

switching amount for each hour, but that amount is unknown before the actual hourly operation.

However, since the AGC signal is approximately normally distributed, the average hourly switching

amount from historical operations can serve as an approximation of future hourly regulation cost

in our daily scheduling. As the average hourly switching also depends on the values of B and

R, we run numerical simulations with various settings of R and B using historical AGC traces

(published by PJM) and record the number of switching for these cases. This gives an approximate

average number of switching for each B and R. We then use that average as the approximated

switching cost (as a function of B and R) in the daily scheduling problem to determine the optimal

B and R for each operating hour. In other words, we assume the approximated switching cost

depends linearly on B and R, i.e. given power baseline profile p, the switching cost is assumed to

be C0
p +C1

pR; the switching cost increases linearly with regulation capacity R, while the coefficients

C0
p and C1

p are determined by the power baseline. The coefficients can be learned by regression

of the historical operation records, which is presented in detail in Section 5.4.3; the linear model

assumption is also justified by Fig. 5.10.

To sum up, in consideration of all possible baselines, the hourly switching cost is expressed as

follows:

Ch =
∑
p∈P

(C0
pzp,h + C1

prp,h) (5.12)

Note that rp,h is zero when zp,h is zero according to Eq. (5.9). The coefficients C0
p and C1

p can take

into account the monetary cost of the switch actions, hence the hourly switching cost Ch is in the

unit of $.

Objective

Suppose the hourly energy price, regulation price, and industrial product market price are

known, then the regulation revenue is proportional to R, and both the energy cost and industrial
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product revenue are proportional to B. We use λR,h to denote the hourly regulation price, and

use λE,h to denote the hourly net energy profit price which equals the unit revenue in industrial

production minus the unit cost in energy consumption. Since we assume the kiln operates at a

constant speed and hence the final product yield does not change, we only maximize the net revenue

from the crushing stage. Then our final optimization problem is:

maximize
zp,h, rp,h

∑
h∈H

(λE,h
∑
p∈P

Bpzp,h + λR,hrp,h − Ch)

subject to (5.8)− (5.12)

which is a mixed-integer linear programming problem. And again we use CPLEX to solve the

problem.

5.4 Case Study

5.4.1 Industrial Plant Parameters

For the case study, we consider a cement plant with M = 4 crushing machines. These machines

can be switched on and off rapidly. The power consumption rate of each machine is either ρ = 2

MW (when it is on) or zero (when it is off). The plant has an on-site energy storage device with

Es = 1 MWh energy capacity and its maximum charging/discharging power is Ps = 3 MW. The

crushing machines constitute the first stage of the cement production process, followed by a cement

kiln burner which heats the intermediate products to a certain temperature. The kiln burner

cannot be interrupted and consumes the intermediate product at a constant rate. The constant

consumption rate is equivalent to τ = 4 MW. The intermediate product between the crushing and

burning is stored in an inventory, which has a maximum capacity that is equivalent to Qup = 20

MWh and its initial stock is 10 MWh.

5.4.2 Simulations of MPC Coordination for Hourly Operation

The simulations of hourly operations are studied to demonstrate the benefits of the proposed

MPC coordination approach. As R and B are given values in the hourly operation, here we consider

the cement plant providing R = 5 MW regulation at a baseline of B = 2 MW; as seen later in

Section 5.4.4, this setting of R and B corresponds to the scheduling result in Fig. 5.11, e.g. hour

8 and hour 20. The regulation command ranges between -3 MW and 7 MW. Note that this range

of the regulation command is 10 MW, which is much higher than that of the energy storage (6

MW). The 20 minutes regulation signal for the simulations is plotted in Fig 5.4, together with

the ARMA(2,1) prediction at a few distinct time instances. The length of the time step is δ = 2
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seconds, and the prediction horizon is L = 15 steps. The penalties α, β, γ in Section 5.2 are set

to 10, the targeted final energy is ē = 0.5 MWh, and we require the maximum number of switch

actions to be s̄ = 10 times for every successive 5 minutes, i.e. K = 150 steps.

Figure 5.4: Regulation signal (AGC) over 20 minutes and its prediction.

The simulations of hourly operation, i.e. the real-time following of the AGC signal, the switch

actions, and the energy storage operation, are plotted in Fig. 5.5. The dashed lines in the middle

plot are the bounds for the charging/discharging power of the storage. According to the simulation,

the integral of regulation violation over the hour is 0 MWh, i.e. there’s no violation at all, the total

number of switch actions is 15, and the storage energy level at the end of the hour is 0.64 MWh,

i.e the energy deviation is 0.14 MWh. These results demonstrate that the coordination method

proposed for hourly operation is able to utilize the advantages of both the industrial loads and the

energy storage, and provides high-quality regulation service to support the power system operation.

100



2
0
2
4
6
8

10

re
gu

la
tio

n 
[M

W
]

agc command
plant power

2
0
2
4
6
8

de
vi

ce
s 

[M
W

]

cement power
storage power

0 5 10 15 20 25 30 35 40 45 50 55 60
Minute

0.0
0.2
0.4
0.6
0.8
1.0

st
or

ag
e 

[M
W

h] storage level

Figure 5.5: Hourly operation simulations with R = 5 MW, B = 2 MW.

We also study the case of providing an even larger amount of regulation. We consider the

cement providing R = 7 MW regulation at a baseline of B = 4 MW, which corresponds to the

scheduling result in Fig. 5.12, e.g. from hour 4 to hour 22. The simulation results are displayed in

Fig. 5.6 and all the configurations are exactly the same as the simulation in Fig. 5.5. Over the hour,

the integral of regulation violation is 0.001 MWh, the total number of switch actions is 27, and the

storage energy level at the end of the hour is 0.60 MWh, i.e the energy deviation is 0.10 MWh.

Compared with Fig. 5.5, the machines are switched more frequently and there is some violation of

regulation following, which is the cost of increasing the regulation capacity.
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Figure 5.6: Hourly operation simulations with R = 7 MW, B = 4 MW.

The sensitivity with respect to changes in parameter settings is investigated by simulations with

different penalty values. If we impose a stronger switch limitation constraint, e.g. requiring the

maximum number of switches to be 3 for every successive 5 minutes, then the switching frequency

will decrease, as demonstrated by the simulation results in Fig. 5.7. The total number of switches

decreases to 21 times, but the regulation violation increases to 0.25 MWh. If we also increase the

penalty on switch actions β, the total number of switch actions is expected to further decrease.

For example, increasing β to 100 while keeping all other parameters the same as Fig. 5.7 yields the

simulation results in Fig. 5.8, in which the total number of switches further decreases to 19 times,

however, there is even more regulation violation, i.e. 0.27 MWh.

In practice, we suggest that the plant operators choose their own penalties according to their

preferences. For example, in an electricity market where the regulation quality is highly valued,

a higher regulation violation penalty α is recommended; meanwhile, if switching the machines is

very expensive, then the operator should use a large switch action penalty β.
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Figure 5.7: Stronger switching limitation with R = 7 MW, B = 4 MW.
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Figure 5.8: Increased penalty on switching with R = 7 MW, B = 4 MW.

5.4.3 Quantifying Hourly Regulation Cost

In order to optimize the scheduling for the daily operation as in Section 5.3, we need to quantify

the hourly cost of regulation provision. As discussed in Section 5.3, we approximate the hourly

regulation cost by using the average hourly switching quantities from the records of historical
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operation.
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Figure 5.9: Hourly simulation results over 48 hours.

To obtain the historical regulation cost, we simulate the MPC coordination for each hour over

three months by using the historical AGC signal published by PJM. All the three penalties α, β, γ

are still chosen as 10. Simulations with different choices of baseline power B and varying regulation

capacity R are studied. For the considered plant, we have three baseline powers to choose from, i.e.

2, 4, or 6 MW, leaving at least one machine for switching. The regulation cost given different pairs

of (R,B) are obtained for each hour in the historical data. We present the trace of each regulation

cost component over two days in Fig 5.9(a), 5.9(b), and 5.9(c); we only present the plots with B

= 4 MW here, while the observations are similar when B is 2 or 6 MW. From these plots, we

observe that: (1) a larger regulation capacity generally leads to a larger amount of switch actions;

(2) the regulation violation is zero for most of the hours, and when it is not zero, the violation
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increases with the regulation capacity; (3) the energy storage deviation seems normally distributed

and does not necessarily increase with the regulation capacity. The hourly energy consumption

by the machines over these two days is plotted in Fig. 5.9(d), which demonstrates that the hourly

energy consumption rate is very close to the baseline power.
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Figure 5.10: Average hourly switch MW and its linear fitting.

In the daily scheduling, we only consider the switching cost. With the simulated hourly switch-

ing cost over these three months, we can obtain the average amount of switch actions C̄B,R for any

given pair of R and B. This average switch action is displayed in Fig 5.10, where all three possible

baseline power are considered. For each baseline power B, we apply linear regression to fit the

output C (response/dependent variable) to the input R (explanatory/independent variable). The

fitted relationships are also plotted as dashed lines in Fig 5.10. These fitted linear relationships

which map R to C under a chosen B provide the regulation cost coefficients C0
b and C1

b for the

daily scheduling.

5.4.4 Simulations of Optimal Scheduling for Daily Operation

Here we apply the optimal scheduling proposed in Section 5.3 to the industrial plant. The hourly

electricity energy price and regulation price are taken from historical records from MISO. The profit

from cement production is assumed to be $30/MWh, i.e., for every 1 MWh energy consumption,

the machines generate products worth of $30. The coefficients of hourly regulation cost, C0
b and

C1
b , are taken from the regression result in Fig. 5.10, with the assumption that the monetary cost of

switching is $0.5/MW. All these scheduling optimizations can be solved by CPLEX within minutes

as the problem size is small. In practice, its computation does not need to be very fast as the

problem is intended for day-ahead scheduling which only needs to be solved a few times every day.

The daily scheduling is presented in Fig. 5.11. From the result we see that when the energy price
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is lower, the baseline power is higher, i.e. the cement plant takes advantage of the lower energy

price and consumes more energy by speeding up production; while when the energy price is higher,

the baseline power is lower and the cement plant consumes less energy. We also observe that the

regulation capacity increases when the regulation price is higher, e.g. around hour 8 and hour 18.

If we manually increase the regulation price, e.g. artificially multiply the regulation price by 8, the

industrial plant will concentrate on the regulation provision, as in Fig. 5.12. During most of the

hours, the baseline power is 4 MW, which guarantees the largest regulation availability.

0 5 10 15 20
0

10
20
30
40
50

Pr
ic

e 
[$

/M
W

] Energy Regulation

0 5 10 15 20
0
2
4
6
8

Po
w

er
 [M

W
]

Base Power Regulation Capacity

0 5 10 15 20
0

5

10

15

20

St
oc

k 
[M

W
h]

Cement Stock

Figure 5.11: Daily scheduling result.
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Figure 5.12: Daily scheduling with higher regulation price.
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Chapter 6

Conclusion and Future Work

In this closing chapter, the work of this dissertation is summarized and concluded, and the

possible directions for future work are discussed.

6.1 Conclusion

In this thesis, we have presented methods to enable industrial loads to support power system

operation through demand response. We have identified three challenges in uncertainty, complexity,

and granularity for the industrial loads to provide demand response, and have proposed approaches

to address these challenges through studies of three representative industries including aluminum

smelting, steel manufacturing, and cement crushing.

To account for uncertainty, we build stochastic programming models to optimize the electricity

market participation for an aluminum smelter. First, we consider the regulation participation from

industrial load and propose an optimal regulation capacity provision model for a given regulation

price for an aluminum smelter. The stochastic programming model uses simplified AGC signal

scenarios to consider the influence of regulation participation and takes into account the impact of

different price settings on the decision of regulation capacity provision. From the case studies, we

learn that increasing the compensation for regulation capacity encourages higher capacity provision,

while too expensive control cost or too high penalties on non-performance lead to low regulation

participation. The simulation results suggest more electricity consumption (and therefore more

aluminium production) and lower regulation participation when the profit price is higher. With

the demonstrated simulation results, we conclude that the proposed method is able to help the

aluminum smelter to optimally decide its regulation capacity.

Next, we study the demand response for aluminum smelters that participate in both energy and

spinning reserve day-ahead markets. We propose a stochastic programming model that generates
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the day-ahead bidding strategy for the smelters. The model is a mixed-integer linear programming

problem which can be solved by commercial solvers very quickly. The inputs to the model are

the smelting plant parameters and the price scenarios that represent future price trends. The

output of the model are the energy bidding curves and the optimal spinning reserve provision as

well as the power consumption levels of the potlines. As discussed in the case studies, the bidding

strategy generated by the proposed method is reasonable, and the model can take advantage of

the future price trends and arrange the smelting activities to make profits from both electricity

markets participation and aluminum production. We conclude that the proposed bidding method

can potentially serve as a valuable tool for aluminum smelters to bid in the electricity markets.

Finally, we study how to optimize the participation of industrial demand response resources in

day-ahead energy and regulation service markets. A stochastic programming model is proposed

which generates the bidding strategy for industrial loads such as the aluminum smelters. We

utilize non-parametric Multiple Quantile Graphical Model to represent the distributions of hourly

prices and use the Gibbs sampling approach to sample the price curves, which serve as the price

scenarios for the stochastic programming model. We also study the performance of the bidding

strategy by comparing its revenue from the market clearing with the optimized revenue by using the

predicted prices. The case studies demonstrate that the bidding curves generated by the stochastic

programming model with sampled price scenarios perform better than the optimization results by

merely using the predicted prices, and we conclude that the proposed bidding method does well in

addressing the uncertainties in the electricity markets.

To handle the complexity of process, we investigate the scheduling of steel manufacturing with

demand response provision from both the mathematical formulation aspect and the solving algo-

rithm aspect. First, we propose the Multiple Melting Modes and Arbitrary Flex Melting to enable

the steel plants to participate more actively in the electricity market by exploiting the EAFs’ capa-

bility to adjust their power consumption rate through controlling the OLTCs. Extended from the

Basic RTN which optimizes the schedule merely through arranging the time and sequence of the

tasks, the Multiple Melting Modes model enables controlling the transformers at the beginning of

each EAF task, while the Arbitrary Flex Melting model allows the control of the transformers at

every time slot within the EAF task. In consideration of both optimization benefit and computation

cost from the case studies, we conclude that the proposed Multiple Melting Modes model is a good

tool for steel plant scheduling, as it provides a good trade-off between enabling the exploitation of

the flexibilities given by the OLTCs and computational complexity.

Next, we propose approaches to improve the related computational issues for steel plant schedul-

ing. We try to improve the computations in the following two ways: from the modeling aspect, we

add additional constraints as cuts to reduce the search space for the MIP problem, and from the al-
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gorithmic aspect, we design a tailored branch and bound algorithm that utilizes the knowledge from

steel manufacturing. As demonstrated through numerical studies, adding additional constraints as

cuts to the MIP can reduce the computation time significantly, and the proposed tailored algorithm

can reduce the iteration number of the solving process by an order but at the cost of slight opti-

mality deterioration. We conclude that the proposed methods have great potential in improving

the computations, and may play an important role towards developing practical scheduling tools

for the steel industry and its demand response.

Thirdly, since the steel plant is also able to make use of the electric arc furnaces to offer spinning

reserve services to the electricity markets and earn revenues, we propose scheduling models to

enable the spinning reserve provision. The steel plant is assumed to be a participant in the day-

ahead electricity markets, both energy and spinning reserve markets, and we want to optimize its

scheduling of production activities to maximize its revenues from the electricity markets. With

the provision of spinning reserve, the steel plant could further lower its operation net cost. The

numerical analysis of a typical steel plant demonstrates remarkable savings and could encourage

the steel plants to participate more actively in the smart grid as demand response resource.

To overcome the granularity restriction, we propose the coordination framework which allows

industrial loads to have more options in supporting the power system operation through demand

response. Industrial loads, such as the cement crushers that can frequently switch on/off, are able

to provide regulation or load following ancillary services, with the help of an on-site energy storage.

The power change from the industrial loads serve as the main contributor in the service, while the

charging power from the storage is responsible for eliminating the mismatches. The case studies

demonstrate the performance of the coordination method, and we conclude that the proposed

coordination framework provides more options for demand response participation. The proposed

framework also has other potential applications outside of demand response, e.g. the coordination

among fast and slow generators and energy storage.

Next, we also study the daily scheduling of the plant and propose a scheduling approach which

takes into account the revenues from market participation, the cost of regulation provision, as well

as the coupling of the crushing process with other processing stages within the industrial plant.

From the case studies, we conclude that the proposed scheduling approach is potentially a great tool

for cement plant operators to optimally arrange their production activities with demand response

provision.
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6.2 Future Work

During the study of this dissertation, we have found several research questions very interesting

and important, but cannot deeply explore these directions due to time limitation and the fact that

this thesis is focused on demand response of industrial loads. One of these directions is on price

forecast in the electricity market. As seen in this thesis, our proposed methods heavily rely on the

market price signal. Even though there has already been a lot of research on electricity market price

forecast, the performance of the forecast still needs improving. With more and more market data

and history records accumulated, it would be interesting to explore this big data set to improve

the forecast performance by utilizing methods such as deep learning.

Another interesting direction is to investigate parallel computing. Stochastic programming is

adopted in this thesis to develop bidding strategy which uses a set of scenarios to account for

the price uncertainty, and generally speaking, it is always better to use more scenarios. However,

using more scenarios leads to a larger problem to solve. Parallel computing is very promising to

handle a large number of scenarios. Besides, the steel scheduling problem is a very complicated

integer programming problem, and the number of branches increases exponentially in the branch

and bound solving process. Parallel computing could potentially fix that problem and make it

possible to solve a large scheduling problem of very fine time grids within reasonable time. Besides,

machine learning techniques such as policy learning have potentials to speed up the steel plant

scheduling.

For all the simulations in this thesis, we choose the case parameters to closely reflect the

industrial machines and devices in the real world. The intention is to make the proposed methods

as practical as possible. However, there is still much work to be done before applying these methods

in the field. In the aluminum smelting industry, the complex and nonlinear relationship between

the temperature in the smelting pot and its power consumption needs to be considered. In the steel

plant scheduling, the power consumption rate of the EAF is not constant; it gradually ramps up

from zero and ramps down to zero, and the ramp rate is not infinite, and we need to consider this

practical melting curve. In the daily scheduling of the cement plant, we only consider the coupling

between the crushers and the kiln, and there is still much more to be considered in scheduling

the entire plant. Besides, it is also crucial to study the stability of the MPC method proposed in

this thesis. Even though the simulation results look great, the proposed MPC method is a hybrid

system that involves discrete decisions and we have not studied its stability. The stability study

need to be considered before putting the method into practice.
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[48] R. Vujanic, S. Mariéthoz, P. Goulart, and M. Morari, “Robust integer optimization and

scheduling problems for large electricity consumers,” in IEEE American Control Conference,

2012, pp. 3108–3113.

[49] A. Molina-Garcia, M. Kessler, M. C. Bueso, J. A. Fuentes, E. Gomez-Lazaro, and F. Faura,

“Modeling aluminum smelter plants using sliced inverse regression with a view towards load

flexibility,” IEEE Transactions on Power Systems, vol. 26, no. 1, pp. 282–293, 2011.

[50] D. Todd, M. Caufield, B. Helms, A. P. Generating, I. M. Starke, B. Kirby, and J. Kueck,

“Providing reliability services through demand response: A preliminary evaluation of the

demand response capabilities of Alcoa Inc,” ORNL/TM, vol. 233, 2008.

[51] Business Practices Manual: Energy and Operating Reserve Markets, MISO, Feb 2013.

[Online]. Available: https://www.misoenergy.org/Library/BusinessPracticesManuals/

[52] T. Andresen, “Storing power in molten aluminum lakes,” January

2015. [Online]. Available: http://www.bloomberg.com/bw/articles/2014-11-26/

germanys-trimet-aluminium-turns-smelting-tanks-into-batteries

[53] Demand Response, Midcontinent Independent System Operator, 2016. [Online]. Available:

https://www.misoenergy.org/WhatWeDo/StrategicInitiatives/Pages/DemandResponse.aspx

[54] S. Ashok, “Peak-load management in steel plants,” Applied Energy, vol. 83, no. 5, pp. 413 –

424, 2006.

116

https://www.misoenergy.org/Library/BusinessPracticesManuals/
http://www.bloomberg.com/bw/articles/2014-11-26/germanys-trimet-aluminium-turns-smelting-tanks-into-batteries
http://www.bloomberg.com/bw/articles/2014-11-26/germanys-trimet-aluminium-turns-smelting-tanks-into-batteries
https://www.misoenergy.org/WhatWeDo/StrategicInitiatives/Pages/DemandResponse.aspx
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