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Abstract 

Out of the growing body of evidence demonstrating the role of higher-

order chromatin organization within the nucleus in regulating the functions of the 

linear sequence of DNA emerges the genome as a physical entity. DNA packs into 

hierarchical levels of chromatin condensation, which then tailor accessibility to 

the linear sequence for nuclear processes while also serving as a central feature of 

nuclear organization. Further, varying condensation state alters the physical 

properties of the chromatin fiber. These may then exert or facilitate forces aiding 

in the spatial organization within the nucleus. Yet, this complex concept of 

nuclear structure even neglects the dynamic aspects of the genome continuously 

fluctuating and undergoing structural remodeling within the nucleus. Thus, while 

chromatin position within the nucleus is critical for biological functions including 

transcription, we must reconcile a particular position of a gene locus with the 

dynamic and physical nature of chromatin. Here we characterize the physical 

aspects of the genome associated with its dynamic properties that aid in 

regulation. We focus on developing techniques that measure the evolution of 

physical properties associated with nuclear processes. We leverage these 

techniques, capable of quantifying and spatially resolving its structural state 

within the nucleus and elucidating the underlying physics of its dynamics, to 

illuminate physical features associated with cellular processes. Specifically, we 

investigate the nuclear structural changes associated with growth factor 

stimulation on primary human cells known to impact large scale gene expression 

pathways. We also demonstrate dysfunction associated with these physical 
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mechanisms accompany disease pathologies. Thus, we unify the biological 

understanding of cellular processes within the context of physical features of 

genome structure, organization and dynamics that are critical to human health and 

disease. 
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Chapter I 

Introduction 
 

Cellular processes are carried out by collections of proteins, each born of a 

unique linear sequence of DNA within the genome. Yet, the expression of each 

gene is nested within layers of complex, higher-order structural and spatial 

organization within the nucleus as well as dynamic genome regulation.1-3 It is 

within this dynamic, physical context that the entirety of genome functionality 

observed in the nucleus may be revealed; these features cannot, at least at present, 

be recapitulated in vitro. However, much of our understanding of the physical 

properties of chromatin has emerged independently from the observations that 

biological functions are related to chromosome organization and position within 

the nucleus. Unfortunately, observed biological phenomena cannot be extricated 

from the physical model of chromatin as a polymer, and unifying theories of 

structure, organization and dynamics in the biological regime and polymer 

physics regime is necessary to illuminate the full complement of factors giving 

rise to function. For instance, chromatin structural changes that facilitate loop 

formation are biologically associated with coordinated regulation of transcription 

or other processes. These changes are driven by protein complexes as well as 

physical effects including macromolecular crowding and depletion attraction. 

Further, chromatin mobility is tightly regulated by a delicate balance of driving 

forces and viscoelastic resistances that govern the physical principles of all 

polymer reptation in an entangled mesh. Yet, these movements are critical to 
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evolving functional needs that demand reorganization for genomic processes. 

Investigation of such dynamic changes requires techniques for visualization at the 

appropriate length and time scales as well as physical understanding to elucidate 

the underlying mechanisms. The physics of dynamics focuses on the effects of 

forces (applied and frictional) on underlying motion as in classical mechanics, but 

here the forces are derived from the functional components of biology. Thus, 

developing biophysical techniques and models capable of measuring these 

dynamics and bridging the physical underpinnings of chromatin within the 

biological context becomes critical to discovering genome function in all its 

complexity.  

Here, we review the current knowledge of the genome and its organization 

with respect to nuclear structure and function. We highlight the physical aspects 

associated with its dynamic nature and its spatial arrangement within the nucleus. 

We also demonstrate how the genome dynamically evolves to meet new 

functional needs during physiological changes, and how dysfunction arises in 

disease pathologies associated with nuclear organization. What emerges is a clear 

picture of genome function derived in no small part by physical properties that 

facilitate its organization and dynamic function, the investigation of which is the 

objective of this Thesis. 

 

Nuclear Organization of Genome Function 

DNA winds around histones to pack a genome that spans meters into the 

nucleus while still leaving regions accessible for transcription. The DNA-histone 
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complex, called the nucleosome, is a 100 kDa, 10 nm histone octamer (made of 

histone proteins H2A, H2B, H3 and H4) complexed with a DNA molecule which 

folds two-times around.4 Condensed nucleosome structures form chromatin. 

Expanded chromatin reconstituted from histones and DNA has the appearance of 

10 nm thick beads on a string, but with higher-order structures from additional 

folding and organization. 

Chromatin is then arranged in the nucleus with loose spatial specificity. 

This corresponds to decondensed, gene-rich regions of euchromatin preferentially 

located at the interior where gene expression is high and condensed, gene-poor 

regions of heterochromatin primarily at the periphery where gene activity is low.5-

8 As 98% of human DNA does not code for protein, this noncoding DNA is 

believed to aid regulation through hierarchical organization.9 A variety of 

chromatin modifications cause heterochromatin formation. These include DNA 

methylation patterns, histone modifications that enhance DNA-histone 

interactions (and consequently increase condensation)3 and the binding of other 

proteins.9 Additionally, regions of heterochromatin commonly bind to the lamin 

proteins of the nucleoskeleton at the nuclear periphery (Figure 1), which aids in 

repression and organization.10-12 

This hierarchical organization of DNA into varying levels of condensation 

serves many functions. By virtue of being less condensed, DNA in euchromatin is 

more readily transcribed with accessible binding sites to transcription or other 

factors13 and even heightened mobility.14, 15 In this way DNA serves to nucleate 

de novo formation of functional sites within the nucleus. In fact, many of the 
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nuclear functional sites, or nuclear bodies, have been observed to assemble de 

novo upon the initiation of activity,16, 17 leading to the idea that the nucleus is a 

self-organizing system.1, 2 The most heavily studied example is the formation of 

the nucleolus, where ribosomal biogenesis occurs.18 Nucleolar disassembly and 

assembly during cell division mechanistically depends on the suspension and re-

initiation of ribosomal biogenesis, respectively.19-21 The formation of nucleoli 

occurs via the coalescing of necessary proteins and ribosomal genes from the five 

different pairs of homologous chromosomes containing them21 by complex 

mechanisms that are likely facilitated by physical properties of chromatin in 

addition to protein binding. Assembly can be induced by extrachromosomal 

ribosomal DNA,22 and disassembly by inhibition of ribosomal gene 

transcription.23 Self-organization is further supported by the fact that nucleolar 

proteins are continuously exchanged with the nucleoplasm and that nucleolar size 

is correlated with ribosomal production.24 The nucleolus is the most understood 

nuclear body, but others are believed to function similarly. The most analogous 

example is evidence pointing to the emergence of specific transcription hubs, 

called transcription factories, that may act to service other genes and function 

much the way the nucleolus does for ribosomal gene transcription and 

biogenesis.25 

What emerges as a dominant feature of nuclear organization is the 

centrality of function to the formation of nuclear bodies. Proteins, and even 

protein complexes, readily diffuse through even the densest chromatin packing.26, 

27 This leaves a reservoir of available components upon the initiation of any 
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nuclear process. As observed in the nucleolus, nuclear bodies experience a 

constant flux of protein components, continuously evolving in response to 

functional needs. Thus, rapid turnover in function is possible because the nucleus 

maintains this capacity for dynamic change rather than equilibrium or steady-state 

function. Consequently, gene expression is not simply an on and off process, but 

one of varying degrees. This is most evident in comparing the stochastic single 

cell gene expression profiles28 with the population, exposing the “myth of the 

average cell”.29 

Part of the stochastic nature of nuclear functions arises from the assembly 

of processing complex. This occurs in a complementary fashion if the necessary 

factors are available within the residence time of binding, implying the need of 

function for formation. In this way, the protein flux into and out of nuclear bodies 

serves to take advantage of the available reservoir by allowing function to dictate 

need. As this is an inherently inefficient process, recurring and continuous 

processes often keep the machinery intact. The inefficiency of in vitro 

transcriptional complex assembly30 has been a hypothesis put forth for the 

possible presence of intact transcription factories within the nucleus25 to allow 

quick changes in gene expression. These potential transcription factories may 

contain several active polymerases simultaneously transcribing multiple genes.25 

Each factory, by virtue of a distinct protein composition, would confer unique 

environments that help regulate the expression of genes in shared factories.25 In 

this way, the cell tailors expression in a manner unique to genes and co-regulated 

gene groups. By contrast, sporadic but exigent nuclear processes such as DNA 
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repair would necessitate rapid signaling and response to form repair complexes 

upon the initiation of damage, for which the large reservoir of freely diffusion 

components becomes critical. 

 

Nuclear Structure and Mechanics are Implicated in Function 

The nucleus is neither an isolated structural nor mechanical system.31, 32 

The nucleus, being the largest and stiffest organelle,33, 34 has been shown to play a 

role in balancing the contractile forces associated with cell adhesion and 

motility.35 The actin filaments of the cytoskeleton play a prominent role in this 

process.35, 36 This is of particular importance for endothelial cells which line the 

blood vessels, where actin is a direct modulator of nuclear height, elongation and 

polarization during cell migration as part of the pro-angiogenic response.37 Thus, 

there is a mutual dependence between the cytoskeleton and the nucleus for both 

structure and mechanics. 

Each of the cytoskeletal filaments are linked to the nucleus through a 

series of proteins that span the outer and inner nuclear membranes and that are 

collectively called the Linker of Nucleoskeleton and Cytoskeleton, or LINC, 

complex as shown in Figure 1.38, 39 The LINC complex, composed of SUN-

domain and nesprin proteins, interconnects these cytoskeletal structures with the 

nucleoskeleton of the cell. Large, multi-domain nesprin proteins are found on the 

outer nuclear membrane and connect to actin via the N-terminal actin binding of 

nesprins 1 and 2. Nesprin -3 contains a site that binds to plectin, which associates 

to intermediate filaments.40, 41 Nesprin 4, present in specialized cells, interacts 
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with the microtubule motor protein, kinesin and is suggested to be involved in 

microtubule-dependent movement.42  

 

Figure 1.1. Schematic of nucleoskeleton-cytoskeleton interconnections. 

Cytoskeletal filament systems connect to the outer nuclear membrane via nesprin 

proteins. The direct connection is then maintained through SUN 1/2 protein 

complexes, which bind to inner nuclear membrane nesprins, transmembrane 

proteins and lamins. Lamins then bind directly and indirectly to chromatin in the 

nuclear interior. 
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Within the nucleus, SUN1 and SUN2 proteins interact with the 

nucleoskeleton composed primarily of two types of lamin proteins as well as 

lamin binding proteins, nuclear pore complexes and other proteins.31, 43, 44 The 

lamin proteins then provide the nucleoskeleton with its dominant mechanical 

characteristics and help to integrate cytoskeletal mechanical signals by connecting 

to nuclear protein complexes and chromatin.31 Lamins are type V intermediate 

filament proteins with a rod-shaped domain flanked by globular domains on the N 

and C termini. The C-terminal domain of lamins are much larger than cytoplasmic 

intermediate filaments and contain the nuclear localization sequence and an Ig-

fold structure.45, 46 The tail domain is also the site of protein-protein and protein-

DNA binding. 

Lamins assemble into coiled-coil dimers that assemble both linearly head-

to-tail and laterally into staggered rope-like structures and form the mostly-

disorganized meshwork of the nuclear lamina. In standard intermediate filament 

assembly, dimers form staggered lateral associations to create an intermediate 

filament.47, 48 Due to the head-to-tail assembly method of the coiled-coils, lamin 

filaments lack polarity and the large tail domains which extend from the central 

structures allows for multiple binding sites along the lamina.  

There are two main types of lamin proteins. A-type lamins, primarily 

lamin A and lamin C, are splice variants of the same gene LMNA. B-type lamins, 

primarily lamin B1 and lamin B2, are encoded from different genes. Lamin A is 

primary contributor to the mechanical stability of the nucleus.49 Loss of lamin A 

causes nuclear weakness and rupture.50 Conversely, association of lamin A in 
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model nuclear systems induces sheets of thicker filaments on the nuclear lamina, 

significantly increasing the rigidity of the nucleus.51 There are hundreds of 

mutations in LMNA, which lead to a host of disorders. By contrast, loss of B-type 

lamins is usually lethal for organisms and for cells.52 However, B-type lamins are 

thought to regulate gene expression, and model systems with loss of these lamins 

do not show altered nuclear mechanics.53  

A-type lamins and B-type lamins form primarily autonomous networks 

that assemble independently and appear to have different nuclear functions. 

Lamin filaments are homopolymers of either lamin A or lamin B.54 A- and B-type 

lamins also have different binding partners at the inner nuclear membrane. In 

nuclear envelope reassembly after mitosis, B-type lamins are incorporated into the 

nucleoskeleton earlier than A-type lamins.55 A-type lamin filaments are 15 nm in 

diameter and form thick sheets and bundles whereas B-type lamins are 7 nm in 

diameter assemble into more regular, dispersed structures.56 

The lamin proteins can bind to DNA both directly and indirectly through 

complexes of proteins, including transcriptional repressors and regulators.57 

During development and differentiation, chromatin formation and association 

with the nuclear lamina are believed to alter the mechanics of cells at later states 

of differentiation.10, 58 Genes associated with the lamina are generally repressed.31, 

57 However, the loss of chromatin-lamina association is not in itself a means of 

gene activation, but instead serves as a necessary part of a multistep mechanism 

for stochastic gene activation.10, 11 This highlights the probabilistic nature of gene 

expression and repression, with the association and dissociation of several factors 
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being necessary but not sufficient for either outcome, which exposes the lack of 

deterministic organization. 

 

Chromatin Dynamics and the 4D Nature of Genome Function 

The static view of linear DNA for gene expression and condensed 

chromatin for silencing allows for simplistic demonstration, but obscures the 

reality of dynamic chromatin activity within the nucleus. Much like other aspects 

of nuclear function, chromatin condensation occurs by the predominance of 

numerous sequential and stochastic steps over competing factors.3 Thus, 

chromatin in the nucleus is continuously remodeling between the varying degrees 

of condensation. Evidence of this is provided by the presence of opposing 

bivalent (i.e. both activating and repressing) histone modifications at most sites, 

with one set dominating the behavior.59 Each step of condensation (or 

decondensation and activation) occurs through a multitude of protein-DNA and 

protein-protein binding events associated with different residence times.24 This 

wide divergence of characteristic binding time scales results in another layer of 

stochastic control. Additionally, these factors may be cooperative or inhibitory by 

altering residence times of others60 to favor certain outcomes. Along these lines, 

recent work on the binding of chromatin regulators (CRs) to DNA exposed 

different patterns of CR combinations for specific chromatin environments, genes 

of common functions and regulatory elements.59 The cumulative result of these 

effects is transiently stabilized sites of hierarchical organization within the 

nucleus resulting from the stochastic interactions among chromatin domains and 
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with protein complexes, which highlights the importance of chromatin physical 

properties to this probabilistic behavior. 

When not bound to stable complexes, chromatin fluctuates and diffuses 

through the nucleus.14, 61 In yeast, GFP-tagged regions of chromatin move ~0.5 

µm, or half the radial length of the nucleus, in 10 seconds.62 Yet individual 

chromosomes occupy distinct territories within the nucleus, with these 

movements corresponding to regions of ~1/1000th of the nuclear volume in 

humans,63 though overlap and incursion by loops from other chromosomes is 

frequent.61 The nature of such chromatin remodeling and movements as well as 

the physical mechanisms and the biological factors regulating these dynamic 

processes, particularly with evolving functional changes, are a primary focus of 

this Thesis and revealed at length in later Chapters. We do know that the presence 

of many dense chromosome territories results in highly restricted motion within 

the human nucleus. This confers another advantage through molecular crowding, 

which enhances stochastic interactions by increasing effective concentrations and 

the collision frequency of interactions, while decreasing the probability of less 

favorable conformations (preferring native structure to more variety).64-66 

The organization of chromosome territories within the nucleus is 

nonrandom and cell-type specific,6, 67, 68 with more gene dense chromosomes 

concentrated at the interior as discussed previously. This is believed to aid in gene 

regulation, with implications for incidence of chromosomal translocations in 

cancer mutation rates.69, 70 Additionally, protein concentrations within the nucleus 

are heterogeneous, allowing for individual genes to be positioned in unique 
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protein environments that play a role in expression patterns.68 In this light, the 

dynamic repositioning of chromatin can serve to facilitate functional changes by 

moving to regions for specialized function dictated by their protein composition. 

The function of the nucleolus again provides a useful analogy, where the presence 

of protein components specific to ribosomal biogenesis bestows an environment 

specially tailored for its function.  

Transcription sites are envisioned to service their neighborhood of genes 

in a mechanism similar ribosomal biogenesis in the nucleolus. This has been 

hypothesized for the observation of gene repositioning during differential 

expression.62, 71-73 Some genes even form loops out from their chromosome 

territory to allow access to transcriptional machinery and differential regulation 

from the rest of the chromatin within the territory, as well as to bring distantly 

located portions of chromatin for co-regulation.1 This is also observed in 

colocalization of distal genes to potential transcription factories and the associated 

activation-dependent movement, which demonstrates a need for these unique 

environments and established transcription factories.73 The result is the ability to 

regulate the expression of genes on distant regions of the same chromosome or of 

different chromosomes, thereby coordinating genes of related functions as 

observed in the nucleolus.1 Thus, not only are chromosomes themselves organized 

based on gene density, but movements of single genes facilitate this regulation. 

While the correlation of radial position with chromosomal translocations 

and gene expression as well as positional correlation with gene density of 

chromosomes shows statistical significance across populations of cells of the 
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same type,8, 67 it is important to recognize that these average positions give no 

indication of the true position within a single cell, as consistent with the ideas and 

application of the ensemble from statistical mechanics.74-77 The reason is due to 

the probabilistic nature of this organization and the lack of deterministic 

guarantors of gene and chromosomal position, which is instead driven by physical 

properties of chromatin and probabilistic nature of biological interactions guiding 

this organization. The best evidence of this involves photobleaching experiments 

during cell division in which daughter cells partially maintained chromosome 

positioning.67 The lack of complete conservation of chromosome position or 

complete randomization shows the degree to which probabilistic mechanisms 

successfully maintain positioning patterns without deterministic control. 

Physical models have attempted to recapitulate aspects of chromatin 

organization and dynamics with some success. The loop models accurately depict 

the spatial organization of the genome in the nucleus emanating from 

fluorescence in situ hybridization (FISH) experiments. By contrast, the fractal 

model finds concurrence with chromosome conformation capture (3C) 

experiments that yield information about chromosomal interactions.78 

Additionally, conventional polymer dynamics models of de Gennes reptation or 

the Rouse chain model have been applied strictly to chromatin dynamics.79-81 

However, the mere consistency of data with underlying models obscures what is 

likely much more complex phenomena.82 The lack of congruence across 

experimental techniques demonstrates these models are likely oversimplifications 

of the observed phenomena. The failures likely point to faults in the underlying 
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assumptions of these models, which generally assume some form of equilibrium 

or static state whether it be with respect to chromatin remodeling, evolving 

transcriptional status or others. 

 

Stimulation and Gene Expression 

While the stochastic control of genome function aids regulation of 

expression, at first glance it appears to pose a problem for the large scale 

transitions in transcriptional activity known to accompany major physiological 

events. These changes in gene expression are best exemplified in the different 

stages of stem cell potency (its ability to differentiate into various cell types), 

which is determinant of the number of genes that have the potential to be 

expressed.10 When cells become more terminally differentiated, and therefore 

unable to become cells of other tissue types, they no longer need access to the 

entire genome. Instead they express a certain subset of genes necessary for tissue-

specific function. Thus, differentiation provides the most dramatic example of 

gene expression changes, but is by no means the only one. Cells often attain a 

quiescent state in normal tissue that, upon stimulation by certain factors, causes 

extensive turnover in gene expression such as in the pro-angiogenic stimulation of 

endothelial cells discussed in Chapter IV. 

At the scale of a single gene, stimulated transcriptional activation involves 

the binding of transcription factors to specific genes for regulated expression. This 

requires large scale chromatin decondensation to open up binding sites for access 

to proteins, and the coalescing of genes and required processing factors. The 
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signaling cascades have been well studied, but the mechanisms that give rise to 

this global reorganization of proteins and genes remains to be determined and is a 

focus of this Thesis. 

It is understood that at the nuclear scale assembly of genes at transcription 

sites and chromatin remodeling and reorganization must occur with certain spatial 

and temporal integrity. Recent evidence suggests active cytoskeletal stresses on 

the nucleus play a role in enhancing the necessary turnover within the nucleus for 

the appropriate chromatin remodeling and reorganization.83, 84 We show later that 

these imposed stresses likely act globally and nonspecifically to increase 

chromatin agitation and, therefore, the probability of expression by enhancing the 

kinetic events of binding, remodeling, and the mobility of components.82-84 

Additionally, transcription factor nuclear signaling in response to mechanical 

stimuli has been shown to depend on actin polymerization states.83, 85, 86 Even in 

processes free of external mechanical effects the necessary chromatin dynamics 

and reorganization are also found to depend on imposed cytoskeletal stresses that 

act to reposition heterochromatin during development.84, 85 

 

Disease and Dysfunction 

Given the integral role of proteins in organizing the genome, dysfunction 

associated with any number of proteins and the subsequent alterations in nuclear 

organization can cause aberrant expression. This is particularly true of the 

peripheral organization of the genome along the nucleoskeleton. Since lamins 

bind repressed regions of chromatin, laminopathies associated with mutations in 
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lamin proteins can alter gene function.5, 11 The result is a perturbation of 

chromatin-lamina associations,11 changes in expression,11 and differential nuclear 

mechanical properties.5 This suggests a role for aberrant gene regulation in 

laminopathies.  

In Chapter V, we focus on one type of laminopathy in particular called 

Hutchinson-Gilford progeria syndrome (HGPS) that arises from a mutation in 

LMNA resulting in a truncated lamin A protein, D50 lamin A or progerin, that 

lacks 50 internal amino acids near its C-terminus.87, 88 Due to incorrect post-

translational processing89 progerin is more strongly localized to the nuclear 

membrane. The results are structural changes in the nucleus such as loss of 

interior chromatin condensation, changes in heterochromatin organization, 

nuclear envelope blebbing and increased thickness of the nuclear lamina.90 

Mechanically, this over-accumulation of progerin at the nuclear envelope 

decreases the lamina network’s ability to deform,91 and cells expressing progerin 

are less able to adapt to shear stress.92 Endothelial cells and smooth muscle cells 

are particularly sensitive in HGPS, and histological sections of elderly patients 

show high levels of progerin expression.93 

The most notable effects of disease on nuclear structure and organization 

arise in cancer. Altered nuclear function associated with cancer metastasis include 

defects in histones,94 heterochromatin-inducing proteins,95 several DNA-binding 

proteins involved in higher-order organization96 and transcription factors.97 These 

mutations dramatically alter nuclear organization.98 The result is changes to the 

mechanical and structural properties that affect nuclear shape, heterochromatin 
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formation and organization as well as nucleolar assembly and function.99 Thus, 

nuclear stains still serve as the basis for many biopsies today. In Chapter II we 

demonstrate fluorescence lifetime imaging microscopy (FLIM) as a technique that 

may provide additional quantification and spatial information to these 

conventional methods as an indicator of irregularities in genome organization. 

However, it is likely that the series of random mutations that lead to aberrant 

genome organization provide selective advantages for further gene mutation and 

aberrant expression associated with cancer. To that end, understanding the 

physical mechanisms associated with DNA repair processes is imperative.100 This 

is particularly true for DNA damage that gives rise to the complete severing of 

DNA ends, termed double-strand breaks (DSBs), where the mobility of severed 

ends may be implicated in the probability of successful repair as investigated in 

Chapter VI. What we find is an obvious role for proper higher-order organization 

of the genome to precisely regulate genome function. 

 

Thesis Objectives 

It is evident that the dynamic processes of chromatin are critical to 

satisfying the functional needs of the human genome. Structural remodeling of 

chromatin directly impacts transcription, replication and repair. Further, given the 

strong correlation of chromosome location with differential nuclear function, the 

role of chromatin mobility cannot be discounted as we progress from a static 

picture of genome organization to a more realistic dynamic one. This is 

particularly true during transition states accompanying physiological or 



 

18 
 

pathological changes, including large scale stimulated transitions in gene 

expression.  

The overarching objective of this thesis is to build a physical 

understanding of chromatin in human nuclei as it relates to biological processes. 

To that end, we investigate chromatin in situ as a physical entity using dynamic 

measurements related to its mechanical state, including particle-tracking 

microrheology and fluorescence lifetime imaging microscopy (FLIM). What has 

long been the limitation of mechanics-based measurements in biology is the 

careful elucidation of the precise relationship between the mechanical state and 

the underlying biological functional state.  

Thus, here we aim to build a conceptual understanding of how distinct 

biological changes associated with chromatin impact its physical properties as 

quantified through the accompanying mechanical changes. In Chapter II we 

demonstrate that varying chromatin condensation states can be quantified and 

spatially resolved for assaying functionally-derived structural changes of 

chromatin using FLIM. We show that this arises through the unique dependence 

of the fluorescence lifetime on chromatin mechanical states associated with 

differential condensation. We illuminate the precise physical mechanisms that 

regulate chromatin dynamics in human cell nuclei in Chapter III. Specifically, we 

show a decoupling of mechanical parameters associated with condensation state 

from active molecular motor protein processes that serve to enhance this motion 

beyond simple thermal energy.  
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These findings demonstrate that chromatin dynamics can be precisely 

tuned through modulation of chromatin condensation state or molecular motor 

forces (derived primarily from the cytoskeleton and propagated through the LINC 

complex) to meet physiological needs. Prominent roles for the proper regulation 

of chromatin high-order organization and dynamics are demonstrated in response 

to chemically-stimulated genome reorganization known to accompany large scale 

changes in gene expression in Chapter IV. The effects of chromatin dynamics and 

structure in disease pathologies, including progeria discussed above and the DNA 

damage repair processes implicated in cancer, are highlighted in Chapters V and 

VI, respectively. We close with a clinically-relevant investigation of global cell 

mechanics (including nuclear and cytoskeletal) on human mesenchymal stem cell 

injection therapies and their subsequent migration to wound sites in Chapter VII.  

Thus, through our work we develop imaging and tracking techniques as 

well as a physical understanding of chromatin in human cell nuclei from which 

we build on to illuminate a more complete picture of genome function. The 

coupled investigation of genome function as both a biological and physical entity 

enables us to reveal the complex role of higher-order genome organization in 

facilitating the functions of the linear sequence. This physical understanding of 

our dynamic measurements allows us to resolve underlying features of nuclear 

processes that have dramatic implications for human health and disease. 
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Chapter II 

Spatially Resolved Quantification of 

Chromatin Condensation through Changes in 

Local Rheology in Cell Nuclei using 

Fluorescence Lifetime Imaging 
 

 

Introduction 

 The structural state of DNA in the nucleus, corresponding to varying 

levels of chromatin condensation, is integral to its function. DNA itself forms the 

basis of much of the intranuclear structure and function. DNA is packaged with an 

octamer of histone proteins (two each of the core histones H2A, H2B, H3 and H4) 

to form nucleosomes. Nucleosomes are connected by linker DNA to form the 10 

nm fiber that may bind linker histones (H1 and H5) for further condensation with 

other nucleosomes for more compact chromatin.1 This varying of hierarchical 

condensation is thought to allow or prevent access of transcription factors to the 

linear sequence2, 3 while serving as a central feature of nuclear organization.4 

Chromatin states are broadly categorized into heterochromatin and euchromatin, 

owing to their historical association with the density of their appearance with 

light5 or electron microscopy.6 Heterochromatin is generally associated with 

highly condensed, gene-poor stretches of chromatin consistent with repression.7 

This dense packing of heterochromatin is driven in part by histone modifications 

particularly at lysine residues, including deacetylation and specific methylation 

patterns.8 These modifications enhance the binding of histones and other 
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chromatin architectural proteins that drive further condensation, such as 

heterochromatin protein 1 (HP1). Heterochromatin is further classified into 

constitutive heterochromatin that is very highly condensed and repressed, and 

facultative heterochromatin that is condensed but may become activated in 

response to environmental signals.8 By contrast, euchromatin is gene-rich and 

largely decondensed,  allowing for active processes including transcription.9 

Chromatin remodeling associated with decondensation is an active, ATP-

dependent process that involves modification as well as movement or ejection of 

histone proteins.10 The subtleties associated with these and other varying 

chromatin modification processes lead to gradations in condensation. Thus, the 

binary assignment of chromatin state is largely an oversimplification that obscures 

the reality of highly dynamic chromatin structure with rapid and frequent 

remodeling between intermediate states of condensation providing an element of 

plasticity to chromatin function.8, 11, 12 

In addition to chromatin condensation state, there is a non-random three-

dimensional arrangement of chromatin within the nucleus with euchromatin 

preferentially located to the interior and heterochromatin to the periphery, which 

is thought to impact genome function and gene expression.13, 14 Proteins are 

heterogeneously distributed throughout the nucleus, giving rise to protein 

complexes that form distinct functional environments including Cajal bodies, 

PML bodies, nucleoli, transcription sites and many other subnuclear bodies 

wherein the spatial arrangement of chromatin becomes critical.4 As such, the 

differential condensation state of chromatin throughout the nucleus is integral to 
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and serves to nucleate these functional sites upon initiation of activity;15-17 e.g., 

the interior of the nucleolus consists of decondensed chromatin enveloped by a 

border of heterochromatin.18 By contrast, the spatially resolved condensation 

states of chromatin associated with other functional sites – including the 

appropriate length scales to be measured – remains to be determined. Of 

particular consequence is the inability to spatially resolve chromatin condensation 

state as it varies temporally with evolving processes, including the dynamic 

chromatin mobility that is intimately related to its condensation state.19, 20 

There are complementary ways to quantify and spatially resolve chromatin 

condensation state in human cell nuclei, but most have significant limitations. 

Resolution itself is typically restricted for intensity-based light microscopy 

methods21 since electron microscopy often requires damaging fixation procedures. 

Fixation and disruption of structures can similarly reduce resolution, 

quantification and reproducibility for utilizing immunocytochemistry22 and in situ 

hybridization techniques. Major advances in quantifying chromatin structure have 

been made using specialized cell lines with fluorescently labelled nucleosomal 

elements.21 These methods have proven very useful, particularly when coupling 

fluorescence intensity measurements with other fluorescence-based measurements 

(including fluorescence anisotropy23, fluorescence lifetime and/or Fӧrster 

resonance energy transfer24) that enhance spatial resolution. However, the use of 

specialized cell lines hinders its application to primary human cell lines where 

chromatin condensation and organization is tightly regulated most similarly to 

that observed in vivo. 
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Mechanical measurements that leverage the inherent relationship between 

mechanical-structural coupling of chromatin condensation states19, 25-27 as related 

to chromatin mobility experiments noted above have similarly been used to 

quantify chromatin condensation state in situ.  Current mechanics-based methods, 

including particle tracking of fluorescent probes19, 28 or bulk mechanical 

measurements,25-27 overcome the limitation of specialized cell lines and can be 

used in live cells, but they are generally low-throughput and provide mostly 

ensemble information. 

Here we utilize fluorescence lifetime imaging microscopy (FLIM) of a 

membrane permeable, DNA-binding fluorophore for quantifying and spatially 

resolving chromatin condensation state in primary human endothelial cells. The 

phenomena of fluorescence lifetime measures the exponential decay rate (via 

time) of a fluorophore from the its excited state to the radiative fluorescence 

emission.29 The fluorescence lifetime is highly sensitive to the multiple aspects of 

local fluorophore environment within a length scales of angstroms and up to <10 

nm.29, 30 We show that differential chromatin condensation states within the 

nucleus uniquely contribute to the fluorescence lifetime. Further, through in vitro 

measurements of DNA solutions we demonstrate that fluorescence lifetime is 

acutely sensitive to local solution viscosity, which varies most significantly with 

DNA condensation state even in the absence of binding proteins. We show the 

high spatial resolution of FLIM through co-labeling distinct functional sites 

within the nucleus and resolving the characteristic chromatin condensation state 

around those regions. The spatial resolution and ability to quantify chromatin 
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condensation state changes in situ makes FLIM a promising technique for 

measuring large scale chromatin decondensation and reorganization in response to 

chemically-stimulated changes in gene expression or other physiological changes 

associated with changes to condensation state as we will show in subsequent 

Chapters. The establishment of FLIM for quantifying the spatial organization of 

chromatin condensation in primary human cell nuclei provides a potentially high-

throughput technique for assaying the functionally-derived structural changes of 

chromatin through its unique dependence on mechanics. This will enable large-

scale measurements of chromatin condensation state changes, including their 

temporal evolution, to better understand functional changes of nuclear processes. 

 

 

Materials and Methods 

Cell Culture and Transfection 

For our cell experiments, we used human umbilical vein endothelial cells 

(HUV-EC-C [HUVEC], ATCC CRL-1730TM, Manassas, VA) that were cultured 

in endothelial basal media with endothelial growth supplements (Lonza, 

Hopkinton, MA). This particular HUVEC line is cultured minimally 

commercially to maintain consistency; these HUVECs are a non-continuous line 

being pooled from multiple individuals, but these cells are not immortalized and, 

thus, is suitable for a limited number passages in culture. Here, cells were used 

between passages 2-8. Cells were passaged onto glass slides (VWR International, 

Radnor, PA) in 35 mm tissue culture dishes (Corning Inc., Corning, NY). For 

transfection experiments, cells were transfected using the endothelial cell-specific 
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Lipofectin transfection reagent (Life Technologies, Grand Island, NY) in Opti-

MEM I Reduced Serum Medium (Life Technologies, Grand Island, NY). For 

these experiments we used rDNA of GFP-Fibrillarin (kind gift from D. Discher, 

University of Pennsylvania). Cells were incubated for transfection for five hours, 

at which time we changed to normal growth media and incubated the cells for an 

additional 24-72 hours prior to experiments to allow for adequate expression and 

proliferation to confluency. 

 

Drug Treatments 

Chromatin condensation experiments were run using either trichostatin A 

(TSA, 200 ng/mL for 24 hours) for decondensation or sodium azide (NaN3, 10 

mM) and 2-deoxyglucose (2-DG, 50 mM) for one hour for ATP depletion-

induced chromatin condensation. 

 

Cell Fixation and Staining 

Cell fixation was done using 3.7% formaldehyde in phosphate buffered 

saline (PBS). Cell permeabilization was done using 0.2% Triton X-100 in PBS. 

For fluorescence lifetime imaging microscopy (FLIM) experiments, cells were 

stained with 5 g/mL Hoechst 33342 (Life Technologies, Grand Island, NY) in 

PBS. For immunocytochemistry labeling experiments, cells were blocked with 

0.2% bovine serum albumin (BSA, Sigma Aldrich, St. Louis, MO) in PBS. We 

labeled the constitutive heterochromatin marker Histone H3K9me3 with the 

primary rabbit polyclonal antibody (ab8898, Abcam, Cambridge, England) and a 
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secondary donkey anti-rabbit antibody (sc-362291, Santa Cruz Biotechnology, 

Dallas, TX).  

 

Preparation of DNA in vitro Solutions 

For the DNA in vitro solution experiments, double-stranded -DNA was 

obtained from New England Biolabs (Ipswich, MA). All solutions were sterile-

filtered. The base buffer was 20 g/mL of -DNA with Hoechst 33342 in 60 mM 

MgCl2 in 10 mM Tris-HCl. For the -condensation (Polymer-and-Salt-Induced-

condensation) experiments, poly(ethylene glycol) 6000 (PEG 6000) was used (Mn 

6,000, Sigma-Aldrich, St. Louis, MO) and serially diluted to the proper solution 

concentration with the base buffer. Dynamic light scattering (DLS) experiments 

of DNA-PEG 6000 solutions were run using a Malvern Zetasizer Nano ZSP 

(Malvern, Worcestershire, UK). The fluorescence lifetime dependence 

experiments with varying ionic strength were done using serial dilutions of MgCl2 

in 10 mM Tris-HCl for the indicated concentrations. The fluorescence lifetime 

viscosity dependence experiments were done using serial dilutions of glycerol-

ethylene glycol. Viscosity measurements of glycerol-ethylene glycol solutions 

were made using Discovery Hybrid Rheometer-2 (TA Instruments, New Castle, 

DE) using a shear rate sweep of 0.1-10,000 s-1. 

 

Fluorescence Lifetime Imaging Microscopy 

Our FLIM setup utilized a Leica TCS SP5 inverted laser scanning 

confocal microscope and a 100x (1.4 NA) oil immersion objective. For excitation 
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in the FLIM experiments, a Ti:sapphire mode-locked, pulsed infrared laser 

(Chameleon, Coherent) system was utilized as the multiphoton excitation source 

(1 W, average) tuned to 825 nm with pulse-widths of <140 fs delivered at 90 

MHz. For emission, a FLIM-specific photomultiplier tube (PMT) was used and 

collected the spectra from 404-536 nm.  Fluorescence lifetime data was acquired 

and analyzed using previously published methods19, 31 with a suite of software 

from Becker & Hickl SPC-830 for time-correlated single photon counting 

(TCSPC) with 10 ps resolution along with 220 time channels and a 10.8 ns 

measurement window. 

The decay rate of the fluorescence lifetime can be modeled as a 

summation of exponential decays (Equation 1), where n and an are the lifetime 

and normalized amplitude of the nth exponential decay, respectively. I(t) is the 

number of photons detected per unit time, t, and I0 is the offset for the 

background. The mean fluorescence lifetime is defined as shown in Equation 2. 

𝐼(𝑡) =  𝐼0 + ∑ 𝑎𝑛𝑒
−𝑡

𝜏𝑛⁄
𝑛                                                                                        (1) 

𝜏𝑚 =
∑ 𝑎𝑛𝜏𝑛𝑛

∑ 𝑎𝑛𝑛
                                                                                                          (2) 

 The heat map creation and data analysis of the fluorescence lifetimes were 

performed in Becker & Hickl SPCImage software. For cell experiments, we 

segmented the nuclei in each field of view to isolate only nuclear pixel signal for 

data analysis using MATLAB. We analyzed the fluorescence lifetime fits using a 

2 test, where Hoechst 33342 was best modeled by a double exponential decay.  
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Statistics 

 Magnitudes of the mean fluorescence lifetimes were statistically compared 

using Student’s t-test. Fits of the fluorescence lifetime exponential decay were 

verified using a 2 test. The fit of the fluorescence lifetime dependence of 

Hoechst 33342 bound to -DNA with varying viscosity was tested using ANOVA 

(p<<0.001). 

 

Results 

Differential Fluorescence Lifetime in Human Cell Nuclei 

 

 The fluorescence lifetime is mostly insensitive to properties of the initial 

excitation such as the exposure time, intensity and wavelength of the incident 

light as well as the emission artifacts including fluorophore concentration and 

photobleaching.29 Instead, the fluorescence lifetime depends on the local 

environment of the fluorophore.29 We first aimed to investigate the fluorescence 

lifetime sensitivity to chromatin condensation state in human umbilical vein 

endothelial cell (HUVEC) nuclei for the minor groove DNA-binding fluorophore 

Hoechst 33342. In control HUVECs, we observe a heterogeneous distribution of 

fluorescence lifetimes within the nuclei using both Hoechst 33342 (Figure 2.1A, 

bottom middle panel) and PicoGreen (Figure 2.2A, bottom left panel), which 

indicates that differential fluorophore environments correspond to varying levels 

of chromatin condensation. While Hoechst 33342 exhibits selectivity for dsDNA 

and its fluorescence is largely unaffected by the presence of proteins,32 PicoGreen 

allows for confirmation of the FLIM results due to its high sensitivity and the 

strong linearity of its detection range.33 We decondensed chromatin with the 
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histone deacetylase inhibitor Trichostatin A (TSA) and induced chromatin 

condensation by depleting ATP using sodium azide (NaN3) and 2-deoxyglucose 

(2-DG).  Treatment with NaN3+2-DG lead to condensation of chromatin and a 

more homogeneous distribution of mean fluorescence lifetimes trending towards 

lower values (Figure 2.1A, bottom left panel). Decondensation of chromatin by 

treatment with TSA also resulted in a more homogeneous distribution of spatially 

resolved mean fluorescence lifetimes in the heat maps, but conversely trending 

towards higher mean fluorescence lifetimes (Figure 2.1A, bottom right panel, and 

Figure 2.2A, bottom right panel). By contrast, the control cell nucleus exhibited a 

wide distribution of high and low fluorescence lifetime values ranging between 

both extremes (Figure 2.1A, bottom middle panel, and Figure 2.2A, bottom left 

panel). We quantified these changes by calculating the mean fluorescence lifetime 

using Equation 2 for all segmented nuclei throughout each field of view. 

Chromatin condensation resulted in a reduction in the mean fluorescence lifetime, 

while chromatin decondensation resulted in a significant increase (Figure 2.1B 

and Figure 2.2B). Additionally, TSA treatment resulted in a statistically 

significant reduction in variance (Figure 2.1C and Figure 2.2C), indicating more 

uniform chromatin condensation state throughout the nucleus as measured by the 

mean fluorescence lifetime. Thus, the fluorescence lifetime of chromatin-bound 

Hoechst 33342 indicates local chromatin condensation state in human cell nuclei.  
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Figure 2.1: Fluorescence lifetime measurements of chromatin condensation 

state in human umbilical vein endothelial cell nuclei with Hoechst 33342. (A) 

Fluorescence intensity confocal images (top) and mean fluorescence lifetime heat 

maps (bottom) of chromatin is measured in endothelial cell nuclei labeled with 
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Hoechst 33342. Cells are treated with NaN3+2-DG for chromatin 

hypercondensation or with TSA for chromatin decondensation. Altered 

fluorescence intensity with treatments show differential chromatin condensation 

state, with more intense fluorescence arising from highly concentrated condensed 

chromatin. Mean fluorescence lifetime heat maps similarly indicate spatial 

arrangement of local fluorophore environments for labeled chromatin consistent 

with varying chromatin condensation state. Treatment with NaN3+2-DG results 

in more punctate regions of fluorescence intensity and shorter mean fluorescence 

lifetime (orange) relative to untreated controls, while TSA resulted in a significant 

reduction in punctate regions and longer mean fluorescence lifetime (blue). (B) 

The mean fluorescence lifetime of segmented nuclei for the various treatment 

conditions was calculated using Equation 2. Treatment with NaN3+2-DG resulted 

in a strong reduction in the mean fluorescence lifetime relative to untreated 

controls (p<<0.001). By contrast, TSA treatment resulted in a dramatic increase 

in the mean fluorescence lifetime relative to untreated controls (p<<0.001) as 

well as a large reduction in the variance (p<<0.001) (C) which indicated an 

increase in chromatin condensation state homogeneity throughout the cell 

nucleus. (D) Frequency distribution of the mean fluorescence lifetimes for the 

three treatment conditions show altered lifetime around 1.9 ns and the presence 

of a second mode at 1.4 ns for NaN3+2-DG (inset). Analysis was done using 60-

80 segmented nuclei for each treatment condition. Error bars indicate standard 

deviation of pixel-to-pixel mean fluorescence lifetime differences of segmented 

nuclei under each treatment condition. Standard deviation was used in place of 
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standard error of the mean to emphasize the reduction in the fluorescence lifetime 

variance from chromatin decondensation from TSA treatment (p<<0.001). Scale 

bar is 10 m. 
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Figure 2.2: Fluorescence lifetime measurements of chromatin condensation 

state in human umbilical vein endothelial cell nuclei with PicoGreen. (A) 

Fluorescence intensity confocal images (top) and fluorescence lifetime heat maps 

(bottom) of chromatin is measured in endothelial cell nuclei labeled with 

PicoGreen. Cells are treated with TSA for chromatin decondensation. Altered 

fluorescence intensity with treatments show differential chromatin condensation 

state, with more intense fluorescence arising from highly concentrated condensed 

chromatin. Fluorescence lifetime heat maps similarly indicate spatial 

arrangement of local fluorophore environments for labeled chromatin consistent 

with varying chromatin condensation state. Treatment with TSA resulted in a 

significant reduction in punctate regions and longer fluorescence lifetime (blue). 

(B) The fluorescence lifetime of segmented nuclei for the various treatment 

conditions was calculated using Equation 2. Treatment with TSA resulted in a 

dramatic increase in the fluorescence lifetime relative to untreated controls 

(p<<0.001) as well as a large reduction in the variance (p<<0.001) (C) which 

indicated an increase in chromatin condensation state homogeneity throughout 

the cell nucleus. (D) Frequency distribution of the fluorescence lifetimes for the 

two treatment conditions. Analysis was done using 60-80 segmented nuclei for 

each treatment condition. Error bars indicate standard deviation of pixel-to-pixel 

fluorescence lifetime differences of segmented nuclei under each treatment 

condition. Standard deviation was used in place of standard error of the mean to 

emphasize the reduction in the fluorescence lifetime variance from chromatin 

decondensation from TSA treatment (p<<0.001). Scale bar is 10 m. 
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Fluorescence Lifetime Sensitivity of -DNA Condensation 

 

 Having established a relationship between chromatin condensation and 

fluorescence lifetime, we aimed to determine the condensation-dependent 

environmental effectors driving the change in the fluorescence lifetime of the 

fluorophore. The fluorescence lifetime is known to depend on factors such as 

viscosity, polarity, temperature and the presence of quenchers in the surrounding 

medium local to the fluorophore.29 We examined the fluorescence lifetime 

dependence on environmental factors associated with condensation for -DNA, 

which notably corresponds with altered DNA conformation and local viscosity.  

We induced condensation of -DNA by macromolecular crowding using 

the inert, neutral flexible polymer poly(ethylene glycol) (Mn 6000, PEG 6000) in 

the presence of a divalent cation (Mg2+) often called polymer-and-salt-induced 

(psi or ) condensation.34 This allowed us to remove in situ nuclear artifacts of 

DNA-binding proteins (particularly histones) and the resulting ionic interactions 

from the direct effect of condensation-induced changes on structure and 

mechanics that influence the fluorescence lifetime. Above a threshold 

concentration of PEG in the presence of divalent cations, DNA condenses due to 

depletion forces between PEG and DNA through the entropically-favored 

increase in excluded volume for PEG associated with this condensation.35, 36 We 

characterized the onset of DNA condensation using dynamic light scattering 

(DLS), where we observed a reduction in diffusivity consistent with DNA 

condensation for [PEG] of 50 mg/mL (Figure 2.3).37 Further addition of PEG, 

including beyond the overlap concentration,37 results in a greater reduction in the 
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diffusivity that likely indicates the reduced diffusivity of multi-molecular 

aggregates38 of condensed DNA from the increased solution viscosity or 

production of larger multi-molecular aggregates (Figure 2.3).  

 

Figure 2.3: Dynamic light scattering measurements of in vitro -DNA 

solutions of varying condensation state. Measurements of PEG 6000 (gray) and 

-DNA (green) alone indicate their location within the combined solutions. As we 

increase PEG concentration, initially we see a negligible effect on the -DNA 

diffusivity distribution (shades of blue). At 50 mg/mL, the solution is above a 

threshold concentration of PEG 6000 and we observe a reduction in the -DNA 

diffusivity distribution, including a sharp decrease beyond the overlap 

concentration for PEG 6000 at 100 mg/mL (shades of yellow-orange). The initial 

reduction stems from the polymer-and-salt-induced (psi or ) condensation by 

macromolecular crowding-induced depletion forces. We show the regime over 

which -DNA is condensed and decondensed along with the location of the PEG 



41 
 

population. Distributions are derived from 10-15 runs per individual 

measurements and averages of several measurements.  

 

 We measured the mean fluorescence lifetime associated with the PEG-

induced DNA condensation and observed a significant reduction in the mean 

fluorescence lifetime for [PEG] of 50 mg/mL or greater (Figure 2.4). This is 

consistent with the in situ experiments of induced chromatin condensation in 

HUVEC nuclei where it resulted in a reduced mean fluorescence lifetime (Figure 

2.1 and 2.2). Interestingly, following DNA condensation there was no further 

change in the mean fluorescence lifetime despite increasing solution viscosity 

associated with higher [PEG] including the sharp increase beyond overlap 

concentration37 at 100 mg/mL. Thus, upon DNA condensation, the fluorescence 

lifetime seemingly becomes largely insensitive to further changes in viscosity. 

 

 



42 
 

Figure 2.4: Fluorescence lifetime measurements of in vitro  -DNA solutions 

of varying condensation state. As in the DLS experiments, we observe a 

dramatic reduction in the mean fluorescence lifetime above the threshold PEG 

6000 concentration (~50 mg/mL; p<0.01) that is maintained at higher 

concentrations (shades of yellow-orange symbols). Interestingly, despite the 

increase in viscosity that occurs with increasing PEG concentration (including 

the sharp increase in trend above the overlap concentration at 100 mg/mL) we 

see no further statistical change in the mean fluorescence lifetime despite the 

dependence of the fluorescence lifetime on local viscosity. Error bars reflect 

standard deviation. Statistical significance based on Student’s t-test with the 0 

mg/mL PEG, with **p<0.025 and ***p<0.01. 

 

 While PEG allows for investigation of the role of DNA condensation in 

the absence of polarity effects associated with binding proteins near sites of 

Hoechst 33342 binding, it simultaneously increases solution viscosity while 

reducing the dielectric constant of the solution (though only moderately reducing 

the dielectric constant over this range of concentration39) with increasing [PEG]. 

We aimed to delineate the exact roles of ionic strength and solution viscosity on 

the fluorescence lifetime of Hoechst 33342-bound DNA. We varied solution 

polarity using solutions of varying [MgCl2] since local polarity changes in the cell 

likely stem predominately from ion flux. We observed no statistically significant 

change in the mean fluorescence lifetime with increasing MgCl2 concentration by 

over three orders of magnitude from 0 M to more than 1 M (Figure 2.5). This is 
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consistent with the relative insensitivity of the fluorescence intensity of bis-

benzimide (Hoechst family) dyes with salt concentration upon binding DNA.32 

 

Figure 2.5: Fluorescence lifetime measurements of in vitro  -DNA solutions 

of varying ionic strength solutions. The mean fluorescence lifetime of solutions 

of -DNA with varying concentration of MgCl2 shows no statistical dependence 

on ionic strength. Across a wide distribution of salt concentration varying over 

three orders of magnitude we see no statistically significant effect on the mean 

fluorescence lifetime, indicating it is not strongly influenced by salt concentration. 

Statistical comparisons made by Student’s t-test, with no statistical difference 

between solutions. 

 

Using glycerol-ethylene glycol solutions of varying concentration, we 

controlled for media polarity changes due to the similarity of their dielectric 

constants29 thereby allowing us to effectively isolate the fluorescence lifetime 
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dependence on viscosity alone. We observed a statistically significant increase in 

fluorescence lifetime magnitudes with viscosity, and confirmed the significance 

of the power-law trend (~0.2) of fluorescence lifetime with solution viscosity 

(Figure 2.6). The strong statistical significance of the power-law fit (p<<0.001) 

indicates the dominant role of viscosity on the fluorescence lifetime of Hoechst 

33342 bound to DNA. However, the dependence of the fluorescence lifetime on 

solution viscosity appeared to be less significant than the dependence on DNA 

condensation state. In aggregate, these experiments indicate that Hoechst 33342 

bound to DNA is mostly insensitive to local solution ionic strength, but acutely 

dependent on viscosity particularly with respect to the viscosity change associated 

with varying DNA condensation state. 

 

Figure 2.6: Fluorescence lifetime measurements of in vitro  -DNA solutions 

of varying viscosity. We determine the mean fluorescence lifetime dependence of 
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Hoechst 33342 bound to -DNA in solutions of varying viscosity glycerol-

ethylene glycol solutions. We see a strong dependence of the mean fluorescence 

lifetime on viscosity over the range shown here. Viscosity measurements for the 

glycerol-ethylene solutions were determined using a Discovery Hybrid 

Rheometer-2. Statistical comparisons made by Student’s t-test, with *p<0.05, 

**p<0.025, ***p<0.01 and ****p<0.001. All statistical comparisons of the 

magnitudes are with the previous point unless otherwise indicated by lines. The 

viscosity power-law fit dependence of the mean fluorescence lifetime, based on 

the known phenomenological relationship between fluorescence lifetime and 

viscosity, was determined using ANOVA (p<<<0.001). 

 

Spatially-Resolved in situ Chromatin Condensation State  

 In addition to quantifying and spatially resolving chromatin condensation 

state during physiological and pathological changes, the ability to investigate 

chromatin condensation state in the context of ongoing functional processes 

enables us to study the role of these deeper layers of genome function in 

facilitating nuclear organization. Previous work has highlighted the role of 

chromatin in serving to nucleate de novo formation of functional sites within the 

nucleus, thereby lending credibility to the idea that the nucleus is a self-

organizing system.4 FLIM provides the means to investigate the interrelation of 

chromatin structure and organization with function in the nucleus through the 

enhanced spatial resolution. 
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We transfect HUVECs with the nucleolar protein GFP-Fibrillarin as our 

indicator of nucleolar location since it is present at active ribosomal gene 

transcription centers.1, 40 The chromatin organization associated with the 

nucleolus, being a functional site of very low internal chromatin composition41 as 

well as mostly homogenous chromatin structural state associated with 

decondensation for active ribosomal gene transcription on the interior that is then 

bounded by dense heterochromatin18, makes it an ideal candidate for testing the 

spatial resolution of FLIM for assaying chromatin condensation state. Consistent 

with the known organization of chromatin condensation state of nucleoli, we see 

the internal nucleolar regions are associated with some of the highest mean 

fluorescence lifetime regions of the nuclear interior in the mean fluorescence 

lifetime heat maps indicating highly decondensed chromatin (Figure 2.7). Further, 

we observe that these regions are bounded by a noticeable amount of very low 

mean fluorescence lifetimes associated with tightly condensed heterchromatin 

domains that bound the nucleolus. The slight overlap of lower mean fluorescence 

lifetime over a portion of the GFP-Fibrillarin signal likely results from known 

chromatic aberrations and z-plane differences associated with the near infrared42 

(high wavelength of 825 nm) multiphoton excitation of Hoechst 33342 utilized 

for FLIM relative to the visible laser (low wavelength of 488 nm) excitation of 

GFP. 
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Figure 2.7: Fluorescence lifetime spatial distribution around nucleoli in 

endothelial cell nuclei. (A) An overlay of a confocal image of HUVECs labelled 

for chromatin with Hoechst 33342 (blue, B) and nucleoli with transfected 

nucleolar protein GFP-Fibrillarin (green, C). (D) The spatially resolved mean 

fluorescence lifetime of the same nucleus shows largely decondensed chromatin 

within the interior of the nucleolus (deep blue regions). Further, the nucleoli are 

bounded by condensed chromatin (yellow-orange regions) consistent with 

heterochromatin-bound nucleolar regions. Other condensed chromatin regions 

show correspondence with the brighter, more punctate regions of chromatin 

fluorescence (B) consistent with heterochromatin. Scale bar is 5 m. 

 

We also compare the fluorescence lifetime measurement of chromatin 

condensation state with the constitutive heterochromatin marker H3K9me3 
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labeled by immunocytochemistry (Figure 2.8). While the heterochromatin marker 

provides for a decently punctate image of heterochromatin regions, the reliance 

solely on the fluorescence intensity of the measurement with limited spatial 

resolution obfuscates clear delineation of the gradations of heterochromatin 

regions since it merely denotes the presence or absence of H3K9me3 (as 

discussed previously). Nonetheless, we qualitatively observe reduced mean 

fluorescence lifetimes associated with the most prominent regions of the 

heterochromatin label (Figure 2.8), indicating the fluorescence lifetime is 

measuring the levels of chromatin condensation as consistent with the chemically-

induced chromatin condensation and decondensation discussed previously (Figure 

2.1). However, the heat maps of the mean fluorescence lifetimes allow us to 

visualize and quantify intermediate states of chromatin condensation associated 

with the constitutive heterochromatin marker.  
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Figure 2.8: Fluorescence lifetime spatial distribution around of endothelial 

cells labelled for heterochromatin marker H3K9me3 with 

immunocytochemistry. (A) An overlay of a confocal image of HUVECs labelled 

for chromatin with Hoechst 33342 (blue, B) and constitutive heterochromatin 

marker histone H3 tri-methylated at lysine residue 9 (H3K9me3) by 

immunocytochemistry (red, C). (D) The spatially resolved mean fluorescence 

lifetime of the same nucleus shows qualitative agreement with the 

heterochromatin marker corresponding to more condensed chromatin (green-

orange regions). Scale bar is 5 m. 

 

 

Discussion 

 The quantitative visualization of chromatin structure and organization 

within the nucleus, including its condensation state and spatial arrangement, 

remains a major obstacle to understanding genome function. The capacity to 

spatially resolve chromatin condensation state throughout the nucleus has major 

bearing on understanding both the functional attributes associated with those 

states and the dynamics of chromatin through the nuclear interior. Our emerging 

understanding of stem cell differentiation43 as well as cancer pathology44 related 

to DNA repair20 has highlighted the integral role of chromatin structural 

modifications and repositioning associated with these functional processes. Yet, 

questions still remain as to the causal relationship of chromatin organization with 

these functions including the influence of the structural state and dynamic 

movements. Here we aimed to address the limitation of quantification of 
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chromatin condensation in situ through the development of a technique for high-

throughput quantification of chromatin condensation state and it spatial 

arrangement in a primary human cell line using only a cell-permeable, DNA-

binding fluorophore via fluorescence lifetime and its unique dependence on the 

mechanical-structural interrelation of chromatin. This method does not require 

transfection, fixation, permeabilization or disruption of large scale chromatin 

structure to allow in large macromolecules (e.g., antibodies, hybridization 

partners) and provides submicron-scale resolution of DNA and chromatin 

condensation states.  

 

Physical Effectors Influencing the Fluorescence Lifetime Dependence of 

Chromatin Condensation State in situ and in vitro 

 

 We show the dependence of fluorescence lifetime on chromatin 

condensation state in primary human cell nuclei using chemically-induced global 

changes. Our results indicate an increase in the fluorescence lifetime corresponds 

to chromatin decondensation and vice versa (Figure 2.9A and 2.9B). Further, 

using macromolecular crowding-induced DNA condensation ( condensation) for 

in vitro solutions, we demonstrate that the fluorescence lifetime change is 

dependent on the altered structural state associated with condensation independent 

of the presence of binding proteins. We highlight that the physical parameter 

impacting the fluorescence lifetime change upon condensation is the stark 

transition in the sensitivity to viscosity associated with these two states of DNA 

condensation. Decondensed -DNA, being a largely flexible polymer (LC~ 16.2 

m >> LP ~0.05m45), maintains a compliant mechanical state undergoing large 
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length scale (relative to the Hoechst 33342 minor groove-binding site of ~2 nm1, 

46) Brownian polymeric fluctuations that render the fluorescence lifetime sensitive 

to local solution viscosity (Figure 2.9C). After condensation, these large length 

scale -DNA fluctuations are reduced, diminishing the sensitivity to the viscosity 

as well as the local solution viscosity due to the simultaneous condensation of 

other -DNA molecules. Within the context of the nucleus (Figure 2.9A and 

2.9B), chromatin condensation similarly corresponds to a less viscous 

environment relative to decondensed chromatin. This “switch” sensitivity upon 

condensation renders the fluorescence lifetime sensitive to the condensation state 

and intermediates via the viscosity when not condensed. Previous works have 

similarly demonstrated chromatin decondensation results in more viscous and 

deformable cell nuclei.26, 27 
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Figure 2.9: Changes in chromatin condensation state in the nuclear interior 

impact the local viscosity which strongly influence the fluorescence lifetime. 

In most cells, the nucleus has regions of highly condensed chromatin (A). While 

the concentration of chromatin in the nuclear interior is unchanged upon 

decondensation, the nuclear interior becomes more viscous due to the reduction 

in densely packed chromatin (B). As such, the chromatin in condensed regions 

has a low fluorescence lifetime (orange in A) and chromatin in decondensed 

regions has a high fluorescence lifetime (blue in B). (C) Decondensed chromatin 

undergoes fluctuations influenced by frictional drag () from the surrounding 

environment. Regions of higher viscosity arising from chromatin decondensation 

have increased mean fluorescence lifetimes. 

 

 The lack of a strong influence of [MgCl2] on the fluorescence lifetime is 

somewhat surprising given the general association of fluorescence lifetime of 

molecules in solution on ionic strength through polarity.29 However, we suggest 

that the minor-groove binding of Hoechst 33342 to DNA46 makes the fluorophore 

sensitivity to the media ionic strength relatively negligible likely due to the 

presence of interactions with the base pairs themselves (where hydrogen bonds47 

and possibly aromatic ring interactions may occur). This idea is supported by the 

reduced sensitivity of bis-benzimide (Hoechst family) dyes to pH (over a broad 

range) upon binding to DNA as well as the relative insensitivity of the 

fluorescence to [MgCl2] and [NaCl] over broad ranges48 in the bound state. Thus, 

upon the binding of Hoechst 33342 to chromatin, the chromatin structural state 
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and its resulting effect on local viscosity and as well as the sensitivity of its 

fluctuations to viscosity proves the dominating environmental characteristic 

influencing fluorescence lifetime. This is consistent with the known effect of 

increased viscosity on increasing the fluorescence lifetime of the Hoechst family 

of dyes, including a dramatic increase upon binding DNA.29  

Previous work has demonstrated that the viscosity dependence of the 

fluorescence lifetime can be considerable depending on the internal flexibility of 

the fluorophore structure, where those that more freely undergo internal rotations 

(often termed “molecular rotors”) have strong fluorescence lifetime dependence 

on viscosity.29 In this case, the binding of Hoechst 33342 to DNA renders the 

fluorescence lifetime susceptible to both the structural state of the DNA and the 

viscosity of the surrounding medium, which would influence the ability of DNA 

to reptate or fluctuate. Further, since we observe the same results with PicoGreen, 

it suggests this is likely not a fluorophore-specific phenomena. Thus, the 

dependence of the fluorescence lifetime on chromatin condensation and viscosity 

may not depend appreciably on structure-specific behavior of the fluorophore 

associated with internal rotations, but instead local structure associated with the 

binding state of that fluorophore and the molecule it binds to. Thus, given the 

length scale dependence of fluorescence lifetime being on the order of angstroms 

up to <10 nm and the lack of effect over dramatic ranges of ionic strength, the 

condensation state of DNA in the context of Brownian fluctuations and the 

associated viscous drag becomes paramount to the fluorescence lifetime 

dependence (Figure 2.9C). Since these Brownian fluctuations depend on both the 
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structural state of the polymer itself and the resistance in the surrounding medium 

(viscosity), the “switch” sensitivity of the fluorescence lifetime enables us to 

quantify chromatin condensation state through the reduced mechanical flexibility 

and viscosity associated with increasing condensation. This dependence of the 

fluorescence lifetime on chromatin condensation state through mechanics 

provides a high-throughput technique for quantifying and spatially resolving 

condensation state throughout the nucleus. 

 

FLIM to Measure Chromatin Structure and Mechanics in situ 

 The utility of the fluorescence lifetime measurement of chromatin 

condensation lies in its ability to be done in situ and with spatial resolution for a 

variety of cell nuclei under varying physiological and pathological conditions. 

Where previous methods have failed to provide the proper resolution or be 

utilized for primary cell lines, the fluorescence lifetime proves capable of 

surmounting these limitations through its dependence on mechanical chromatin 

compliance as related to its condensation state.  

 Leveraging mechanical measurements for use in understanding dynamic 

cellular processes has yielded strong success.2, 19, 23, 27, 49, 50, 51 The critical obstacle 

of mechanics-based measurements depends on the elucidation of the precise 

relationship between the mechanical state and the underlying biological functional 

state. Here, through both in vitro and in situ fluorescence lifetime measurements 

of DNA and chromatin, respectively, we identify the coupling of the fluorescence 

lifetime to the condensation state-dependent sensitivity to local solution viscosity.  
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 We show the utility of these measurements for large scale changes in 

chromatin structure and organization as well as spatially resolved chromatin 

condensation at distinct functional sites. Resolving the chromatin structure within 

and around nucleoli highlights the capability of FLIM for determining the role of 

chromatin condensation in the context of functional organization. While 

ribosomal biogenesis in the nucleolus is a continuous process in interphase nuclei, 

FLIM can similarly be utilized to capture snapshots of chromatin condensation 

with respect to the progression of other functional processes. This affords the 

opportunity to monitor the role of chromatin hierarchical organization (higher-

order structural state and spatial arrangement) in the context of genome function 

during physiological changes. 

 In Chapter III we will demonstrate the use of particle tracking to measure 

chromatin condensation state in situ.19 Particle tracking measurements boast the 

benefit of additional biological information associated with the driving forces of 

chromatin fluctuations (and, thus, motor activity),19 while FLIM allows for 

mapping of the spatial distribution of chromatin condensation states as well as 

high-throughput capacity relative to other mechanical methods. Particle tracking 

experiments yield results of many particles, but often only capture a limited 

number of cells per experiment25, 52, 53 and require long duration experiments to 

capture evolving phenomena of biological processes.19, 52 By contrast, FLIM 

measurements allow up to 30-40 nuclei in a single field of view (pending cell 

density) to be sampled in <10 min (in some cases 1 min). This, coupled with the 

capacity to resolve rapid condensation state changes on these shorter time scales 
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and within the context of other labeled functional sites, provides an ideal 

technique for understanding chromatin structural state changes and positioning 

effects as they are directly related to function. 

 Using FLIM to quantify changes in chromatin condensation state in cells 

under various physiological or pathological conditions provides the means to 

investigate the hierarchical layers of chromatin organization in this context in situ. 

Recent efforts aimed at understanding the physiology of cell lineage 

determination during stem cell differentiation hinge in part on the ability to 

determine how the cell nucleus organizes the genome during these changes, 

including epigenetic modifications for chromatin remodeling and altered 

chromatin association with the nuclear periphery.43 FLIM proves capable of 

simultaneously monitoring both as well as the temporal evolution. This would 

also enable better understanding of cellular reprogramming for potential therapies, 

where the same phenomena are at play.53 Another potential application is the 

identification of54 or investigation of55 cancerous cell types, which are hallmarked 

by aberrant nuclear organization and dysregulation of the genome. Determining 

whether structural defects in chromatin organization cause the observed 

phenotypes or if they are symptomatic of altered gene expression from local 

changes at a particular gene is current obstacle in cancer pathology for which 

FLIM would be useful. These future applications of FLIM for assaying 

hierarchical chromatin organization in human cell nuclei highlight the utility of 

this high-throughput mechanical technique that provides a promising tool for 

investigating these deeper layers of genome function. 
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Chapter III 

Active Cytoskeletal Force and Chromatin 

Condensation Independently Modulate 

Chromatin Fluctuations  
 

Introduction 

The genome in human cells is a meter of DNA wound into nucleosomes to 

form chromatin, and further assembled into higher ordered chromatin structures.1 

Expression of genes is correlated with numerous factors including the gene’s 

position inside the nucleus,2 accessibility to transcription factors,3 the degree of 

chromatin condensation,4 and other aspects of nuclear regulation beyond chemical 

signaling.5 Thus, during changes in gene expression from chemical and 

mechanical stimulus, the genome undergoes global reorganization including 

chromatin remodeling and movement for the recruitment of genes and 

transcription factors to form transcription sites or “transcription factories”.6 Thus, 

both the dynamics remodeling of chromatin and its movements within the nucleus 

underlie functional changes associated with nuclear processes ranging from 

transcription and replication to DNA repair following damage. 

 The nucleus is also an important structural and mechanical element of the 

cell. The cytoskeleton, nucleoskeleton and nuclear interior are structurally 

connected by the LINC complex (Linker of Nucleoskeleton and Cytoskeleton). 

The LINC complex connects cytoskeletal filament networks to nesprin proteins 

on the outer nuclear membrane. KASH domains of nesprins bind to SUN proteins, 
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which span the nuclear envelope and bind to the lamins of the nucleoskeleton. 

Lamins connect directly and indirectly with chromatin and the nuclear interior.7 

Through the LINC complex, the nucleus transmits and balances cytoskeletal 

forces important for force generation, adhesion and motility.8 It is also suggested 

that forces may be propagated via the LINC complex to the nuclear interior where 

they can facilitate chromatin reorganization.9, 10 

What remains to be determined are the mechanisms influencing chromatin 

dynamics necessary for altered gene expression and other nuclear processes in 

primary human cells. We consider both the resistance of chromatin movement by 

altering chromatin condensation state as well as the driving forces of chromatin 

movements, which we observe come primarily from forces generated in the 

cytoskeleton. Previously, indirect effects of altered chromatin condensation 

state11-13 or force propagation9, 10 on nuclear mechanics and movements have been 

observed in disparate situations. Here, we examine chromatin fluctuations using 

particle tracking microrheology in primary human cells with physiologically-

relevant nuclear organization. Using various chemical treatments, we find that we 

are able to effectively decouple the effects of chromatin condensation state and 

active force generation from the cytoskeleton through the LINC complex. We also 

show correspondence with our independent quantification of chromatin 

condensation state using fluorescence lifetime imaging microscopy (FLIM) from 

Chapter II. These results demonstrate that chromatin condensation state and active 

forces are effectively partitioned into separate parameters of the ensemble-

average mean square displacement (MSD) power-law rheological model. The 
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ability to decouple and quantify these mechanical effects allow for investigation 

of their influence in physiological processes, including chemically-stimulated 

change in gene expression which we demonstrate in Chapter IV.  In addition to 

transcriptional changes, understanding the mechanisms of chromatin remodeling 

and dynamics also has implications for both mechanotransduction10 and the DNA 

damage response involving chromosome translocations and repair.14, 15 

 

Materials and Methods 

Cell Culture and Transfection 

Human umbilical vein endothelial cells (HUV-EC-C, ATCC CRL1730, 

Manassas, VA) of passages 2-8 were cultured in endothelial basal media with 

growth supplements (Lonza, Hopkinton, MA). The cells were passaged to 35 mm 

-dishes with ibiTreat (ibidi, Verona, WI) and transfected with rDNA of GFP-Fib 

(kind gift from D. Discher, University of Pennsylvania) and for KASH 

experiments rDNA of dominant negative KASH RFP-KASH or the control RFP-

KASH-L (kind gift from G. Luxton, University of Minnesota) using Lipofectin 

transfection reagent (Life Technologies, Grand Island, NY) in Opti-MEM I 

Reduced Serum Medium (Life Technologies, Grand Island, NY). After five hours 

of incubation, the media was changed and the cells were incubated for 24-72 

hours post-transfection prior to experiments in order to reach confluency and 

allow for adequate expression levels.  
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Drug Treatments 

For chromatin decondensation experiments, cells were treated with either 

daunomycin (1 g/mL for 1 hour and 20 minutes) or trichostatin A (TSA, 200 

ng/mL for 24 hours) prior to imaging. Inhibition of myosin-II motor activity was 

carried out by incubation with blebbistatin (50 M for 2 hours). Cells were 

incubated with sodium azide (NaN3, 10 mM) and 2-deoxyglucose (2-DG, 50 mM) 

for one hour for ATP-depletion experiments.  

 

Particle Tracking Imaging and Analysis 

Imaging for particle tracking experiments was done using a 63x (1.4 NA) 

oil immersion objective of an inverted microscope (DMI6000, Leica, Buffalo 

Grove, IL) in a controlled live-cell imaging chamber. Cell nuclei were labeled 

with 0.5 g/mL Hoechst 33342 (Life Technologies, Grand Island, NY). Images 

were taken at multiple positions per plate at 3.0 minute intervals with 1-4 

transfected cells per field of view and 4-10 particles per cell for GFP-Fib and 5-35 

particles per cell for Hoechst 33342-stained DNA.  Cells maintained viability well 

beyond the duration of the experiment as confirmed by continued imaging for 

over an hour after the completion of data collection. Two-dimensional tracking of 

either GFP-Fib or punctate regions of Hoechst 33342-stained DNA was done 

using custom Laptrack71 programs designed in MATLAB (Natick, MA) as 

previously published.16, 17 Briefly, images were cropped and aligned to remove 

artifacts including imaging drift, nuclear translation, and nuclear rotation. 

Particles were then detected through statistical algorithms after calibration of 
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background noise parameters. Particle tracks were then determined by 

correspondence with succeeding frames. Only persistent tracks of particles 

present for the full duration of the experiment were used for further analysis. 

 The ensemble-averaged MSD was calculated from the particle tracks as 

shown in Equation 1,18 where  is the lag time. Sample individual control cell data 

is shown in Figure 3.1A along with sample error for two data sets in Figure 3.1B. 

MSD magnitudes were compared at each time point using Student’s t-test. Data 

were fit to a power-law rheological model as consistent for biological systems19 

and the nucleus in particular11 as shown in Equation 2, where Deff is the effective 

diffusivity and indicative of mechanical properties and  is the power-law 

diffusive exponent. Calculation of Deff was done by normalizing lag time, , to the 

sampling time step of three minutes. This allowed for enhanced accuracy in the fit 

calculation by using interpolation of the data rather than extrapolation. 95% 

confidence intervals for parameter values were used for statistical comparison. 

Since the MSD is an inherently positive quantity, outliers with large magnitudes 

may bias the resultant ensemble average. Consequently, all outliers greater than 

three standard deviations from the mean were removed and the data were 

reanalyzed, though with little to no change in the trends. These cells generally had 

issues with alignment wherein nuclear rotation or translation was not properly 

removed. 

𝑀𝑆𝐷(𝜏) =  〈(𝑥𝑡+𝜏 − 𝑥𝑡)2 + (𝑦𝑡+𝜏 − 𝑦𝑡)2〉                                                    (1) 
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Figure 3.1: Extended MSD plots from particle-tracking measurements. (A) 

MSD versus lag time plots of ten individual control cells.  (B) Extended plot of 

Figure 3.8 containing error bars to show their magnitudes for comparison.  Error 

bars reflect SEM. 

 

Cell Fixation and Fluorescence Microscopy 

Following treatment, cells were fixed using 3.7% formaldehyde in 

phosphate buffered saline (PBS) solution. Cells were then permeabilized using 

0.2% Triton X-100 in PBS. DNA was stained using with Hoechst 33342. For 
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fluorescence imaging, actin was stained using rhodamine phalloidin (Life 

Technologies, Grand Island, NY) and lamin A/C was immunostained using a 

primary mouse monoclonal lamin A/C antibody and a secondary goat anti-mouse 

antibody IgG-CFL Alexa Fluor 488 (Santa Cruz Biotechnology, Santa Cruz, CA). 

 

Statistics 

 Magnitudes of the ensemble-averaged mean squared displacement were 

statistically compared using Student’s t-test. Fitting parameters and corresponding 

95% confidence intervals were determined using the MATLAB for nonlinear least 

squares regression trust-region algorithm and verified using ANOVA (p<0.001). 

For FLIM experiments, the fits (single or double exponential decays) were 

determined using a 2 test, as discussed above. The mean fluorescence lifetimes 

were compared using Student’s t-test and the variance compared using the F-test. 

 

Results 

Different Bound Nuclear Probes Reveal Similar Chromatin Fluctuations 

 
Microrheology studies on in vitro biopolymer systems have demonstrated 

the use of bound probes as a means of capturing the dynamics of polymer network 

mechanics.20 We utilize fluorescent molecules bound to chromatin to examine 

their fluctuations. Specifically, we examine movements of Hoechst 33342-stained 

DNA and exogenous GFP-tagged fibrillarin (GFP-Fib) in live HUVECs. The 

probes localize to distinct spatial environments within the nucleus (Figure 3.2B-

D). GFP-Fib is located in the nucleolus, which is composed of largely 
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decondensed DNA and ribonucleoproteins associated with ribosomal 

biogenesis.21 In contrast, regions preferentially labeled by Hoechst 33342 show 

punctate fluorescence intensity associated with highly condensed chromatin 

domains, which are thought to be primarily regions of heterochromatin.22 For both 

probes, we observe power-law behavior for the MSD (Figure 3.3A) and 

statistically similar magnitudes for the entire duration of the experiment.  

 

Figure 3.2: Particle tracking of distinct subnuclear regions in HUVECs. (A) 

Confluent HUVECs with labeled F-actin (phalloidin, green), lamin A/C 

(immunostained, red), and DNA (Hoechst 33342, blue) show cytoskeletal and 

nuclear organization. White inset provides scale of nuclear images. Scale bar is 

30 m. (B) Image from live-cell experiment with DNA (Hoechst, blue) and 

exogenous GFP-Fib (green) shows disparate localization of imaged puncta. Scale 

bar is 5 m. Images obtained every 3 minutes show tracks superimposed on 
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fluorescence for (C) Hoechst or (D) GFP-Fib following particle detection, 

alignment and post-processing (see Methods). 

 

Figure 3.3: Global chromatin network mechanics measured by ensemble 

averaged MSD are probe-independent. Particle tracking measurements of 

punctate regions of Hoechst 33342-stained DNA and GFP-Fib resulted in 

statistically indistinguishable magnitudes, trends and fits (p>0.05). (A) MSD 

versus lag time values, (B) the prefactor Deff and (C) the diffusive exponent . 

Error bars reflect 95% confidence intervals. 

 

From analysis of MSD versus lag time (), we quantify power-law 

behavior using Equation (2)  

𝑀𝑆𝐷 =  𝐷𝑒𝑓𝑓𝜏𝛽                                                                      (2) 

with a decoupled prefactor, Deff (Figure 3.3B), and a diffusive exponent,  

(Figure 3.3C). For GFP-Fib and Hoechst 33342, we find that both Deff and  are 

statistically similar indicating the fluctuations of both probes follow identical 
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magnitude and time-dependence. This is consistent with our recent work showing 

that the DNA-binding protein upstream binding factor-1 (GFP-UBF1) and GFP-

Fib exhibit equivalent fluctuations in static cells and in response to mechanical 

stimuli from shear stress for multiple cell lines17 and our work in Chapter VI 

extending this to the telomeric protein RFP-TRF1. GFP-Fib is used for all 

subsequent experiments since punctate regions of DNA labeled by Hoechst 33342 

are altered by chromatin treatments. 

 

MSD Prefactor is Impacted Primarily by Chromatin Condensation 

Chromatin condensation state has been shown to alter nuclear mechanics 

and deformability, including the nucleoskeleton and chromatin, as measured by 

nuclear and cellular stretching11-13 as well as with FLIM in Chapter II. Our work 

aimed to study the impact of chromatin condensation state directly on their 

fluctuations. To examine these effects independent of externally applied forces, 

we treated cells with different chromatin-modifying agents and performed the 

particle tracking of probes within chromatin (see Methods). Daunomycin, a DNA-

intercalating anthracycline antibiotic, causes a local unwinding of the DNA helix 

leading to chromatin unfolding and decondensation.23 Trichostatin A (TSA) is an 

inhibitor of histone deacetylase (HDAC), which causes a net histone acetylation 

in the nucleus, decreasing their interaction with DNA and leading to chromatin 

decondensation24 as we showed in Chapter II. 

In response to both treatments we observe an increase in MSD magnitude 

compared with controls (Figure 3.4A). When fit to Equation 2, we observe 
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significant increases in Deff of 190% for daunomycin and 40% for TSA (Figure 

3.4B). Interestingly, the diffusive exponent, , showed no change (Figure 3.4C). 

 

Figure 3.4: Chromatin decondensation alters nuclear mechanical properties. 

Cells were treated with chromatin decondensation agents daunomycin, 

trichostatin A (TSA) or DMSO (TSA control) and imaged for particle tracking of 

GFP-Fib. (A) Treatment with daunomycin (p<0.001) and TSA (p<0.05 at early 

time) increased the magnitudes of the MSDs. Fitting the data to Equation 2 (see 

Methods) showed (B) a statistically significant increase (p<0.05) in the prefactor 

Deff for both daunomycin and TSA, but (C) no change in the diffusive exponent . 

DMSO treatment resulted in no change of MSD, Deff or . Error bars reflect 95% 

confidence intervals.  

 

MSD Diffusive Exponent is Impacted by Force Propagation 

Recent work has suggested forces propagated through the cytoskeleton 

may contribute to chromatin agitation and movement through active forces on the 
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nucleus.9, 10 To test the role of active intracellular force generation on chromatin 

fluctuations, we treat HUVECs with blebbistatin to inhibit the actin motor protein 

myosin II (see Methods). Blebbistatin treatment results in a reduction in MSD 

magnitudes (Figure 3.5A) and a dramatic decrease in  of 25% (Figure 3.5C). 

However, there is no change in Deff (Figure 3.5B). FLIM analysis of nuclei in 

HUVECs treated with blebbistatin also shows no change in mean fluorescence 

lifetime, thus for our blebbistatin treatment there is seemingly no effect on 

chromatin condensation.25 

 

 

Figure 3.5: Reduced myosin II-based force generation attenuates chromatin 

dynamics. (A) Cells were treated with the myosin II inhibitor blebbistatin or 

DMSO (control) and imaged for particle tracking of GFP-Fib. Blebbistatin 

treatment reduced magnitudes of MSD (p<0.05 for early time). Fitting the data to 

Equation 2 showed (B) no change in the prefactor Deff, but (C) resulted in a 
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reduced diffusive exponent  (p<0.05). DMSO treatment showed no change from 

the control. Error bars reflect 95% confidence intervals.  

 

To confirm these results stemmed from the effect of myosin II on actin 

and the propagation of these cytoskeletal forces to the nuclear interior, we 

transfected cells with a dominant negative KASH (RFP-KASH) that displaces 

nesprins from the nuclear envelope (Figure 3.6) largely decoupling the nucleus 

from the cytoskeleton.10, 26 Cells expressing RFP-KASH exhibited reduced 

magnitudes of MSD (Figure 3.7A) and a reduction in  statistically similar to 

blebbistatin treatment of 26% (Figure 3.7C) and no corresponding change in Deff 

(Figure 3.7B). Cells transfected with the control KASH lacking the luminal SUN-

binding domain (RFP-KASH-L) showed no effect compared with control 

(Figure 3.7). Thus, chromatin condensation appears to impact Deff and alteration 

of motor activity appears to impact  in Equation 2. Further, we highlight the 

primary cytoskeletal network responsible for these forces is the actin network and 

its direct mechanical transduction through the LINC complex. 
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Figure 3.6: Transfection of RFP-KASH constructs in HUVECs. Images from 

live-cell experiments of a HUVEC transfected with either (A) the exogenous 

dominant negative KASH construct RFP-KASH or (B) the exogenous control 

KASH construct RFP-KASH-L which lacks the luminal SUN binding domains 

and therefore does not displace the nesprin proteins from the nuclear envelope 

(indicated with arrows). (A) The RFP-KASH construct shows increased 

fluorescence intensity at the nuclear envelope compared with no nuclear envelope 

localization for the RFP-KASH-L construct (B). 

 

 

Figure 3.7: Cells expressing dominant negative KASH show reduced 

chromatin dynamics. Cells were transfected with either the dominant negative 

red fluorescent protein-tagged KASH construct (RFP-KASH) that displaces 

nesprins from the nuclear envelope or a control KASH construct lacking the 

luminal SUN-binding domain (RFP-KASH-L).  (A) Cells were imaged for 

particle tracking of GFP-Fib. RFP-KASH transfected cells exhibited reduced 
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magnitudes of MSD. Fitting the data to Equation 2 showed (B) no change in the 

prefactor Deff, but (C) resulted in a reduced diffusive exponent  (p<0.05). RFP-

KASH-L transfected cells showed no change from the control. Error bars reflect 

95% confidence intervals.  

 

ATP Depletion: Loss of Motors and Chromatin Hypercondensation 

During stimulated nuclear reorganization, including large-scale changes in 

expression, we expect a compound effect of altered chromatin condensation and 

active force generation as part of the signal transduction cascade. Removal of 

ATP using a combination of NaN3 and 2-DG (see Methods) allows us to examine 

chromatin hypercondensation and loss of molecular motors. Treatment with NaN3 

and 2-DG led to a dramatic reduction in MSD magnitudes (Figure 3.8A) much 

like treatment with blebbistatin. Unlike blebbistatin we observed a reduction in 

both Deff (46%) and  (23%) (Figure 3.8B and 3.8C, respectively), but with the 

reduction in  being statistically similar to both blebbistatin and RFP-KASH 

treatment conditions. The loss of motor activity from ATP depletion led to a 

decrease in active force generation and a reduced . The reduced Deff is consistent 

with chromatin hypercondensation associated with the loss of ATP-dependent 

mechanisms of decondensation as we validated using FLIM in Chapter II.24 Thus, 

much like the independent effectors of either chromatin condensation state 

(daunomycin and TSA) or motor activity (blebbistatin and RFP-KASH), the 

combined effect of chromatin hypercondensation and loss of motor activity 

similarly manifest themselves into the parameters Deff and , respectively. 
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Figure 3.8: Combined effect of chromatin hypercondensation and motor 

activity inhibition by ATP depletion shows greatest reduction in MSD. (A) 

Cells treated with sodium azide and 2-deoxyglucose (NaN3+2-DG) had greatly 

reduced magnitudes of MSD (p<0.001). Fitting the data to Equation 2 showed (B) 

a statistically significant reduction in the prefactor Deff (p<0.05) and (C) a 

decrease in the diffusive exponent  (p<0.05) indicating reduced active stresses. 

Error bars reflect 95% confidence intervals.  

 

Discussion 

Particle Tracking Using Network-Bound Probes in the Nucleus 

The use of cellular components as probes in this study removes the 

artifacts associated with foreign probes frequently cited previously including the 

“cage-like” motion and disruption of the local environment.27 The identical results 

from both GFP-Fib and Hoechst 33342-stained DNA indicate the chromatin 

dynamics measured on these time scales by the ensemble-averaged MSD are 

probe-independent for these two probes. A requisite condition for this is the 
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selection of relevant time scales wherein each probe or the ensemble of probes 

translates over length scales large enough for material heterogeneities to be 

uniformly sampled and where probe-specific behavior contributes negligibly to 

the ensemble motion. Given the high mobility and rapid association/disassociation 

of fibrillarin within the nucleus (on the order of 10 sec),28 a time step of several 

minutes effectively mutes these high-frequency, probe-specific events. This holds 

true for other probes, as we have shown across multiple cell lines previously with 

GFP-UBF117 and as we extend this in Chapter VI to the telomeric protein 

telomeric repeat-binding factor 1 (RFP-TRF1), but it is not necessarily universal. 

However, this finding is notable given the drastically different composition and 

function of these two subnuclear regions: heterochromatin-labeled with Hoechst 

33342 and nucleolar GFP-Fib. Heterochromatin contains the highest relative 

concentration of DNA within the nucleus, whereas the nucleolus is predominately 

composed of RNA with the balance made almost exclusively of protein.29 Yet in 

both cases the network fluctuations of the nuclear interior are nonetheless 

equivalent because of the crowded, gel-like behavior of the dense nuclear polymer 

network. 

 

Nuclear Viscoelasticity from Particle Tracking  

Determining cellular rheology from particle tracking experiments requires 

consideration of numerous factors. For equilibrium systems, viscoelasticity 

manifests as anomalous subdiffusion with MSD ~ τ and 0<<1.30 Material 

viscoelasticity, binding and obstruction31 as well as overcrowding32 similarly form 
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the basis for anomalous subdiffusion in active cellular systems. However, cells 

are not equilibrium systems; motor protein activity enhances diffusive motion and 

fluctuations within cells beyond that of simple thermal fluctuations as part of a 

phenomenon termed “active diffusion”.33, 34 Previous studies have shown these 

motors are stochastic and essentially isotropic, making them similar in form to the 

thermal energy-derived fluctuations.35, 36 Thus, at longer time scales molecular 

motor activity averages out to act to globally and nonspecifically to increase the 

time-dependence of these random fluctuations much like a forcing function, 

thereby driving this motion beyond that of simple thermal agitation.34-36 Our 

results highlight the role of ATP-dependent motor activity in enhancing nuclear 

diffusive motion and chromatin fluctuations as measured through .The long time 

scales (low frequency) of these experiments allows visualization of motor activity 

on time-dependent influence, as shown previously.37 Thus, we note that  is truly 

a measure of system forces, including thermally-driven fluctuations that are 

supplemented by the presence of molecular motors or external forces enhancing 

those fluctuations. 

By contrast, our work shows chromatin condensation state primarily 

impacts the prefactor. For typical polymeric systems, modulation of polymer 

viscoelasticity would affect the exponent, transitioning from elastic ( → 0) to 

viscous contributions (→ 1) or vice versa.30 Yet, our work shows that changes 

to chromatin condensation have a limited impact on , which we suggest stems 

from active forces playing the dominant role in modulating 30, 37 (as discussed 

above). Additionally, the seemingly infinite mechanisms of stress dissipation by 
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the intranuclear polymer network (including a wide distribution of intermediate 

and metastable conformations for chromatin, DNA and its binding partners as 

well as a distribution of binding residence times) results in the characteristic 

power-law behavior and the absence of any characteristic timescales of 

relaxation.11 Thus, the time-dependent effect of altering intranuclear polymer 

network mechanics would necessarily have a lesser impact on the time 

dependence of network fluctuations than in classical homogenous polymeric 

systems.  

Previous studies have highlighted that probes bound to a percolated 

network are capable of capturing network dynamics and mechanics for in vitro 

biopolymer systems,20, 38 including behavior relevant to the study of 

mechanobiology. The use of bound probes and the presence of active motors 

(creating non-equilibrium systems) results in invalidation of the Generalized 

Stokes-Einstein Relation (GSER) for calculation of the classical material 

properties. However, in place of the GSER the use of bound probes makes 

pertinent several models of polymer dynamics for qualitative analysis, including 

the Rouse chain model and the de Gennes model of reptation depicting polymer 

dynamics in a crowded environment.39, 40 Conceptually, changes to local 

chromatin condensation state and organization can be thought of as altering the 

effective “tube size” for this reptation39 which act to change the amplitude of such 

movements,40 whereas the motors would primarily affect the time dependence and 

its enhancement beyond simple thermal agitation. However, it is important to note 

that the application of these models is convenient to consider these phenomena 
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conceptually, but their use is neither exact nor definitive. Nonetheless, while 

determination of the classical material properties is no longer straightforward 

through the GSER, particularly given the material heterogeneity, Deff still serves 

as an indicator of material properties for these network fluctuations in a manner 

conceptually similar to these polymer dynamic models, essentially as an inverse 

to effective resistance since alterations to condensation state impact the chromatin 

fiber flexibility. For our experiments, increased Deff reflects a reduced resistance 

to motion, and therefore an increase in chromatin compliance, that accompanies 

the chromatin decondensation and vice versa.11-13 We further show the link 

between chromatin condensation state and Deff using FLIM in Chapter II.24 Given 

the strong dependence of Deff on chromatin condensation state through the 

differential mechanics associated with the chromatin flexibility in those states, we 

will henceforth refer to Deff as a measure of chromatin compliance. 

 In summation, there are numerous physical and biological limitations that 

limit determination of viscoelastic properties from particle tracking 

microrheology. As such, in this work we have not provided a direct extrapolation 

of viscoelasticity from measurements of chromatin fluctuations, particularly given 

the long time steps required to measure small intranuclear movements. This work 

provides useful comparative data of chromatin condensation and force generation 

and propagation. However, more appropriate mechanical measurements – such as 

cell stretching,13 micropipette aspiration,11, 12 compression,41 etc. – can be used to 

quantify absolute material properties. 
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Nuclear Fluctuations and Mechanics of the Nuclear Interior in the Context of 

Cytoskeletal Mechanics 

Our work highlights the role of myosin II activity on the actin 

cytoskeleton in giving rise to the superthermal fluctuations of chromatin within 

the nucleus through the LINC complex. Myosins are present in the nucleus. 

However, the extensive actin structural network of the cytoskeleton, including 

stress fibers, allows myosin II to generate much larger and longer range forces.42, 

43 These forces are capable of propagating into the nuclear interior through the 

LINC complex as shown here and elsewhere.9, 10, 42-44 The presence of the vast 

force-generating apparatus of the cytoskeleton likely explains why our results 

deviate in behavior from a recent study of chromosomal fluctuations in bacteria 

and yeast cells devoid of a comprehensive cytoskeleton that exhibited a lower 

diffusive exponent in control cells and where ATP depletion manifests itself 

solely in the prefactor.33  

The statistically similar diffusive exponents observed from blebbistatin 

treatment and dominant negative KASH show myosin II uniquely contributes to 

chromatin fluctuations by propagating forces generated from actin and through 

the LINC complex. Further, the statistical correspondence of these experiments 

with ATP depletion highlights the prominent role of the actin network and its 

motor proteins in driving the ATP dependence of chromatin dynamics in live 

human cells for these longer timescales. This has strong implications for 

mechanotransduction (pointing to what is likely the primary pathway for force 

transduction) as well as other nuclear processes associated with chromatin 

remodeling and dynamics. It also further supports the idea of direct and rapid 
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signal transduction via mechanical force in mammalian cells,17, 42, 43 whereby 

force facilitates chromatin reorganization as a complement to the biochemical 

signaling.10  

 A recent study highlighted the role of intranuclear ATPase motors (DNA 

polymerase, RNA polymerase II, and topoisomerase II) in regulating coherent 

chromatin dynamics of HeLa cells.15 Interestingly, it seems likely that this short-

time coherence on the time scale of seconds likely facilitates the coupling we 

observe of chromatin dynamics measured by multiple probes at our longer 

timescales. This coherence of chromatin movement was lost upon inhibition of 

these ATPases, yet the magnitudes of the local movements increased. These 

findings suggest that intranuclear ATPases may serve as a means of “elastic 

coupling” within the nucleus as a possible mechanism for coordinating 

movements and nuclear processes. However, while they likely play a role in 

enhancing local chromatin fluctuations of specific loci, our work suggests that at 

longer time scales cytoskeletal motors are the primary driver of chromatin 

dynamics beyond that of simple thermal energy particularly for ensemble 

chromatin dynamics measured by the MSD.  

 

Physiological Implications of Altered Chromatin Fluctuations  

Recent work has highlighted the functional role of altered chromatin state 

within the nucleus: chromatin domains of varying condensation state are 

differentially affected by force propagation10 in addition to obvious differences in 

levels of expression.4 We suggest that decondensed chromatin serves not only to 
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increase accessibility of genes to transcription factors, but also to increase the 

mobility and mechanical sensitivity to promote the reorganization of genes and 

recruitment of the transcriptional components for associated changes in phenotype 

or physiological state.9, 10, 44 Consistent with this, we observe large changes in 

chromatin fluctuations by altering the condensation state of the chromatin. This is 

similar to the results observed during heterochromatin formation and nuclear 

stiffening associated with stem cell differentiation.12 

Our results with chemical treatments provide a physiological range for 

functional chromatin dynamics in primary endothelial cells (Figure 3.9). The 

lower bound corresponds to chromatin hypercondensation and ATP-dependent 

motor activity inhibition for which the mobility of nuclear components is heavily 

constrained. Typical chromatin fluctuations of 300-500 nm that occur rapidly in 

normal physiological conditions45 are effectively inhibited by such treatment 

(Figure 3.9). The upper bound results from global chromatin decondensation with 

normal motor activity. This upper bound may represent a stem cell-like condition 

with largely decondensed chromatin and phenotypic flexibility prior to lineage 

commitment.12, 46 By specifically modulating chromatin condensation state, 

intranuclear mobility is enhanced by an order of magnitude. Interchromosomal 

and intrachromosomal interactions for colocalization and coordinated expression 

occur on the time scale of minutes47 like these experiments. Thus, local chromatin 

decondensation along with force-induced agitation may play a role in enhancing 

the associated transport and kinetics (Figure 3.9). The defined physiological phase 

space shows that the cell may modulate chromatin condensation state and force-
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induced chromatin agitation as a means of enhancing chromatin fluctuations and 

the turnover in expression. As shown in Figure 3.9, the physiological regime 

outlines the capacity to enhance chromatin network fluctuations.  

Previous work has demonstrated subdiffusion ( < 1) favors the 

probability of finding nearby binding targets relative to normal Brownian 

diffusion ( = 1).48 The distance over which subdiffusion exerts this increased 

probability is defined by a cutoff radius, Rc ~ MSD()1/2 ~ /2.48 For distances 

below Rc, subdiffusion offers enhanced probability of finding a binding partner. 

However, Rc critically depends on the characteristic dynamics of the diffusing 

particle. Thus, through modulation of motor activity () or chromatin 

condensation state (Deff), the cell can effectively control this sampling radius. As 

  1, the advantages of subdiffusion become marginal and Rc increases as we 

approach normal Brownian diffusion. This can be favorable when binding 

partners are far apart, as perhaps may be the case with large scale stimulated 

changes in gene expression necessitating the translocation of transcription factors 

from the cytoplasm to the nucleus and the binding of specific gene targets. By 

contrast, one can imagine other scenarios where this probability of escape may be 

detrimental to cellular processes, as would likely be the case in DNA double-

strand break repair where proper pairing of broken ends depends on curtailing 

long range motion to favor finding the nearby complementary severed end. Thus, 

this physiological regime of chromatin dynamics that we have defined illuminates 

new avenues for regulation of nuclear processes through physical mechanisms 

with wide-ranging implications. Future work leveraging this understanding will 
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be aimed at investigating how the cell tailors chromatin dynamics for specific 

physiological changes and cellular processes in succeeding Chapters. 

 

 

Figure 3.9: Bounded physiological range of chromatin dynamics in HUVECs. 

The combination treatment of NaN3+2-DG provides a lower bound for chromatin 

fluctuations resulting from global chromatin hypercondensation and motor 

activity inhibition by ATP depletion. Daunomycin treatment reflects an upper 

bound on global chromatin decondensation (effective softening) with control 

levels of active stress generation. The physiological regime (shaded yellow) 

highlights differences in nuclear state: length scales of fluctuation corresponding 

to the time scales of physiological events such as initial transcription-mediated 

chromatin decondensation (~20 minutes) are over three times larger for such a 

regime, indicating the possibility for much more rapid nuclear reorganization. 

Common chromatin domain fluctuations of 500 nm (corresponding to 0.25 m2) 
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are bounded by timescales less than 3 minutes in open chromatin to very long 

times for tightly condensed chromatin. Further, this physiological regime shows 

the cell is capable of enhancing chromatin fluctuations during turnover 

associated with gene expression changes through both chromatin decondensation 

and cytoskeletal force-induced agitation.  
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Chapter IV 

Physical Mechanisms of Chromatin Dynamics 

and Reorganization in Vascular Endothelial 

Growth Factor Stimulation 
 

Introduction 

At sites of gene expression, stimulated transcriptional activation involves 

the coalescing of transcription factors with a particular set of genes for regulated 

expression. Access to the target genes is provided by dynamic remodeling of the 

chromatin architecture allowing for decondensation, a process that is tightly 

regulated by ATP-dependent remodeling complexes.1 Activation is likely 

facilitated through non-random chromosome organization within the nucleus,2, 3 

with more gene-dense chromosomes concentrating to the interior and vice versa. 

Additionally, within chromosome territories, actively expressed genes will 

generally locate to the periphery allowing greater accessibility to nuclear proteins 

as well as for the intrachromosomal and interchromosomal coregulation of 

multiple genes by single transcription sites.2 Given the heterogeneous distribution 

of nuclear proteins, it is clear that the coalescing of genes with requisite proteins 

for transcription factories necessitates chromatin mobility. Thus, chromatin 

dynamics associated with remodeling and repositioning are essential to stimulated 

activation. However, while chemical signaling cascades are known to facilitate 

chromatin remodeling and the assembly of transcription factors with specific 

genome loci, the mechanisms regulating the chromatin dynamics that accompany 
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stimulated gene expression changes within the context of this strict spatial and 

temporal integrity are still being elucidated. 

We have previously identified the physical mechanisms governing innate 

chromatin dynamics in human cell nuclei, where we highlighted the unique role 

of chromatin condensation state (through its effect on mechanical chromatin 

compliance) and cytoskeletal forces in driving these dynamics and our ability to 

quantify and measurably decouple them.4 Our work also suggested a 

physiological regime over which the cell may effectively modulate chromatin 

dynamics through this mechanical interplay. Here, we aim to investigate the 

specific physical mechanisms governing the dynamics of chromatin in response to 

stimulated changes in expression. We focus on the vascular endothelial growth 

factor (VEGF) stimulated pro-angiogenic pathway in human umbilical vein 

endothelial cells (HUVECs).  

Angiogenesis is the sprouting of new blood vessels from the preexisting 

vasculature.5 It is vital to development and normal physiology and occurs in 

response to hypoxia or nutrient deficiency in peripheral tissues.6 It is also 

implicated in a variety of disease pathologies including cancer metastasis7 and 

cardiovascular disease.8 VEGF itself plays a role in the poor prognosis of breast 

cancer,9 rheumatoid arthritis,10 diabetic retinopathy11 and macular degeneration.12 

The importance of VEGF to development has also been well documented, 

including the embryonic lethality linked to the absence of even a single allele.13 

Thus, its role in physiology, including the invasive migration14 of endothelial cells 

into the tissues for tubule formation,15 has been extensively studied. These 
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physiological events are the result of dramatic changes in gene expression that are 

stimulated by biochemical signaling cascades that have been a major focus of 

research for decades.5-7, 13, 16-25 

While VEGF stimulation involves the upregulation of well over 100 

genes,26, 27 there are distinct temporal dynamics associated with the expression 

profile. A small subset of genes are directly induced early on by VEGF signal 

transduction, while the balance are thought to be induced by secondary 

mechanisms of activation, including by signaling and transcription factors 

upregulated in the first wave. It seems likely that a large portion of these later 

genes are buried in tightly condensed chromatin making them less immediately 

accessible28 and less mobile for transcriptional activation.4 It has been suggested 

that the cytoskeletal structural and mechanical reorganization that accompanies 

major physiological changes may serve a role in the altered gene expression29, 30 

through their effect on chromatin dynamics in parallel with biochemical 

signaling.14 This has been observed previously in other pathways.31, 32 Along these 

lines, major structural and mechanical changes occur in the cytoskeleton of 

endothelial cells in response to VEGF as they go from a quiescent state to an 

invasive and migratory phenotype. This causes an overhaul of the cytoskeletal 

architecture.33, 34 These effects coincide with cytoskeleton-imposed forces that are 

dominated by actin35-37 and cause nuclear shape changes35, 38, 39 that we 

hypothesized may impact global chromatin dynamics associated with stimulated 

reorganization. 
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Here we show distinct temporal regimes of chromatin dynamics in 

response to VEGF stimulation that correspond to the temporal behavior of the 

gene expression profiles. Early on, VEGF stimulation results in enhanced 

chromatin dynamics driven primarily by cytoskeletal forces and accompanied by 

a moderate level of chromatin decondensation that increases chromatin 

compliance relative to control cells. These coincide with actin reorganization for 

increased nuclear colocalization as well as increased nuclear deformations at these 

time scales. Later in the response we find these increased cytoskeletal forces have 

dissipated, yielding to enhanced chromatin dynamics driven instead by large scale 

chromatin decondensation that make the nuclear interior more compliant. We 

confirm these temporal changes in chromatin condensation state using 

fluorescence lifetime imaging microscopy (FLIM). These findings uniquely 

identify the evolution of chromatin dynamics with established temporal 

expression profiles. Additionally, they build on our previous work identifying the 

primary pathway through which mechanical forces are transduced into the human 

nucleus for chromatin agitation specifically as it relates to chemically stimulated 

gene activation. These results shed light on mechanical signaling pathways for 

mechanotransduction, particularly its role in shear-responsive endothelial cells, as 

well as the precise role of chromatin dynamics and remodeling in transcriptional 

activation with implications for DNA replication and repair. 
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Methods 

Cell Culture, Transfection and Drug Treatments 

Human umbilical vein endothelial cells (HUV-EC-C, ATCC CRL1730, 

Manassas, VA) of passages 2-8 were cultured in endothelial basal media with 

growth supplements (Lonza, Hopkinton, MA). The cells were passaged to 35 mm 

-dishes with ibiTreat (ibidi, Verona, WI) and transfected with rDNA of GFP-Fib 

(kind gift from D. Discher, University of Pennsylvania) or with pCMVLifeAct-

TagRFP (S. Kumar, UC Berkeley) to visualize actin using Lipofectin transfection 

reagent (Life Technologies, Grand Island, NY) in Opti-MEM I Reduced Serum 

Medium (Life Technologies, Grand Island, NY). After five hours of incubation, 

the media was changed and the cells were incubated for 24-72 hours post-

transfection prior to experiments in order to reach confluency and allow for 

adequate expression levels. For VEGF treatments, cells were exposed to 50 

ng/mL of VEGF for the indicated times. 

 

Particle Tracking Imaging and Analysis 

Imaging for particle tracking experiments was done using a 63x (1.4 NA) 

oil immersion objective of an inverted microscope (DMI6000, Leica, Buffalo 

Grove, IL) in a controlled live-cell imaging chamber. Cell nuclei were labeled 

with 0.5 g/mL Hoechst 33342 (Life Technologies, Grand Island, NY). Images 

were taken at multiple positions per plate at 3.0 minute intervals with 1-4 

transfected cells per field of view and 4-10 particles per cell for GFP-Fib and 5-35 

particles per cell for Hoechst 33342-stained DNA.  Cells maintained viability well 
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beyond the duration of the experiment as confirmed by continued imaging for 

over an hour after the completion of data collection. Two-dimensional tracking of 

either GFP-Fib or punctate regions of Hoechst 33342-stained DNA was done 

using custom Laptrack71 programs designed in MATLAB (Natick, MA) as 

previously published.40, 41 Briefly, images were cropped and aligned to remove 

artifacts including imaging drift, nuclear translation, and nuclear rotation. 

Particles were then detected through statistical algorithms after calibration of 

background noise parameters. Particle tracks were then determined by 

correspondence with succeeding frames. Only persistent tracks of particles 

present for the full duration of the experiment were used for further analysis. 

 The ensemble-averaged MSD was calculated from the particle tracks as 

shown in Equation 1,42 where  is the lag time. MSD magnitudes were compared 

at each time point using Student’s t-test. Data were fit to a power-law rheological 

model as consistent for biological systems43 and the nucleus in particular44 as 

shown in Equation 4, where Deff is the effective diffusivity and indicative of the 

chromatin compliance (where chromatin decondensation increases compliance 

and vice versa) and  is the power-law diffusive exponent which provides a 

measure of system forces including thermal forces and cytoskeletal forces. 

Calculation of Deff was done by normalizing lag time, , to the sampling time step 

of three minutes. This allowed for enhanced accuracy in the fit calculation by 

using interpolation of the data rather than extrapolation. 95% confidence intervals 

for parameter values were used for statistical comparison. Since the MSD is an 

inherently positive quantity, outliers with large magnitudes may bias the resultant 
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ensemble average. Consequently, all outliers greater than three standard 

deviations from the mean were removed and the data were reanalyzed, though 

with little to no change in the trends. These cells generally had issues with 

alignment wherein nuclear rotation or translation was not properly removed. 

𝑀𝑆𝐷(𝜏) =  〈(𝑥𝑡+𝜏 − 𝑥𝑡)2 + (𝑦𝑡+𝜏 − 𝑦𝑡)2〉                                                    (1) 

 

Cell Fixation and Fluorescence Lifetime Imaging Microscopy 

Following treatment, cells were fixed using 3.7% formaldehyde in 

phosphate buffered saline (PBS) solution. Cells were then permeabilized using 

0.2% Triton X-100 in PBS. DNA was stained using Hoechst 33342 (Life 

Technologies, Grand Island, NY) for fluorescence lifetime imaging microscopy 

(FLIM). For fluorescence imaging, actin was stained using rhodamine phalloidin 

(Life Technologies, Grand Island, NY) and lamin A/C was immunostained using 

a primary mouse monoclonal lamin A/C antibody and a secondary goat anti-

mouse antibody IgG-CFL Alexa Fluor 488 (Santa Cruz Biotechnology, Santa 

Cruz, CA). 

FLIM measurements were obtained using a Leica TCS SP5 inverted laser 

scanning confocal microscope with a 100x (1.4 NA) oil immersion objective. The 

corresponding pixel resolution was 256 x 256 and the scan rate was 400 Hz. A 

Ti:sapphire mode-locked, pulsed infrared laser (Chameleon, Coherent) system 

was used for multiphoton excitation source (1 W, average). The laser was tuned to 

825 nm (Hoechst) using pulse-widths of <140 fs delivered at 90 MHz. Emission 
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was detected from 404-536 nm (Hoechst) using a FLIM-specific photomultiplier 

tube (PMT), consistent with the complete emission spectra for those fluorophores. 

 Data acquisition and analysis were done using methods previously 

published.45 Briefly, images were acquired for approximately ten minutes in order 

to minimize errors associated with photobleaching, low signal-to-noise ratios and 

pile-up effects as determined by maintaining rates of photons detected, converted, 

and stored between 1 x 104 and 1 x 106. A suite of software programs from 

Becker & Hickl SPC-830 was used for time-correlated single photon counting 

(TCSPC) with 10 ps resolution. Lifetime variance was minimized using 220 time 

channels and a measurement window of 10.8 ns. 

 The fluorescence lifetime can be modeled as the summation of exponential 

decay rates as shown in Equation 2. Here n and an correspond to the lifetime and 

normalized amplitude, respectively, of the nth exponential decay. I(t) is the 

number of photons detected per unit time, t, and I0 is the background offset. When 

there are multiple exponential decays the mean fluorescence lifetime, m, is 

determined from Equation 3. 

𝐼(𝑡) =  𝐼0 + ∑ 𝑎𝑛𝑒
−𝑡

𝜏𝑛⁄
𝑛                                                                                        (2) 

𝜏𝑚 =
∑ 𝑎𝑛𝜏𝑛𝑛

∑ 𝑎𝑛𝑛
                                                                                                          (3) 

 Data were analyzed and fluorescence lifetime images created using the 

Becker & Hickl SPCImage software. For each data set, the instrument response 

functions were determined and the lifetime images were binned such that the peak 

photon count was ≥ 1000, as required for verification of double-exponential 

decay.46 Using MATLAB, the nuclei were segmented to remove autofluorescence 
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and background. Then the average lifetimes and corresponding standard deviation 

for both a single and double exponential decay were determined for each 

experiment by averaging the value for each pixel. The respective fits were 

compared using a 2 test. Hoechst 33342 was modeled best as a double 

exponential decay. 

 

Three-Dimensional Length Scales of Endothelial Cells 

Subconfluent endothelial cells spread significantly on flat substrates and 

show distended nuclei and elongated actin stress fibers. We wanted to determine 

contributions from three-dimensional structures. We used confocal imaging of 

fixed cells to determine the relative spatial dimensions of cellular structures 

(Figure 4.1). Actin structures in adjacent cells abut and are difficult to segment. 

However, from the DNA and lamin channels (blue and red of Figure 4.1), the 

nucleus is easily visually segmented. As such, we observe that the nucleus is 

roughly 22 m in the x-direction, 30 m in the y-direction and less than 3 m in 

the z-direction. Thus, we observe that there is a <1:10 aspect ratio for the height 

of nuclear structures compared with radial positions within spread endothelial 

cells.). Cells were imaged on a Nikon AZ100 C2 laser scanning confocal 

microscope at 63x magnification (1.40 NA). 
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Figure 4.1: Confocal image of fixed endothelial cell allows visualization of 

cellular dimensions. A fixed HUVEC labeled in green for F-actin (labeled with 

phalloidin), in red for lamin A (antibody to lamin A), and in blue for DNA 

(Hoechst 33342) shows a nuclear diameter of 20-30 m but a nuclear height 

under 3 m.  

 

Nuclear fluctuation 

Nuclei, stained with Hoechst 33342 and in some cases GFP-fibrillarin 

were imaged every three minutes for two hours. We utilize the Hoechst 33342 

signal for precisely segmented nuclear boundaries. Fluctuations of nuclear area 

were quantified using MATLAB’s Image Processing Toolbox. The Hoechst 

33342 DNA channel was thresholded using the Image Processing Toolbox’s built-

in Otzu’s method to obtain nuclear area. Areas were confirmed by visual 

inspection. Nuclear areas for each cell were normalized to the area of the initial 

image and compiled for the control and VEGF treatment groups. To measure 
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intranuclear speeds, GFP-fibrillarin positions were calculated from the images 

after subtraction of rigid body rotation and translation of the nucleus using 

previously described image analysis in Matlab.47-49  

 

Kymographs 

Images were taken at three minute time intervals for two hours. Target 

nuclei were cropped and the images were aligned to remove image drift and 

nuclear translation and rotation using a custom Laptrack71 software.47-49 

Kymographs were then generated using ImageJ (NIH) and the Kymograph plugin 

(J. Rietdorf and A. Seitz). Regions of interest were determined to show the 

different time scales and length scales of deformations. 

 

Statistics 

 Magnitudes of the ensemble-averaged mean squared displacement were 

statistically compared using Student’s t-test. Fitting parameters and corresponding 

95% confidence intervals were determined using the MATLAB for nonlinear least 

squares regression trust-region algorithm and verified using ANOVA (p<0.001). 

For FLIM experiments, the fits (single or double exponential decays) were 

determined using a 2 test, as discussed above. The mean fluorescence lifetimes 

were compared using Student’s t-test and the variance compared using the F-test. 
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Results 

Chromatin Fluctuations from VEGF-Stimulated Genome Reorganization 

 We aimed to investigate the impact of the dramatic changes in gene 

expression from VEGF stimulation on chromatin dynamics in live HUVECs. We 

have previously shown that ensemble probe motions of fibrillarin, upstream 

binding factor-1 and punctate Hoechst 33342 demonstrate physically uniform 

dynamics.4, 41 Thus, we transfected cells with GFP-Fibrillarin (GFP-Fib) and track 

its motion in live cells to calculate the mean squared displacement (MSD) from 

Equation 1 as a measure of these dynamics. For extracting the physical 

parameters associated with these chromatin dynamics, we fit the MSD to the 

power-law equation (Equation 4). As we’ve previously shown Deff is a measure of 

chromatin compliance which is dependent on condensation state and  is measure 

of system forces driven primarily by the active cytoskeleton.4 An increase in Deff 

is consistent with chromatin decondensation, and vice versa, through 

mechanically relaxing the local structure making it more compliant and flexible 

for chromatin fluctuations. By contrast, increased cytoskeletal forces act to 

enhance chromatin dynamics beyond thermal fluctuations through the power-law 

time dependence of the exponent . These forces stem primarily from the actin 

motor protein myosin II and its mechanical connections to the nuclear interior 

through the LINC complex. 

𝑀𝑆𝐷 =  𝐷𝑒𝑓𝑓𝜏𝛽                                                                      (4) 

To investigate the role of VEGF stimulation on chromatin dynamics, we 

examined effects of the temporal expression profiles on chromatin dynamics after 
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one hour and after 2.5 hours. These time points were selected to match with 

microarray analysis that shows distinct temporal gene expression profiles 

corresponding to genes directly induced by VEGF at early times (<40% of total 

genes) and the remaining genes likely stimulated by secondary mechanisms 

involving the signaling and transcription factors upregulated in the first wave.26 

Our results show VEGF stimulation results in enhanced chromatin dynamics from 

VEGF stimulation for both the early and later responses, with a large increase in 

MSD (Figure 4.2A). Similar results were observed for particle tracking of 

punctate regions of Hoechst 33342-stained chromatin (data not shown). However, 

the chromatin dynamics exhibited distinct temporal behavior at these time points. 

During the early VEGF response, the increase in MSD stems primarily from a 

dramatic increase in  of 40% (Figure 4.2C), indicating increased active force 

propagation to the nuclear interior that is likely derived from the actin 

cytoskeleton. This increase in active forces appears to return to control levels at 

long times as evinced through . Yet the enhanced chromatin dynamics persist 

due to an increase in Deff (Figure 4.2B) corresponding to large scale chromatin 

decondensation that makes the network more compliant.  
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Figure 4.2: Chromatin dynamics from VEGF-stimulated genome 

reorganization exhibit distinct temporal behavior. (A) Cells treated with VEGF 

had increased magnitudes of MSD (p<0.01). Fitting the data to Equation 4 

showed (B) a statistically significant increase the prefactor Deff for both time 

points, but more prominently at later times, indicating an effective softening of the 

nuclear interior consistent with chromatin decondensaiton (p<0.05) and (C) an 

increase in the diffusive exponent  following initial VEGF exposure (p<0.05) 

indicating increased active stresses (and no change at the later time) stemming 

primarily from the cytoskeleton. Error bars reflect 95% confidence intervals.  

 

Altered Chromatin Condensation State During Stimulated Gene Expression  

 

 Having established the temporal effects of VEGF stimulation on 

chromatin dynamics, we sought to confirm the changes in chromatin condensation 

state using fluorescence lifetime imaging microscopy (FLIM). FLIM provides a 

spatially resolved quantitative measure of the chromatin condensation state and 
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structural remodeling during physiological changes and within the context of 

functional nuclear processes. As such, we aimed to quantify VEGF-stimulated 

changes in chromatin condensation state in situ using the fluorescence lifetime as 

well as the spatial reorganization of these condensation states corresponding to 

underlying changes in gene expression. 

As indicated in the mean fluorescence lifetime heat maps (Figure 4.3A), 

we observe an increasing number of high mean fluorescence lifetime regions 

within the nucleus with increasing duration of VEGF exposure consistent with a 

growing number of regions of decondensed chromatin. At later times, we 

qualitatively observe a combination of low and very high mean fluorescence 

lifetime regions consistent with both condensed chromatin and highly 

decondensed chromatin, respectively. We further quantify these changes in 

chromatin condensation state where we observe strongly significant step-wise 

increases in the mean fluorescence lifetime compared to control levels upon 

VEGF stimulation after 1 hour and 2.5 hours, respectively (Figure 4.3B). 

Interestingly, these trends align with the aforementioned mechanical 

measurements of chromatin condensation state from particle tracking of 

chromatin dynamics,4 thereby confirming the changes in chromatin condensation 

state and highlighting the complementarity of this technique with particle tracking 

as a high-throughput alternative measure of the mechanical effects of chromatin 

condensation state on bulk and localized intranuclear mechanics. 
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Figure 4.3: Fluorescence lifetime measurements of chromatin condensation 

state during stimulated gene activation in VEGF-stimulated endothelial cell 

nuclei. (A) Fluorescence intensity confocal images (top) and mean fluorescence 

lifetime heat maps (bottom) of chromatin in endothelial cell nuclei labeled with 

Hoechst 33342 and treated with VEGF for 0, 1 or 2.5 hours. Mean fluorescence 

lifetime heat maps indicate spatial arrangement of local fluorophore 

environments for stained chromatin which is consistent with varying chromatin 

condensation state. Altered fluorescence intensity with treatments show 

differential chromatin condensation state, with more intense fluorescence arising 

from highly concentrated condensed chromatin. (B) Treatment with VEGF at both 

time points resulted in a strong and statistically significant increase the mean 

fluorescence lifetime relative to untreated controls  (***p<<0.001), with a step-

wise increase at each time point (**p<0.025). Analysis was done using 60-80 

segmented nuclei for each treatment condition. Error bars indicate standard 

deviation of pixel-to-pixel mean fluorescence lifetime differences of segmented 

nuclei under each treatment condition. Scale bar is 10 m.  
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VEGF Stimulation Increases Actin Stress Fiber Colocalization with the 

Nucleus 

 

The role of actin in chromatin dynamics has been previously established.4, 

31, 39 Additionally, actin plays a prominent role in driving cellular physiological 

changes associated with VEGF stimulation. Thus, given the enhanced chromatin 

dynamics observed early in the VEGF response stems from enhanced force-driven 

agitation, we aimed to determine how actin reorganizes in response to VEGF 

stimulation. 

In both fixed and live cells we observed that actin reorganization in VEGF 

stimulated HUVECs. In live cells, we visualize actin with LifeAct and the nucleus 

with Hoechst 33342. In control cells, actin fibers were found primarily at the edge 

of the cell as part of the cortical network (Figure 4.4, Control). As cells crawled, 

actin moved primarily at the cortical regions of the cell. However, in VEGF 

stimulated cells, we observed distinct actin fibers near and above the nucleus 

(Figure 4.4, +VEGF). 

In fixed imaging we grew cells to confluent monolayers and we visualized 

actin using phalloidin, the nucleoskeleton with immunocytochemistry and the 

nucleus with Hoechst 33342 for DNA (Figure 4.4). We quantified actin intensity 

close to the nucleus (Figure 4.5). In control cells, there was little to no actin fiber 

localization around the nucleus. By contrast, after VEGF stimulation we observed 

increased actin fiber fluorescence (visualized as intensity fluctuations) colocalized 

with and peripheral to the nucleus fluorescence (Figure 4.5).   
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Figure 4.4: VEGF treatment shows actin stress fibers near the nucleus. Either 

in fixed, labeled cells or in live cells, control HUVEC show actin stress fibers 

near but separated from the nucleus. In HUVECs treated with VEGF, actin is 

found more closely localized with the nucleus. 
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Figure 4.5: Colocalization of actin and nuclear fluorescence intensity. We 

analyzed images of fixed HUVEC in confluent monolayers with labeled actin 

(phalloidin) and nuclei (Hoechst 33342), similar to fixed cells in Figure 4.1. 

Nuclear fluorescence was normalized to position 0-1 and histograms of actin 
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fluorescence were determined normal to the actin fibers for more than double that 

length (position 0 – 2.5). Two representative cells are shown for each condition. 

The mean actin intensity was then considered for regions that overlapped with 

nuclear fluorescence intensity (0-1) and outside the nuclear intensity (1-2). 

Control cells showed a statistical difference in actin fluorescence based on 

localization, whereas VEGF-treated cells show statistically similar levels (n=5, 

for each condition). 

 

VEGF Stimulation Increases Nuclear Envelope Fluctuations 

Given that the early enhancement of chromatin dynamics upon VEGF 

stimulation are driven primarily by motor activity and that VEGF stimulation 

coincides with increased actin colocalization with the nucleus, we aimed to 

investigate and quantify the possibility of active cytoskeletal forces on the 

nucleus. We imaged nuclear deformability in HUVECs with the cell-permeable 

DNA dye Hoechst 33342. Control cells showed minimal fluctuations in nuclear 

area consistent with central rigid bodies (Figure 4.6). In contrast, nuclei in cells 

treated with VEGF showed large, inward fluctuations (Figure 4.6). To quantify 

these nuclear fluctuations, we calculated changes in nuclear area over time 

normalized to the initial nuclear area (Figure 4.7). The histogram of the VEGF 

treatment group had a smaller mean, depicting the greater tendency of the nuclei 

in the VEGF treatment group to get smaller, or fluctuate in the inward direction. 

The histogram was also broader highlighting the increase fluctuation of the VEGF 

treatment group through greater deviation in the normalized nuclear area. This 
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agrees with the observation that the VEGF treatment group tended to have larger 

and more frequent nuclear deformations than the control group. This increase in 

fluctuation, or variance in normalized nuclear area, was confirmed with an F-test 

with p<<0.001. 

Visualization of nuclear fluctuations of VEGF-stimulated cells shows 

small deformations (short time and short length scale) and large deformations 

(long time and larger length scale). From kymographs, we observe deformations 

over minutes that are less than 1 m (Figure 4.6, point 1) as well as large 

deformations nearing 4 m that persist over tens of minutes (Figure 4.6, point 2). 

These small and medium fluctuations, together with the global fluctuations of 

Figure 4.7, suggest significant changes in nuclear-cytoskeletal coupling associated 

with VEGF treatment that likely facilitates the enhanced chromatin dynamics in 

the initial VEGF response. 
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Figure 4.6: VEGF treatment is associated with fine fluctuations of the 

nuclear envelope. We followed fluctuations at the nuclear envelope (imaged with 

the cell permeable DNA stain Hoechst 33342) over 5 m length scales to 

highlight the impact of VEGF treatment. There are obvious regions wherein 

nuclei show gross distortions inward over long time as well as short distortions 

over short times.  

 

 

Figure 4.7: VEGF treatment is associated with gross area fluctuations of the 

nucleus. We tracked the nuclear area of live cells (imaged with the cell 

permeable DNA stain Hoechst 33342) every 3 minutes for two hours. In control 

cells, nuclei maintained nearly constant area, showing mostly rigid body rotation 

and translation but little dilation or fluctuation. In contrast, VEGF-treated nuclei 

showed large-scale changes in area including invaginations and dilations. These 

changes are best quantified by the distribution of normalized area. VEGF-treated 

cells show a much broader distribution reflecting the larger fluctuations. A two 

tailed Student’s t-test performed on the distributions of normalized nuclear areas 
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indicates that these sampled populations are significantly different with a 

confidence level of 0.05. The variance of the two groups were found to be 

statistically different using an F-test with p<<0.001. 

 

Discussion 

 Long missing in our understanding of the physiological effects of VEGF 

stimulation and the corresponding biochemical signaling cascades and the 

subsequent gene activation is the nuclear reorganization of chromatin associated 

with these changes. At its essence, the mechanism of transcriptional activation is 

well established, but not in situ within the context of nuclear organization of 

functional sites and chromatin dynamics. Here we demonstrate how chromatin 

dynamics are impacted by these ongoing processes during VEGF stimulation. 

Additionally, we show potential coordination of structural and mechanical 

changes of the cytoskeleton with the resulting chromatin dynamics through active 

force transduction to the nuclear interior for chromatin agitation. 

 A hallmark of our understanding of transcriptional activation is the need 

for chromatin remodeling and decondensation to allow access to transcriptional 

machinery. Our present work highlights the progression of VEGF-stimulated gene 

activation through the temporal increase in chromatin decondensation over time 

as measured by the increasing mean fluorescence lifetime. Further, we show the 

spatial distribution of these decondensed regions in endothelial cell nuclei over 

these time scales as more genes seemingly become activated. Yet, our previous 

work4 and that of others31 have shown more decondensed chromatin to be highly 

dynamic through an increase in compliance that accompanies decondensation 



112 
 

enhances its fluctuations. Thus, it seems likely that decondensation may not solely 

be a means of allowing accessibility, but also facilitating chromatin spatial and 

functional reorganization through enhanced compliance and mobility. This 

enhanced mobility would increase collision frequency and sampling radius for 

finding transcriptional machinery, at which time these fluctuations may become 

stabilized.  

Beyond changes in chromatin condensation state, large scale changes in 

gene expression associated with major physiological events have been suggested 

to be aided by cytoskeleton-induced nuclear deformations to enhance chromatin 

agitation for reorganization.31, 32, 39, 50 We previously demonstrated the role of 

ATP-dependent motor activity, and myosin II on actin specifically, in chromatin 

agitation of primary human cells.4 Here we extend this finding to the specific case 

of VEGF-stimulated endothelial cells. Such motor activity likely facilitates the 

enhanced efficiency of binding events in the nucleus compared to in vitro studies 

by acting globally and nonspecifically to agitate chromatin and increase the 

mobility, collision frequency, remodeling and conformational turnover.31, 32, 50 As 

discussed previously in Chapter III, by increasing the diffusive exponent, , the 

effective sampling radius for finding binding partners increases to favor binding 

probabilities of more distantly positioned binding partners.51 Thus, early in the 

VEGF response as transcription factors translocate to the nucleus, the binding 

probability is enhanced by this increase in motor activity. Similar effects 

associated with cytoskeletal force-induced chromatin agitation have been 

observed during development, including the establishment of specific chromatin 
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territories and promoting the pairing of homologous chromosomes during cell 

division.32 This agitation also provides a mechanism for enhanced turnover and 

chromatin remodeling31 during stimulated changes in expression.  While 

chromatin exists in a distribution of intermediate states of condensation, previous 

work has shown opposing bivalent (i.e. both activating and repressing) chromatin 

modifications particularly at transcriptionally “competent” sites.52 Our work 

suggests differential mobility at these sites may also play a role and that force-

induced agitation may serve to facilitate unfolding, with more rapid unfolding at 

these less condensed, transcriptionally “competent” sites as has been suggested 

elsewhere.31, 53 

Our previous work has highlighted the myosin II actin motor as one of the 

primary motor proteins impacting chromatin dynamics. This was supported by 

showing that abrogation of the cytoskeletal mechanical connections to the nuclear 

interior through the LINC complex results in quantitatively similar chromatin 

dynamics, as did global ATP depletion. Here we show that within the context of 

VEGF stimulation, early in the response the chromatin dynamics are largely 

influenced by enhanced motor activity. We similarly show coordinated 

colocalization of actin with the nucleus and increased nuclear deformations in 

response to VEGF. This seemingly points to an active role for actin force 

generation54 in driving these dynamics and enhancing chromatin agitation31, 32, 55, 

56 possibly to facilitate remodeling. This is also consistent with previous 

observations of an increase in perinuclear actin cap formation and TAN line 

engagement associated with transitional states in cells.57 Further, endothelial cells 
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express high levels of LINC proteins including nesprin 358 and transcription factor 

nuclear signaling in response to mechanical stimuli has been shown to depend on 

actin polymerization states.31, 59, 60 

We suggest numerous hypotheses for the immediate change in 

intranuclear responsiveness from myosin II force generation followed by a second 

regime of chromatin decondensation. Mechanical forces may provide the impetus 

for the immediate responsiveness of the nuclear interior by enhancing chromatin 

mobility (increased ). Additionally, forces may facilitate genome remodeling 

and reorganization as part of the secondary mechanisms resulting in the dramatic 

chromatin decondensation (increase Deff) for subsequent induction of the majority 

of VEGF-responsive genes at later times as shown in previous studies 

highlighting the role of external forces in inducing chromatin decondensation.31 It 

is also possible that the increased nuclear deformations, including nuclear 

envelope fluctuations and intranuclear movements, may lead to a variety of 

downstream cellular changes including increased cytoplasmic-nuclear transport of 

biochemical factors through nuclear pores which are enhanced by stretching and 

fluctuation of the nuclear envelope.61 

Our results are also supported by previous work on chemically-stimulated 

expression changes that have shown only moderate chromatin decondensation and 

low transcription efficiency on the time scales of ~20 minutes post stimulation, 

with maximal decondensation and peak transcriptional activity occurring >2 hours 

after exposure.28 Thus, it seems likely that the early force-induced chromatin 

agitation facilitates the transport and kinetic events associated with stimulated 
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changes in gene expression. Consequently, our findings suggest a plausible 

mechanism wherein mechanics, through both force-induced chromatin agitation 

and chromatin decondensation, may play a role in the kinetic and transport 

mechanisms associated with stimulated changes in gene expression. This carries 

implications beyond transcriptional changes, where this understanding of the 

mechanisms of chromatin remodeling and dynamics also has implications for 

mechanotransduction31 and the DNA damage response involving chromosome 

translocations and repair.62, 63 
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Chapter V 

Nuclear Stiffening and Chromatin Softening 

with Progerin Expression Leads to an 

Attenuated Nuclear Response to Force 
 

Introduction 

 Hutchinson-Gilford progeria syndrome (HGPS) is a premature aging 

disorder caused by a mutation in lamin A, a structural protein of the cell nucleus. 

The mutant lamin A, also called 50 lamin A or progerin, accumulates at the 

nuclear envelope1 leading to downstream nuclear defects. These defects in nuclei 

of cells from patients with HGPS include abnormal morphology,2 thickening of 

the nuclear lamina1 and stiffening of the nucleus.3 Additionally, these cells exhibit  

increased DNA damage4 and altered chromatin modification patterns.5 

Specifically, heterochromatin appears to be decondensed in cells from patients 

with HGPS.6 However, heterochromatin is a load-bearing element in nuclei7 and, 

in some cases, dictates the stiffness of the entire nucleus.8, 9 Thus, the precise 

nature of the nuclear stiffening from progerin within the context of the integrated 

nucleoskeleton and chromatin mechanical network is not well understood. 

Systemically, effects of HGPS are most pronounced in structural and 

force-responsive tissues. These include endothelial cells exposed to shear stress10 

and skeletal tissues under compression11 as well as many others. Shear stress is of 

particular interest for study in patients with progeria due to increased incidence of  

atherosclerosis12 stemming from endothelial cell dysfunction and an improper 
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genetic response to shear stress.13-15 However, it is unclear how a mutant protein 

expressed in most cells of the body has its most pronounced pathological effects 

primarily in force-responsive tissue types. Also, how nuclear stiffening could 

cause this progressive, segmented syndrome is currently unknown. 

The role of physiological forces, including shear stress and compression, 

in stimulating changes in gene expression has been well established.16-18 In 

addition to mechanotransduction in the cell membrane, focal adhesions and 

cytoskeleton, the nucleus acts as a mechanoresponsive element within the cell. 

Recent work suggests that direct mechanical force propagation from the cell into 

the nuclear interior alters nuclear structure and dynamics and may facilitate the 

underlying chemical signaling mechanisms.19-22 Also, evidence of force-induced 

changes to chromatin condensation state23 and enhanced force sensitivity in 

euchromatin relative to heterochromatin19 provides plausible mechanisms for the 

role of mechanical force in chromatin reorganization.24
 

Here, we study the stiffness of nuclei using the traditional mechanical 

measurement technique micropipette aspiration (MPA) and find that nuclei of 

cells exogenously expressing progerin are stiffer than control counterparts, similar 

to cells from patients with HGPS. However, in measuring the compliance of the 

chromatin within the nucleus, we find that the chromatin is softer inside cells 

expressing progerin. Thus, the composite structure of the nucleus shows a 

stiffened nucleoskeleton, but softer chromatin interior with the expression of 

progerin. Further, we show that forces, from both the cytoskeletal molecular 

motors and from external stresses imposed on the cell, have a reduced effect on 
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chromatin movements in cells expressing progerin. This suggests that progerin 

expression in HGPS alters the mechanical connections of the cell, and may 

explain altered cell function and gene expression in the mechanical tissues of 

patients.  

 

Materials and Methods 

Cell Culture and Transfection 

Human cervical cancer cells (HeLa, ATCC, Manassas, VA) and human 

osteosarcoma cells (Saos2, ATCC, Manassas, VA) were cultured using 

Dulbecco’s modified Eagle’s medium (DMEM, Thermo Scientific, Rockford, IL) 

with 10% fetal bovine serum (Life Technologies, Grand Island, NY) and 1% 

penicillin-streptomycin (Life Technologies, Grand Island, NY). Human umbilical 

vein endothelial cells (HUVECs, ATCC, Manassas, VA) were cultured using 

endothelial base media with growth supplements (Lonza, Hopkinton, MA). 

Fibroblasts were generously donated from the Progeria Research Foundation 

(Peabody, MA) and were cultured in DMEM with high glucose, 15% fetal bovine 

serum, 1% L-glutamine and 1% penicillin-streptomycin (Invitrogen, Carlsbad, 

CA). Two cells lines from the Progeria research foundation were used: an HGPS 

cell line (HGADFN167, referred to as HGPS) with the mutation CT608 in exon 

11, and an adult control (HGADFN168, referred to as control) from a 40-year-old 

parent, negative for the point mutation. 

Cells were transfected with recombinant DNA of fluorescent tagged 

upstream binding factor one (UBF1-GFP) or fibrillarin (Fib-GFP, a kind gift from 
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D. Discher, University of Pennsylvania). HeLa cells were transfected with 

Polyfect (Quiagen, Valencia, CA) per manufacturer’s recommendations, media 

was changed, and cells were incubated an additional 24 hours before imaging. 

Saos2 cells and HUVECs were transfected with Lipofectin (Life Technologies, 

Grand Island, NY) and media was changed after 5-8hrs of transfection. All cells 

experienced 48 hrs of incubation post-transfection prior to imaging.  

 

Micropipette Aspiration 

MPA experiments were performed on wild type cells and cells expressing 

GFP-UBF1 and DsRed-progerin. Micropipettes were pulled from 1 mm glass 

capillaries using a PMP102 Micropipette puller (Microdata). The ends of the 

micropipette tips were between 3 and 10 μm in diameter. Cells were trypsized and 

resuspended in a PBS solution with 3 μM of cytoclasin D (Sigma-Aldrich), 0.125 

μM of Nocodazole (Sigma-Aldrich) and 0.17 g/mL of Hoescht 33342 to label 

the nuclei (Invitrogen). Nocodazole inhibits polymerization of microtubules and 

cytochalasin D inhibits actin polymerization. A micromanipulator (Narishige) was 

used to approach the cells of interest. A pressure was then applied and the cells 

were aspirated into the pipette. Pressure was applied through a syringe and passes 

from air to a water reservoir that runs parallel to a pressure transducer (Validyne) 

and the pipette that is in contact with the cell of interest. Any change in pressure 

was given time to equilibrate at which time an image was captured, then the 

pressure was increased and the process repeated. The effective whole nuclear 
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stiffness (Eeff) was computed from the micropipette radius (Rp), the change in 

pressure (P), and the length of the cell up the pipette (LP).  

∆𝑃 ∝ 𝐸𝑒𝑓𝑓
𝐿𝑃

𝑅𝑃
                                                                                             (1) 

 

Shear and Compressive Force 

For shear experiments, transfected cells were passed into a micro-slide VI 

flow chamber (ibidi, Verona, WI) 24 hours prior to a shear exposure. The shear 

stress was applied from a peristaltic pump (Instech, Plymouth Meeting, MA) 

through two media reservoirs to buffer the flow and then through the ibidi micro-

slide. Media was pre-equilibrated to 37oC and 5% CO2 for a minimum of 30 

minutes, and the entire flow apparatus was housed inside a Pecon live-cell 

imaging chamber on the microscope. Nuclei were labeled with 1 g/mL Hoechst 

33342 (Life Technologies, Grand Island, NY) and incubated for a minimum of 30 

minutes. Images of cells were captured at multiple sites per experiment using an 

automated stage every 3 minutes. Cell viability was confirmed by continued 

imaging for over an hour after the completion of data collection. Shear stress of 

20 dyn/cm2 was used for all shear experiments.   

During compression experiments, transfected cells were seeded into 35 

mm MatTek dishes. The compressive force was applied by a 100 g weight set on 

top of a glass coverslip above the cells, leading to a total force of 1.0 N. Nuclei 

were labeled with 1 g/mL Hoescht 33342 (Life Technologies, Grand Island, NY) 

and with 0.3 μg/ml propidium iodide (Life Technologies, Grand Island, NY) to 

indicate cell death and incubated for a minimum of 30 minutes prior to starting 
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the experiments. Images were acquired every 2 minutes, and cell viability was 

confirmed by propidium iodide staining and continued imaging for over an hour 

after the completion of data collection. 

Cells were imaged on an inverted microscope (DMI6000, Leica, Buffalo 

Grove, IL) using a 63x (1.4 NA) oil immersion objective. During imaging the 

entire microscope environment was regulated by a Pecon live-cell imaging 

chamber heated to 37oC (Pecon, Erbach, Germany). Cells were viable beyond 2 

hours, the duration of the experiment. The time steps used in these experiments 

were determined in order to account for phototoxity and photobleaching over the 

course of the experiments.  

 

Data Analysis 

Data analysis was done as consistent with previous studies.24-26 Particle 

tracking image analysis was done with custom Laptrack71 suite of programs 

designed in Matlab (Natick, Ma).27 Images were initially aligned to remove noise 

caused by cellular drift, translocation, and rotation. The images were then 

statistically segmented to select for bright spots and the spot information was 

restructured into particle tracks. Mean squared displacement (MSD) was 

calculated for the first hour of data taken (Equation 2) where t is time,  is the 

time lag, and x and y are the position coordinates at the given times. Between 5 

and 15 different nuclei from 2-3 independent experiments were analyzed for each 

data set with when calculating MSD.  

𝑀𝑆𝐷 =  〈(𝑥𝑡+𝜏 − 𝑥𝑡)2 + (𝑦𝑡+𝜏 − 𝑦𝑡)2〉                                  (2) 
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𝑀𝑆𝐷 =  𝐷𝑒𝑓𝑓𝜏𝛽                                                                      (3) 

 

 The chromatin dynamics measured by MSD exhibit power-law time 

dependence (Equation 3). Further characterization of the nature of these dynamics 

comes from the fitting parameters. Here, Deff is a measure of the effective 

compliance of the intranuclear chromatin network, where chromatin 

decondensation enhances the effective compliance and vice versa increasing the 

amplitudes of the motion within the nucleus.24 By contrast,  indicates the level of 

system forces driving these dynamics including motor proteins that enhance 

motion beyond thermal energy and external force application.24 

 

Results  

Exogenous Progerin Expression Stiffens Nuclei 

Previously, nuclei isolated from HGPS patient fibroblasts were shown to 

be stiffer than control nuclei.3 To test if the exogenous expression of progerin has 

the same nuclear stiffening effect, we investigated the effect of DsRed-progerin 

expression in HeLa cells using the same technique: micropipette aspiration 

(MPA). The effect of exogenous UBF1-GFP (used in subsequent experiments) 

was monitored by co-transfection. Most human nuclei deform viscoelastically.28 

However, our results demonstrate that HeLa nuclei deform elastically under 

MPA-imposed forces on short time scales (on the order of seconds) with 
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increasing pressure causing increased deformation into the micropipette, as 

observed previously in HeLa cells.29  

Control HeLa cells displayed an effective whole nuclear stiffness of ~4 

kPa (Figure 5.1). In contrast, progerin expression resulted in an effective whole 

nuclear stiffness of more than double that of control cells of ~9 kPa. This suggests 

that the overexpression of progerin is sufficient to significantly stiffen the 

nucleus, as seen in patient cells.3  
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Figure 5.1: Exogenous progerin expression stiffens nuclei. (A) Schematic of 

micropipette aspiration (MPA) of the nucleus within a cell. (B) MPA was 

performed on whole HeLa cells with depolymerized cytoskeleton and nuclei 

labeled with Hoechst 33342. An example aspirated nuclei expressing DsRed-

progerin. Scale bar is 10 µm. (C) With increasing pressure, nuclear deformation 

was determined from nuclear stretch into the micropipette. DsRed-progerin-

expressing cells are approximately 2.4 times stiffer than the other control cell 

populations. n>6 for all measurements. Error bars are mean squared error 

(SEM) *p<0.05. 

 

Progerin Expression Reduces Chromatin Condensation and Softens the 

Nuclear Interior 

 

 The stiffness of the nucleus is governed both by the stiffness of the lamina 

nucleoskeleton as well as the chromatin interior. Since progerin accumulates at 

the nuclear envelope,1 we next sought to examine how progerin expression affects 

the chromatin dynamics and mechanics of the nuclear interior. To do this we 

expressed chromatin-bound, GFP-tagged probes (UBF1-GFP or Fib-GFP, having 

previously shown chromatin dynamics to be probe independent for several probes 

on these time scales24, 26) and tracked the movements in live cells (see Chapter 

III). With image processing to remove cellular movements, we were able to 

calculate the intranuclear dynamics of chromatin (mean squared displacement or 

MSD) in fibroblasts from patients with HGPS (Figure 5.2), as well as in the nuclei 

of cells expressing exogenous DsRed-progerin (Figure 5.3). MSD versus lag time 

values were then fit to the subdiffusion (Equation 3) to determine quantifiable 
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parameters for chromatin compliance (Deff) and system forces driving chromatin 

movement ().  

 

Figure 5.2: HGPS patient cells show enhanced chromatin compliance. 

Punctate regions of GFP-tagged proteins used for particle tracking with Hoechst 

33342-stained DNA in control patient (left) and HGPS patient (right) cells (A). 

Chromatin compliance is measured from the particle tracking experiments which 

is inversely proportional to chromatin condensation (B). HGPS patient cells have 

increased chromatin compliance relative to patient control cells (p<0.05) 
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indicating reduced chromatin condensation in HGPS patients.  Error bars reflect 

95% confidence intervals. 

 

 

Figure 5.3: Exogenous expression of DsRed-Progerin enhances chromatin 

compliance in cells. Punctate regions of GFP-tagged proteins used for particle 

tracking with Hoechst 33342-stained DNA in (A) HeLa cells (left) and HeLa cells 

transfected with DsRed-Progerin (right) cells, (B) HUVECs (left) and HUVECs 

transfected with DsRed-Progerin (right) cells as well as (C) Saos2 cells (left) and 

Saos2 cells transfected with DsRed-Progerin (right) cells. Exogenous progerin 

expression increased chromatin compliance in (D) HeLa cells, (E) HUVECs and 

(F) Saos2 cells relative to controls (p<0.05) indicating reduced chromatin 

condensation.  Error bars reflect 95% confidence intervals. 

 

In cells from patients with HGPS, chromatin compliance was significantly 

increased compared with matched controls (Figure 5.2B). Exogenous expression 

of DsRed-progerin resulted in increased chromatin compliance for HeLa cells 

(Figure 5.3D), HUVECs (Figure 5.3E) and Saos2 cells (Figure 5.3F). Thus, our 
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results suggest progerin expression consistently causes increased compliance of 

the nuclear interior due to reduced chromatin condensation as measured by Deff. 

Further, these results indicate that the stiffening of the nucleus in progerin-

expressing cells is associated with a stiffened nucleoskeleton, while the nuclear 

interior becomes more compliant. 

 

Progerin Expression Reduces Propagation of Cytoskeletal Forces to the 

Nuclear Interior 

 

 Also available from fitting the chromatin dynamics and calculating the 

MSD versus lag time is the role of system forces providing the driving force for 

chromatin dynamics (see Chapter III). In cells at rest these enhanced system 

forces beyond thermal motion are derived from molecular motors, primarily the 

cytoskeletal molecular motors myosin II, propagated to the nuclear interior that 

augment movements of the chromatin as well as mechanically communicating 

force from the cell to the nuclear interior 19, 24. HGPS patient cells and exogenous 

progerin-expressing cells all showed a reduction in system forces, most of which 

were strongly significant (Figure 5.4). Thus, the stiffening of the nucleoskeleton 

associated with progerin-expression seemingly damps force propagation into the 

nuclear interior from the cytoskeleton. 
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Figure 5.4: Progerin expression reduces cytoskeletal force propagation to the 

nuclear interior. System forces as measured from the particle tracking 

experiments indicate the level of cytoskeletal forces and external forces 

propagated to the nuclear interior. Progerin expression in patient cells (A) as 

well as exogenous expression in HeLa cells (B), HUVECs (C) and Saos2 cells (D) 

results in reduced system forces from reduced force propagation to the nuclear 

interior.  Error bars reflect 95% confidence intervals. *p<0.05. 
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Progerin Expression also Reduces the Intranuclear Response to Extracellular 

Applied Force 

 

  HGPS pathology is most pronounced in mechanically active tissues where 

the progerin-induced dysfunction results in aberrant mechanosensing. As such, we 

aimed to investigate progerin-expressing cells under physiologically relevant 

force. Since progerin-expressing cells are less able to transduce force from the 

cytoskeleton to the nuclear interior, we were interested in how this affects the 

intranuclear response to external force. We tracked motion of chromatin in live 

cells under stress using fluid shear stress on endothelial cells (HUVEC) and 

compression on bone cells (Saos2). As expected, application of stress to control 

cells resulted in an increased in system forces driving enhanced chromatin 

movement compared to the stress-free cells (Figure 5.5C-D). In this case, the 

increased force propagation to the nuclear interior is derived from the applied 

stress. Application of stress also reduced chromatin compliance (Figure 5.5A-B). 

We suggest that this change occurs from nuclear compression and reduced 

nuclear volume 23 resulting from both applied shear and applied compression 

leading to chromatin condensation. 

 In progerin-expressing cells exposed to the same stresses, we observed an 

attenuated response. We again observed a decrease in chromatin compliance with 

applied stress (Figure 5.5A-B), but the progerin-expressing HUVEC cells were 

less responsive than control cells. More dramatically, the progerin-expressing 

HUVECs showed no statistical change in system forces with shear stress 

application (Figure 5.5C). This suggests these extracellular applied forces are not 

significantly transduced to the nuclear interior with exogenous progerin 
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expression. Progerin-expressing Saos2 cells under compression also showed a 

mild response with stress application that fails to recapitulate the system forces in 

control cells, indicating a similarly muted force transduction response. These 

results suggest that progerin expression results in an attenuated intranuclear 

mechanical response to external force likely due at least in part to nucleoskeletal 

stiffening. 

 

 

 

 

Figure 5.5: Progerin expression reduces intranuclear mechanical sensitivity 

to external force application. External force application from 20 dyn/cm2 shear 

stress to HUVECs or 1 N compression to Saos2 cells results in reduced chromatin 
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compliance (A and B, respectively) while increasing system forces propagated to 

the nuclear interior (C and D, respectively) in control cells. By contrast, while 

progerin-expressing cells experienced reduced chromatin compliance upon 

external force application relative to static progerin-expresssing cells, it fails to 

recapitulate the chromatin condensation state of control cells under shear (A) or 

compression (B). Further, progerin-expressing HUVECs under shear experience 

no increase in system forces relative to static progerin-expressing cells (C) while 

progerin-expressing Saos2 cells under compression do not experience the same 

degree of system forces propagated to the nuclear interior as control cells under 

compression (D). Error bars reflect 95% confidence intervals. *p<0.05.  

 

Discussion 

Previously, nuclear stiffening has been observed in HGPS patient 

fibroblasts.3, 30 Here, we show that exogenous progerin expression also causes 

stiffening of the whole nucleus, as measured by MPA. While progerin expression 

stiffens the nucleus when measured as a whole structure, particle tracking 

experiments of chromatin bound probes indicate the nuclear interior softens as a 

result of progerin expression in both patient cells and exogenously expressing 

cells. Thus, nucleoskeletal stiffening seems to be the predominant contributor to 

the increased nuclear stiffness observed in progerin-expressing cells. We suggest 

that this is consistent with the preferential localization of progerin to the nuclear 

envelope resulting from farnesyl tail association with the membrane,3 whereas 

wild type lamin A can exchange between the nucleoplasm and the lamina.3, 31  
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Progerin expression has previously been shown to reduce chromatin 

condensation and alter the epigenetics of specific territories.6 Progerin-induced 

dysregulation of genome organization includes altered chromatin tethering at the 

nuclear periphery,32 the mislocalization of telomeres and the clustering of 

centromeres.12 We similarly find an overall reduction in chromatin condensation 

associated with progerin expression, and our work highlights the impact on 

chromatin dynamics that may further impact this dysregulation. Analysis of our 

chromatin dynamics data suggests that the enhanced chromatin compliance we 

observe with progerin expression is a manifestation of the loss of higher order 

chromatin organization. This likely results in a loss of genome function, where 

aberrant transcriptional activity33 and increased incidence of DNA damage and 

compromised repair are associated with progerin expression.34-36 Enhanced 

chromatin compliance is of particular concern with DNA damage, where 

increased chromatin dynamics may be implicated in translocation frequency.37, 38 

Given HGPS patient cells exhibit elevated levels of reactive oxygen species 

(ROS) causing increased DNA damage,36 further genomic instability imparted by 

increased chromatin dynamics may act to compound the problem.  

HGPS patients experience dysfunction associated with mechanoresponsive 

tissues including bone degradation and cardiovascular complications, with heart 

attacks and strokes being the most common fatalities. Previous studies have 

shown that progerin-expressing cells are more mechanosensitive and prone to 

apoptosis in response to mechanical stress.30 Our results provide some 

mechanistic details suggesting why mechanosensitive tissues show altered gene 
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expression patterns. Specifically, we find the nuclear interior of progerin 

expressing cells to have a reduced response to forces, either from the cell’s own 

molecular motors or from extracellular applied force. In the most dramatic 

example, we observe no change in force propagation to the chromatin in progerin-

expressing HUVECs under shear whereas control cells showed shear stress 

related changes.26 Thus, it seems progerin expression reduces the natural 

mechanical force propagation to the nuclear interior that is necessary for the 

normal mechanical response.  

In normal individuals, a number of genes expressed in endothelial cells 

and smooth muscle cells under shear stress are thought to confer an 

“atheroprotective” phenotype inhibiting atherosclerosis.39 The attenuated 

intranuclear response to force (as evidenced in the muted chromatin dynamics) in 

progerin-expressing cells resulting from progerin accumulation may play a role by 

inhibiting the mechanical signaling required for chromatin reorganization and 

expression. To this end, recent work has highlighted the role of direct mechanical 

force transduction in mediating biochemical signaling cascades through force-

induced chromatin decondensation and increased fluctuations.19, 24 Further, 

nuclear transport of some transcription factors has been shown to depend on the 

presence of intact cytoskeletal-nuclear mechanical structures, with transport 

coinciding with cytoskeletal reorganization and chromatin remodeling.19 Thus, it 

seems likely that the attenuated genetic response of progerin-expressing cells to 

mechanical stimulus may follow directly from the reduced force transduction into 
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the nuclear interior,40 which we show definitively contributes to reduced 

chromatin dynamics relative to control cells. 

The increased stiffness of the nucleoskeleton is the most obvious rationale 

for the reduced force transduction in progerin-expressing cells. We suggest that 

the presence of a disproportionately stiffer nucleoskeleton would damp forces 

transmitted from outside the nucleus. However, progerin expression also alters 

nucleoskeletal connections to the LINC complex, 41 which would further limit 

force transduction. We have also shown recently that HGPS patient cells have 

reduced traction force generation42 and other studies indicate decreased 

cytoskeletal stiffness,43, 44 both of which likely contribute to the loss of cell 

polarity observed and the reduced ability to align in the flow direction under 

shear. These hallmarks of the disease – reduced cytoskeletal force generation, loss 

of proper LINC connections and a stiffened nucleoskeleton – likely result in the 

reduced system forces driving chromatin dynamics in progerin-expressing cells 

even under static conditions where less cytoskeletal force is transmitted to the 

nuclear interior. More broadly, our findings suggest a complete collapse of 

mechanical integrity in progerin-expressing cells. These results highlight that the 

nucleus and cytoskeleton operate as a wholly-integrated mechanical network that 

operates bi-directionally to facilitate nuclear structure and genome function on 

one side and to balance force generation for adhesion and motility on the other. 

As such, dysfunction in a single component results in loss of proper chromatin 

organization and dynamics as well as nucleoskeletal and cytoskeletal mechanical 

integrity. Thus, HGPS provides a model system that demonstrates a necessary 
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role for mechanical mechanisms as regulators of genome function and stability, 

the absence of which provides insight into the pathologies of cardiovascular 

disease and DNA damage. 
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Chapter VI 

Increased Chromatin Fluctuations are 

Localized to Regions of DNA Damage and 

Induced by Structural Relaxation 
 

Introduction 

 The genome is continuously damaged within human cell nuclei in 

response to cellular processes and environmental agents including ionizing 

radiation. Fortunately, cells devote a large portion of energy and protein resources 

to DNA repair machinery making it a highly efficient process. Further, cells 

possess additional mechanisms that help guard against single point mutations in 

the linear sequence. Thus, of particular consequence are the incidents of DNA 

damage that give rise to double-strand breaks (DSBs), where the ligation of 

incorrect ends (termed translocations) pose a dire threat to genetic stability.1 

Evidence of the deleterious nature of translocations is seen in their recurring role 

in cancer pathogenesis, particularly in leukemias and lymphomas.2, 3 The lethality 

of DSBs is also strategically leveraged for anticancer therapeutics. For instance, 

the goal of treating cancer cells with ionizing radiation is to induce DSBs and 

cause cell death. Although induction of DSBs is capable of eradicating tumor 

progression, off-target effects include death of noncancerous cells and potentially 

inducing new, secondary tumors. Thus, understanding DSB repair is critical to 

elucidating the pathways involved in the genesis and treatment of cancer. 
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Upon initiation of the DNA damage repair process by DSB formation, the 

defining step in the process is the locating and rejoining of complementary 

severed ends among multiple damage sites that commonly occur in response to 

DNA damaging agents.1 As such, the mobility of severed ends appears to be 

critical to the repair process. In support of this, repair foci clustering (and with 

them DSBs) has been observed for some persistent DSBs.4  Others have shown 

DSBs in condensed, heterochromatic chromatin may be differentially repaired 

from decondensed, transcriptionally active euchromatin, with heterochromatic 

DSBs undergoing an initial relocation to euchromatin regions for repair leading to 

unique kinetics.5 Further, the correlation of translocation frequency with 

chromosome proximity6 lends additional credence to the role of chromatin 

positioning, mobility and higher-order organization in DSB repair.  

Despite this seemingly prominent role of mobility in DSB repair, the 

physical mechanisms driving chromatin dynamics at sites of DSBs remain to be 

the determined. Previous studies from our laboratory7 and others8, 9 have 

demonstrated that chromatin fluctuations undergo subdiffusive motion driven by 

molecular crowding, binding and obstruction as well as the viscoelasticity of the 

nuclear interior. Such dynamics curtail long range motion and enhance the 

probability of finding local binding partners over distant ones relative to normal 

Brownian diffusion.10 Yet, a recent study observed that translocating arrays 

exhibit faster dynamics than typical DSBs.11 Thus, chromatin dynamics of DSBs 

may directly influence translocation probabilities.1 However, it seems unlikely 

that translocating pairs alone have unique mechanisms driving their dynamics 
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differentially from other DSBs (given that the deleterious consequences would 

seemingly inhibit that evolution) without stimulation of additional pathways, as is 

perhaps the case with difficult or persistent DSBs. This view is supported by 

studies demonstrating that DSBs do not have dramatic differences in their 

mobility relative to undamaged chromatin,11-15 though this remains a point of 

contention with others observing conflicting results.16-18 Part of this discrepancy 

may stem from the use of different techniques and time scales. These include 

tracking of photoactivated, fluorescently-tagged histones sampling on millisecond 

time scales12, 14 versus sampling at intervals of minutes for the tracking of 

fluorescently-tagged transcriptional activators or repressors or fluorescently 

tagged repair machinery11, 15, 16, 18, 19 as we do here. However, simple 

quantification of the extent of chromatin mobility following DSB induction is also 

limited by the fact that it gives no insight into the evolution of physiological states 

that may directly impact these movements through altering the associated physics 

– via either the amplitude or the time dependence of the dynamics – by 

remodeling the chromatin polymer network or changes to the underlying driving 

forces, respectively.7 

Determining the nature and role of chromatin mobility following DSB 

induction is not likely to be obtained through biochemical means alone. Rather 

than merely quantifying the extent of movement, understanding the physical 

mechanisms (including the mechanical effects of DSB-induced chromatin 

remodeling on chromatin compliance and the role of molecular motor activity 

from that remodeling and other cellular processes)1 can identify the effects of 
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specific biochemical factors in chromatin dynamics as they relate to translocation 

probabilities. This includes how the nucleus may organize DSB repair through 

regulation of these dynamics, as well as the extent to which the DNA damage 

response globally impacts chromatin dynamics versus the possibility that the 

nucleus may specifically modulate the dynamics DSB loci.1 Additionally, a 

longstanding issue in understanding active chromatin remodeling complexes is 

the precise nature of its role in chromatin dynamics, particularly as it relates to the 

DNA repair processes where remodeling is extensive.  

To this end, we investigate chromatin dynamics in live human cells in 

response to chemically-induced DNA damage using the genotoxic agent 

bleomycin. We track distinct markers within the chromatin of live human cell 

nuclei, including the telomeric protein TRF1 and the nucleolar protein fibrillarin 

for undamaged chromatin as well as the DSB marker 53BP1. We demonstrate that 

healthy human cells exhibit physical uniformity of ensemble chromatin dynamics. 

This physical uniformity is disrupted upon DNA damage induction at the DNA 

damage sites. While undamaged chromatin in bleomycin-treated cells shows no 

change in the characteristic behavior of its dynamics relative to controls, DSBs 

have demonstrably increased dynamics. This results from increased chromatin 

compliance that corresponds with large scale relaxation of chromatin structure at 

these damage sites, enhancing local chromatin dynamics in a time-independent 

manner. This chromatin relaxation coincides with a reduction in molecular motor 

activity (and, therefore, time-dependent mobility) experienced at these sites. The 

result is to curtail long range motion at longer time scales, while allowing for 
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enhanced local dynamics initially relative to undamaged chromatin. This directly 

impacts the probabilistic nature of the mobility as related to distal translocation 

partners.10 Further, as part of collaboration with Professor L. Lan’s Laboratory 

(University of Pittsburgh Medical Center – Hillman Cancer Center) we 

demonstrate distinct roles for the SSRP1 subunit of the FACT histone chaperone 

complex and the deacetylase SIRT6 in chromatin remodeling at the sites of DSB. 

These findings demonstrate that DNA damage may be a unique nuclear response 

that decouples DSB sites from undamaged chromatin dynamics. This would allow 

for mechanical isolation which may act to quarantine these sites in order to damp 

force propagation and effectively curtail long range mobility. This points directly 

to chromatin remodeling complexes as a means of relaxing chromatin to 

specifically tune the dynamics, which has implications for mobility-dependent 

translocation probabilities and highlights possible future chemotherapeutic targets 

associated with those functions. 

 

Methods 

Cell Culture, Transfection and Drug Treatments 

The human osteosarcoma cell, U2OS, (kind gift from L. Lan, University 

of Pittsburgh Medical Center – Hillman Cancer Center) were cultured in DMEM 

low glucose media supplemented with 10% FBS and 1% penicillin-streptomycin 

(Life Technologies, Grand Island, NY). The cells were passaged to 35 mm -

dishes with ibiTreat (ibidi, Verona, WI) and transfected with rDNA of GFP-Fib 

(kind gift from D. Discher, University of Pennsylvania), RFP-TRF1 (kind gift 
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constructed by P. Opresko and S. Watkins, University of Pittsburgh) and/or GFP-

53BP1 (kind gift from L. Lan, University of Pittsburgh Medical Center – Hillman 

Cancer Center) to visualize chromatin dynamics of various sites (see Figures 6.1-

6.3). Cells were transfected using Lipofectamine 3000 transfection reagent (Life 

Technologies, Grand Island, NY) in Opti-MEM I Reduced Serum Medium (Life 

Technologies, Grand Island, NY). Cells were washed with PBS and media was 

changed ~24 hours after incubation, and experiments were run 24-72 hours post-

transfection initiation to allow for adequate expression levels. For bleomycin 

DNA damage experiments, cells were treated with 5 ng/mL for 2 hours, at which 

time cells were washed with PBS and media was changed. The human cervical 

adenocarcinoma cancer cell line, HeLa, and mouse embryonic fibroblast cell line 

(MEFs) were cultured, treated and stained by L. Lan’s laboratory (University of 

Pittsburgh Medical Center – Hillman Cancer Center) and provided for 

fluorescence lifetime imaging microscopy (FLIM) experiments after fixation and 

staining (see below).  

Photoactivation of TRF1-KR in MEF cells was done using established cell 

lines as described in previously published methods, verifying DSB formation and 

initiation of the repair process.20 Briefly, KR photoactivation for bulk cells was 

done using a 15-W SYLVANIA cool white fluorescent bulb for 10 minutes of 

exposure in a stage UVP (Uvland, CA, USA). This yielded a rate of 15 J/m2/s, 

which, for 10 minutes of exposure, resulted in 9000 J being delivered to the whole 

dish and a final power of ~9 mJ/µm2 delivered to the KR (∼1 m2) upon light 
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exposure. Accumulation of H2AX or 53BP1 foci at sites of KR were observed to 

verify DSB formation (see Figures 6.11 and 6.12). 

 

Particle Tracking Imaging and Analysis 

Imaging for particle tracking experiments was done using a 63x (1.4 NA) 

oil immersion objective of an inverted microscope (DMI6000, Leica, Buffalo 

Grove, IL) in a controlled live-cell imaging chamber with humidified 5% CO2 and 

held at 37°C. Cell nuclei were labeled with 0.5 g/mL Hoechst 33342 (Life 

Technologies, Grand Island, NY). Images were taken at multiple positions per 

plate at 3.0 minute intervals with multiple transfected cells per field of view and 

multiple particles per cell (see Figures 6.1-6.3). Cells maintained viability well 

beyond the duration of the experiment as confirmed by continued imaging for 

over an hour after the completion of data collection. Two-dimensional tracking of 

either GFP-Fib, RFP-TRF1 or GFP-53BP1 chromatin regions was done using 

custom Laptrack71 programs designed in MATLAB (Natick, MA) as previously 

published.21, 22 Briefly, images were cropped and aligned to remove artifacts 

including imaging drift, nuclear translation, and nuclear rotation. Particles were 

then detected through statistical algorithms after calibration of background noise 

parameters. Particle tracks were then determined by correspondence with 

succeeding frames. Only persistent tracks of particles present for the full duration 

of the experiment were used for further analysis. 

 The ensemble-averaged MSD was calculated from the particle tracks as 

shown in Equation 1,23 where  is the lag time. MSD magnitudes were compared 
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at each time point using Student’s t-test. Data were fit to a power-law rheological 

model as consistent for biological systems24 and the nucleus in particular25 as 

shown in Equation 3, where Deff is the effective diffusivity and indicative of the 

chromatin compliance (where chromatin decondensation increases compliance 

and vice versa) and  is the power-law diffusive exponent which provides a 

measure of system forces including thermal forces and cytoskeletal forces (see 

Chapter III).7 Calculation of Deff was done by normalizing lag time, , to the 

sampling time step of three minutes. This allowed for enhanced accuracy in the fit 

calculation by using interpolation of the data rather than extrapolation. 95% 

confidence intervals for parameter values were used for statistical comparison. 

Since the MSD is an inherently positive quantity, outliers with large magnitudes 

may bias the resultant ensemble average. Consequently, all outliers greater than 

three standard deviations from the mean were removed and the data were 

reanalyzed, though with little to no change in the trends. These cells generally had 

issues with alignment wherein nuclear rotation or translation was not properly 

removed. 

𝑀𝑆𝐷(𝜏) =  〈(𝑥𝑡+𝜏 − 𝑥𝑡)2 + (𝑦𝑡+𝜏 − 𝑦𝑡)2〉                                                    (1) 

 

Cell Fixation and Fluorescence Lifetime Imaging Microscopy 

As described above, HeLa and MEF cells were cultured, treated and 

stained by L. Lan’s laboratory (University of Pittsburgh Medical Center – 

Hillman Cancer Center) per their protocols. DNA was stained using DAPI (Life 

Technologies, Grand Island, NY) for fluorescence lifetime imaging microscopy 
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(FLIM). Cells were also labeled for a DNA DSB marker (either 53BP1 or -

H2AX) and the MEF cells were labeled with telomeric protein TRF1-KR, which 

was used to induce DNA DSBs by photoactivation in those MEF cells.  DNA 

damage was induced in HeLa cells using bleomycin as described above. 

FLIM measurements were obtained as described previously (see Chapter 

II). Briefly, using a Leica TCS SP5 inverted laser scanning confocal microscope 

with a 100x (1.4 NA) oil immersion objective. The corresponding pixel resolution 

was 256 x 256 and the scan rate was 400 Hz. A Ti:sapphire mode-locked, pulsed 

infrared laser (Chameleon, Coherent) system was used for multiphoton excitation 

source (1 W, average). The laser was tuned to 825 nm (DAPI) using pulse-widths 

of <140 fs delivered at 90 MHz. Emission was detected from 404-536 nm 

(Hoechst) using a FLIM-specific photomultiplier tube (PMT), consistent with the 

complete emission spectra for those fluorophores. 

 Data acquisition and analysis were done using methods previously 

published26 and described in Chapter II. Briefly, images were acquired for 

approximately ten minutes in order to minimize errors associated with 

photobleaching, low signal-to-noise ratios and pile-up effects as determined by 

maintaining rates of photons detected, converted, and stored between 1 x 104 and 

1 x 106. A suite of software programs from Becker & Hickl SPC-830 was used for 

time-correlated single photon counting (TCSPC) with 10 ps resolution. Lifetime 

variance was minimized using 220 time channels and a measurement window of 

10.8 ns. 
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The decay rate of the fluorescence lifetime can be modeled an exponential 

decay (Equation 2), where t is time,  is the lifetime and I0 is the number of 

photons at t = 0, respectively. I(t) is the number of photons detected per unit time, 

t. 

𝐼(𝑡) =  𝐼0𝑒
−𝑡

𝜏⁄                                                                                                        (2) 

 Data were analyzed and fluorescence lifetime heat map images created 

using the Becker & Hickl SPCImage software. The software was also used for 

determination of the spatially resolved fluorescence lifetimes as distinct regions 

within the nucleus, including DNA DSB sites. For each data set, the instrument 

response functions were determined and the lifetime images were binned such 

that the peak photon count was ≥ 1000, as required for statistical verification of 

double-exponential decay.27 Using MATLAB, the nuclei were segmented to 

remove autofluorescence and background. Then the average lifetimes and 

corresponding standard deviation for both a single and double exponential decay 

were determined for each experiment by averaging the value for each pixel. The 

respective fits were compared using a 2 test. Unlike Hoechst 33342 (but similar 

to PicoGreen), DAPI was modeled best as a single-exponential decay. 

 

Statistics 

 Magnitudes of the ensemble-averaged mean squared displacement were 

statistically compared using Student’s t-test. Fitting parameters and corresponding 

95% confidence intervals were determined using the MATLAB for nonlinear least 

squares regression trust-region algorithm and verified using ANOVA (p<<0.001). 
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For FLIM experiments, the fits (single- or double-exponential decays) were 

determined using a 2 test, as discussed above. The mean fluorescence lifetimes 

were compared using Student’s t-test and the variance compared using the F-test. 

 

Results 

DNA Damage Induces Decoupling of Chromatin Dynamics Coincident with 

Structural Relaxation 

 

 To investigate the physical mechanism of chromatin dynamics in response 

to DNA damage, we used fluorescently tagged proteins that bind within 

undamaged chromatin (nucleolar protein GFP-fibrillarin and the telomeric protein 

called telomeric repeat-binding factor 1, RFP-TRF1, as shown in Figures 6.1 and 

6.2) in control and bleomycin-treated cells as well as a DSB marker (tumor 

suppressor p53-binding protein 1, GFP-53BP1, Figure 6.3) in bleomycin-treated 

cells to track these dynamics in a live human osteosarcoma cell line (U2OS).  

 

 

Figure 6.1: Particle tracking of nucleolar regions in U2OS cells. (A) Merged 

image overlay of live U2OS cells labelled with individual fluorophores for (B) 
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DNA (Hoechst 33342, blue) and (C) an exogenous nucleolar protein, fibrillarin 

(transfected, GFP-Fibrillarin or GFP-Fib). Scale bar is 10 m.  

 

Figure 6.2: Particle tracking of telomeres in U2OS cells. (A) Merged image 

overlay of live U2OS cells labelled with individual fluorophores for (B) DNA 

(Hoechst 33342, blue) and (C) an exogenous telomeric protein, telomeric repeat-

binding factor 1 (transfected, RFP-TRF1). Scale bar is 10 m.  

 

 

Figure 6.3: Particle tracking of chromatin in bleomycin-treated U2OS cells. 

(A) Merged image overlay of live U2OS cells labelled with individual 

fluorophores for (B) DNA double-strand break (DSBs) marker and repair protein, 

tumor suppressor p53-binding protein 1 (transfected, GFP-53BP1) and (C) an 

exogenous telomeric protein, telomeric repeat-binding factor 1 (transfected, RFP-

TRF1). Scale bar is 10 m. 
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From the live cell trajectories of these chromatin markers, we calculated 

the mean squared displacement (MSD) from Equation 1. We fit this to the 

characteristic power-law equation of anomalous subdiffusion (Equation 3), where 

we’ve previously shown Deff to be a measure of chromatin compliance and  as a 

measure of molecular motor forces (see Chapter III).7 As such, increasing Deff is 

indicative of chromatin decondensation, with the relaxed chromatin structure 

increasing local compliance of the fiber. Further, molecular motor forces serve to 

drive the chromatin fluctuations beyond that of thermal energy to influence the 

diffusive exponent, . 

𝑀𝑆𝐷 =  𝐷𝑒𝑓𝑓𝜏𝛽                                                                      (3) 

 In control cells, we observe physical uniformity of ensemble chromatin 

dynamics with statistically indistinguishable MSD, Deff and  for telomeric and 

nucleolar labels (Figure 6.4). This is consistent with our previous work 

demonstrating uniform ensemble chromatin dynamics across multiple cell lines 

for a variety of chromatin markers7, 22 on these time scales, as well as other work 

demonstrating randomized, coherent motion of chromatin dynamics on short time 

scales (<10 seconds) of ~4-5 m that likely facilitates the physical uniformity of 

these dynamics at our longer time scales.28 The statistical similarity of Deff and  

also indicates these distinct nuclear functional sites – associated with unique 

components – experience similar chromatin compliance and forces transduced 

from motor protein activity. 
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Figure 6.4: Chromatin dynamics of nucleolar and telomeric regions 

measured by ensemble averaged MSD are physically uniform. Particle 

tracking measurements of nucleolar protein, GFP-Fib, and telomeric protein, 

RFP-TRF1, resulted in statistically indistinguishable magnitudes, trends and fits 

(p>0.05). (A) MSD versus lag time values, (B) the prefactor, Deff, and (C) the 

diffusive exponent, . Error bars reflect 95% confidence intervals.  

  

 Following DNA damage induction, we still see physical uniformity of 

undamaged chromatin sites with their chromatin dynamics seemingly unaffected 

by bleomycin treatment relative to untreated cells. However, we observe 

enhanced chromatin dynamics of fluorescently tagged DSBs (DNA repair protein 

53BP1, Figure 6.5). This indicates physical decoupling of DSB sites relative to 

undamaged loci following bleomycin treatment. Thus, while undamaged 

chromatin appears capable of maintaining the same behavior of control cells with 

statistically similar measures of chromatin compliance (Deff) and molecular motor 

activity (), damaged sites exhibit unique behavior resulting in increased 
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chromatin dynamics on these time scales. The increase in dynamics arises from 

chromatin relaxation, making chromatin more compliant as observed through an 

increase in Deff. Interestingly, we see a decrease in molecular motor activity 

experienced at damage sites, corresponding to a reduction in . Thus, while the 

local relaxation of chromatin structure and the concomitant increase in chromatin 

compliance increases the mobility of damage sites, the reduced molecular motor 

activity relative to undamaged chromatin makes this effect short lived by exerting 

its influence through the temporal nature of these dynamics. Thus, the enhanced 

chromatin dynamics of DSBs are only statistically significant for the first 30 

minutes (p<0.05, with p<0.01 for the first 18 minutes). To characterize the 

temporal nature of this deviation from undamaged chromatin, we define a 

crossover time, c, as shown in Equation 4 where we equate the characteristic 

power-law MSD equations of undamaged (U) and damaged (D) to obtain c. 

 

𝑀𝑆𝐷𝑈 =   𝑀𝑆𝐷𝐷 = 𝐷𝑒𝑓𝑓,𝑈 ∗ 𝜏𝐶
𝛽𝑈 =  𝐷𝑒𝑓𝑓,𝐷 ∗ 𝜏𝐶

𝛽𝐷                                            (4) 

 

We find c ~ 30 minutes, before which the increased chromatin compliance from 

local chromatin decondensation of damage sites results in increased chromatin 

mobility relative to undamaged sites. However, beyond ~30 minutes, the 

enhanced molecular motor forces experienced at undamaged sites results in 

increased chromatin dynamics through its influence on the time dependence as a 

result of the larger diffusive exponent () relative to the damage sites. Thus, at 

longer time scales, the motion of damaged chromatin is effectively curtailed to 
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inhibit long range displacements. This has direct implications for translocation 

probabilities of DSBs that are not proximally located, and it points to the 

likelihood of “escape” of two complementary DSBs from each other as being 

most probable early in the response if left uncontrolled. However, certain protein 

components, including the MRN complex, have been observed to tether severed 

ends of DSB in a manner that has no effect on mobility, which may restrict this 

escape.19  

 

Figure 6.5: Chromatin dynamics in the presence of DNA double-strand 

breaks results in a physical decoupling of DNA damage dynamics from 

control behavior. Cells are treated with bleomycin, with DNA DSBs monitored 

by GFP-53BP1 and undamaged sites monitored by GFP-Fib and RFP-TRF1. (A) 

Undamaged chromatin dynamics of GFP-Fib and RFP-TRF1 were statistically 

indistinguishable in bleomycin-treated cells with respect to MSD magnitudes, 

trends and fits (p>0.05). These trends were also statistically indistinguishable 

from their control counterparts (p>0.05). By contrast, DNA DSBs marked by 

GFP-53BP1 exhibited markedly enhanced chromatin dynamics particularly at 
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early times (p<0.01 for first 18 minutes and p<0.05 for first 30 minutes). DNA 

DSBs marked by GFP-53BP1 demonstrated (B) increased chromatin compliance 

through Deff and (C) reduced molecular motor activity experienced at sites of 

DSBs as evinced through the diffusive exponent, . Error bars reflect 95% 

confidence intervals.  

 

FACT Complex Subunit SSRP1 and SIRT6 Deacetylase Facilitate 

Chromatin Relaxation at Sites of Double-Strand Breaks  
 

 Given the pronounced effect of chromatin decondensation on the mobility 

of damage sites relative to undamaged and control chromatin dynamics, we 

sought to determine the roles of specific chromatin remodeling proteins that may 

impact chromatin relaxation at DSBs. We utilized fluorescence lifetime imaging 

microscopy (FLIM) as our quantitative measure of chromatin condensation state 

to investigate these effects. Previous studies in our laboratory and others have 

shown that the fluorescence lifetime is a quantitative and spatially resolved 

measure of chromatin condensation state for cell nuclei in situ.7, 29, 30 The 

fluorescently-tagged chromatin of the interphase cell nucleus is associated with a 

spatially heterogeneous distribution of fluorescence lifetimes, indicating 

differential fluorophore environments corresponding to varying levels of 

chromatin condensation. Decondensed chromatin is associated with increased 

fluorescence lifetimes (and vice versa) due to mechanical changes to chromatin 

that accompany altered condensation state and impact the local fluorophore 

environment (on the scale of angstroms up to ~10 nm).7, 29, 31  
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 Through collaboration with Professor Li Lan (M.D., Ph.D.) and her 

laboratory at the Hillman Cancer Center within the University of Pittsburgh 

Medical Center (UPMC), we identified several targets we hypothesized may be 

critical to the chromatin remodeling effects that would influence the chromatin 

dynamics through increased decondensation and compliance. Using fluorescence 

lifetime imaging microscopy (FLIM) of DAPI-labeled DNA, we examine the 

roles of the Facilitates Chromatin Transcription (FACT) complex subunit protein 

SSRP1 as well as the protein deacetylase and mono-ADP ribosyltransferase 

sirtuin-6 (SIRT6) in chromatin condensation during the DNA damage response.  

The FACT complex is a heterodimer protein complex composed of a 140 

kDa subunit, Spt16, and an 80 kDa subunit, SSRP1. The FACT complex is known 

to associate with RNA Polymerase II (Pol II) to facilitate transcription on in vitro 

chromatin.32 However, it has also been shown to generally facilitate the 

remodeling of chromatin through its role as a histone chaperone. In this capacity, 

it facilitates both the dissociation and reassembly of nucleosomes on chromatin as 

observed during transcription. This function as a general chromatin remodeler has 

led to investigation and evidence of a role for the FACT complex in DNA repair 

processes.  

 In untreated cells with SSRP1 suppression, we observe a reduced 

fluorescence lifetime relative to control cell nuclei indicating that SSRP1 loss 

may promote global chromatin condensation (Figure 6.6). After inducing DNA 

damage with bleomycin treatment, all cells (control and SSRP1-suppressed cells) 

show an increase in fluorescence lifetime suggesting chromatin decondensation. 
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This confirms the chromatin decondensation effects evinced through particle 

tracking MSD measurements as quantified through chromatin compliance (Deff), 

and further highlights that large scale DNA damage has a concomitant effect that 

can be measured through global chromatin condensation state changes. 

Bleomycin-treated cells with SSRP1 suppression show a modest increase in the 

fluorescence lifetime relative to the 3.6% increase in untreated cells and fail to 

recapitulate the chromatin remodeling accompanying DNA damage in control 

cells (13% lower fluorescence lifetimes than bleomycin-treated control cells). 

Since FLIM allows for spatial quantification of chromatin condensation, we 

analyzed the distinct chromatin condensation state changes at DNA damage sites. 

Qualitatively through heat maps of the mean fluorescence lifetime of DAPI-

stained chromatin of nuclei with DNA damage sites labeled for 53BP1, we see 

increased fluorescence lifetimes associated with DNA damage sites (Figures 6.7 

and 6.8), albeit with reduced capacity to fully remodel the chromatin following 

SSRP1 suppression (Figures 6.8). We quantify this by measuring the fluorescence 

lifetime solely at DNA damage sites for control and SSRP1 suppressed cells and 

observe reduced fluorescence lifetimes at DNA damage sites in cells with SSRP1 

suppression relative to controls (Figure 6.9).  This indicates that SSRP1 is 

necessary for the proper chromatin remodeling that accompanies the DNA 

damage response. This was consistent with additional SSRP1 suppression 

treatments we explored (data not shown). Thus, SSRP1 is associated with 

regulating chromatin condensation in control cells.  Its suppression results in 

increased chromatin condensation and reduced capacity to remodel chromatin for 
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decondensation in response to DNA damage. However, it does not appear to 

hinder the upstream signaling of DSBs given the presence of the 53BP1 DSB 

marker. These findings were consistent with the findings of our collaborators at 

the UPMC Hillman Cancer Center. 

 

Figure 6.6: Fluorescence lifetime measurements of global chromatin 

condensation state in HeLa cell nuclei associated with FACT complex 

subunit SSRP1 and the DNA damage response from bleomycin treatment. 

Inhibition of SSRP1 by small hairpin RNA (shRNA) resulted in strongly reduced 

fluorescence lifetimes (***p<<0.001) relative to the control vector. In response 

to DNA damage induced by bleomycin treatment, we see increased fluorescence 

lifetimes in cells treated with the control vector (***p<<0.001). SSRP1 
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suppression resulted in reduced capacity to properly decondense chromatin in 

response to DNA damage relative to cells treated with the control vector 

(***p<<0.001). Analysis was done using 60-120 segmented nuclei for each 

treatment condition. Error bars indicate standard deviation of pixel-to-pixel 

fluorescence lifetime differences of segmented nuclei under each treatment 

condition.  

 

 

Figure 6.7: Fluorescence lifetime spatial distribution of HeLa cell nucleus 

treated with the control vector following bleomycin exposure. (A) An overlay 

of a confocal image of a HeLa cell nucleus with DAPI-stained DNA (blue, B) and 

DNA DSB marker 53BP1 (green, C). (D) The spatially resolved fluorescence 
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lifetime heat maps of the same nucleus shows chromatin decondensation localized 

to DNA DSB sites (deep blue regions).  

 

 

 Figure 6.8: Fluorescence lifetime spatial distribution of HeLa cell nucleus 

with SSRP1 inhibition from short hairpin RNA (shRNA) following 

bleomycin exposure. (A) An overlay of a confocal image of a HeLa cell nucleus 

with DAPI-stained DNA (blue, B) and DNA DSB marker 53BP1 (green, C). (D) 

The spatially resolved fluorescence lifetime heat maps of the same nucleus shows 

reduced capacity to decondensed chromatin at DNA DSB sites (green-red 

regions).  
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Figure 6.9: Fluorescence lifetime measurements of chromatin condensation 

state of DNA Damage foci in HeLa cells associated with FACT complex 

subunit SSRP1 activity following bleomycin treatment. DNA DSB sites exhibit 

a noticeable increase in the fluorescence lifetime relative to the global averages 

indicating they are more decondensed chromatin, particularly for the control 

vector. However, inhibition of SSRP1 by small hairpin RNA (shRNA) resulted in a 

prominent reduction in the fluorescence lifetime at DNA DSB sites 

(***p<<0.001) relative to the control vector. This indicates an inability to 

properly remodel chromatin in response to DSBs without the SSRP1 subunit of 

the FACT complex. Analysis was done for multiple DNA damage sites across 

treatment conditions. Error bars indicate standard deviation.  
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 In addition to SSRP1, we investigated the role of SIRT6 in response to 

DNA damage. SIRT6 is from the sirtuin class of proteins that have mono-ADP-

ribosyltransferase and/or deacylase activity which are involved in a variety of 

essential cellular processes. SIRT6 has been found to be a histone deacetylase 

involved in chromatin remodeling, particularly in stress response. It is also 

involved in telomere maintenance and DNA repair, but its precise role in 

chromatin remodeling in DNA repair is unclear.33 

 Here we use a stably transfected mouse embryonic fibroblast (MEF) cell 

line with the telomeric protein TRF1 fused to the fluorophore KillerRed (KR) 

developed by L. Lan’s laboratory. Excitation of TRF1-KR results in the rapid 

generation of reactive oxygen species (ROS) at levels far exceeding that of other 

fluorophores. The result is ROS-induced DNA damage from these oxidative 

species at precise locations within the genome associated with the protein KR is 

fused to,20 in this case at telomeric regions for TRF1-KR. As in the case of 

bleomycin-treated cells, we observe DNA damage induction by photoactivation of 

TRF1-KR expressing cells results in increased fluorescence lifetimes indicating 

corresponding chromatin decondensation in wild type cells (Figure 6.10). In 

SIRT6 knockout MEFs without photoactivation, we observe a modest increase in 

fluorescence lifetime relative to wild type cells that express SIRT6 (Figure 6.10). 

This finding is unsurprising given our previous work chemically simultaneously 

inhibiting multiple histone deacetylases (HDACs) where we observe increased 
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fluorescence lifetime resulting from the corresponding chromatin decondensation. 

It seems likely that SIRT6 is necessary but not sufficient for normal chromatin 

remodeling given its modest effect on chromatin condensation state relative to 

global HDAC inhibition we showed previously. Alternatively, SIRT6 may act 

solely at specific chromatin regions as it is speculated to operate most 

prominently at telomeres.  

In SIRT6 knockout MEFs with photoactivated TRF1-KR, we observe no 

change in fluorescence lifetime which demonstrates that these cells are incapable 

of chromatin remodeling following DNA damage induction (Figure 6.10). We 

confirm these findings qualitatively in heat maps of wild type and SIRT6 

knockout MEFs with photoactivated TRF1-KR co-labeled with the DNA damage 

marker -H2AX (Figures 6.11 and 6.12), and we find SIRT6 knockout cells have 

reduced fluorescence lifetimes at damage sites relative to wild type cells, which 

we quantified specifically at the DNA damage sites (Figure 6.13). Thus, while the 

deacetylase activity of SIRT6 seems to facilitate proper chromatin condensation 

in control cells, its role in the DNA damage response may be to facilitate 

decondensation, or, alternatively, that its role in condensing chromatin is 

necessary for later rounds of remodeling in the response. Regardless, we find that 

SIRT6 is necessary to induce the proper chromatin remodeling for the normal 

DNA damage response, but its absence does not seemingly affect upstream 

signaling components of the DNA damage response given the presence of the -

H2AX labeled sites. Our results were consistent with the findings of our 

collaborators in L. Lan’s laboratory. 
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Figure 6.10: Fluorescence lifetime measurements of global chromatin 

condensation state in MEF cell nuclei associated the DNA DSB damage 

response. SIRT6 knockout (10KO) MEF cells had a modestly increased 

fluorescence lifetime relative to wild type (8WT) controls (p<0.05), indicating a 

role in regulating chromatin condensation. Photoactivation of the KillerRed-fused 

telomeric protein (TRF1-KR) induced DNA DSBs, leading to an increase in 

fluorescence lifetime in wild type MEF cells but no change in SIRT6 knockout 

MEF cells. This points to an inability to remodel chromatin during the DNA 

repair process in SIRT6 knockout MEF cells. Analysis was done using 60-120 

segmented nuclei for each treatment condition. Error bars indicate standard 

deviation of pixel-to-pixel fluorescence lifetime differences of segmented nuclei 

under each treatment condition.  
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Figure 6.11: Fluorescence lifetime spatial distribution of wild type MEF cell 

nucleus with DNA damage induced by photoactivation of TRF1-KR. (A) An 

overlay of a confocal image of a wild type MEF cell nucleus with DNA DSB 

marker -H2AX (green, B), telomeric protein TRF1-KR used to induce DSBs (red, 

C) and DAPI-stained DNA (blue, D). (E) The spatially resolved fluorescence 

lifetime heat maps of the same nucleus shows chromatin decondensation localized 

to DNA DSB sites (green-blue regions). (F) The spatially resolved fluorescence 

lifetime heat maps of the same nucleus on the same scale as the SIRT6 knockout 

cell in Figure 6.12 shows more decondensed chromatin as well (blue regions). 
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Figure 6.12: Fluorescence lifetime spatial distribution of SIRT6 knockout 

MEF cell nucleus with DNA damage induced by photoactivation of TRF1-

KR. (A) An overlay of a confocal image of a wild type MEF cell nucleus with 

DNA DSB marker -H2AX (green, B), telomeric protein TRF1-KR used to induce 

DSBs (red, C) and DAPI-stained DNA (blue, D). The spatially resolved 

fluorescence lifetime heat maps of the same nucleus shows reduced capacity to 

decondensed chromatin at DNA DSB sites as shown in the new range for heat 

map lifetime values (E, green-orange regions) or in the extreme values on the 

same scale as the wild type cell in Figure 6.11 (F, orange regions). 



170 
 

 

 

Figure 6.13: Fluorescence lifetime measurements of chromatin condensation 

state of DNA Damage foci in MEF cells associated with SIRT6 activity at 

following photoactivation of TRF1-KR. DNA DSB sites (labelled by -H2AX) 

exhibit a noticeable increase in the fluorescence lifetime relative to the global 

averages indicating they are more decondensed chromatin, particularly for the 

wild type cells (8WT). However, SIRT6 knockouts (10KO) exhibited reduced 

fluorescence lifetime at DNA DSB sites (***p<<0.001) relative to the wild type 

cells (8WT). This indicates an inability to properly remodel chromatin in response 

to DSBs without SIRT6. Analysis was done for multiple DNA damage sites across 

treatment conditions. Error bars indicate standard deviation.  
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Discussion 

Decoupling of Chromatin Dynamics at DNA DSB Sites through Structural 

Relaxation Influences Translocation Probability 

 

 Here we demonstrate DSBs exhibit increased dynamics relative to 

undamaged chromatin sites of both bleomycin-treated and untreated cells. Given 

the congruence of undamaged sites in the presence or absence of DNA damage, it 

is evident that DNA damage sites are governed by distinct physical effects 

resulting in this decoupled behavior. Our work highlights the nature of these 

physical effects, and points to specific factors that give rise to these changes. 

Specifically, we see DSBs are associated with a more compliant chromatin 

environment resulting from structural relaxation of the chromatin fiber which is 

confirmed through our chromatin dynamics measurements and FLIM 

measurements. This chromatin remodeling is consistent with other studies 

showing a need for decondensation to allow for the repair mechanism to 

proceed.34 Yet, interestingly the increased chromatin dynamics we observe is not 

buoyed by molecular motor activity, with DNA damage sites experiencing 

reduced molecular motor activity driving their dynamics. 

Whether the molecular motor activity of chromatin remodeling complexes 

involved in active decondensation processes impacts the mobility, or if the 

changes result solely from the altered chromatin fiber flexibility that accompanies 

decondensation has been a source of contention.1 Our work demonstrates that on 

these time scales it is the altered chromatin compliance accompanying changes in 

condensation state that influences the dynamics, not the associated molecular 

motor activity of remodeling complexes. Specifically, we see increased 
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compliance from chromatin decondensation that enhances chromatin dynamics 

while the molecular motor activity experienced at DNA damage sites is reduced. 

While we cannot completely rule out that the molecular motor activity of 

remodeling complexes plays a role, our previous work7 and that of others28 have 

shown these forces to be relatively transient and small in magnitude. Thus, the 

molecular motor activity of chromatin remodeling complexes is effectively 

dwarfed by the much larger and more pervasive cytoskeletal motor forces despite 

the longer length scales they need to be transduced, particularly for ensemble 

probe motions.7  

We suggest that the dramatic decondensation at DNA damage sites, and 

the corresponding decoupling from the physical uniformity of dynamics of 

undamaged chromatin, serves to mechanically isolate DNA damage sites allowing 

for strict control over the mobility. This idea is supported by recent work 

demonstrating the loss of “elastic coupling” of chromatin dynamics in response to 

DNA damage. In this study, normal chromatin exhibited randomized, transient 

(<10 seconds) coherent motion for stretches of noncontiguous chromatin spanning 

~4-5 m, which was lost upon large scale DNA damage induction.28 While these 

time scales are much shorter than those in this present work, it seems likely that 

the phenomena at short time scales give rise to the observed physical uniformity 

of undamaged sites and decoupling of damage sites at our longer time scales. 

Such mechanical decoupling would effectively restrict the role of large length 

scale force transduction (including from the cytoskeleton) on DNA damage sites, 

possibly allowing for more precise regulation of the mobility of these sites. This 
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previous study pointed to nuclear motor proteins as a potential source of this 

elastic coupling, but our work shows this may require condensed chromatin 

domains for its propagation. While decondensed chromatin is a natural feature of 

human nuclei, it is likely that either the extent of structural relaxation at DSB sites 

or the potential presence of distinct mechanistic features associated with repair 

results in this decoupling. Future work should be aimed at identifying factors 

associated with this elastic coupling and how DSB sites gain this seeming 

mechanical isolation. 

Even in the presence of DNA damage, the nucleus appears capable of 

maintaining the chromatin dynamics of ongoing processes as undamaged sites 

were unaffected by the presence of damage, consistent with another recent study 

that looked at telomeres in irradiated cells specifically.18 While the coherent 

chromatin dynamics observed previously found genome-wide loss of this 

coherent motion upon DNA damage induction, we believe that this was the result 

of larger doses of DNA damage qualitatively observed in that treatment28, 35 than 

we observe in our experiments where we see no deviation from control behavior 

in undamaged sites. We speculate that a threshold amount of DNA damage exists 

wherein the dynamics of undamaged sites may be similarly compromised. We 

suggest future work aimed at investigating the dose-dependence of the DNA 

damage response in chromatin dynamics. 
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Models of DNA DSB Dynamics and Repair Probabilities 

 The nature and extent of chromatin dynamics at DNA damage has been a 

major source of controversy. Specifically, two models of DSB repair have been 

posed that highlight a prominent point of contention. The “contact-first” model 

holds that translocation is most probable for proximally-located DSBs, requiring 

(or at least favoring) translocating chromosomes to be in close contact prior to 

DSB induction due to the restrictive mobility of chromatin dynamics. By contrast, 

the “break-first” model suggests DSB induction precedes a dramatic increase in 

mobility of damaged chromatin capable of moving several microns in minutes in 

search of a translocating partner. Such partners may include distantly positioned 

nuclear territories, with the possible presence of mechanisms directing this large 

scale motion. Evidence for both these models has been observed via enhanced16-18 

or restricted11-15 mobility of chromatin in response to DNA damage. While we 

observe enhanced chromatin dynamics on our time scale of interest, we highlight 

that damage site dynamics are still relegated to the subdiffusive regime which is 

not consistent with the large scale motion of the “break-first” model.  

The careful delineation of the unique physical environment of DSB 

dynamics shown here demonstrates that the convergence of aspects of these two 

models is not incompatible. While translocations between proximally-located 

DSBs is heavily favored by the subdiffusive motion we observe in these 

experiments, the enhanced mobility driven by a decondensation-induced increase 

in chromatin compliance shows DSBs have heightened mobility at short time 

scales. This increases the potential “escape” of complementary ends early in the 
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response. However, at time scales beyond the crossover time of ~30 minutes, the 

reduced temporal dependence of DSB dynamics from decreased molecular motor 

activity experienced at these sites acts to restrict motion to a narrower search 

radius than undamaged chromatin dynamics, as evinced in Figure 6.15. This 

reduced time-dependence of damage sites favors the rejoining probability for 

complementary ends through the decreased subdiffusive exponent which further 

curtails long range motion in favor of nearby binding targets (and much more so 

than for normal Brownian diffusion) given the limitations in possible deviations 

for its trajectory.36  
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Figure 6.14: Probability distribution of 1D random walk displacements for 

undamaged and damaged chromatin. Chromatin associated with DSBs exhibit 

restricted motion relative to undamaged chromatin beyond the crossover time of 

~30 minutes. At five hours we see a noticeable narrowing of the probability 

distribution for DSBs in comparison to undamaged chromatin (and much more so 

than normal Brownian diffusion) (A, B). The heightened probability of restricted 

motion is shown in the cusps of the linear plot (A, with normal Brownian diffusion 

shown in the inset), while the longer tails of the distribution for the undamaged 

chromatin and normal Brownian diffusion are exemplified in the log-linear plot of 

the distributions (B). 

 

Mechanistic Effects of Chromatin Remodeling in the Context of Ongoing 

Repair 

 

 Recent works have aimed to elucidate the chromatin remodeling 

complexes associated with DSB repair. Here we demonstrate a role for the SSRP1 

subunit of the FACT histone chaperone complex and the sirtuin family 

deacetylase, SIRT6. In both cases, loss of their remodeling capacity resulted in 

the inability to properly decondense chromatin at sites of DSBs. This was also 

true independent of DNA damage for SSRP1. By contrast, untreated SIRT6 

knockout MEFs had a moderate level of chromatin decondensation consistent 

with our work with global inhibition of histone deacetylase activity7 as well as the 

known effect of SIRT6 on telomeric chromatin condensation. This seeming 

contradiction in behavior for SIRT6 is rectified by recent work highlighting rapid 

and transient rounds of condensation and decondensation immediately following 
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DNA damage induction34 that may serve to restrict transcription. Thus, we 

suggest the inability to properly remodel chromatin in either direction during 

DNA damage repair may inhibit assembly and function of repair machinery, 

particularly given the observation that condensing chromatin serves to initiate 

upstream repair signaling.34 Our results with SIRT6 knockout MEFs lend further 

credibility to this view. Further, a growing body of evidence points to chromatin 

condensation state, including histone modifications, as a possible source of DNA 

damage signaling.34 We highlight that in both SSRP1 suppression and SIRT6 

knockout, initial DNA damage signaling appears to be unhampered given the 

presence of DNA damage foci despite this inability to properly remodel 

chromatin in the damage response. Thus, these effects appear to act further 

downstream in the repair process. 

 Mechanistically, the crossover time of ~30 minutes (below which DSBs 

have enhanced mobility relative to undamaged sites and after which they have 

restricted mobility) aligns with other temporal events associated with DSB repair. 

It has been demonstrated that DSBs formed within condensed heterochromatin 

regions are decondensed and relocated to nearby decondensed, euchromatin 

regions by ~30 minutes. Thus, the enhanced mobility afforded by decondensation 

shown here may likely facilitate this relocation, and previous models have shown 

that entropy and physical effects are capable driving forces for this relocation 

which is consistent with our understanding.17 Additionally, severed 

complementary ends of DSBs have been shown undergo an initial separation of 
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roughly ~100-220 nm that coincides with ~30 minutes in a manner dependent on 

the DSB repair protein Ku80.37  

 Allowing this initial mobility of DSBs poses a threat to the integrity of the 

repair process as it raises the probability that complementary severed ends may 

“escape” from each other, particularly in light of the relationship between 

increased movements and translocations.11 However, there is evidence that 

distinct repair factors, including the MRN complex (and the Mre11 component of 

the complex in particular), may tether severed ends in a manner that has been 

shown to have no effect on mobility.11, 19 Additionally, it appears as though large 

displacements of complementary severed ends in and of itself may not be what 

gives rise to translocations as these severed ends do not appear to yield distinct 

repair foci following DSB induction in a wide variety of experiments,11, 16 though 

it may be that it does occur below the resolution of these techniques. However, 

the dynamics of complementary ends of DSBs may be synchronized (with repair 

foci clustering) for reciprocal translocations underlying some cancers, though 

non-reciprocal translocations are seemingly more common particularly with 

cancer progression.3 Reciprocity in translocations may be explained by evidence 

showing reduced repair foci fusion correlates with treatments that decrease 

mobility.16 Additionally, inhibition of the downstream DNA damage response 

(which has no effect on colocalization) increases translocation frequency, while 

inhibition of colocalization reduces it in a manner that depends on Mre11.11  

 Our work demonstrates unique mobility characteristics, including physical 

decoupling and structural relaxation, associated with chromatin of DSBs that may 
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likely correlate with the probability of translocations. From our findings with 

SSRP1 and SIRT6, it also appears possible to isolate the factors impacting 

chromatin mobility as potential targets for reducing (or, in the case of eradicating 

tumors, increasing) translocations. Future studies aimed at further delineation of 

the role of these protein factors in the repair mechanism is necessary to 

understand the complete response. Additionally, our work points to a definitive 

link between higher-order chromatin organization and structural state with 

chromatin mobility in the DNA damage repair process, which builds on previous 

work demonstrating transient condensation state changes as necessary for the 

repair mechanism and serving a possible signaling role. Future work is currently 

under way in our lab aimed at carefully investigating this response in 

heterochromatin versus euchromatin as it relates to chromatin mobility and 

structural remodeling. The cell line capable of doing these experiments was 

established by L. Lan and colleagues, who have shown differential recruitment of 

repair factors to differential states of chromatin condensation.20 Further 

elucidation of the mechanisms and factors regulating chromatin structure and 

dynamics in the DNA damage repair is a promising avenue for the discovery of 

new cancer therapies. 
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Chapter VII 

Early Passage Dependence of Mesenchymal 

Stem Cell Mechanics Influences Cellular 

Invasion and Migration 
 

Introduction 

 Human mesenchymal stem cells (hMSC), also known as multipotent 

mesenchymal stromal cells, are stromal-derived adherent cells originally 

identified by Friedenstein and colleagues.1-4 These unique cells appear to be 

pericytes,5 which arise from a lineage different than hematopoietic cells. Their 

myriad of unique properties include: marked self-renewal/ex vivo expansion from 

bone marrow, adipose tissue and umbilical cords; differentiation into bone, 

cartilage and adipose tissue; selective (not global) immunomodulatory properties; 

the production of bioactive cytokines and proteins and secretion of antimicrobial 

peptides; facilitation of engraftment and suppression of rejection; and migration to 

sites of inflammation.6-11 These varied properties make them ideal for use in a 

variety of clinical investigations involving cell replacement, tissue repair and 

regeneration, as well as immunomodulation. Many thousands of patients now 

have received these cells for a variety of indications.12-14 

Many groups continue to explore optimization of techniques for 

collection, expansion and administration of hMSCs based on the desired 

application. Intravenous administration raises numerous mechanical 

considerations for optimal clinical performance. Injected hMSCs entering tissues 



184 
 

must be sufficiently robust to survive the shear stress of a non-adherent fluid-

phase injection.15 Following injection, hMSCs must be able to invade and 

translocate tight interstitial spaces of extracellular matrix.16 This combination of 

mechanical states requires a cell to exhibit complex set of viscous flow, elastic 

stretch and recovery as well as cellular force generation.17 

Complex cellular viscoelastic mechanics is a function of complex, 

integrated intracellular structures, primarily actin cytoskeletal networks, as well as 

their reorganization in response to applied stress. hMSCs are well-spread cells 

with fine actin filament structures,18 and the cytoskeleton is not strongly 

integrated with other rigid cell structures such as the nucleus.19 Structurally, there 

are numerous changes within hMSCs observed during differentiation including a 

coarsening of the actin stress fibers18, 20 and stiffening of actin cytoskeletal 

network.21 Cellular mechanics, however, is governed not only by the cytoskeletal 

structure but also by the molecular motor force generation and the resulting 

tension imposed on the network.17, 22 There have been numerous studies looking 

at the role of extracellular matrix (ECM) mechanical properties and endogenous 

cell forces during differentiation.23, 24 

Previous studies of hMSCs have provided conflicting accounts of the 

stiffness of adhered hMSCs in both form (viscoelastic model) and magnitude. 

Also, comparisons of early passage and later passage hMSCs showed varying 

mechanical changes. In one study using AFM of adhered cells, the stiffness 

(reported as Young’s modulus) decreased during differentiation.25 In another study 

using similar methodologies, the stiffness (reported as the inverse mechanical 
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compliance) increased during differentiation.18 Low-strain deformation of non-

adherent cells using optical stretching showed no change in stiffness during 

differentiation.18 Measurements of cell mechanics are prone to these 

inconsistencies due to different preparations, measurement types, mechanical 

models and analyses.26  

As such, in this study, we have examined mechanics of non-adherent cells 

since we are most concerned with the stiffness of cells in suspension during the 

injection procedure. We examine viscoelasticity of early passage hMSCs isolated 

for clinical use using micropipette aspiration. This non-adherent, high-strain 

technique is able to measure the innate material mechanics of cells and changes 

during differentiation. Also in line with application, we examine the ability of 

adherent hMSCs to invade and move through micropillar arrays, which mimic 

extracellular matrix spaces. Together these measurements provide a more 

clinically-relevant set of assays to quantify hMSC behavior that, when taken in 

consort with previous studies, show the resilient nature of the hMSC and its 

efficacy in therapeutic use. 

 

Material and methods 

Cell isolation and Culture 

Samples of bone marrow aspirates from the posterior iliac crests of 

subjects were obtained as the starting material for isolating and ex vivo expansion 

of the hMSCs in tissue culture using previously published methods.27-29 The 

hMSCs were cultured in DMEM low glucose supplemented with 10% FBS, 1% 
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L-glutamine and 1% Penicillin-Streptomycin. Human foreskin fibroblasts, HFF 

(SCRC-1041, ATCC), are a pooled sample of non-immortalized fibroblasts and 

were cultured in DMEM high glucose supplemented with 15% FBS and 1% 

Penicillin-Streptomycin. 

 

Micropipette Aspiration 

Cells were trypsized and resuspended in a PBS solution with 3 μM 

cytochlasin D (Sigma-Aldrich), 0.125 μM nocodazole (Sigma-Aldrich) with 0.3 

g/mL propidium iodide (Invitrogen). Micropipettes were pulled from 1 mm glass 

capillaries (WPI) using a PMP102 Micropipette puller (Microdata) with ends of 

the micropipette tips between 6 and 10 μm in diameter.  Micropipettes were 

backfilled with phosphate buffered saline (PBS) and 2% bovine serum albumin 

(BSA) and attached to a water-filled reservoir. A micromanipulator (Narishige) 

was used to move the micropipette to the cells of interest. A set pressure (P) was 

applied through a syringe to the micropipette in parallel with a pressure transducer 

(WPI). A set pressure was applied and maintained with a ball valve (McMaster-

Carr) and the deformation of the cell into the pipette was tracked over time L(t). A 

schematic is provided in Figure 7.1. Imaging was done using a 63x (1.4 NA) oil 

immersion objective of an inverted microscope (DMI6000, Leica, Buffalo Grove, 

IL) in a controlled live-cell imaging chamber. 
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Mechanical Analysis 

From the known constant applied pressure, P, and deformation over 

time, L(t), normalized to the radius of the pipette, Rp, we determine a creep 

compliance, J(t) as shown in Figure 7.1. The prefactor, , is determined from 

non-dimensional shape factors19 and is set to 4.1.  

𝐽(𝑡) = 𝛼
𝐿(𝑡)

𝑅𝑝

1

∆𝑃
                                                                                 (1) 

Plotting the deformation over time, where J(t) versus t is a straight line 

with a y-axis offset, suggests that hMSCs are viscoelastic fluids. From the model 

of creep compliance of an instantaneous stress for a linear viscoelastic fluid 

(Maxwell model), we can extract the elastic stiffness or Young’s modulus, E, and 

the viscosity, . 

𝐽𝑓𝑙𝑢𝑖𝑑(𝑡) =
1

𝐸
+

𝑡

𝜇
                                                                      (2) 

With increased passage, the hMSCs mechanics transitions to a viscoelastic solid 

(Voigt model) wherein J(t) exhibits an exponential dependence on t reaching an 

asymptote. 

𝐽𝑠𝑜𝑙𝑖𝑑(𝑡) =
1

𝐸
(1 − 𝑒

−
𝐸

𝜇
𝑡
)                                                                       (3) 

Comparisons of a viscoelastic fluid (Equation 2) and a viscoelastic solid 

(Equation 3) typically involve the calculation of a crossover time, , wherein Jfluid 

= Jsolid. 

𝜏 = (
𝐸

𝜇
)
−1

=
𝜇

𝐸
                                                                      (4) 
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PDMS Micropillars 

Polydimethylsiloxane (PDMS) micropillar arrays were prepared for the 

studies similar to previous methods.30, 31 Micropillar size was held constant with a 

10 m diameter and 20m height, but the distance between micropillars was 

altered: 8 m, 10 m, and 12 m spacing. Polydimethylsiloxane (PDMS, Sylgard 

184, Dow Corning, Midland, MI) micropillar arrays were prepared over a silicon 

wafer using a 10:1 solution of PDMS to curing agent, incubating at 60ºC for 8-12 

hrs and removed. Solid PDMS pillars were plasma treated (Harrick Plasma 

Cleaner and Sterilizer PDC-32G, Ithaca, NY) and coated with fibronectin (20 

μg/mL in PBS, Sigma Aldrich) for 20 min at room temperature. Cells were seeded 

on the micropillar array at 20% confluency and incubated for 24 hours. 

 

Invasion Analysis  

Micropillar invasion was quantified by counting the numbers of cells 

growing inside the micropillars normalized by the number growing outside the 

micropillars. Statistical significance was determined by Student’s t-test between 

individual samples with p < 0.05. More than 100 cells per condition were 

considered. Within the pillars, we measured persistence length of the cell as the 

longest length of the cell in the 8 m micropillars before cells turn or branch 

within the pillars (Figure 7.1 for schematic). 
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Cell Labeling and Imaging  

After 24 hours culture in the PDMS micropillars, cells were washed with 

PBS to remove culture media and non-adherent cells. Cells were fixed with 3.7% 

formaldehyde in PBS for 20 min and permeabilized with 0.2% Triton X-100 in 

PBS for 20 min. Cells were labeled with rhodamine phallodin for F-actin (165 

nM, Invitrogen) and DAPI for DNA (300 nM, Invitrogen). Samples were imaged 

on a Nikon Eclipse TS100 with a 20x (0.4 NA) dry objective for fixed cell 

experiments. Image analysis of micropipette aspiration deformation and cell 

invasion into the micropillars was performed using ImageJ.  

 

 

Figure 7.1: Schematics of methodologies for cellular analysis. Viscoelastic cell 

creep is measured by micropipette aspiration by pulling a cell into a micropipette 

with a constant, instantaneous aspiration pressure and following the projection 

length over time. From plots of aspiration data, we observe that primary hMSCs 

can be modeled mechanically as viscoelastic fluids. The micropillar invasion 
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assay allows quantification of cellular motility into small, pseudo-three 

dimensional extracellular spaces. The pillar spacing refers to the edge-to-edge 

spacing between the pillars. Also, cellular morphology can be determined while 

cells are deformed in the micropillars. 

 

Results 

Measuring Mechanics of Primary hMSCs Measured by Micropipette 

Aspiration 

 

We first measured the viscoelastic properties of early passage hMSCs 

using micropipette aspiration. With instantaneous applied pressure, we followed 

the deformability of cells over time (see Methods and Figure 7.1). The hMSCs 

deformed nearly indefinitely with the application of applied force (Figure 7.2).   
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Figure 7.2: Micropipette aspiration of hMSCs. Sample images of micropipette 

aspiration of hMSC with a set pressure of 3.8 kPa show the increased deformation 

of the cell into the pipette with increased time.  

 

This increase in deformability, normalized to pressure as creep compliance 

(J, see Methods) is a straight line with time for all of the samples considered 

(Figure 7.3). At least five cells were measured for each sample, and there was 

extremely small variability between cells. Comparison of different patient 

samples (labeled A, B and C) showed statistically different responsiveness (Figure 

7.3). However, while the differences are statistically different, there is still small 

variability between samples compared to deviations from other cell types. 
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Fibroblast deformability regime, characterized previously using identical 

methodologies 32 are shown in gray in Figure 7.3.  

 

Figure 7.3: Quantification of creep compliance of hMSCs for three patient 

samples. Creep compliance, J, plotted over time for the mean of at least five cells 

per sample (error bars are SEM) show the statistical variation between samples. 

Higher creep compliance represents more deformability of the cells per applied 

stress, while cells with a lower creep compliance are less deformable. Linear fits 

are shown to the data. For contrast, deformability of fibroblasts occurs in the 

gray region, but both the magnitude and form of the fibroblast creep compliance 

are strikingly dissimilar from the hMSCs; fibroblasts are grossly less deformable 

than hMSCs. 
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When creep compliance was fit to a model of a viscoelastic fluid (see 

Methods, Equation 2), we are able to determine the Young’s modulus of elasticity 

and Newtonian viscosity (Figure 7.4). Although there is no major difference in the 

Young’s modulus across different patient cells, the viscosity is higher for patient 

B’s sample (Figure 7.4). Thus, the reduction in deformability of patient B’s 

sample (from Figure 7.3) arises from the increased cellular viscosity (Figure 7.4). 

         

 

Figure 7.4: Mechanical parameters of hMSCs determined from creep 

compliance data. Fitting creep compliance data to a model of a linear 

viscoelastic fluid allows determination of elasticity (Young’s modulus) and 

viscosity. The least deformable patient cells (sample B) show no difference in 

elasticity, only an increase in viscosity. All samples are statistically similar (p > 

0.05) except for viscosity of sample B (* p < 0.01). 

 

hMSCs Grow into Micropillars 

In addition to characterizing the cell deformability and mechanics, we also 
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examined in situ cellular deformability. Investigating cell crawling into 

differentially spaced micropillars allows for visualization of functional 

deformability as well as mimicking extracellular matrix invasion. Fibroblasts 

(primary human foreskin fibroblasts, HFFs, see Methods) were considered due to 

their ability to invade the extracellular matrix during wound healing.33 When cells 

are cultured on flat portions outside of the micropillar arrays, hMSCs have a much 

larger spread area than primary human fibroblasts, with finer actin filaments.18 

Despite their larger size, hMSCs invade into tight micropillars as do HFFs (8 m 

between micropillars, Figure 7.5).  
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Figure 7.5: hMSCs and fibroblasts grown on flat surfaces and 8 m spaced 

micropillars. Labeling of the F-actin (green) cytoskeletal structures shows the 

organization of the cytoskeleton, polarization of the cell and general cell 

boundaries. Labeling of DNA (blue) inside the nucleus provides an idea of cell 

number and general idea of centroid. In the absence of pillars (flat), hMSCs are 

far larger and more spread with finer cytoskeletal features. Within 8 m (spacing 

edge-to-edge) micropillars, hMSCs elongate along the pillars whereas fibroblasts 

(HFF) tend to branch. All images are to scale with one another. 

 

We quantified the probability of invasion into micropillars (see Methods) 

for differentially spaced micropillars (8, 10 and 12 m spacing). As expected, 

there was a higher probability for cells to enter larger spaced micropillars (Figure 

7.6). Interestingly, the patient cell line that was the least mechanically deformable 

(patient B) had the best probability of entering micropillars with small spacing 

(Figure 7.6), invading micropillars of all size spacing relatively uniformly. 
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Figure 7.6: Entry of cells into differentially spaced micropillars. Small pillar 

spacing (lighter colors) had a significantly reduced probability of cell entry into 

the micropillars based on pillar spacing except for sample B (error is SEM, n > 

100 cells). Samples are statistically different from 8, 10, 12 m by Student t-test p 

< 0.01 except for sample B. 

 

Differential Cell Elongation in Micropillars 

In addition to quantifying cell entry into micropillars, we also examined 

morphology of cells within the micropillars. From the actin labeled cytoskeleton 

(Figure 7.5), we measured persistence of the cells (see Methods and Figure 7.1); 

higher persistence length suggests a longer extension and no branching. This was 

the most dramatic in the tightest pillar spacing, 8 m. From morphological 

examination, we see that hMSCs are more elongated and less branched than 

fibroblasts (Figure 7.7). Fibroblast branching is likely associated with a stiff, 

solid-like cytoskeleton and leading edge force generation.34 Since hMSCs branch 

less and are mechanically viscoelastic fluids (Figures 7.3 and 7.4), we suggests a 

potentially different mode of invasion into pillars by hMSCs. That is, it is possible 

that the hMSCs “flow” between the micropillars.  
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Figure 7.7: Persistence length of cells within 8 m micropillars. Persistence 

length in this case is the length of a cell without a branch. hMSCs are consistent 

with one another (p > 0.07) but significantly different (* p < 10-6) than the highly 

branched fibroblasts in the micropillars (Figure 7.5). 

 

Increased Cell Passage Alters Cell Mechanics and Invasion Potential 

Previous reports of hMSCs from our group and others have shown that 

commercial hMSCs behave as viscoelastic solids19, 25 rather than as viscoelastic 

fluids observed here. To test the possible differences we passaged one line of 

hMSCs and measured mechanics by micropipette aspiration. We observed a 

dramatic change from a viscoelastic fluid (a straight line of creep compliance with 

time) to a viscoelastic solid (exponential increase to a plateau value) as observed 

in Figure 7.8. While this makes the parameters poorly comparable, there is a 

crossover time = 23 minutes (see Methods, Equation 4). Before ~20 minutes, the 

late passage cells are more deformable, but the time dependence of the mechanics 

suggests that after ~20 minutes these cells will be less deformable. We similarly 
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tested these passaged cells (C-2) in the micropillar invasion assay. The effective 

stiffening and transition to viscoelastic solid cells also leads to an increase in 

micropillar invasion (Figure 7.8). 

 

Figure 7.8: Increased passage alters cell mechanics and invasion into 

micropillars. We passaged hMSC patient cell line C multiple times (C-2) and 

measured cell mechanics using micropipette aspiration. Plotted together with 
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data from Figure 7.2 (C-1), the creep versus time shows a functional transition 

from a viscoelastic fluid (linear fit shown) to a viscoelastic solid (exponential fit 

shown). Invasion data of (C-2) plotted with data from Figure 7.6 (C-1) shows an 

enhancement of hMSC invasion in to 8 m spaced micropillar arrays. 

 

Discussion 

Using complementary techniques we are able to assess mechanics of cells 

in solution as well as cell deformability of cells within tight interstitial spaces. In 

comparison to previous micropipette aspiration mechanical measurements, we 

observe that the hMSCs passaged 2-3 times here are similarly deformable as 

commercially available hMSCs with comparable elastic and viscous parameters.19 

Importantly, extremely low passage hMSCs examined here deform as viscoelastic 

fluids. This suggests that only a few passages of hMSCs are sufficient to greatly 

alter the mechanical nature of the cells. This phenomena has also been observed 

by AFM and by thickening of stress fibers within hMSCs with increased 

passage.18  

We suggest that hMSCs deforming as viscoelastic fluids when suspended 

is a benefit for clinical injection. Most adherent cells deform as viscoelastic 

solids. However, leukocytes have been shown for decades to deform as Maxwell 

fluids,35 the model that fit the data here. There are several analogies that can be 

drawn between a circulating leukocyte and an injected hMSC. Both cell types 

must survive the harsh fluid dynamics of the circulation and tight regions of the 

capillaries. Both cell types home to sites of inflammation9, 11, 27 or damage and 
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must transition to a phenotype that invades into extracellular matrix. Thus, the 

best hMSCs for clinical injection survival are likely the most early passage cells. 

We considered the survival of cells through a 30 gauge needle at 100 L/min, and 

we found 83 +/- 17% cell survived. This was compared to similar methodologies 

we previously published with commercial hMSCs (Lonza) wherein 1.0 +/- 0.2% 

survived.19  

Contrary to likely survival by injection, we found that the increased 

elasticity associated with increased passage does not inhibit, but rather improves, 

the invasion of cells into micropillars. It may appear contradictory that more 

elastic cells have a greater ability to enter tight spaces; we tend to think that 

viscous fluid could more easily flow in. However, within micropillars the same 

contractility that induces increased cell stiffness simultaneously provides the 

driving force for invasion from molecular machinery within the cells from these 

same cytoskeletal filaments.17, 30 Thus, independent characterization through MPA 

and the micropillar invasion assay allows us to suggest mechanisms of cellular 

invasion, and we suggest that it is the driving force from motor activity leading to 

enhanced contractility that simultaneously increases cell stiffness measured by 

MPA. As measured by persistence length, the hMSCs are mostly elongated within 

the structures, limiting their resistance. Additionally, previous work has also 

shown that stiffer cells more readily fluidize upon stress application and 

deformation.17 Generally, through this study we find that overly soft cells deform 

poorly into tight spaces. 

We suggest that mechanical tools could be used to select cells prior to 
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clinical use. Currently, cells are screened for biological characteristics including 

stem-ness, etc. It may prove useful for clinical applications to select for 

mechanically “optimal” cells from a pool delivery to the patient to reduce 

mechanically-induced necrosis or cell lysis. Recently, microfluidic devices with 

the capability of measuring cell mechanics have shown promise for larger-scale 

operations.36-38 
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Chapter VIII 

Conclusions 
 

Summation and Conclusions 

From chromosome positioning and movement within the nucleus to its 

continuous structural remodeling, it is evident that these biological features are 

underwritten in no small part by the physical properties of chromatin. In this 

Thesis, we aimed to elucidate the physical underpinnings of genome function and 

organization related to normal nuclear processes as well as during physiological 

and pathological changes. To that end, we develop techniques that enable 

investigation of the genome as a dynamic entity. Further, we illuminate how the 

cell harnesses the complex physical properties of macromolecules to deliver 

genome functions necessary for survival.  

 Structural remodeling of chromatin is a continuous process in human cell 

nuclei. This forms the basis for evolving functional needs requiring access to the 

linear sequence and, further, impacts the dynamic mobility of chromatin through 

altered mechanical compliance. In Chapter II we develop fluorescence lifetime 

imaging microscopy (FLIM) as a high-throughput technique for quantifying and 

spatially resolving chromatin condensation state in human cell nuclei. Through a 

series of experiments with nuclear chromatin in situ and DNA solutions in vitro, 

we demonstrate that the fluorescence lifetime is acutely sensitive to local solution 

viscosity on length scales of angstroms up to < 10 nm in a manner that is 

dependent on condensation state. In the decondensed state, we observe a more 
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compliant and flexible chromatin fiber whose fluctuations depend on local 

solution viscosity. Further, decondensation within the nucleus serves to enhance 

the surrounding viscosity itself, thereby compounding this effect. Leveraging 

these measureable changes to chromatin mechanical state that accompany 

functional changes, we can spatially resolve regions of differential condensation 

within nuclei as well as global changes through high-throughput measurements of 

many nuclei under varying conditions. We demonstrate the utility of this 

technique for physiological and pathological scenarios throughout other Chapters. 

 The physical mechanisms regulating chromatin dynamics in human cell 

nuclei are illuminated in Chapter III. We show that chromatin undergoes “active” 

subdiffusion within the human cell nucleus as shown in Equation 1. The temporal 

dependence quantified in the diffusive exponent () is dictated by the baseline 

viscoelasticity, crowding, binding and obstruction of chromatin within the 

nucleus, but enhanced by the presence of molecular motor proteins to drive it out 

of equilibrium and beyond simple thermal energy. Further, we highlight that 

cytoskeletal motor forces propagated through the Linker of Nucleoskeleton and 

Cytoskeleton (LINC) complex are a primary source of these active forces. By 

contrast, we show alterations to chromatin compliance through condensation state 

changes (as measured in Chapter II) are decoupled from molecular motor effects, 

influencing in the amplitudes of the motion (Deff) in a manner conceptually 

similar to changes to the effective “tube size” in polymer reptation. These results 

are summarized in Figure 8.1, outlining a physiological regime over which the 

cell may tune chromatin dynamics for functional changes. 
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𝑀𝑆𝐷 =  𝐷𝑒𝑓𝑓𝜏𝛽                                                                      (1) 

 

 

Figure 8.1: Summary of previous control studies of nuclear particle tracking 

and discrete impacts on chromatin compliance and system forces. (A) Fits of 

experimental data to mean squared displacement (MSD) versus  on a log-log 

graph yield straight lines. (B) The intercept, Deff from Equation 1, is modulated by 

decondensation of chromatin by trichostatin A (biological) and daunomycin 

(chemical). (C) Conversely, system forces,  from Equation 1, are altered by 

myosin inhibiting Blebbistatin, altered LINC complex protein expression and ATP 

depletion. 

 

 In Chapter IV we begin to investigate dynamic chromatin remodeling and 

mobility in the context of physiological processes, specifically for vascular 

endothelial growth factor (VEGF) stimulated changes in nuclear organization and 

gene expression in endothelial cells. We show VEGF stimulation enhances 
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chromatin dynamics in a manner that evolves with duration in the response. 

Initially, chromatin dynamics are driven primarily by molecular motor forces 

exerting temporal influence through the diffusive exponent. Consistent with this, 

we show an increase in actin fibers around the nucleus and increased nuclear 

deformations that collectively point to cytoskeletal forces as the likely source for 

enhanced dynamics (consistent with Chapter III). After this initial response, we 

observe these increased molecular motor forces dissipate and return to control 

levels, with enhanced chromatin dynamics driven instead by large scale chromatin 

decondensation. We verify the step-wise increase in chromatin decondensation 

using FLIM, highlighting the mechanical link and complementarity of FLIM and 

particle tracking. These results are consistent with the known temporal changes in 

the stimulated gene expression profile for VEGF stimulation, where maximal 

chromatin decondensation and transcriptional activation occurs hours after 

stimulation. These findings also point to a role for mechanical force propagation 

as a means of enhancing the transport and kinetic events associated with nuclear 

reorganization and possible chromatin decondensation, with implications for gene 

activation by mechanical stimuli (termed mechanotransduction) in addition to the 

obvious role observed here for chemical stimuli. 

 Building on mechanical pathways that influence chromatin dynamics, in 

Chapter V we investigate a disease pathology associated with a mutated version 

of the structural and mechanical protein of the nucleoskeleton, lamin A. The 

effects of the mutated protein, called progerin, clinically manifest most 

prominently in the force-responsive tissues of the cardiovascular and skeletal 
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systems. We show that dysfunction in this prominent structural and mechanical 

protein of the nucleus results in nucleoskeletal stiffening due to its accumulation 

at the periphery as well as a more compliant nuclear interior resulting from 

chromatin decondensation. In response to physiological forces, including shear 

stress in endothelial cells and compression in bones, we see a loss of mechanical 

integrity from progerin expression as evinced by reduced or completely absent 

sensitivity of chromatin dynamics to external force. This likely plays into the 

altered transcriptional profile of progerin-expressing cells and an inability to 

express mechanoresponsive genes due to this loss in chromatin mechanical 

sensitivity. Most prominently, Chapter V demonstrates a definitive link between 

cell mechanics, structure and genome organization and dynamics. 

 In Chapter VI, we explore the physical mechanisms regulating chromatin 

mobility at sites of a specific type of DNA damage called a double-strand break 

(DSB), which poses a dire threat to genetic stability and is implicated in cancer 

pathogenesis including leukemias and lymphomas. Chromatin mobility at DSBs is 

suggested to play a role in the likelihood of incorrect ligation of severed ends 

(translocation) given the correlation of translocation frequency with chromosome 

proximity. We examined the physical nature of DSB mobility in order to further 

elucidate the underlying mechanism regulating it. Undamaged chromatin exhibits 

physical uniformity in its dynamics. By contrast, chromatin dynamics at DSBs 

become decoupled from the broader chromatin dynamics, coinciding with 

structural relaxation of chromatin that makes it more compliant for enhanced 

mobility at short time scales through its effect on Deff. A coincident reduction in 
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molecular motor activity experienced at DSB sites decreases the time-dependence 

of the mobility through , which curtails long range motion at longer time scales 

beyond a crossover time of ~30 minutes. This has consequences for the likelihood 

of translocations through the probabilistic effect on chromatin mobility. It also 

suggests chromatin remodeling complexes (through their effect on chromatin 

compliance) may act directly to mechanically isolate DSB sites, and we identify 

two proteins involved in that process (the SSRP1 subunit of the FACT complex 

and SIRT6). This work points to a promising avenue for the discovery of future 

cancer therapies associated with this maintenance of higher-order chromatin 

organization in the DNA damage response. 

 Chapter VII serves to incorporate our work more broadly on cell 

mechanics and how it is implicated in physiological processes. Specifically we 

focus on cytoskeletal force generation and cell deformability – of which the 

nucleus provides the most formidable obstacle – as related to stem cell injection 

and subsequent migration for therapies. As we show in previous Chapters, these 

phenomena are implicated in nuclear organization and chromatin maintenance. 

 Through the course of this Thesis, we develop an understanding of 

biological phenomena behind normal physiology and disease pathologies in a 

physical context. We find that the physical properties of the genome can be 

leveraged to resolve changes in its structure and organization through FLIM. 

Further, we demonstrate that alterations to the physical properties of chromatin 

accompanying biologically-derived changes influence the dynamics necessary for 

movement and reorganization to drive function. The intricacy of this physical 
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system is highlighted by contrasting features associated with dysfunction. We see 

the mere loss of normal function in a primary structural and mechanical element 

of the nucleus (lamin A) leads to complete loss in the integrity of chromatin 

higher-order organization and dynamics. Further, DNA damage – at least for 

DSBs – results in a decoupling of the chromatin network that otherwise attempts 

to transduce and uniformly distribute forces for ensemble motions. By contrast, in 

physiological changes, including stimulated reorganization for transcriptional 

activation, we see these forces serve to act globally and nonspecifically for 

enhancement of chromatin dynamics and to possibly drive remodeling. Thus, the 

cell can effectively exert control over chromatin structure and dynamics to 

appropriately tune the response for function. Our work reveals the dynamic, 

physical properties of the genome that illuminate integral aspects of its function 

with implications for human health and disease. 

 

Future Outlook 

 This Thesis develops the physical understanding and framework for 

investigating dynamic aspects of genome regulation associated with higher-order 

structure and spatial organization within the nucleus. We aimed to unify the 

biological understanding of structure, organization and dynamics of the genome 

with its physical properties as a polymer.  

With respect to chromatin dynamics, our work has mostly focused on 

ensemble averaged effects to develop this understanding without focusing on the 

subtle nuances that play out for individual particles. Yet, there is much 
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information to be gained in developing an understanding of single particle 

trajectories, where transient effects get averaged out in the ensemble. For 

instance, it is likely that local nuclear motors fleetingly exert their minute forces 

(relative to their cytoskeletal counterparts) on nearby chromatin loci – or even 

directly on a specific locus. While this has not been of interest to us in developing 

these techniques and the conceptual framework of the underlying physics, it is 

nonetheless of functional importance for specific biological scenarios. 

Additionally, single particle analysis would allow us to more comprehensively 

map nuclear organization of the genome as well as the local obstacles to 

chromatin fluctuations and dynamics that trap its motion. Investigating how this 

changes during functionally-derived condensation state alterations, among other 

physiological effects, would also lend better understanding of specific properties 

of distinct regions within the genome. Other work investigating more 

homogeneous and uniform ensemble probes of very similar chromatin domains 

could also serve to distinguish unique features of different chromatin 

environments. The time scale-dependent behavior associated with different 

sampling times, and resolving at which time scales certain biological phenomena 

come into play in the dynamics, would also be of interest.  

The emergence of super-resolution fluorescence microscopy and its 

application to live-cell experiments will provide additional opportunities to 

advance our understanding of chromatin structure and dynamics. In particular, it 

will enable more precise investigation of distinct chromatin loci, where we 

currently require fluorescent tags (often repressor or activator proteins) covering 
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larger stretches of the linear sequence. For instance, we currently largely rely on 

the dissolution of DNA DSB repair foci as our measure of process completion, 

but single particle tracking coupled with super-resolution fluorescence 

microscopy may serve to provide a better understanding of the finer points of 

DSB mobility and end-to-end ligation. 

The physical coupling and uniformity of chromatin dynamics also merits 

future investigation. While nuclear motor proteins are suggested to play a role in 

the transduction and coupling of these forces, we also point to chromatin structure 

itself as a mechanical element that facilitates this process. If nuclear motor 

proteins are the source, how they enable and control this physical coupling 

remains to be determined. 

The precise cause-and-effect relationship of large scale forces, including 

those derived from the cytoskeleton, on driving chromatin remodeling also 

deserves attention. We showed VEGF stimulation drives enhanced chromatin 

dynamics early on through molecular motors. The cytoskeleton appears to 

facilitate this process based on our work with VEGF stimulation as well as by 

serving as a primary driving force of baseline chromatin dynamics in human cell 

nuclei. However, whether the cytoskeletal forces merely act to enhance chromatin 

mobility to enable coalescing with binding partners, or if these forces themselves 

also drive chromatin remodeling as suggested elsewhere, remains to be 

determined. Determination of how the biochemical factors behind this 

cytoskeletal reorganization play into the resulting chromatin dynamics would also 

yield meaningful mechanistic understanding, particularly for mechanical stimuli. 
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To this end, the diffusive exponent of chromatin dynamics () may serve as an 

intranuclear force sensor for investigating cytoskeletal or external forces. More 

broadly, determining how external or cytoskeletal mechanical forces fit into the 

coupling of chromatin dynamics remains important for understanding 

mechanoresponsive tissues as well as disease pathologies associated with 

dysfunction like progeria. 

Our work has done much to develop the techniques to investigate the 

genome as a physical entity and build an understanding of its dynamic properties 

in the context of normal physiology and disease pathology. Yet, this field still 

remains a frontier where our understanding of the dynamic and physical genome 

developed here must be more unified with observations in biology. Unifying the 

theories of polymer physics, structure and rheology with biology will enable us to 

finally unveil the full complexity of genome function. 
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Appendix 

Publications and Conference Proceedings 

Resulting from Thesis 

 
Publications 

Sairaam Ganesh, Zhao Qin, Stephen T. Spagnol, Matthew T. Biegler, Kelli A. 
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