
 
 

 

Characterization of air pollutant and greenhouse gas emissions from 

energy use and energy production processes in United States 

 
 

 
Submitted in partial fulfillment of the requirements for  

 
 

the degree of 
 
 

Doctor of Philosophy 
 
 

in 
 
 

Mechanical Engineering 
 

 
 
 
 

Xiang Li 
 
 

B.S., Environmental Engineering, Nankai University 
 
 
 
 
 
 
 
 

Carnegie Mellon University 
 

Pittsburgh, PA 
 

September 2017 
  



 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

© Xiang Li, 2017 
All Rights Reserved 



 
 

 

 

 

Dedicated to my parents: 

Ms. Hong Cai, and Mr. Cuilin Li 

献给我的父母 

蔡红 女士，李翠林 先生



i 
 

Acknowledgements 

I would like to firstly express my sincere gratitude to my advisor, Dr. Albert Presto. This 

thesis would not have been possible without his guidance. I want to thank Albert for the 

opportunity to join such vibrant and vigorous research group, and for his genuine 

support throughout my entire Ph.D. study. I am blessed to have such a wonderful 

journey by working and learning with such an exceptional scientist, from basic 

instrumentation and data analysis to writing research proposals and peer-reviewed 

journal articles. Albert treated me as if I was his equal, and he was more than willing to 

get his hands dirty when we were building the measurement station in the Fort Pitt 

Tunnel. He always makes time for his students and always points me to the right 

directions when I am running out of ideas. His passion for air pollution studies inspired 

me profoundly to pursue my career as an environmental scientist.  

I would also like to thank my co-advisor, Dr. Peter Adams, for his support for my 

application of NASA Earth and Space Science Fellowship, his help on my GEOS-Chem 

modeling project, and his advice on pursing an academic career. I cannot resist but also 

thank Peter for all those excellent courses he taught. Peter is one of the best lecturers I 

have ever had, and his classes are always so elegantly organized and straight to the 

point. It was always such an enjoyable experience to sit through one of Peter’s classes 

and it helped shape my way of approaching scientific problems.  

I am appreciative of a thesis committee composed of five extraordinary and inspiring 

scientists. I would like to thank Dr. Shi-Chune Yao, Dr. Allen Robinson, and Dr. Neil 

Donahue for all of their invaluable comments and suggestions that help improve this 

work immensely. I would also like to use this opportunity to thank Dr. Spyros Pandis, Dr. 

Ryan Sullivan, and Dr. Satbir Singh at the Center for Atmospheric Particle Studies 

(CAPS) for their comments and suggestions along the course of my Ph.D. study.  

The collaborative environment of CAPS provided the opportunity for me to work with so 

many exceptional scientists during the early stage of my academic career. Specifically 

for my tunnel study, I would like to thank Dr. Andrew May, Dr. Daniel Tkacik, and Dr. 

Timothy Dallmann, all of whom worked with me during the tunnel measurement 

campaign. I would also like to thank Dr. Eric Lipsky for his instructions on how to run, 



ii 
 

maintain, and calibrate all the instruments in the tunnel. Mr. Jie Lu wrote the computer 

program to help integrate diesel vehicle emission plumes, and Mr. Peishi (Bob) Gu 

helped analyze the quartz filters using the lab OC/EC analyzer. Ms. Yutong Guo, Dr. 

Satbir Singh, and Dr. Wayne Chuang helped me simulate the particle evaporation inside 

the thermodenuder. I want to use this opportunity to thank them for their help. And I 

would also like to thank the staff of the Fort Pitt Tunnel for their assistance during our 

campaign.  

I would like to thank everyone that I have worked with during our sampling in the natural 

gas production fields in Colorado, Utah, and Pennsylvania, Dr. Mark Omara, Dr. R. 

Subramanian, Ms. Melissa Sullivan, Dr. Naomi Zimmerman, Dr. Aja Ellis, and Ms. 

Rebecca Cesa. Subu, Mark and Naomi are fantastic at organizing and leading these 

field campaigns. I learned so much from them in the field, especially how to cope with 

unexpected situations. I also sought inspirations from Mark’s and Naomi’s excellent 

research presentations.  

I would like to thank Ms. Marguerite Marks for her help with the GEOS-Chem. I know 

little about the GEOS-Chem when I first started, and Marguerite was so patient to 

answer all my questions, which earned me valuable time and energy to dig deeper into 

the research. I would also like to acknowledge Dr. Melissa Sulprizio and Mr. Joannes 

Maasakkers from Harvard Uniersity, who programmed and provided the code for me to 

compare the GEOS-Chem simulations with the GOSAT satellite measurements.  They 

also answered a lot of my questions about GEOS-Chem methane simulation.  

I also want to use this opportunity to thank Dr. Yunliang Zhao, Dr. Yi Tan, and Dr. 

Rawad Saleh for their help with my Ph.D. studies. I want to thank Yunliang for all our 

research discussions that greatly improved my understanding about aerosol chemistry, 

aerosol volatility, and vehicle emissions. I want to thank Tan for all the intelligent ideas 

he shared with me, and also his help with my presentation skills at the beginning of my 

Ph.D. studies. Both Yunliang and Tan are not just mentors but also best friends to me. 

They offered me so much assistance and invaluable comradery in my life. I would also 

like to thank Rawad for the valuable discussions we had about particle size distribution 

and aerosol volatility, and also for all his advice on pursuing an academic career.  



iii 
 

I would like to acknowledge the Steinbrenner Institute at Carnegie Mellon University and 

the NASA Earth and Space Science Fellowship (15-EARTH15F-181) for funding my 

Ph.D. studies. And I would also like to thank the National Oceanic and Atmospheric 

Administration (NOAA, project NA14OAR4310135) and the National Energy Technology 

Laboratory (NETL, project DE-FE0014055) for funding our VOC and methane 

measurements in natural gas production fields.  

I have made so many good friends in CAPS and in CMU during my Ph.D. years, Ms. 

Ningxin Wang, Ms. Qing Ye, Dr. Fan Tong, Dr. Penglin Ye, Mr. Peishi (Bob) Gu, Mr. 

Zhongju (Hugh) Li, Dr. Wayne Chuang, Mr. Rishabh Shah, Mr. Andrew Hix, Mr. 

Georges Saliba, Dr. Antonios Tasoglou, Dr. Ellis Robinson, Dr. Kyle Gorkowski, Dr. 

Hassan Beydoun, Dr. Adam Ahern, Dr. Elina Karnezi, Mr. Quanyang Lu, Dr. Yanwei Li, 

etc. We all share the same passion for air pollution studies. I want to thank all of them 

for offering me their companionship and support in the past 5 years. Ningxin and Qing 

have become such good friends of mine. We shared so many happy moments together 

and were always looking out for each other. I had so many delightful dinner chats with 

Fan during my Ph.D. years. Apart from being a committed research, Bob is simply just 

an amazing photographer, and I owe him so many thanks for capturing precious 

moments of my life. And we share the same passion for beers... There are simply too 

many invaluable memories that are beyond words. 

I would also like to thank all other members in CAPS, and the Mechanical Engineering 

Department at Carnegie Mellon University. I want to thank everyone that had ever 

offered me assistance during my Ph.D. studies.  

I would like to give a special thanks to my best friend and soulmate, Mr. Yuan Bian. I am 

so lucky to have him in my life, and make my life full of happiness and sweetness. His 

companionship supported me through some of the tough times. He always manages to 

touch the tenderest of my heart.  

Finally, I want to express my deepest gratitude to my wonderful families. I am forever 

grateful to my parents, Mrs. Hong Cai and Mr. Cuilin Li, for their unconditional and 

endless love and support. They are everything that I can ask for. I certainly would have 

not come this far without them. I love you! 



iv 
 

感谢我的父母，蔡红女士，以及李翠林先生， 感谢他们一直以来对我无条件的爱以及付

出。他们给予了我所能够要求的一切。没有我的父母，我断然无法取得今天的成绩。我爱

你们！ 

感谢我的爷爷奶奶，李丰禄先生，以及华金英女士，还有我的姥爷和姥姥，蔡开惠先生，

以及李成玉女士，感谢你们一直以来对我的爱和牵挂。在我写作我的博士论文期间，我亲

爱的姥姥，李成玉女士，不幸因肺癌于 2017年 2月 20 日病逝，使我陷入巨大的悲痛之中。

空气污染被认为是肺癌的诱因之一。我衷心希望我的工作可以帮助更多的家庭免于承受同

样的痛苦。愿我美丽慈爱的姥姥在天堂安息！



v 
 

Abstract 

Air pollutants and greenhouse gases are two groups of important trace components in 

the earth’s atmosphere that can affect local air quality, be detrimental to the human 

health and ecosystem, and cause climate change. Human activities, especially the 

energy use and energy production processes, are responsible for a significant share of 

air pollutants and greenhouse gases in the atmosphere. 

In this work, I specifically focused on characterizing air pollutants and greenhouse gas 

emissions from the on-road gasoline and diesel vehicles, which is an important energy 

use process that largely contributes to the urban air pollutions, and from the natural gas 

production systems, which is a major energy production process that has increased 

dramatically in recent years and is expected to have a long-lasting impact in the future. 

We conducted multi-seasonal measurements in the Fort Pitt Tunnel in Pittsburgh, PA to 

update the on-road vehicle emission factors, to measure the size distribution of vehicle 

emitted particulate matter (PM), and to quantify the volatility distributions of the vehicle 

emitter primary organic aerosol (POA). We also conducted mobile measurements in the 

Denver-Julesburg Basin, the Uintah Basin, and the Marcellus Shale to quantify facility-

level VOC emission from natural gas production facilities, and I constructed a gridded 

(0.1° × 0.1°) methane emission inventory of natural gas production and distribution over 

the contiguous US.  

I found that the stricter emission standards were effective on regulating NOx and PM 

emissions of diesel vehicles and the NOx, CO and organic carbon (OC) emissions of 

gasoline vehicles, while the elemental carbon (EC) emissions of gasoline vehicles did 

not change too much over the past three decades. Vehicle-emitted particles may be 

largely externally mixed, and a large fraction of vehicle-emitted particles may be purely 

composed of volatile component. Vehicle-emitted smaller particles (10– 60 nm) are 

dominantly (over 75%) composed of volatile component. The size-resolved particles 

and particles emission factors for both gasoline and diesel vehicles are also reported in 

this work. I also found that the POA volatility distribution measured in the dynamometer 

studies can be applied to describe gas-particle partitioning of ambient POA emissions. 

The POA volatility distribution measured in the tunnel does not have significant diurnal 
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or seasonal variations, which indicate that a single volatility distribution is adequate to 

describe the gas-particle partitioning of vehicle emitted POA in the urban environment.  

The facility-level VOC emission rates measured at gas production facilities in all three 

gas production fields are highly variable and cross a range of ~2-3 order of magnitudes. 

It suggests that a single VOC emission profile may not be able to characterize VOC 

emissions from all natural gas production facilities. My gridded methane emission 

inventory over the contiguous US show higher methane emissions over major natural 

gas production fields compared with the Environmental Protection Agency Inventory of 

US Greenhouse Gas Emission and Sinks (EPA GHGI) and the Emission Database for 

Global Atmospheric Research, version 4.2 (Edgar v4.2). The total methane emissions of 

the natural gas production and distribution sector estimated by my inventory are 74% 

and 20% higher than the Edgar v4.2 and EPA GHGI, respectively. I also run the GEOS-

Chem methane simulation with my inventory and EPA GHGI and compare with the 

GOSAT satellite data, and results show that my inventory can improve the model and 

satellite comparison, but the improvement is very limited.  

The size-resolved emission factors of vehicle emitted particles and POA volatility 

distribution reported in this work can be applied by the chemical transport models to 

better quantify the contribution of vehicle emissions to the PM in the atmosphere.  

Since our measurement of VOC emissions of natural gas production facilities were 

conducted before EPA started to regulate VOC emissions from the O&NG production 

facilities in 2016, the facility-level VOC emission rates reported in this work can serve as 

the basis for future studies to test the effectiveness of the regulatory policies. The 

spatially resolved methane emission inventory of natural gas production and distribution 

constructed in this work can be applied to update the current default methane emission 

inventory of GEOS-Chem, and the updated methane emission inventory can be used as 

a better a priori emission field for top-down studies that inversely estimate methane 

emissions from atmospheric methane observation.  
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1.1 Air pollutants and greenhouse gases 

Air pollutants are trace components of the atmosphere that can affect local air 

quality, be detrimental to the human health and the ecosystem, and cause other 

environmental damages. Air pollution currently is a significant environmental 

issue world-widely. World Health Organization (WHO) estimated that in 2012, 

about 7 million people died as a result of air pollution exposure, and it is about 

1/8 of the total global death [1]. Among all the risk factors that lead to premature 

death, the urban out door air pollution ranked 8th for the high-income countries [2]. 

The lifetime and major health and environmental effects of air pollutants studied 

in this thesis are summarized in Table 1.1. Because air pollution poses a 

threaten to the public health, since 1963, the US congress has enacted the Clean 

Air Act and its amendments [3] to authorize US Environmental Protection Agency 

(EPA) to establish National Ambient Air Quality Standards (NAAQS) [4] to 

regulate the emissions of the hazards air pollutants. The current NAAQS [4] 

contains standards for 6 criteria air pollutants, including the carbon monoxide 

(CO), lead (Pb), nitrogen dioxide (NO2), tropospheric ozone (O3), particulate 

matter (PM), and sulfur dioxide (SO2). The NO2 is usually grouped with NO to be 

the nitrogen oxides (NOx). Besides these criteria air pollutants, the volatile 

organic compounds (VOC) are also a group of important air pollutants, and many 

of them are categorized as hazardous air pollutants by EPA and are regulated by 

the National Emission Standards for Hazardous Air Pollutants (NESHAP) [5].  

Most air pollutants stay in the gas-phase in the atmosphere, except the PM, also 

known as atmospheric aerosols, are solid or liquid particles in the atmosphere 

with the size range from 0.001-200 μm. PM10 and PM2.5, namely the coarse 

particles and fine particles, are used to refer to atmospheric particles with 

diameters less than 10 μm and 2.5 μm, respectively. Roughly 50% of fine particle 

mass is constituted by organic species, i.e. the organic aerosol (OA) or the 

organic carbon (OC) [6,7]. Black carbon (BC), or the elemental carbon (EC), is 

referred to as the strong light absorbing and refractory components, i.e., not 

evaporate under high temperature, of PM. Other components of the PM include 
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inorganic component such as sulfate, ammonium, nitrate, sodium, chloride, trace 

metals, and water [8]. PM2.5 can cause the visibility degradation [9–11], the 

increase of mortality [12,13], and the climate change [14]. The atmospheric 

aerosols can cool the earth’s surface by the scattering of solar radiation (direct 

effect) and interacting with surrounding clouds (indirect effect) [15]; and the BC in 

the atmosphere aerosols can warm the earth’s surface by absorbing the sunlight 

reducing the surface albedo when depositing onto snow and ice [16]. 

Greenhouse Gases, including carbon dioxide (CO2), methane (CH4), and nitrous 

oxide (N2O), are a group to trace gases in the atmosphere that can trap heat in 

the atmosphere by absorbing thermal infrared radiation emitted by the earth’s 

surface and can potentially cause global warming [14].  The Intergovernmental 

Panel on Climate Change (IPCC) estimated that the CO2 and CH4 are the 1st and 

2nd strongest greenhouse gases in the earth’s atmosphere. The lifetime of CO2 

and CH4 are listed in Table 1.1, and they can potentially stay in the atmosphere 

for 1 to several decades and have a long-lasting impact on the climate [14].  

The burden of the air pollutants and greenhouse gases in the atmosphere 

depends on the rate that they enters the atmosphere, mainly through primary 

emissions and chemical reactions, and the rate that they are removed from the 

atmosphere, mainly through chemical reactions and wet and dry depositions [8]. 

For CO, NOx, VOC, CO2 and CH4, they enter the atmosphere predominantly 

through the primary emissions. Therefore, it is important to understand the 

emission sources of these pollutants in order to better quantify their burden in the 

atmosphere. The tropospheric ozone (O3) is formed primarily through a series of 

chemical reactions in the atmosphere that involves the NOx and VOC. Part of the 

PM in the atmosphere are contributed by primary emissions, while a significant 

portion (>50%) of the organics in PM, referred to as the secondary organic 

aerosols (SOA), are formed through the oxidation of VOC in the atmosphere [6]. 

Although O3 and a large fraction of PM are not directly emitted by the primary 

emission sources to the atmosphere, their concentrations in the atmosphere 

strongly depends on their precursors like NOx and VOC, which are primarily 

coming from the primary emissions. Therefore, it is also important to understand 
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the primary emission sources in order to better estimate the burden of secondary 

pollutants, such as O3 and SOA, in the atmosphere.  

1.2 Air pollutants and greenhouse gases emissions and the energy use and 

production 

The major sources and sinks of the air pollutants and greenhouse gases studied 

in this thesis are listed in Table 1.1. Emission sources of the air pollutants and 

greenhouse gases can be categorized into anthropogenic sources and natural 

sources. The anthropogenic emissions sources contributed to a significant 

portion of air pollutants and greenhouse gases. For example, ~65% of the NOx 

emissions [17], ~55-70% of the CH4 emissions [8], and ~30% of the VOC 

emissions [18] are contributed by the anthropogenic emission sources. 

Especially in urban area, the air pollution is primarily caused by human actives. 

Recent studies also showed that the anthropogenic emission can influence the 

formation of biogenic SOA [19–21]. Besides, it is also estimated that the largely 

increase of major greenhouse gases over the past 250 years are largely due to 

human activity [14]. Therefore, it is important to understand the anthropogenic 

emission sources in order to control the concentrations of air pollutants and 

greenhouse gases in the atmosphere.   

The anthropogenic emission sources of air pollutants and greenhouse gases 

summarized in Table 1.1 are mostly related to the energy use and energy 

production processes. The global energy consumption, especially the fossil fuel 

combustion, has increased dramatically since the industrial revolution [22], and 

the CO2 and CH4 concentrations in the atmosphere also increased from ~280 

ppm and ~700 ppb in the pre-industrial time to ~400 ppm and ~1840 ppb in 

recent years, respectively [8].  

The energy use processes that emit air pollutants and greenhouse gases to the 

atmosphere include stationary emission sources, such as industrial 

manufacturing, commercial energy consumption, residential energy consumption, 

production of electrical power, etc., and mobile emission sources, such as the 
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on-road gasoline and diesel vehicles, railways, aircraft, etc. Among all these 

energy use processes, on-road gasoline and diesel vehicles are a major source 

of air pollution in the urban area. The transportation sector accounts for a 

significant portion (28%) of the total energy consumption in US [23]; and on-road 

gasoline and diesel vehicles account for 85% of the total mobile source fuel 

consumption in US [24]. It is estimated that in 2015, there are over 263 million 

on-road gasoline and diesel vehicles in US, and the volume of on-road vehicles 

kept increasing at a rate of ~1% per year in recent years[25]. Therefore, although 

the EPA kept regulating the on-road vehicle emissions since 1970s [26], they still 

remain to be an important source of air pollutants and are expected to have a 

long-lasting impact.  

The types of energy that produced in US include fossil fuels (petroleum, natural 

gas, and coal), nuclear electric power, and renewable energy (Hydro-electric 

power, wind and solar energy, etc.) [27]. Since 2010, the U.S. natural gas 

production has increased dramatically because of rapid advancement in 

horizontal drilling and hydraulic fracturing techniques and subsequent 

development of unconventional resources such as shale gas, the tight gas and 

oil, and the coalbed methane production [28]. Natural gas currently contributes to 

~29% of the total U.S. energy consumption [27], and U.S. is expected to become 

a net exporter of natural gas in 2017 [29]. It is projected that natural gas 

production and consumption in the U.S. will increase for the next two decades 

[28]. The dramatic increase of unconventional O&NG production has raised 

concerns on the increase of emissions of greenhouse gases, primarily CH4 [30–

34], and Volatile Organic Compounds (VOC) [35–38], which are detrimental to 

local air quality [39–44] and public health [45–47]. 

Therefore, in this work, I specifically focused on characterizing air pollutants and 

greenhouse gas emissions from the on-road gasoline and diesel vehicles, which 

is an important energy use sector that largely contributes to the urban air 

pollutions, and from the natural gas and oil production, which is an energy 

production sector that has increased dramatically in recent years in US and is 

expected to have a long-lasting impact in the future.  
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1.3 Air pollutant emission from on-road gasoline and diesel vehicles 

1.3.1 Measurement of vehicle emission factors 

On-road gasoline and diesel vehicles are a major source of air pollutants in the 

urban atmosphere [24,48]. Approximately 86% of CO emissions, 45% of Volatile 

Organic Compound (VOC) emissions, 60% of NOx emissions, and 10% of 

primary PM2.5 emissions are contributed by mobile source [48]; and the on-road 

gasoline and diesel vehicles account for 85% of the total mobile source fuel 

consumption [24]. The on-road gasoline and diesel vehicles are also a large 

contributor of SOA in the atmosphere [49]. It is estimated that in US, the on-road 

gasoline and diesel vehicles produce 2.9 ± 1.6 Tg SOA per year [50].  

Numerous studies have been conducted to measure vehicle emissions, including 

dynamometer studies [51–53], on-road and near-road measurements [54–57], 

vehicle chase studies[58–60], and tunnel studies [61–70]. Dynamometer studies, 

in which the vehicle exhaust is sampled under a prescribed driving cycle [71], 

offer a controlled sampling condition, though questions remain whether 

dynamometer tests are representative of real-world driving conditions. In 

addition, the vehicle population sampled in a typical dynamometer campaign is 

tiny compared with the real-world traffic volume. For on-road, near-road, and 

vehicle chase studies, the vehicle exhaust are sampled under real-world driving 

conditions, but it is still hard to sample a large enough fleet to be representative 

for the entire vehicle population, and these studies have to deal with the dilution 

of emissions with the background air.  

Tunnel studies offer real-world driving conditions and a large-volume traffic fleet. 

The relatively closed environment of the tunnel makes an enhancement of 

pollutants emitted from vehicles and reduces the background dilution problems 

that face on-road and near-road studies. Thus, tunnel studies are a good method 

to quantify vehicle emissions under real-world situations. The major challenge of 

the tunnel studies is to separate the gasoline and diesel vehicle emission from a 

mixed fleet [67]. Also, since vehicles are usually driving under a constant high 
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speed in the tunnel, the vehicle emissions measured in the tunnel can only 

represent vehicle emissions under high-speed driving conditions, and previous 

studies showed that the vehicle emissions during the cold-start are significantly 

higher than it driving under high-speed [72]. 

Tunnel studies have been conducted in many places around the US [61–70] and 

the world [73–79] to quantify the emissions from vehicles in the past. Two main 

reasons make it necessary for us to quantify the vehicular emissions in the tunnel 

again under current conditions. First, the U.S. Environmental Protection Agency 

(EPA) frequently implements new vehicle emissions standards. For example, 

new PM and NOx emission standards were introduced for diesel engines in 2007 

and 2010, respectively. New, stricter emission standards compel vehicle 

manufacturers to improve the combustion technology and to use exhaust 

treatment technology, such as diesel particle filters (DPF) [80] and selective 

catalytic reduction (SCR) [81] to reduce vehicle-emitted pollutants. 

Measurements are needed to quantify the effectiveness of these policies on 

vehicle emission reduction. Second, the fleet age and the fleet composition are 

changing over time. May et al. [52] measured gasoline vehicles in different age 

groups, which are classified based on the EPA Tire-1 and Tire-2 emission 

standards, and showed that they have different emissions factors of NOx, CO 

and PM. Also, gasoline and diesel vehicles have different characteristics on 

pollutant emissions [52,63,67,68].. Therefore, emissions from on-road vehicles 

may be changing over the past years. Chemical transport models and exposure 

models of epidemiological studies requires accurate and up-to-date on-road 

vehicle emission factors to predict the impact of vehicle emission on air quality, 

climate, and human health.  

1.3.2 Size distribution of vehicle emitted PM 

Many previous vehicle studies also specifically focused on the properties of the 

vehicle emitted PM, which mainly consists of BC and primary organic aerosol 

(POA) [53,82–84]. Vehicle emitted PM is a major source of PM in the urban 
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environment [24,48,85], and PM emitted from on-road vehicles can have a 

significant impact on both climate and human health. 

Vehicle PM emitted to the atmosphere could potentially become cloud 

condensation nuclei (CCN) and impact climate through the aerosol indirect 

effect.[15] Primary emissions are a major source of uncertainty in quantifying 

global CCN concentrations.[86,87] Specifically, for the primary emissions from 

fossil fuel combustion, better constraining the size of the particles is more 

important than the emission flux for reducing the uncertainty of CCN 

quantification.[87]  

To better quantify the size distribution of vehicle emitted particles can also lead to 

a better understanding on how vehicle emitted PM can impact the public health, 

since the on-road gasoline and diesel vehicles are a major source of ultrafine 

particles[88], namely particles with diameter smaller than 100 nm. Ultrafine 

particles are able to penetrate and deposit in the human lung and cause 

respiratory diseases and other health concerns [89–91]. And exposure to 

ultrafine particles may have health effects distinct from exposure to fine particle 

mass alone.  

Many previous studies measured the size distributions of vehicle emitted 

particles, including engine tests in the lab[92–94], on-road measurements[93–

95], and tunnel measurements[66,96–99]. Since the Environmental Protection 

Agency (EPA) frequently implements stricter emission standards for on-road 

vehicles[100],  and the application of after-treatment technology, such Diesel 

Particulate Filter (DPF) and Selective Catalytic Reduction (SCR), can potentially 

change the size-distribution of vehicle emitted particles[101,102], the size 

distribution of vehicle emitted particles needs to be monitored over time in order 

to understand the potential influence of new standards and technology.  

1.3.3 Volatility of vehicle emitted POA 

Besides the size distribution, another important property of the vehicle emitted 

PM that has been specifically focused on is the volatility of the vehicle emitted 
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POA. Traditionally, chemical transport models treated POA as non-volatile, which 

contributed to a discrepancy between modeled and measured PM 

mass[103,104]. We know now that a substantial fraction of POA from combustion 

exhaust is semivolatile [105–114] and actively partitions between the vapor and 

condensed phases. Accurate accounting of POA mass therefore requires 

knowledge of both the emission rate of condensable material and the volatility of 

the emissions.  

Numerous studies have investigated gas-particle partitioning of vehicle emitted 

POA through both field measurements and laboratory studies [84,113–118]. 

Some earlier studies [84,116,117] indicate the presence of POA partitioning, but 

do not provide a volatility distribution. Recently, May et al. [113,114] tested 51 

gasoline vehicles and 5 diesel vehicles on chassis dynamometers and derived 

POA volatility distributions. Worton et al. [118] conducted tunnel measurements 

and derived POA volatility distributions, and concluded that the vehicle emitted 

POA are dominated by lubricating oil. Both May et al. [113,114] and Worton et al. 

[118] concluded that volatility distributions of gasoline and diesel vehicles are 

similar, suggesting that a single volatility distribution can be used to describe the 

POA gas-particle partitioning of all vehicles.  

Kuwayama et al. [115] also observed POA gas-particle partitioning. They used a 

combination of two volatility distributions, lower volatility fuel-combustion POA 

and motor oil POA, to describe POA gas-particle partitioning measured in their 

dynamometer studies. Kuwayama et al. [115] used a large range in the fraction 

of motor oil POA to total POA (24-86%) to describe the emissions from individual 

vehicles in their test fleet. Their results suggest that POA gas-particle partitioning 

cannot be predicted by a single fleetwide volatility distribution. However, since 

Kuwayama et al. [115] tested only eight cleaner gasoline vehicles, data from a 

larger fleet may be required to validate this claim.  

The measurements presented by both May et al. [113,114] and Kuwayama et al. 

[115] represent relatively small fleets tested under controlled conditions. 

Nonetheless, POA emission factors and volatility distributions from May et al. 

http://pubs.acs.org/action/doSearch?ContribStored=Kuwayama%2C+T
http://pubs.acs.org/action/doSearch?ContribStored=Kuwayama%2C+T
http://pubs.acs.org/action/doSearch?ContribStored=Kuwayama%2C+T
http://pubs.acs.org/action/doSearch?ContribStored=Kuwayama%2C+T
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[113,114] and other small test fleets have been incorporated into chemical 

transport models [119,120]. To our knowledge, no studies have been published 

to demonstrate whether these laboratory-derived POA volatility distributions can 

be applied to describe POA gas-particle partitioning of a larger mixed vehicle 

fleet operating under real-world driving conditions.  

1.4 Greenhouse gas and air pollutant emissions from natural gas 

production 

As discussed in section 1.2, the dramatic increase of unconventional O&NG 

production in US in recent years has raised concerns on the increase of 

emissions of greenhouse gases, primarily CH4 [30–34], and Volatile Organic 

Compounds (VOC) [35–38], including air toxics like benzene, toluene, 

ethylbenzene, and xylene, collectively known as BTEX, which are detrimental to 

local air quality[39–44] and public health[45–47]. Also, natural gas has been 

considered as a ‘bridge fuel’ as it emits less carbon dioxide than other fossil fuels 

during combustion [121,122], and since the global warming potential of CH4 for a 

time horizon of 100 years is 25 times as it of CO2, too much methane leaks from 

the natural gas system may offset the climate benefit of natural gas [31,123]. 

Therefore, a better estimation of CH4 and VOC emissions from natural gas 

production can also help justify the development of shale gas.  

Oil and natural gas (O&NG) producing well pads generally consist of well heads, 

separation units, tanks, and combustors [124]. The raw natural gas is mainly 

composed of CH4 (~70-98%), ethane (1-10%), a mixture of VOC, including 

alkanes and aromatics; inorganic gases like H2S and SO2; and water [125]. Gas 

from a well that also produces petroleum liquid may contain lower fraction of CH4 

and higher fraction of ethane and VOC.  The raw natural gas is extracted from 

the underground wells and is piped from the wellheads to the separation unit 

[124]. The separation unit then removes the liquid condensate and the water 

from the natural gas and oil stream, and the removed liquid condensate and 

water are stored in storage tanks on site [124]. Liquids in the storage tank will be 
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removed by trucks or pipelines, and there may also be combustors on site to 

burn the VOC vapors accumulated in the storage tank [124]. Besides well pads, 

in natural gas production field, there are also compressor stations in the 

gathering system that transport natural gas from well pads to the processing 

plants. During all stages of the natural gas exploration and production, the O&NG 

facilities may emit CH4 and VOCs through fugitive emissions, venting, flaring, 

accidental release, or storage losses [126]. Many previous studies have shown 

that the CH4 and VOC emissions from the O&NG production system in U.S. have 

been underestimated by state and national emission inventories [37,127,128].  

1.4.1 VOC emissions from the natural gas production 

Many previous studies [35,37,38,129,130] measured the VOC concentrations 

and quantified the regional VOC emissions associated with O&NG production in 

some major gas production regions with ground and aircraft measurements.  

Gilman et al. [35] measured a set of VOCs at the Boulder Atmospheric 

Observatory (BAO), which is close to the natural gas production region in the 

Denver-Julesburg Basin. They detected clearly differentiable VOC source 

signatures of O&NG production. Pétron et al. [37] conducted aircraft 

measurements in the Denver-Julesburg Basin and estimated methane and VOC 

emissions from O&NG production, and their estimated benzene emission rate 

was 7 times larger than the state inventory. Helmig et al. [38] measured the 

VOCs in Horse Pool near the Uintah Basin. They detected elevated VOC 

concentrations that could be linked with O&NG production during winter inversion 

events and estimated that the annual emissions of C2-C7 VOCs from O&NG 

production in the Uintah Basin was equivalent to annual VOC emissions from 

~100 million automobiles. Yuan et al. [129] conducted an aircraft campaign over 

the Haynesville Shale and Marcellus Shale and used airborne eddy covariance 

method to quantify the flux of CH4 and some VOC species. They reported 

enhancement ratios of CH4 to benzene and toluene to benzene, which clearly 

indicates that these VOC species were dominantly emitted from O&NG 
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production in these shale gas extraction regions. The VOCs emissions estimated 

by these studies are all top-down estimations of total VOCs emissions from all 

O&NG production facilities in the entire region; no facility-level VOCs emissions 

were reported in these studies.  

Very few studies [36,131] measured the VOCs emissions at individual O&NG 

production facilities. Warneke et al. [36] measured VOC concentrations at 

individual gas production sites in the Uintah Basin with a PTR-MS (proton 

transfer reaction – mass spectrometry). They reported that dehydrators, 

condensate tanks, pneumatic devices, and pumps are major VOCs sources of 

gas production well pads, and they compared VOCs measured at gas wells and 

oil wells. However, Warneke et al. [36] only reported the VOC-to-CH4 ratio 

measured at facilities and did not report VOCs emission rates. Goetz et al. [132] 

used tracer-release method to quantify methane and VOCs emission rates from 

individual gas production site in the Marcellus Shale. They visited only 5 sites for 

VOC measurement, and they did not see enhanced VOCs concentrations at all 

sites they visited.  

It is important to understand the characteristic of facility-level VOCs emissions in 

order to better control the VOCs emissions from O&NG production facilities. Also, 

since the Environmental Protection Agency (EPA) started to regulate the CH4 

and VOCs emissions of O&NG production facilities since Aug. 2016, it is 

necessary to conduct facility-level VOCs emission measurements before and 

after the regulations to test the effectiveness of the policy. Besides, the facility-

level VOCs emission rates could also be used to conduct bottom-up estimation of 

the VOCs emissions from the entire O&NG production sectors. The comparison 

of the bottom-up estimation and the top-down estimation can help better 

constrain the contribution of O&NG production to the total VOCs emissions in 

major gas production regions.  

To quantify VOC emissions from O&NG production facilities is important for 

detecting the potential high exposure of air toxics for people working on O&NG 

production sites or living near the O&NG production field. Also, VOC emissions 
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from O&NG production can affect local air quality since they are precursors of the 

tropospheric ozone (O3) [8]. Previous studies [35,38,41] have shown that the 

high ozone levels in O&NG regions are associated with VOCs emissions from 

the O&NG production. Schnell et al. [41] reported that in Green River Basin in 

Wyoming, which is near the Jonah-Pinedale Anticline natural gas field, the 

wintertime ozone concentrations in the night could reach 140 ppb, which is 2 

times as the 8-hour averaged ozone levels of NAAQS. Helmig et al. [38] 

measured the wintertime VOCs concentrations in the Uintah Basin and found a 

strong causal link between the accumulation of VOCs emissions from O&NG 

production and the significant production of surface layer ozone. Measurement 

conducted by Gilman et al. [35] at BAO near the Denver-Julesburg Basin suggest 

that ~55% of the VOCs-OH reactivity was contributed by VOCs emissions from 

O&NG operations, which was a major source of ozone precursors in the region.  

1.4.2 Methane emissions from the natural gas production and distribution 

Natural gas production and distribution is a major anthropogenic source of 

methane emissions in US. According to the EPA Inventory of US Greenhouse 

Gas Emission and Sinks (GHGI) [126], among all these anthropogenic methane 

emission sources, the natural gas production and distribution contributes to about 

23% of the total US anthropogenic methane emission in 2012. The rapid 

increase of methane production in recent years raised concerns on potential 

increasing methane emissions over US. The GOSAT (Greenhouse Gases 

Observing Satellite) measurements from 2010-2014 show that methane 

concentration was increasing over the contiguous US, which corresponds to 

more than 30% increase of methane emissions in US over the past decade [133].  

There are two most commonly used inventories of methane emissions in US. 

One is the Emission Database for Global Atmospheric Research, version 4.2 

(Edgar v4.2) [134]. The methane emission inventory of Edgar v4.2 is a gridded 

annually global inventory that has a spatial resolution of 0.1° latitude × 0.1° 

longitude. Edgar v4.2 has methane emission data from 1970 to 2008, and it is 
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currently the default anthropogenic methane emission inventory for the GEOS-

Chem, a commonly used 3-D global chemical transport model. Another 

commonly used methane emission inventory is the EPA GHGI [135]. It reports 

annual methane emissions of major anthropogenic emission sources in US from 

1990 to 2016. Recently, Maasakkers et al. [136] spatially distributed the annual 

total methane emissions of 2012 estimated by EPA GHGI using a range of 

spatially resolved activity datasets. They built a gridded methane emissions 

inventory that has a spatial resolution of 0.1° latitude × 0.1° longitude and is 

consistent with EPA GHGI. Maasakkers et al. [136] also compared spatial 

patterns of the EPA GHGI and Edgar v4.2 and they found that the Edgar v4.2 

has significantly lower methane emission estimations over major gas production 

fields in the contiguous US, and the total methane emissions from the natural gas 

production and distribution estimated by the EPA GHGI is about 45% higher than 

the Edgar v4.2.  

In recent years, there has been a lot of field measurements conducted to quantify 

the methane emissions from natural gas production and distribution in US, 

including the measurement of methane emissions from natural gas production 

[128,137,138], gathering and processing [139–141], transmission [142], and 

distribution systems [143]. Brandt et al. [144] compared the recently measured 

methane emissions of the natural gas production and distribution sector at a 

range of scales (device-level to continental-level) with the EPA GHGI and found 

that the EPA GHGI consistently underestimated the methane emissions from the 

natural gas production and distribution. The EPA GHGI has already included 

results from recent ground measurements [142,143] for the estimation of 

methane emissions from the natural gas transmission and distribution systems. 

However, for the natural gas production system, which accounts for 64% of the 

total methane emissions from the natural gas production and distribution sector, 

the emission factors used by the EPA GHGI are mostly adapted from the 1996 

EPA/GRI (Gas Research Institute) studies [145], which may not be able to 

represent the methane emissions from the natural gas system in recent years. 

Since 2014, our research team at Carnegie Mellon University conducted 
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measurements in the Marcellus Shale, the Denver-Julesburg Basin, and the 

Uintah Basin to quantify the facility-level methane emissions from the natural gas 

production [137,138]. Goetz et al. [131] and Brantley et al. [146] also conducted 

field studies in the Marcellus Shale and the Denver-Julesburg Basin, respectively, 

to measure the facility –level methane emissions from natural gas production. 

Ground measurements were also conducted in other gas production field, 

including the Barnett Shale[146–149], the city of Fort Worth [150], and Pinedale 

[146]. Omara et al. [137] combined results from all these studies and provided a 

spatial distribution of methane emissions from onshore natural gas production 

over contiguous US. Lyon et al.[151] and Allen et al. [152] developed spatially 

resolved methane emission inventories of natural gas production and distribution 

in the Barnett Shale region. However, no spatially resolved and up-to-date 

methane emission inventory for the entire natural gas production and distribution 

sector over the contiguous US exists at this moment.  

Recently, Littlefield et al. [153] synthesized the recent ground measurement 

results and estimated the total methane emissions from the US natural gas 

system, but they did not provide spatially resolved methane emissions. A 

spatially resolved methane emission inventory is not only needed by the 

chemical transport models and climate models to estimate the impact of natural 

gas production and distribution on the methane concentrations in the atmosphere 

and the climate. Also, for those top-down studies that use atmospheric methane 

observations and chemical transport model to inversely estimate methane 

emissions, they usually need an existing spatially resolved methane emission 

inventory as the a priori emission field, and the source attributions of the final 

inversion results fully depend on the source attributions of the a priori emission 

field [133,136,154,155].  

1.5 Thesis overview 

In this work, to study air pollutants emitted by on-road gasoline and diesel 

vehicles, we conducted tunnel measurements to update the vehicle emission 
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factors, quantify the size distribution of vehicle emitted PM, and explore the 

volatility of vehicle emitted POA. To study greenhouse gas and air pollutant 

emissions from natural gas production system, we conducted mobile 

measurements in the Denver-Julesburg Basin, the Uintah Basin, and the 

Marcellus Shale to measure the facility-level VOC emissions from natural gas 

production facilities, and I constructed a methane inventory of natural gas 

production and distribution over the contiguous US.  

In Chapter 2, I summarize the methods used for this study. The information about 

the tunnel, traffic conditions in the tunnel, and the air quality station are described 

in this chapter. The setup of the mobile lab, the measurement of VOC and 

methane concentrations downwind of natural gas production facilities, and the 

construction of methane emission inventory are also described in Chapter 2.  

In Chapter 3, I describe the multi-seasonal vehicle emission factor 

measurements conducted in the Fort Pitt Tunnel in Pittsburgh, PA. The fleet 

average emission factors were combined with traffic data to apportion the fuel-

based vehicle emission factors of gasoline and diesel vehicles. The data 

collected in both spring and winter seasons allow us to investigate the potential 

seasonal influence on vehicle emission factors. In order to study the long-term 

trend of the vehicle emissions, the emission factors measured in this study are 

compared with emission factors measured by Grieshop et al. [108] about 10 

years ago in the Squirrel Hill Tunnel in Pittsburgh, PA. I also summarize gasoline 

and diesel emission factors measured in this study and previous tunnel studies in 

United States in the past three decades and compared them with the change of 

vehicle emission standards to show the effectiveness of emission standards on 

regulating vehicle emissions.  

In Chapter 4, I report the size distribution measurement of vehicle emitted 

primary particles conducted in the Fort Pitt Tunnel with a pair of Scanning 

Mobility Particle Sizers (SMPS). Both number-size distribution and mass-size 

distribution of vehicle-emitted particles are reported. The particle mass are 

calculated assuming vehicle emitted particles in the tunnel are fractal rather than 
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spherical. A thermodenuder (TD) was deployed in the sampling line to 

periodically remove the volatile particle component with high temperature (250 

°C) to determine the size-dependent volatility of vehicle-emitted particle. A size-

resolved volatile-to-non-volatile component ratio of vehicle-emitted particles is 

reported based on the SMPS-TD measurement. Finally, I calculated the size-

resolved emission factors of particles emitted by the mixed fleet in the tunnel, 

apportioned the contribution from both gasoline and diesel vehicles, and 

compared the apportioned size-resolved gasoline and diesel vehicle emission 

factors with previous studies. 

In Chapter 5, we measured the gas-particle partitioning of POA in the Fort Pitt 

tunnel with three independent methods: 1) a thermodenuder (TD), 2) quartz filter 

sets analyzed by thermal-optical OCEC and 3) analysis of quartz filters with 

thermal desorption gas chromatography mass spectrometry (TD-GC-MS) to 

determine volatility distributions. And I show in this chapter that POA emitted 

from a large and real-world driving fleet is semivolatile under a wide range of 

ambient conditions, the POA volatility distribution derived from the dynamometer 

studies can be applied to explain gas-particle partitioning of ambient POA, and 

that gas-particle partitioning of the POA measured in the traffic tunnel does not 

have large diurnal or seasonal variations. 

In Chapter 6, I describe the VOC measurement downwind of individual natural 

gas production well pads and compressor stations in the Denver-Julesburg 

Basin, the Uintah Basin, and the Marcellus Shale. VOC concentrations, the 

background-corrected VOC-to-CH4 ratios, and facility-level VOC emission rates 

are reported. I show that the facility-level VOC emission rates measured in all 

gas production fileds are highly variable, indicating that a single VOCs emission 

profile may not be able to characterize VOCs emissions from all natural gas 

production facilities. VOC emissions from different types of facilities, specifically 

gas wells vs. compressor stations, and unconventional vs. conventional gas 

wells, are compared. I also test the hypothesis that VOC emission rates of O&NG 

production facilities in different regions are different. 
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In Chapter 7, I constructed a gridded methane emission inventory of the natural 

gas production and distribution over the contiguous US using facility-level 

methane emissions reported by recent ground measurements in US 

[128,137,140,142,143]. The annual total methane emissions and the spatial 

pattern of our constructed inventory are compared with the EPA GHGI and the 

Edgar v4.2. In order to explore whether my inventory could potentially improve 

the prediction of methane concentrations in the atmosphere, I modified the 

GEOS-Chem default methane emission inventory with my inventory and the EPA 

GHGI, and then run the GEOS-Chem methane simulations with either my 

inventory or the EPA GHGI. The simulated methane concentrations are 

compared with the GOSAT measurements to determine whether the simulation 

with my inventory or the simulation with the EPA GHGI could better represent the 

actual methane concentrations in the atmosphere. 

In Chapter 8, I summarize the major findings of this work, and provide 

suggestions for future studies.  

1.6 Publications resulting out of this thesis  

Chapter 5 has already been published as: 

Li, X., Dallmann, T. R., May, A. A., Tkacik, D. S., Lambe, A. T., Jayne, J. T., 

Croteau, P. L., and Presto, A. A., 2016, “Gas-Particle Partitioning of Vehicle 

Emitted Primary Organic Aerosol Measured in a Traffic Tunnel,” Environ. Sci. 

Technol., 50(22), pp. 12146–12155. 

Chapter 3 is planned to be published as: 

Li, X., Lu, J., Dallmann, T. R., May, A. A., and Presto, A. A., 2017, “Long-Term 

Trend of on-Road Gasoline and Diesel Vehicle Emission Factors Measured in 

the Traffic Tunnel,” in prep. for Environ. Sci. Technol. 

Chapter 4 is planned to be published as: 
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Li, X., Dallmann, T. R., May, A. A., and Presto, A. A., 2017, “Size Distribution of 

Vehicle Emitted Primary Particles Measured in a Traffic Tunnel,” in prep. for 

Aerosol Sci. Technol. 

Chapter 5 is planned to be published as: 

Li, X., Omara, M., Zimmerman, N., Ellis, A., Sullivan, M. R., Subramanian, R., 

Robinson, A. L., and Presto, A. A., 2017, “Volatile Organic Compound Emissions 

from Natural Gas Facilities in the Denver-Julesburg Basin, the Uintah Basin and 

the Marcellus Shale,”in Prep. for Atmospheric Environment.
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Table 1.1 The atmospheric lifetime, emission sources, sinks, health and environmental effect of air pollutants and greenhouse gases 

studied in this work 

Air Pollutants/ 
Greenhouse 
Gas 

Lifetime in 
the 
atmosphere 

Major Anthropogenic Emission 
Sources 

Major Natural Emission 
Sources 

Major sink Health Effect Other Environmental 
Effect 

CO 30-90 days 
[8] 

Mobile, Fires, Fuel Combustion, 
Industrial Processes [8] 

Biomass burning, 
oxidation of methane and 
VOC [8] 

Surface 
deposition and 
OH reaction [8] 

High concentrations 
of CO can cause 
death by preventing 
the transport of 
oxygen around body 

React with other 
pollutants to form 
ozone [8] 

NOx 
(NO+NO2) 

~1 day [17] Fossil fuel combustion, air craft, 
biomass burning [8] 

Soils, NH3 oxidation, 
Lightning, Stratosphere [8] 

Chemical 
reaction, wet 
and dry 
deposition [17] 

Visibility impairment; 

Cause or worsen 
respiratory diseases 
by forming PM and 
ozone [156] 

Precursors of 
tropospheric ozone and 
PM; 

Form acid rain;  

React to form air toxics 
[156] 

PM (aerosols) A few days - 
a few weeks 
[8] 

Vehicles, Industry, Construction & 
Agriculture, fires [8] 

Plants (mainly secondary 
organic aerosol), sea-
spray, fires [8] 

Chemical 
reaction, wet 
and dry 
deposition [8] 

Linked with 
premature death; 

Cause heart attack 
and irregular heart 
beat;  

Cause or worsen 
respiratory diseases 
[157] 

Visibility impairment, 
climate change;  

Depleting nutrients in 
soil, damaging 
sensitive forests and 
farm crops, contribute 
to acid rain [157] 
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VOC Fractions of a 
day to 
months [158] 

Fires, industrial processes, mobile, 
solvent, fuel combustion, 
agriculture [18] 

Vegetation [18] Photo-chemical 
reaction, wet 
and dry 
deposition [159] 

Long term exposure: 
damage liver, kidney, 
and central nervous 
system; 

Short term exposure: 
eye and respiratory 
tract irritation, 
headaches, 
dizziness, visual 
disorder, etc.;  

Benzene and 
formaldehyde are 
human carcinogens 
[160] 

Hazardous air 
pollutants 

Precursors of 
tropospheric ozone and 
PM 

Tropospheric 
Ozone (O3) 

~20-30 days 
[14] 

Anthropogenic processes that 
produces NOx and VOC, such as 
vehicle emissions, biomass 
burning, fossil fuel combustion, 
industrial processes, etc. 

Natural processes that 
produces NOx and VOC  

Chemical 
reaction and 
dry 
deposition[14] 

Cause breathing 
problems and 
respiratory diseases;  

Cause asthma;  

Damage lungs [161] 

Affect growth of some 
plants that may lead to 
a loss of species 
diversity and change to 
water and nutrient 
cycles [162] 

CO2 ~35 years [8] Electricity production, 
transportation, industry, 
commercial and residential, 
agriculture, land use and forestry 
[126] 

Ocean-atmosphere 
exchange, Plant and 
animal respiration, Soil 
respiration and 
decomposition, Volcanic 
eruptions [14] 

Ocean-
atmosphere 
exchange, plant 
photosynthesis 

No direct health 
effect 

Global warming [14] 

CH4 ~ 10 years 
[163] 

Natural gas, oil, coal mines, 
agriculture (rice and manure), 
waste treatment [126] 

Wetlands, termites, ocean, 
hydrates [14] 

Soils, 
tropospheric 
OH, 
stratospheric 
loss [14] 

Relatively non-toxics, 
but can be an 
asphyxiate displacing 
oxygen in the lungs 
[164] 

Global warming [14] 
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2.1 The tunnel measurement station 

2.1.1 The Fort Pitt Tunnel 

Our tunnel measurement campaign was conducted in the two-lane outbound 

(westbound) bore of the Fort Pitt Tunnel in interstate 376 in Pittsburgh, PA. The 

tunnel is 1.1-km long with a 2.5% upward grade to the west. It connects the 

Pittsburgh downtown to the Pittsburgh International Airport and other suburban 

areas. The tunnel has a ventilation duct located on top of the ceiling. During our 

measurements, all instruments were placed in the ventilation duct. The 

ventilation duct has fans to mechanically ventilate the tunnel; but these fans were 

never turned on during the measurement period. The tunnel is only mechanically 

vented by the motion of the vehicles driving through. A sketch of the tunnel 

measurement station is shown in Figure 2.1. 

 

 

Figure 2.1 Schematic of the tunnel measurement station. 
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As shown in Figure 2.1, the sampling inlet was inserted through one of the 

ventilation slits in the tunnel ceiling. The slit where the sampling inlet was located 

and two adjacent slits were all blocked to prevent potential dilution of the sample. 

The sampling inlet is about 50 m from the tunnel exit. The spring measurements 

were conducted in Apr. and May in 2013, together with the work presented in 

Tkacik et al.[50]. The winter measurements were conducted in Jan. and Feb. in 

2014. A one-week measurement was conducted in Apr. 29th – May. 4th, 2014 in 

order to study the difference of emission factors measured over different lanes, 

which will be described in detail later.  

2.1.2 Traffic conditions in the Fort Pitt Tunnel 

The weekday and weekend diurnal pattern of the vehicle speed, the vehicle 

volume and the number fraction of heavy-duty diesel vehicle (HDDV) in the Fort 

Pitt Tunnel are presented in Figure 2.2. A Remote Traffic Microwave Sensor 

(RTMS) operated by the Pennsylvania Department of Transportation (PennDOT) 

was placed at the tunnel exit to count vehicles and measure the vehicle speed 

and the vehicle length. The traffic count and speed data obtained from the 

PennDOT were from 12/03/2012 to 12/14/2012. It was not the exact same time 

periods with our measurements, but traffic patterns are very similar in typical 

weekdays or in typical weekends in the tunnel, and the day-to-day variations of 

the traffic data in each hour are in general smaller than the diurnal variation of 

the traffic data. Therefore, these data can still well represent the traffic situation 

during our measurement. Based on the vehicle length, the traffic sensor 

classified all vehicles into 4 types: automobiles (Class 1); motorcycles (Class 2); 

pickup trucks, SUVs, and vans (Class 3); and large trucks (Class 4). Almost all 

vehicles in the first three classes are powered by gasoline engines, and most of 

the Class 4 vehicles are powered by diesel engines. In practice, the sensor 

cannot efficiently separate Classes 3 and 4. Therefore, the number fractions of 

HDDV showed in Figure 2.2(c) are the number fractions of vehicles in Classes 3 
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and 4, and it represents the upper limit estimations for the fraction of diesel 

vehicles, primarily medium- and heavy-duty trucks.  

The vehicle speed in the Fort Tunnel (Figure 2.2(a)) was relatively constantly 

around 65 mph during the whole day, expect for the afternoon rush hour (15:00 – 

17:00) in weekdays, during which the vehicle speed dropped to about 50 mph 

and was also more variable compared with other time periods. Since vehicles in 

the tunnel were always driving under high speed, the emission factors measured 

in the tunnel only represent the vehicle emissions during the high-speed driving 

and do not include emissions during the vehicle cold-start or hot-start.  

The vehicle volumes (Figure 2.2(b)) in the tunnel had two peaks in weekdays, 

one in the morning rush hour (6:00 – 8:00), and another one in the afternoon 

rush hour (15:00 – 18:00). There was no morning rush hour in the weekends; 

only one traffic volume peak showed up in the afternoon rush hour (15:00 – 

18:00) in weekends. The hourly averaged number fraction of HDDV (Figure 2(c)) 

peaked at nighttime (0:00 – 4:00), in weekdays about 6 – 10 % and in weekends 

about 4 - 6%. For the rest of the day, the hourly averaged number fraction of 

HDDV was in general lower than 4%.  
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Figure 2.2 Weekday and weekend diurnal pattern of (a) vehicle speed (b) vehicle 

volume (c) number fraction of heavy duty diesel vehicle (HDDV) in the Fort Pitt Tunnel in 

Pittsburgh, PA. Bars in the figure represent the standard deviation of the measurement. 

 

We do not exactly know the distribution of the vehicle model years in the Fort Pitt 

Tunnel during our measurement time period. According to the data from US 

Bureau of Transportation Statistics [165], in 2013 and 2014, the average age of 

automobiles and trucks in operation in the United States is about 11.3 – 11.4 

years. The actual vehicle fleet age in the Fort Pitt Tunnel might be younger than 

this national average.   

We quantify the presence of diesel vehicles by calculating the diesel fuel fraction 

( ) with the following equation:  

 

 

Dfuel%

% fuelD =
fDUD

fDUD + (1-fD )UG
     (1)
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The  represents the percentage of fuel consumed by HDDV in the tunnel 

during a certain measurement time period. Here  is the number fraction of 

diesel vehicles in the tunnel. It is determined based on the traffic counts obtained 

from the Pennsylvania Department of Transportation at the tunnel exit.  and 

  are the fuel economies of gasoline vehicles (25 mile/gallon) and diesel 

vehicles (6 mile/gallon), calculated based on the total vehicle-mileage data and 

total fuel consumption data of light duty vehicles and trucks in 2011 from the US 

Department of Transportation [25]. 

2.1.3 Air quality measurement station 

The instruments deployed in the spring campaign and the winter campaign are 

summarized in Table 2.1. As shown in Figure 2.1, for both winter campaign and 

the spring campaign, we have one gas-phase sampling line (0.25” diameter 

Teflon tubing) for all gas monitors and one particle-phase sampling line (0.325” 

diameter copper tubing) for all particle instruments. A thermodenuder (TD) was 

placed in the particle-phase sampling line in order to study the volatility of vehicle 

emitted particles, but it was never deployed during the emission factor 

measurements reported in this manuscript.  

During the spring campaign, we continuously measured the CO2, CO, NOx, 

particle-phase OC and EC concentrations in the tunnel. A denuder was placed 

upstream of the OC/EC analyzer to remove gas-phase organics and reduce 

sampling artifacts [166,167]. The sampling inlet was over the left lane, and the 

sampling lines were about ~22 m long due to constraints on where instruments 

could be deployed. An Aerodyne Aerosol Chemical Speciation Monitor (ACSM) 

was also deployed with the TD to study the volatility of vehicle emitted POA. The 

Reynolds number of the particle sampling line was less than 2000, indicating the 

airflow inside was laminar flow. The long length of the particle-phase sampling 

line may potentially lead to a high particle loss for smaller particles. Smaller 

Dfuel%

Df

GU

DU
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particles are negligible in mass, so any losses should have a minor impact on the 

measured particle mass concentration.  

During the winter campaign, except measuring the CO2, CO, NOx, and particle 

phase OC and EC, we also continuously measured black carbon (BC) and 

particle bound PAHs (polycyclic aromatic hydrocarbons) concentrations. A nano-

SPMS (scanning mobility particle seizer) and a long-SMPS were running at the 

same time to measure the size distribution of vehicle emitted PM in tunnel. In 

order to better capture emissions from HDDV, the sampling inlet was placed on 

top of the right lane, where most trucks drive. All instruments were also moved 

next to the sampling inlet to minimize the length of the sampling line to reduce 

losses and to capture exhaust plumes from individual trucks.  

Since the sampling inlet were over different lanes during the spring and winter 

campaigns, we conducted one-week short campaign to characterize the effect of 

lane-shift on measured emission factors. During the week, only NOx, CO and 

CO2 were continuously measured. We were sampling over right lanes in 04/29 – 

04/30, and over right lanes in 05/01 – 05/02, in 2014. All these days are typical 

weekdays and traffic conditions in the tunnel followed the typical weekday traffic 

conditions in the tunnel.  

Table 2.1 Instruments deployed in the Fort Pitt Tunnel measurement 

Species measured Instrument Time 

resolution 

Sampling 

flow rate Temperature and Humidity Vaisala HMT 330 1 s -  

CO2 Li-Cor LI-820 1 s 1.0 LPM 

NOx/NO API 200EU 1 s 1.0 LPM 

CO API T300U 1 s 1.0 LPM 

Elemental (EC) and 

organic carbon (OC) 

Sunset Laboratory Semi-

Continuous OCEC (Model 4F) 
1 h 8.7 LPM 

Particle number/volume 

size distribution 

Scanning Mobility Particle Sizer 

(SMPS, 3081 and 3085) 
2 min 2.5 LPM 

Black carbon (BC) 
Aethalometer (AE-31), Magee 

Scientific 
2 min 2-6 LPM 
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Particle Bound PAHs 
Photoelectric aerosol sensor (PAS), 

EcoChem, Model 2000 
2 s 1 LPM 

Non-refractory particle 

phase organics 

Aerodyne Aerosol Chemical 

Speciation Monitor (ACSM) 

1 min 3 LPM 

 

For BC concentrations measured by the Aethalometer, similar with Dallmann et 

al. [69], in order to minimize the uncertainties caused by the filter-loading artifact 

[168] for the highly absorbing particles measured in the tunnel, we adjusted the 

raw BC concentrations using the following equation [169]: 

 

The coefficient in the equation are kept consistent with Dallmann et al.[69] and 

were derived based on the tunnel measurement results.  

During the winter campaign, besides measuring the particle-phase OC and EC 

with the semi-continuous OC/EC analyzer in the tunnel, we also measured the 

OC and EC with a two channel sampler: one channel has only one bare-quartz 

filter (bare-Q), and the other channel has a Teflon filter and a quartz-behind-

Teflon filter (QBT). The collected quartz filter sets were analyzed with the Sunset 

Laboratories OCEC Aerosol Analyzer (Model 3) following the IMPROVE-A 

protocol [170]. We assume the bare-Q filter captures both particle phase 

organics and absorbed organic vapors, which is considered the positive artifact. 

This positive artifact is quantified by the QBT filter, which is assumed to only 

absorb gas phase organics [167,171]. Therefore, the particle phase OC 

concentration can be derived from the artifact-corrected bare-Q (bare-Q minus 

QBT).  

We collected in total 18 quartz filter sets, and 13 of them were collected 

simultaneously with the semi-continuous OC/EC measurements during either 

midday (12:00 – 14:00) or afternoon rush hour (15:00 – 18:00), and we 

compared the tunnel and the lab OC/EC measurements in Figure 2.3. The EC 

measured by the tunnel and lab OC/EC analyzers are highly correlated and have 

BCadj =
BCraw

1.5´[0.73´ exp(
-ATN

100
)+ 0.27]

    (2)
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a ratio close to 1. The OC measured by the tunnel and lab OC/EC analyzer are 

also highly correlated. However, the OC measured by the semi-continuous 

OC/EC analyzer in the tunnel are constantly about 70% higher than the particle 

phase OC measured from the bare-Q and QBT filters, but they are close to the 

OC measured by the bare-Q filters, which contains both gas phase artifacts and 

the particle phase OC. It indicates that OC measured by the semi-continuous 

OC/EC analyzer in the tunnel may contain the gas-phase organic artifact, and the 

filters inside the organic denuder might be saturated and lose efficiency over 

time. Therefore, for all the particle-phase OC concentrations measured by the 

semi-continuous OC/EC analyzer in the tunnel in the winter campaign, we 

divided them by an averaged factor of 1.7 to avoid potential bias caused by the 

gas-phase organic artifact. For OC concentrations measured by the semi-

continuous OC/EC analyzer the spring campaign, since we did not collect quartz 

filter sets, there is no reliable particle phase OC data we could use to estimate 

the gas-phase artifact. Therefore, we did not correct the OC concentrations 

measured in the tunnel in spring, and they may potentially overestimate the 

particle phase OC concentrations.  

 

Figure 2.3 Comparison of OC measured by the semi-continuous OC/EC analyzer in the 

tunnel and the OC measured by the quartz filter sets and OC/EC analyzer in the lab. 

Solid lines are the linear regression fitting of the data. In figure (a), for circles and red 

lines, the lab OC/EC data are from the bare-Q filter, which includes both gas and particle 

phase OC; while for crosses and blue lines, the lab OC/EC data are from the bare-Q 

minus QBT filters, which only has particle phase OC.  
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2.1.4 Background pollutant concentrations 

The background pollutant concentrations used in this work were the ambient 

monitoring data from nearby U.S. EPA national air monitoring sites [172]. The 

NOx and CO background concentrations were the daily ambient monitoring data 

from the Carnegie Science Center site (40.4456° latitude, -80.0162° longitude), 

which is ~900 m away from the Fort Pitt Tunnel. For the particle-phase OC and 

EC concentrations, we used the ambient monitoring data from the Allegheny 

County Health Department (ACHD) site (40.4654° latitude, -79.9608° longitude). 

The data was reported every 3 or 6 days. The ACHD site was ~5 km away from 

the tunnel, but the OC and EC concentrations measured in the ACHD site can 

still represent the regional ambient background of the Pittsburgh area.  

The background CO2 concentrations were measured on campus of Carnegie 

Mellon University with a Li-Cor LI-820 CO2 monitor at 1 Hz from Apr. 29th, 2014 

to May 17th, 2014. Diurnal patterns of weekday and weekend CO2 ambient 

concentrations were used to background correct the CO2 concentrations 

measured in the tunnel.  

The pollutant concentrations measured in the tunnel are in general much larger 

than the ambient background concentrations. In Figure 2.4 we present the 

hourly-averaged diurnal ambient-background-to-tunnel-measurement ratio of all 

pollutants we measured during the spring campaign. The NOx background 

concentrations were less than 3% of the tunnel measurement, and the EC 

background concentrations were around 10% of the tunnel measurement. The 

background ratios of CO in the late night (2:00 – 4:00 am) were higher, around 

30%, while in other time of the day the CO background ratios were around 20%. 

Compared with other pollutants, the OC and CO2 measured in the tunnel had a 

higher background ratio and were influenced more by the ambient background. 

The OC background ratios were in general around 40%, while in nighttime (18:00 

– 23:00) it could reach 60%. The CO2 background ratios were around 50-60%, 

while in the late night (0:00 – 3:00) it could reach 75%.  
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Figure 2.4 Background ratio of pollutants measured in the tunnel in the spring campaign. 

 

2.2 Mobile measurements of VOC emissions from natural gas production 

facilities 

We conducted mobile measurements in the Denver-Julesburg Basin in March – 

April 2015, in the Uintah Basin in April – May 2015, and in the NEPA in May – 

June 2016 to quantify the facility-level CH4 and VOC emissions from individual 

natural gas production facilities. A detailed description of the set-up of our mobile 

lab can be found in Roscioli et al. [139]. Specifically related to this work, we have 

a GC-FID  (gas chromatography with flame ionization detection; SRI model 

8610C), a Picarro cavity ring-down spectrometer, and a Tunable Infrared Laser 

Differential Absorption Spectrometer (TILDAS; Aerodyne Research Inc.) placed 

on the mobile lab to measure the VOC, methane, and ethane concentrations, 

respectively. The mobile lab was standing still while conducting the VOC 

measurements with GC-FID. A suite of 15 VOC species ranging from C2 to C12, 

together with the CH4 and ethane concentrations, were measured ~50 – 1000 m 

downwind of individual natural gas production well pads and compressor 

stations. We conducted GC-FID measurement at 32 well pads and 10 

compressor stations and collected in total 47 samples. A detailed site count in 

each region, locations of the sites, further details about the GC-FID 

measurement, and the calculation of the VOCs emission rates are discussed in 

Chapter 6.  
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A detailed description of the size selection criteria can be found in Omara et al 

[128]. To briefly summarize here, the selected sites must have a downwind road 

access within 50 – 1000 m. The terrain near the selected site must be relatively 

flat, and there must be no other VOC and CH4 sources near the selected site that 

could potentially interfere with the VOC and CH4 measured from the site.  

2.3 Construction of the methane emission inventory of natural gas 

production and distribution 

To construct a methane emission inventory of natural gas production and 

distribution over contiguous US, I estimated the total methane emissions using 

the emission factors and activities. The emission factors I used to construct the 

inventory are methane emissions per gas well or methane emissions per facility 

reported by previous field measurement studies [128,137,140,142,143] and the 

EPA Greenhouse Gas Reporting Program (GHGRP) [173]. The activity data are 

number and locations of the natural gas facilities in the Contiguous United states, 

and the data are obtained from Drillinginfo [174], U.S. Energy Information 

Administration (EIA) [175], and EPA GHGRP [173]. The known locations of the 

natural gas facilities allow us to spatially distribute the methane emissions from 

the natural gas production and distribution processes.  

Following the EPA GHGI [126], the methane emissions of the natural gas 

production and distribution are composed of 4 sectors: the natural gas production, 

processing, transmission and distribution. Details about the calculation of the 

methane emissions from each of these sectors are described in Chapter 7. 
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Chapter 3  

Long-term trend of on-road gasoline and diesel vehicle 

emission factors measured in traffic tunnels
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3.1 Introduction 

On-road gasoline and diesel vehicles are a major source of air pollutants in the 

urban atmosphere, including CO, VOC, NOx and PM2.5 [24,48]. These pollutants 

are important participants in atmospheric chemical reactions and have adverse 

effects on regional air quality, human health, and climate [8–14,176]. The vehicle 

emitted PM mainly consists of unburned carbon soot, which is also known as EC 

or BC, and OA or OC [82].  

Gasoline vehicles and diesel vehicles have distinctive emission characteristics 

because of the difference of the engine technology. Gasoline vehicles are mostly 

powered by spark-ignition (SI) engines, while diesel vehicles are powered by 

compression-ignition (CI) engines. The temporarily highly fuel-rich conditions and 

the high combustion temperature of the CI engine favor the formation of PM and 

NOx; while the overall fuel-to-air ratio in SI engine is higher than the CI engine, 

and there is not enough combustion time to fully convert CO into CO2 in SI 

engine [177]. Many lab and on-road studies found that the gasoline vehicle emit 

higher CO than the diesel vehicles, while uncontrolled diesel vehicles emit much 

higher NOx and PM than gasoline vehicles [52,63,67,68].  

Compared with other vehicle emission measurement methods, tunnel studies 

hold the advantage of sampling vehicle exhaust from a large-volume traffic fleet 

under real-world driving conditions. The relative closed environment of the tunnel 

makes an enhancement of vehicle-emitted pollutants and reduces the 

uncertainties caused by the background air dilution. But the challenge inherent to 

tunnel studies is to separate the gasoline and diesel vehicle emissions from a 

mix fleet. Many studies have been done to measure vehicle emissions factors in 

US [61–70]. But the continuously changing emission standards and vehicle 

technologies, especially the exhaust after-treatment technologies [80,81], make it 

necessary for us to quantify the vehicular emissions in the tunnel again under 

current conditions in order to update the vehicle emission factors and test the 

effectiveness of the policy.  
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The purpose of this study is to quantify vehicle emissions under real-world driving 

conditions and current fleet composition. We conducted multi-seasonal 

measurements in the Fort Pitt Tunnel in Pittsburgh, PA. The fleet average 

emission factors were combined with traffic data to apportion the fuel-based 

vehicle emission factors of gasoline and diesel vehicles. The data collected in 

both spring and winter seasons allow us to investigate the potential seasonal 

influence on vehicle emission factors. In order to study the long-term trend of the 

vehicle emissions, the emission factors measured in this study are compared 

with emission factors measured about 10 years ago in the Squirrel Hill Tunnel in 

Pittsburgh, PA by Grieshop et al. [108]. I also summarized gasoline and diesel 

emission factors measured in this study and previous tunnel studies in United 

States in the past three decades and compared them with the change of vehicle 

emission standards to show the effectiveness of emission standards on 

regulating vehicle emissions.  

3.2 Methods 

3.2.1 Fuel-based emission factors 

The Fort Pitt Tunnel, traffic conditions in the tunnel, setup of the tunnel 

measurement stations, instruments deployed in the measurements, and 

background concentration measurements are all described in Chapter 2.   

Emission factors reported in this work are fuel-based emission factors calculated 

using the following equation, which assumes a carbon balance between the fuel 

and the combustion exhaust: [63,178] 

        

Where EFp is the emission factor of pollutant P (in g/kg-fuel). ∆P, ∆CO2 and ∆CO 

are background corrected concentrations of pollutant (P), CO2 and CO. MWp and 

MWc are molecular weights of pollutant P and carbon.  is the weight fraction of 

EFP =
DP

(DCO2 +DCO)

MWP

MWC

 wc     (3)

wc

(1) 
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carbon in the fuel. The of gasoline and diesel are 0.85 and 0.87,[63] 

respectively; the  of each hour of the day in the tunnel were calculated as the 

weighted averaged based on the . This method assumes that the 

carbon in the fuel was dominantly transformed into CO2 and CO during the 

combustion, and the gas-phase and particle-phase OC and EC are negligible for 

the carbon balance.  

3.2.2 Comparison of the EC and BC measured in the tunnel  

In order to test the consistency between instruments, in Figure 3.1, I compared 

the BC measured by Aethalometer and the EC measured by the OC/EC analyzer 

in the tunnel. The BC and EC data presented in Figure 6 are not background 

corrected. BC is usually defined as the carbonaceous particle component that 

strongly absorbs visible light, while EC is usually operationally defined as 

refractory components of carbonaceous particles, i.e., the component that is not 

evaporate under high temperature. Although BC and EC are defined based on 

different properties, they are both generated from incomplete combustion of 

carbonaceous fuel and have strong light-absorbing properties [179–181]. 

Previous studies showed that BC and EC emitted from the same sources are 

well correlated but can be different in total mass [180,181]. Similar with previous 

studies, the BC and EC measured in the tunnel in this study are well correlated 

(R2 = 0.77), and the BC concentrations measured by Aethalometer in average 

were about 17% lower than the EC concentrations measured by the OC/EC 

analyzer.  

 

wc

wc

wc % fuelD
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Figure 3.1 Comparison of the BC concentration measured by the Aethalometer and the 

EC concentration measured by the OC/EC analyzer. All data presented in the figure are 

not corrected for ambient background.  

3.3 Result and discussion 

3.3.1 Pollutant concentrations and emission factors  

The time series of gaseous and particulate pollutants measured in the tunnel in a 

typical week (Feb 3rd to Feb 9th, 2014) are presented in Figure 3.2. Since the 

trend of BC and EC measured in the tunnel are similar, only BC concentrations 

are presented in Figure 3.2. Except the PAH, all other pollutants presented in 

Figure 3.2 are background-corrected. All pollutants measured in the tunnel 

showed strong diurnal patterns, and the diurnal trends of the pollutants measured 

in the tunnel are good indicators of the traffic conditions in the tunnel. As shown 

in Figure 3.2(a) and (b), the CO2 and CO concentrations both showed two peaks 

during weekdays, one at the morning rush hour (around 8 am), and the other one 

at the afternoon rush hour (15:00 – 17:00). During weekends, the CO2 and CO 

concentrations showed only one peak at the afternoon rush hour, and the CO2 

and CO concentrations measured on the weekends are lower than on weekdays. 

These CO and CO2 trends are consistent with the overall traffic patterns, driven 

by the number of gasoline vehicles, shown in Fig 2.2. 
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Figure 3.2 One-week time series of (a) CO2, (b) CO, (c) NOx, (d) OC, (e) BC, and (f) 

PAH concentrations measured in the tunnel. All data presented in the figure are 1-h 

averaged data. Except PAH, all other pollutants are background corrected. 

 

We are uncertain about the reason why CO concentrations showed peak at the 

Sunday night, and the reason why there was no afternoon rush hour peak for CO 

might be that the traffic volume in that specific day was low. In general, the 

diurnal trends of CO2 and CO concentrations measured in the tunnel are highly 
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correlated with the diurnal trend of the total traffic volume in the tunnel. The LDV 

and HDDV emit similar amount of CO2, while the LDV emit much higher CO 

compared with the HDDV [52]. Therefore, the CO2 concentrations measured in 

the tunnel are good indicators of the total traffic volume in the tunnel, while the 

CO concentrations measured in the tunnel are good indicators of LDV volume in 

the tunnel. Since LDV dominates the traffic volume in the tunnel (over 90% by 

number), the diurnal trend of LDV volume is expected to be similar with the 

diurnal trend of the total traffic volume.  

The time series of NOx, OC, EC, BC, and PAH concentrations have a different 

temporal pattern than CO and CO2. During weekdays, NOx, OC, EC, and BC 

showed only one peak at noontime. This seems to be associated with diesel 

truck activity. Although the number fraction of the HDDV was highest at midnight, 

since the traffic volume was much higher in the daytime, the peak volume of 

HDDV in the tunnel was at noontime. Weekend concentrations of NOx, PAH, and 

BC were generally lower than weekdays. One exception occurred on Saturday at 

~1-2am, when a spike in NOx, PAH, and CO was observed. This spike may be 

indicative of high diesel truck volumes during that specific time.  

The hourly-averaged diurnal patterns of NOx, OC, EC, and CO emission factors 

measured in weekdays in the spring campaign are presented in Figure 3.3. The 

diurnal trends of emission factors measured in the winter campaign were similar 

with the spring campaign. Unlike the NOx, OC, and EC concentrations, which 

followed the trend of the HDDV volume and peaked at noontime, the NOx, OC, 

and EC emission factors closely followed the trend of the (Figure 3.3) and 

had the highest value in during overnight hours (0:00 – 4:00) and dropped by 

about 65% in the daytime. It is because that the HDDV emit much higher NOx, 

OC, and EC than the LDV, and the fraction of HDDV in the tunnel was much 

higher in the midnight than it in the daytime. The diurnal trends of NOx, OC, and 

EC emission factors measured in the Fort Pitt Tunnel in this study are similar with 

Grieshop et al. [67]. They separated the measured emission factors into three 

time periods: the early morning (high truck, 0:00 – 6:00), the rush hour (low 

% fuelD
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speed, 7:00 – 9:00), and the mid-day (high speed, 10:00 – 16:30), and they 

found that the NOx, OC, and EC emission factors were much higher in the early 

morning than other time periods, and the emission factors in the rush hour were 

slightly lower than the mid-day since the were lower in the rush hour. 

Unlike NOx, OC and EC, the diurnal pattern of the CO emissions factors 

measured in the tunnel does not follow the trend ; the hourly averaged 

CO emission factor measured in the tunnel are relatively constant during the 

entire day, and in midnight (0:00 -3:00 am), the CO emission factors were slightly 

higher and more variable. It may be because that during these hours, the 

background CO ratio was also higher (Figure 2.4), and the measured CO 

emission factors were subject more to the influence of the background air.  

% fuelD

% fuelD
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Figure 3.3 The diurnal patterns of the hourly-averaged (a) NOx, (b) OC, (c) EC, and (d) 
CO emission factors measured in the tunnel in weekdays in spring and the heavy-duty 
diesel vehicle (HDDV) fuel fractions. Bars represent the standard deviation of the 
measurement. 

 

3.3.2 Emission factors of LDV and HDDV 

The hourly-averaged emission factors measured in the tunnel are mixed 

emission factors of gasoline and diesel vehicles. They cannot be directly 

compared with other tunnel studies since different tunnels may have different 

traffic volume and vehicle composition ( ). The strong correlations between % fuelD
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the emission factors and the  measured in the tunnel (Figure 3.3) offer a 

chance to apportion LDV and HDDV emissions. Following previous studies 

[67,182,183], I performed a linear regression of emission factors as a function of 

 to extrapolate the LDV emission factor (when  = 0) and the HDDV 

emission factor (when  = 1). I performed the linear regression separately 

for spring measurements and winter measurements, and the data points used for 

the linear regression are hourly averaged diurnal emission factors and hourly 

averaged  measured in either weekdays or weekends. The uncertainty of 

the linear regression was calculated as the simultaneous functional bonds of the 

linear fitting at a confidence level of 95%. Results of linear regressions are 

presented in Figure 3.4, and the uncertainty ranges of linear regressions are 

presented Figure A.1 (seasonal measurements) and Figure A.2 (lane difference 

measurements).  

Because the spring and winter measurements were conducted over left and right 

lanes, respectively, I firstly characterize the effect of the lane shift on measured 

emission factors, and result is presented in Figure 3.4 (a). The right-to-left-lane 

ratios of apportioned NOx emission factors of LDV and HDDV are listed in Table 

3.1. The shift of lanes does not affect the apportioned LDV emission factors, 

however, for the HDDV, the NOx emission factors measured over the right lane 

are 50% higher than it measured over the left lane. Since most diesel trucks 

stayed on the right lane while passing by the tunnel, I assume that the HDDV 

emission factor measured over the right lane are more reliable than it measured 

over the left lane. Therefore, in order to directly compare the emission factors 

measured in different seasons, for the spring measurements, I corrected the 

emission factors with the right-to-left-lane ratios to remove the influence of lane 

shift. I only characterize the lane difference for NOx Emission factors. For OC and 

EC emission factors, since they are highly correlated with NOx emission factors 

(Figure A.3), I assume their right-to-left-lane ratios are the same as NOx.  

 

% fuelD

% fuelD % fuelD

% fuelD
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Table 3.1 Ratio of emission factors measured over right and left lanes and ratio of 
emission factors measured in winter and spring in the tunnel 

Species (emission 

factor units) 
Vehicle type 

Right/left 

lane ratio 

Winter/spring ratio 

(corrected for lane 

difference 

NOx (g-NO2/kg-fuel) 
LDV 1.0 ± 0.5 1.7 ± 1.0 

HDDV 1.5 ± 0.7 1.2 ± 0.6 

OC (mg/kg-fuel) 
LDV 1.0 ± 0.5 0.8 ± 0.6 

HDDV 1.5 ± 0.7 1.0 ± 0.8 

EC (mg/kg-fuel) 
LDV 1.0 ± 0.5 1.6 ± 0.9 

HDDV 1.5 ± 0.7 0.8 ± 0.5 

 

NOx, OC and EC emission factors measured in the tunnel in spring and winter 

are presented in Figure 3.4 (b) – (d), and for spring measurements, the red solid 

lines represent the original result, and the dashed red lines represent result 

corrected for the lane difference. The apportioned LDV and HDDV emission 

factors are listed in Table 3.2. The winter-to-spring ratio of the LDV and HDDV 

emission factors are summarized in Table 3.1. For LDV, the NOx and BC 

emission factors are ~60-70% higher in the winter, while the OC emission factors 

are slightly lower (~20%) in the winter. The reason of higher emissions of BC and 

NOx of LDV in the winter remains uncertain. For HDDV, the NOx emission factors 

in winter are about 20% higher than in spring, and the EC emission factors in 

winter are about 20% lower. The OC emission factors of HDDV measured in 

spring and in winter are similar, which is different with Grieshop et al. [67], and 

they reported that the OC emission factor measured in the tunnel in winter were 

higher than it measured in summer. As discussed in Chapter 2, The OC 

concentrations measured in spring in this work could potentially contain gas-

phase artifacts and be overestimated; therefore, the seasonal trend of the OC 

emission factors reported in this work is highly uncertain.  
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Table 3.2 LDV and HDDV emission factors measured in the Fort Pitt Tunnel 

Species (emission 
factor units) 

Vehicle 
type 

Spring 
regression 

(corrected for 
lane 

difference) 

Winter 
regression 

Dynamometer 
(May et al.[52]) 

Winter peak 
Integration 

NOx (g-NO2/kg-fuel) 
LDV 1.2 ± 0.7 2 ± 0.5 2.7 ± 2.4 - 

HDDV 25.7 ± 12.5 29.2 ± 3.2 
18.2 ± 12.9 (no SCR) 
5.2 ± 4.0 (with SCR) 

11.9 ± 15.7 

OC (mg/kg-fuel) 

LDV 18.5 ± 11.7 14.7 ± 4.8 11.3 ± 11.6 - 

HDDV 164.1 ± 111.5 167.8 ± 36.3 
117.0 ± 114.2 (no DPF) 

7.6 ± 7.0 (with DPF) 
- 

EC (mg/kg-fuel) 
LDV 15.9 ± 9.1 24.4 ± 5.5 17.2 ± 14.1 - 

HDDV 238.1 ± 122.1 196.8 ± 41.1 
182.8 ± 110.0 (no DPF) 

0.3 ± 0.5 (with DPF) 
- 

BC (mg/kg fuel) 
LDV - 19.2 ± 5.2 - - 

HDDV - 153.5 ± 37.0 - - 

 

In order to show the long-term trend of LDV and HDDV emission factors, in 

Figure 3.4, I compared the emission factors measured in the Fort Pitt Tunnel with 

the emission factors measured ~10 years prior in the Squirrel Hill Tunnel in 

Pittsburgh, PA by Grieshop et al. [67] (black dashed lines). Results show that 

over the past ten years, except for the EC emission factors of LDV, which only 

decreased by about 8%, the EC emission factors of HDDV and the NOx and OC 

emission factors of both LDV and HDDV are all significantly decreased (~50 – 

70%). It indicates that the emission regulation policies and the advancement of 

vehicle and emission control technologies were effective on reducing the on-road 

vehicle emissions in the past 10 years.  
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Figure 3.4 (a) Comparison of the NOx emission factors measured over right lane and 
left lane, and the (b) NOx, (c) OC, and (d) EC emission factors as a function of the fuel 
fraction used by HDDV measured in the tunnel. Circles represent measurement data 
and the color represents the averaged ambient temperature during the measurement. 
The linear regression lines of spring and winter measurements are shown as red and 
green lines, respectively. Black dashed lines are linear regression results of Grieshop et 
al. [67]. Red dashed lines are spring measurements corrected for lane difference. 
Symbols with error bards represent mean values and standard deviations measured in 
recent dynamometer studies by May et al. [52].  

 

I also compared the vehicle emission factors measured in the traffic tunnel with 

the vehicle emission factors measured in a recent dynamometer studies by May 

et al. [52] in Figure 3.4, and data from May et al. [52] are also summarized in 

Table 3.2. May et al. [52] classified all tested LDV into three groups based on the 

vehicle model year: pre-LEV (before 1994), LEV-I (1994-2003), and LEV-II (2004 

and later). In order to compare with May et al. [52], I calculated the fractions of 
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pre-LEV, LEV-I, and LEV-II vehicles in the Allegheny County based on the 

vehicle inspection records of Allegheny County in 2010 (Table A.1), and then I 

calculated a weighted-averaged LDV emission factors of dynamometer studies 

using these fractions and averaged emission factors of different vehicle groups in 

May et al. [52]. As shown in Figure 3.4 and Table 3.2, for LDV, the averaged NOx 

emission factor measured in dynamometer studies are about 35% higher than it 

measured in the tunnel in winter, while the averaged OC and EC emission 

factors measured in dynamometer studies are about 23% and 29% lower. All 

LDV emission factors measured in dynamometer studies are within or very close 

to the uncertainty range of the tunnel measurements. May et al.[52] tested HDDV 

that equipped or not equipped exhaust after-treatment devices on the chassis 

dynamometer, and the averaged emission factors of HDDV with and without 

after-treatment devices are presented in Figure 3.4 to compare with the tunnel 

measurements. As shown in the figure, for HDDV that were not equipped with 

after-treatment devices, the averaged NOx, OC and EC emission factors 

measured in the dynamometer studies are 37%, 30% and 7% lower than the 

tunnel measurements. But the HDDV emission factors measured in 

dynamometer studies are close to or within the uncertainty range of the tunnel 

measurements. The deployment of SCR significantly cuts the NOx emissions of 

HDDV to a level that is similar with the NOx emissions of LDV, and the HDDV 

equipped with DPF emit lower amount of OC than the LDV and emit almost no 

EC. To summarize, the emission factors of LDV and HDDV measured in 

dynamometer studies are in general lower than tunnel studies, but still within or 

close to the uncertainty range of tunnel studies. It suggests that vehicle emission 

factors measured in dynamometer studies in the lab can be applied to estimate 

vehicle emissions from larger fleet under real-world driving conditions.  

3.3.3 Limitations of the linear regression method 

The emission factor data that I used to perform linear regression to estimate the 

LDV and HDDV emission factors are all hourly-averaged data, and many 
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pollutants, such as NOx, CO, CO2, PAH, and BC, were measured at a much 

higher time resolution (1 s or 2 min) in the tunnel. As mentioned in the method 

section, during our winter campaign, we shortened the sampling line and the 

instrument inlets was right next to the sampling inlet at the tunnel slit, therefore, 

those instruments that sampled at 1 Hz were able to capture the exhaust plumes 

from individual HDDV, and an example is shown in Figure A.4. To average these 

1 Hz data down to hourly-averaged data will lead to the loss of information about 

individual diesel truck emissions. 

The lower time resolution of the measurement data may potentially also lead to 

an overestimation of median and mode values of the emission factors. As shown 

in Figure 3.5 (a), I calculated the NOx emission factors measured in the tunnel in 

winter at 1 Hz, and then fit the frequency density distribution of the 1-s NOx 

emission factors with a lognormal distribution. The same analysis was also 

performed with 1-s NOx emission factors measured in spring and hourly-

averaged NOx emission factors measured in both winter and spring. The 

comparison of the 1-s and 1-h NOx emission factor distributions is shown in 

Figure 3.5(b). For both winter and spring measurement, compared with 1-s 

emission factor distribution, the mode of the 1-h emission factor distribution shift 

towards larger NOx emission factors, and the variance of the 1-h emission factors 

are smaller than 1-s emission factors. To better show the effect of data averaging 

time on the emission factor estimation, I averaged the 1 Hz NOx, CO and CO2 

data measured in the winter campaign down to 1-min, 10-min, 30-min, and 1-h 

data, and then calculated the NOx emission factors at different time resolutions. 

The median, mean, mode, and variance of the NOx emission factors calculated at 

different time resolutions are compared in Figure A.5 and Table A.2. As the time 

resolution decreases, both mean and median value of the NOx emission factors 

increased, while the mean values are constant. The variance of the NOx 

emission factors decreases as the time resolution decreases. The reason that 

the median and mode value of NOx emission factors increase while the data time 

resolution decrease is because of the influence of HDDV emissions. The tunnel 

traffic was dominated by the LDV, so the most abundant signals of 1-s NOx 
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emission factor are the LDV emission factors. When the data was averaged into 

1-h, the most abundant signal would be influenced by both LDV and HDDV 

emissions. Since HDDV emit much higher NOx than LDV, the most abundant 

signal of 1-h NOx emission factors would shift towards higher end.  

 
Figure 3.5 (a) The frequency density distribution of 1-s NOx emission factors measured 
in the tunnel in winter. Red lines represent the lognormal distribution fitting of the 
distribution. (b) Comparison of the frequency density distributions of 1-h and 1-s NOx 
emission factors measured in the tunnel.  

 

The hourly averaged emission factors are not the only source of uncertainties of 

the linear regression method presented in the previous section. There are also 

uncertainties associated with the , since 1) we do not have the real time 

traffic count, 2) the traffic data from PennDOT were not able to distinguish 

Medium Duty Vehicle (MDV) and HDDV, 3) I assumed averaged fuel economies 

for all LDV and HDDV in the tunnel, and 4) the amount of HDDV passing by the 

right lane and the left lane are different. Therefore, for pollutants measured at 1 

Hz (PAH, NOx and CO), following Dallmann et al. [69], we integrated peaks from 

exhaust plumes of individual trucks and got better estimations of HDDV emission 

factors. The peak integration was done by Jie Lu and will be described in an 

upcoming publication [184]. To briefly summarize here, we analyzed in total 17-

hour tunnel measurement data and integrated exhaust plume peaks from ~190 

diesel trucks. For all the integrated plume peaks, we checked the traffic video 

% fuelD
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took in the tunnel and made sure that there was a truck passing by our sampling 

inlet at that time. Results of the NOx, PAH, and CO emission factors of HDDV 

estimated with the peak integration method are listed in Table 3.2 and Table 3.3-

2. For emission factors of those pollutants (OC, EC and BC) that we do not have 

1-Hz measurement data, and for the LDV emission factors, I took the linear 

regression results of the winter measurements as our best estimations.  

Unlike NOx and PAH, for which I reported the mean value and standard deviation 

of all the integrated HDDV plumes as the estimated emission factors, for CO 

emission factors, I reported the median value and the interquartile range of all 

integrated HDDV plumes. It is because that the mean value of the CO emission 

factors (18.9 g/kg-fuel) is significantly biased by high CO emitting trucks and is 

~2 times higher than the median value (6.4 g/kg-fuel). The CO emission factors 

measured in the tunnel are not well correlated with  (Figure 3.3(d)). 

Therefore, I cannot use the linear regression method to estimate the CO 

emission factors of LDV. Since the LDV had the highest fraction during the 

afternoon rush hour (16:00 – 18:00, the averaged  is 3.4%), and the 1-s 

emission factor data are dominated by signals of LDV, I fitted the 1-s CO 

emission factor measured during the afternoon rush hour in winter with the 

lognormal distribution (Figure A.6) and assume that the mean and standard 

deviation of fitted lognormal distribution is a good estimation of the CO emission 

factor of LDV. The result is listed in Table 3.3-1.  

3.3.4 Long-term trend of LDV and HDDV emission factors 

In previous section I compared results from our tunnel measurement with results 

from Grieshop et al. [67] and concluded that the on-road gasoline and diesel 

vehicle emission factors significantly dropped in the past ten years. However, this 

conclusion is based on only two studies, and both our study and Grieshop et al. 

[67] were conducted in Pittsburgh and may not geographically represent the 

situation over the entire United States. Therefore, to further confirm the 

decreasing trend of on-road vehicle emission factors, I summarized emission 

% fuelD
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factors reported by previous tunnel studies [61–70] in United States since 1990s 

and compared them with the change of federal vehicle emission standards, and 

the results are presented in Figure 3.6. All data presented in Figure 3.6 and the 

cited pervious studies are summarized in Table 3.3-1 (LDV) and Table 3.3-2 

(HDDV).  

 

Figure 3.6 Emission factors of (a) gaseous pollutants emitted by LDV, (b) particulate 
pollutants emitted by LDV, (c) gaseous pollutants emitted by HDDV, and (d) particulate 
pollutants emitted by HDDV measured in the tunnel in United States since 1990s. The 
U.S. vehicle emission standards of LDV and HDDV are also presented in the figure as 
solid lines. Filled stars represent emission factors measured in this study in 2014, and 
other symbols represent emission factors reported by previous tunnel studies. The data 
and cited previous studies of emission factors are summarized in Table 3.3-1 (LDV) and 
Table 3.3-2 (HDDV). For CO emission factor of HDDV in 2014, only the median value of 
the diesel truck plume integration results in this study is shown in the figure. For EC 
emission factors of LDV measured in 1997 and reported by Allen et al. [64], the 
uncertainty range is too large and is not shown in the figure. For emission factors 
measured in 1992 and reported by Pierson et al. [61], only the uphill measurements 
conducted in the Fort McHenry Tunnel are shown in the figure. 

 

As shown in Figure 3.6, over the past three decades, except the EC emission 

factors for gasoline vehicles, both gasoline and diesel vehicle emission factors 
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kept decreasing as the emission standards became stricter. It indicates that the 

stricter emission standards were effective on regulating the on-road vehicle 

emissions in U.S. The U.S. EPA Tier 1 (1994-2003) [185] and Tire 2 (2004 and 

later) [186] emission standards of LDV are presented in Figure 3.6(a) and (b). As 

shown in Figure 3.6 (a), the LDV emission standards of CO and NOx decreased 

by 50% and 95%, respectively, in 2004. The CO and NOx emission factors of 

LDV measured in the tunnel followed the trend of LDV emission standards. They 

were constantly at a higher value before 2002 and then significantly dropped by 

about 70-80% since 2002. The CO and NOx emission factors of LDV measured 

from 2002 – 2014 are relatively constant. The PM emissions of LDV are 

presented in Figure 3.6 (b). The PM emission standards of LDV decreased by 

90% at 2004. The OC emission factors of LDV measured in the tunnel kept 

decreasing from 1996 – 2014, however, the EC emission factors of LDV 

measured in the tunnel did not change too much since 2002, which is similar with 

the trend seen in dynamometer studies [52]. The BC emission factor of LDV 

measured before 2010 indicates that the BC emissions of LDV were decreasing 

overtime. The BC emission factor of LDV measured in this study in 2014 almost 

doubles the BC emission factor of LDV measured in 2010, but is still about 30% 

lower than BC emission factors of LDV measured before 2006.  

The long-term trend of gas-phase pollutants and PM emitted by HDDV measured 

in the tunnel are presented in Figure 3.6 (c) and (d), respectively. The U.S. EPA 

heavy-duty diesel truck emission standards of NOx and PM are also presented in 

Figure 3.6 (c) and (d), respectively, and the data of the emission standards were 

summarized in Ban-Weiss et al. [68]. As shown in Figure 3.6 (c), the CO and NOx 

emission factors of HDDV measured in the tunnel in the past years kept 

decreasing and followed the trend of the NOx emission standards of HDDV. 

Similarly, the OC, EC, and BC emission factors of HDDV also kept decreasing in 

the past years with the PM emission standard of HDDV became stricter (Figure 

3.6(d)). The OC and EC emission factors of HDDV slightly increase from 2002- 

2006, but they are in general ~50% lower than the OC and EC emission factors 

of HDDV measured in 1996, and the OC and EC emission factors of HDDV 
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measured in this study in 2014 are ~50% lower than they measured in 2002-

2006.  

Although both LDV and HDDV emission factors measured in the tunnel were 

decreasing in the past three decades, they were not decreasing at the same rate. 

The relative significance of HDDV to the on-road vehicle emissions was also 

changing overtime. In Table 3.4 I summarized the ratio of HDDV-to-LDV 

emission factors measured in previous tunnel studies and in this study in United 

States. The HDDV-to-LDV ratio of NOx emission factors was almost doubled in 

2002-2010 compared with it measured before 2000, but it measured in this study 

in 2014 dropped down to the same level as it measured before 2000. The HDDV-

to-LDV ratio of the OC emission factor was not significantly changed over time, 

while the HDDV-to-LDV ratios of EC and BC emission factors were in general 

decreased overtime. The comparison between our study and Grieshop et al. [67] 

indicates that the NOx and EC emissions of HDDV were decreased much faster 

than the LDV in the past ten years, while the OC emissions factors of HDDV 

were decreased slower than the LDV. Although the relative importance of HDDV 

to the NOx and OC emissions is lower, the emission factors of HDDV are still 

significantly (~5-10 times) higher than the emission factors of LDV. 

3.4 Conclusion 

In this work, the gaseous and particulate pollutants emitted by on-road gasoline 

and diesel vehicles under real-world driving conditions are measured in a traffic 

tunnel. Since the measured fleet average vehicle emission factors are strongly 

correlated with the  in the tunnel, I performed linear regression of vehicle 

emission factors as a function of  to apportion the gasoline and diesel 

vehicle emission factors of NOx, OC, and EC measured in both spring and winter. 

After removing the difference caused by the lane shift, I found that the NOx and 

EC emission factors of LDV are about 70% and 60% higher in the winter than in 

the spring, respectively. The OC emission factors of LDV and the NOx, OC, and 

% fuelD

% fuelD



54 
 

EC emission factors of HDDV are similar in winter and spring (difference within 

20%).  

There are several sources of uncertainties for the linear regression method. First, 

it is using the hourly averaged emission factor data. The lower time resolution of 

the measurement data may lead to a loss of information, such as the emission 

plumes from individual trucks, and it may potentially lead to an overestimation of 

vehicle emission factors. Second, there are also uncertainties associated with the 

 since it was not measured at the same time with the pollutant monitoring, 

and the number fraction of the HDDV may potentially overestimated by the traffic 

data. Therefore, for NOx, PAH and CO, which we measured at 1 Hz in the tunnel, 

I used the 1 Hz data and integrated peaks of individual truck plumes to estimate 

emission factors of HDDV.  

I compared the emission factors measured in this study with emission factors 

measured by Greishop et al. [67] ~10 years ago in another traffic tunnel in 

Pittsburgh and found that the NOx, OC and EC emission factors of diesel 

vehicles and the NOx and OC emission factors of gasoline vehicles significantly 

dropped (~50 - 70%) over the past 10 years, while the EC emission factors of 

gasoline vehicles measured in both studies are similar. To further confirm this 

long-term trend, I summarized emission factors measured in previous tunnel 

studies in U.S. since 1990s and compared them with the change of vehicle 

emission standards in U.S. The stricter emission standards were effective on 

regulating NOx and PM emissions of diesel vehicles and the NOx, CO and PM 

emissions of gasoline vehicles, while the EC emissions of gasoline vehicles did 

not change too much over the past three decades. By studying the trend of 

HDDV-to-LDV emission factor ratios measured in the tunnel since 1990s, I found 

that the relative importance of HDDV on NOx and EC emissions decreased, but 

the NOx, OC and EC emissions of HDDV are still significantly higher (~5-10 

times) than the LDV.  

The gasoline and diesel vehicle emission factors reported in this study can be 

used by policy makers to develop policy plans on regulating air pollutant 

% fuelD
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emissions from on-road vehicles. As the application of new vehicle technology, 

such as the gasoline direct injection (GDI) engine, may alter the characteristic of 

vehicle emissions [187,188], and the vehicle emission standard may become 

stricter, it is necessary to conduct on-road studies to continuously monitoring 

vehicle emissions in the future in order to test the effectiveness of policies on 

regulating vehicle emissions, and to provide up-to-date vehicle emission factors.
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Table 3.3-1 Emission factors of Light Duty Vehicle (LDV) measured in traffic tunnels in the United States 

   a. I assumed one gallon of gasoline weighs 2.80 kg and one gallon of diesel weighs 3.24 kg to convert unit.  
b. Data calculated by Ban-Weiss et al.[68] using the revised regression method are reported here. 
c. A factor of 1.4 is used to convert Organic Matter (OM) concentration to OC concentration. 
d. Data reported here are for PM1.9. 
e. I assumed the density of gasoline equals to 0.74 kg/L to convert unit. 
f. Data reported here are for PM2.5. 
g. A factor of 1.4 is used to convert OM concentration to OC concentration. 
h. Data reported here are adjusted light-duty-vehicle emission factors reported in Dallmann et al.[70]. 
i. A factor of 1.25 is used to convert Organic Aerosol (OA) concentration to OC concentration.  
j. Results from linear regression of winter data are reported here. 
k. The result of the rush hour 1-s emission factor distribution fitting is reported here.  

 
 

 

References Tunnel 
Year of 

measurement 
NOx (g-

NO2/kg-fuel) 
CO (g/kg-

fuel) 
OC (mg-
C/kg-fuel) 

EC (mg-
C/kg-fuel) 

BC (mg/kg-
fuel) 

PM2.5 
(mg/kg-fuel) 

Pierson et al.[61] 
 

Fort McHenry Tunnel, 
MD, Downhill 

1992 7.5 ± 0.7
a
 63.2 ± 3.2

a
 - - - - 

Pierson et al.[61] 
Fort McHenry Tunnel, 

MD, uphill 
1992 10.4 ± 1.4

a
 75 ± 8.6

a
 - - - - 

Pierson et al.[61] 
Tuscarora Mountain 

Tunnel, PA, level 
1992 5 ± 3.6

a
 64.6 ± 6.4

a
 - - - - 

Miguel et al.[178] Caldecott Tunnel, CA 1996 - - - - 30 ± 2 - 

Kirchstetter et al.[63] Caldecott Tunnel, CA 1997 9 ± 0.4
b
 - 35.7 ± 7.1

bc
 35 ± 4

b
 - 110 ± 10

b
 

Allen et al.[64] Caldecott Tunnel, CA 1997 - - 39.0 ± 22.0
d
 15.0 ± 71.0

d
 - 73.0 ± 51.0

d
 

McGaughey et 
al.[65] 

Washburn Tunnel, TX 2000 9.1 ± 14.9
e
 74.3 ± 6.8

e
 - - - - 

Gëller et al.[66] Caldecott Tunnel, CA 2004 - - - 29.4 ± 4.3
f
 - 67.1 ± 11.2

f
 

Grieshop et al.[67] Squirrel Hill Tunnel, PA 2002 and 2004 3.3 ± 1.9 - 31.2 ± 32.4 26.6 ± 29.8 - 30.6 ± 43.8 

Ban-Weiss et al.[68] Caldecott Tunnel, CA 2006 3.0 ± 0.2 - 22.1 ± 3.6
g
 22 ± 4 26 ± 4 70 ± 20 

Dallmann et al.[70] Caldecott Tunnel, CA 2010 1.9 ± 0.08
h
 14.3 ± 0.7

h
 16.8 ± 4.8

hi
 - 10 ± 2

h
 38 ± 10

h
 

This work Fort Pitt Tunnel, PA 2013 and 2014 2 ± 0.5
j
 8.9 ± 11.0

k
 14.7 ± 4.8

j
 24.4 ± 5.5

j
 19.2 ± 5.2

j
 - 

Difference of this work with Grieshop et al.(%) -39.4 ± 63.7 - -52.9 ± 118.5 -8.3 ± 114.3 - - 
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Table 3.3-2 Emission factors of Heavy Duty Diesel Vehicle (HDDV) measured in traffic tunnels in the United States 

 

References Tunnel 
Year of 

measurement 
NOx (g-

NO2/kg-fuel) 
CO (g/kg-fuel) 

OC (mg-C/kg-
fuel) 

EC (mg-C/kg-
fuel) 

BC (mg/kg-
fuel) 

PM2.5 (mg/kg-
fuel) 

Pierson et al.[61] 
Fort McHenry Tunnel, 

MD, Downhill 
1992 29.9 ± 0.9

a
 21.0 ± 4.6

a
 - - - - 

Pierson et al.[61] 
Fort McHenry Tunnel, 

MD, uphill 
1992 33.0 ± 1.5

a
 21.0 ± 8.0

a
 - - - - 

Pierson et al.[61] 
Tuscarora Mountain 

Tunnel, PA, level 
1992 34.6 ± 1.5

a
 10.8 ± 2.8

a
 - - - - 

Miguel et al.[178] Caldecott Tunnel, CA 1996 - - - - 1440 ± 160 
 

Kirchstetter et al.[63] Caldecott Tunnel, CA 1997 57 ± 7
b
 - 421.4 ± 57.1

bc
 1400 ± 600

b
 - 2700 ± 300

b
 

Allen et al.[64] Caldecott Tunnel, CA 1997 - - 495.0 ± 105.0
d
 788.0 ± 332.0

d
   - 

1285.0 ± 
237.0

d
 

McGaughey et 
al.[65] 

Washburn Tunnel, TX 2000 28.3 ± 4.4
e
 - - - - 

 

Gëller et al.[66] Caldecott Tunnel, CA 2004 - - - 709 ± 76
f
 - 1015.0 ±127.0

f
 

Grieshop et al.[67] Squirrel Hill Tunnel, PA 2002 and 2004 43 ± 5.5 - 269 ± 118 439 ± 109 - 1060 ± 160 

Ban-Weiss et al.[68] Caldecott Tunnel, CA 2006 40 ± 3 - 292.9 ± 50
g
 860 ± 70 920 ± 70 1400 ± 300 

Dallmann et al.[69] Caldecott Tunnel, CA 2010 28.0 ± 1.5 8.0 ± 1.2 - - 540 ± 70 - 

This work Fort Pitt Tunnel, PA 2013 and 2014 11.9 ± 15.7
i
 6.4 (0.5-18.0)

i
 167.8 ± 36.3

h
 196.8 ± 41.0

h
 153.5 ± 37.0

h
 - 

Difference with Grieshop et al.(%) -72.3 ± 39.8 - -37.6 ± 48.8 -55.2 ± 29.9 - - 

a. I assumed one gallon of gasoline weighs 2.80 kg and one gallon of diesel weighs 3.24 kg to convert unit.  
b. Data calculated by Ban-Weiss et al.[68] using the revised regression method are reported here. 
c. A factor of 1.4 is used to convert Organic Matter (OM) concentration to OC concentration. 
d. Data reported here are for PM1.9. 
e. I assumed the carbon fraction of diesel equals to 0.87 to convert unit. The diesel vehicle emission factor reported here are calculated based 

on the linear regression results presented in Table 4 in McCaughey et al.[65] 
f. Data reported here are for PM2.5. 
g. A factor of 1.4 is used to convert OM concentration to OC concentration. 
h. Results from linear regression of winter data are reported here. 
i. Results of peak integration are reported here. The NOx emission factor is reported as median value (interquartile range).  
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Table 3.4 Ratio of HDDV-to-LDV emission factors measured in traffic tunnels in the United States 

 

References Tunnel 
Year of 

measurement 
NOx OC EC BC 

Pierson et al.[61] Fort McHenry Tunnel, MD, Downhill 1992 4.0 ± 0.4
a
 - - - 

Pierson et al.[61] Fort McHenry Tunnel, MD, uphill 1992 3.2 ± 0.5
a
 - - - 

Pierson et al.[61] Tuscarora Mountain Tunnel, PA, level 1992 6.9 ± 5.0
a
 - - - 

Miguel et al.[178] Caldecott Tunnel, CA 1996 - - - 48.0 ± 6.2 

Kirchstetter et al.[63] Caldecott Tunnel, CA 1997 6.3 ± 0.8
b
 11.8 ± 2.8

bc
 40.0 ± 17.7

b
 - 

Allen et al.[64] Caldecott Tunnel, CA 1997 - 12.7 ± 7.6
d
 52.5 ± 249.6

d
 - 

McGaughey et al.[65] Washburn Tunnel, TX 2000 3.1 ± 5.1
e
 - - - 

Gëller et al.[66] Caldecott Tunnel, CA 2004 - - 24.1 ± 4.4
f
 - 

Grieshop et al.[67] Squirrel Hill Tunnel, PA 2002 and 2004 13.0 ± 7.7 8.6 ± 9.7 16.5 ± 18.9 - 

Ban-Weiss et al.[68] Caldecott Tunnel, CA 2006 13.3 ± 1.3 13.3 ± 3.1
g
 39.1 ± 7.8 35.4 ± 6.1 

Dallmann et al.[69] Caldecott Tunnel, CA 2010 14.7 ± 1.0
h
 - - 54.0 ± 12.9

h
 

This work Fort Pitt Tunnel, PA 2013 and 2014 6.0 ± 8.0
i
 11.4 ± 4.5

j
 8.1 ± 2.5

j
 8.0 ± 2.9

j
 

Difference with Grieshop et al.(%) -53.8 ± 91.2 
+32.6 ± 
129.6 

-50.9 ± 129.4 - 

a. I assumed one gallon of gasoline weighs 2.80 kg and one gallon of diesel weighs 3.24 kg to convert unit.  
b. Data calculated by Ban-Weiss et al.[68] using the revised regression method are reported here. 
c. A factor of 1.4 is used to convert Organic Matter (OM) concentration to OC concentration. 
d. Data reported here are for PM1.9. 
e. I assumed the carbon fraction of diesel equals to 0.87 to convert unit.  I assumed the density of gasoline equals to 0.74 kg/L to convert unit. 
The diesel vehicle emission factor reported here are calculated based on the linear regression results presented in Table 4 in McCaughey et al. 

[65] 
f. Data reported here are for PM2.5. 
g. A factor of 1.4 is used to convert OM concentration to OC concentration. 
h. I used adjusted light-duty-vehicle emission factors reported in Dallmann et al.[70] as the LDV emission factor to calculate these ratios. 
i. Gasoline vehicle emission factor was estimated by conducting linear regression to the winter data. Diesel vehicle emission factor was 

estimated by integrating truck plumes.  
j. Results from linear regression of winter data are reported here.
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Chapter 4  

Size distribution of vehicle emitted primary particles 

measured in a traffic tunnel
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4.1 Introduction 

On-road gasoline and diesel vehicles are a major source of particulate matter (PM) in 

the urban environment [24,48,85], and to better quantify the size distribution of vehicle 

emitted PM can help better constrain the global CCN concentrations [87] and better 

estimate the health effect of vehicle emitted ultrafine particles. Many previous studies 

measured the size distributions of vehicle emitted particles on-road [93–95] or in the 

traffic tunnel [66,96–99]. Since the vehicle emission standards in US become stricter in 

recent years [100], and the application of after-treatment technology can potentially 

change the size-distribution of vehicle emitted particles [101,102], the size distribution of 

vehicle emitted particles needs to be monitored over time in order to understand the 

effectiveness and the potential influence of new standards and technology on reducing 

vehicle emissions.  

Vehicle emitted particles are mostly fractal particles, which are nanoparticle aggregates 

composed of small spherical primary particles, as reported by both vehicle engine tests 

[92,189–191] and near-road and tunnel studies [192–194]. Assuming the vehicle 

emitted particle is spherical and has a unit density (1 g/cc) could potentially 

overestimate mass emissions [191,195]. Among all tunnel studies that measured the 

size-distribution of vehicle emitted particles, very few studies reported the volume or the 

mass size distributions. Ban-Weiss et al.[98] conducted measurement in the Caldecott 

tunnel and reported size-resolved particle volume emission factors of both gasoline and 

diesel vehicles. However, the particle volume calculated by Ban-Weiss et al.[98] was 

under the assumption that all particles emitted by vehicles are spherical, and thus could 

be potentially overestimated. No tunnel studies have compared the particle mass 

calculated from the size-distribution measurement with direct particle mass 

measurements.  

As shown by previous studies, once entering the atmosphere from the tailpipe, the 

vehicle emitted primary particles will experience gas-particle patitioning [105,113,114] 

and evolved organic vapors can react to form secondary organic aerosol (SOA) [49,50]. 

Therefore, in order to better quantify the contribution of vehicle emissions to the total 



61 
 

particle burden in the atmosphere, it is necessary to have a better quantification of both 

the particle size and the particle chemical composition or volatility of vehicle emitted 

particles. Numerous studies measured the chemical composition and the volatility of 

vehicle emitted particles [82,83,92,113,114,118,196,197], but very few studies reported 

size-dependent chemical composition or volatility. Kleeman et al. [83] reported size-

dependent chemical composition of particles larger than ~50 nm for both gasoline and 

diesel vehicles, and Lu et al. [92] measured the size-dependent volatile and non-volatile 

component of particles emitted by diesel vehicles. Those studies were lab engine tests 

on a limited number of vehicles and may not represent emissions from the much larger 

real-world fleet.  

In this work, we measured the size distribution of vehicle emitted primary particles in the 

Fort Pitt Tunnel in Pittsburgh, PA with a pair of Scanning Mobility Particle Sizers 

(SMPS). We report both number-size distribution and mass-size distribution of vehicle 

emitted particles. To better quantify the size-dependent mass concentration of vehicle 

emitted particles, we assume they are fractal and re-analyzed the SMPS data with the 

Nanoparticle Aggregate Mobility Analysis Software Module built in the Aerosol 

Instrument Manager Software for SMPS. The particle mass measured by the SMPS 

was compared to other concurrent direct particle mass measurement. A thermodenuder 

(TD) was deployed in the sampling line to periodically remove the volatile particle 

component with high temperature (250 °C) to determine the size-dependent volatility of 

vehicle emitted particle. A size-resolved volatile-to-non-volatile component ratio of 

vehicle emitted particles is reported based on the SMPS-TD measurement. Finally, we 

calculated the size-resolved emission factors of particles emitted by the mixed fleet in 

the tunnel, apportioned the contribution from both gasoline and diesel vehicles, and 

compared the apportioned size-resolved gasoline and diesel vehicle emission factors 

with previous studies.  
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4.2 Methods 

4.2.1 Size distribution measurement 

Information about the Fort Pitt Tunnel, the traffic conditions in the tunnel, and the 

measurement station can be found in Chapter 2. The size distribution measurements 

were conducted from Jan 31 to Feb 4, 2014. During the measurements, approximately 

140,000 LDV and 3,600 HDDV passed by the tunnel.  

Particle size distributions were measured with a pair of SMPS (TSI Inc.). Particles with a 

diameter of 4 – 120 nm were measured by a nano-SMPS, which consisted of a nano 

Differential Mobility Analyzer (DMA, model 3085) and an ultrafine Condensation Particle 

Counter (CPC, model 3025A). In order to minimize the diffusion loss of smaller 

particles, the ultrafine CPC was run under high-flow mode. Particles with a diameter of 

12 – 550 nm were measured by a long-SMPS, which includes a long-DMA (model 

3081) and a CPC (model 3772). The particle number concentrations measured by the 

nano-SMPS and the long-SMPS are consistent in the size range of 20 to 120 nm 

(Figure B.1).  

For particles with a diameter less than 15nm, particle number concentrations measured 

by nano-SMPS are 3-1000 times larger than the particle concentrations measured by 

the long-SMPS (Figure B.2). The higher particle number measurement of the nano-

SMPS over the long-SMPS was also seen in other ambient measurement [198]. A 

recent lab study [199] reported that for particles below 20 nm, the penetration 

efficiencies are much higher in the nano-DMA compared with in the long-DMA. 

Compared with the long-DMA, the design of the nano-DMA is modified to optimize the 

measurement of particles below 20 nm [200]. The ultrafine CPC is also designed to 

minimize the diffusion loss of the smaller particles [201]. Therefore, for particles below 

20nm, number concentrations measured by the nano-SMPS is more reliable compared 

with long-SMPS.  

We collected 60 hours of particle size-distributions in the tunnel at 2-minute resolution, 

for a total of 1329 scans. I divided these data into three time periods: weekday high 

traffic time (7:00 – 21:00, 28 total hours), weekday low traffic time (22:00 – 6:00, 22 total 
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hours), and weekend (14:00 – 23:00, 10 total hours). Among all three time periods, the 

weekday low traffic time has the lowest traffic volume but highest %fuelD. The traffic 

volume and %fuelD in weekend are both slightly lower than the traffic volume and 

%fuelD in weekday high traffic time.  

4.2.2 Thermodenuder (TD) 

To measure the non-volatile component of the vehicle emitted particles, a 

thermodenuder (TD) was placed in the particle sampling line to remove the volatile 

component of particles. The design of the TD is described in An et al. [202]. The 

temperature inside the heating zone of the TD was held constant at 250 ⁰C; therefore, 

the ‘non-volatile component’ in this manuscript is defined as particle component that 

would not evaporate upon heating under 250 °C. These non-volatile components are 

mostly EC, and may contain some extremely low volatility organic compounds 

(ELVOC). The particle residence time at 250 °C inside the TD was about 2.6 seconds 

with a flow rate of 8.5 LPM. Two electrically-actuated three-way valves (MS-142ACX; 

Swagelok Co., Solon, OH) were placed at the inlet and outlet of the TD to make 

instruments sample through either TD or directly from the tunnel through a bypass line. 

In every 30 min, particles were sampled through bypass line for 20 min, and through TD 

for 10 min. In total 44 hours of TD measurement data were collected among all 60 hours 

of particle size distribution measurements.  

I tested the particle loss inside the TD in the lab with NaCl particles as described in 

section B.1 in Appendix B (Figure B.3 and B.4) and in previous studies [52,196]. All TD 

data presented in this manuscript are corrected for particle loss.  

4.2.3 Nanoparticle aggregates correction 

As introduced in the previous section, vehicle emitted primary particles are mostly 

fractal particles. The Aerosol Instrument Manager Software for SMPS (TSI Inc.) 

assumes all measured particles are spherical by default. However, assuming these 

fractal particles as spherical particles will lead to an overestimation of the particle mass 

measured by SMPS. In Figure 4.1(a) and (b) I compare the equivalent spherical particle 
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mass measured by the SMPS through the bypass line and the TD with the particle mass 

measured by the OC/EC analyzer and the Black Carbon (BC) measured by the 

Aethalometer, respectively. The particle mass measured by the OC/EC is calculated 

using OC concentrations multiplied by an OM (organic mass)/OC ratio of 1.2 [167] and 

then plus the EC concentrations. Results show that the spherical-particle assumption 

makes particle mass measured by SMPS 3 times and 5 times higher than particle mass 

measured by the OC/EC analyzer and the Aethalometer.   

 

Figure 4.1 Comparison of the particle mass concentrations measured by SMPS and (a) OC/EC 

analyzer through bypass line, and (b) Aethalometer through TD in the tunnel, assuming particles 

are spherical. And comparison of the particle mass concentrations measured by SMPS and (c) 

OC/EC analyzer through bypass line, and (d) Aethalometer through TD in the tunnel, assuming 

particles are nanoparticle aggregates. 
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In order to better estimate the number and the mass of these nanoparticle aggregates, I 

reanalyzed the data with the Nanoparticle Aggregate Mobility Analysis Software Module 

built in the Aerosol Instrument Manager Software for SMPS (TSI Inc.), assuming the 

orientation of the aggregates are parallel with respect to the electric field, and the 

diameter of the primary particle is 30 nm. Several near road studies [193], tunnel 

studies [192], and vehicle engine tests [189,190] reported that the primary particles of 

vehicle emitted nanoparticle aggregates have an average size of about 30 nm, and I 

further discussed the choice of the primary particle size in section B.2 (Table B.1) in 

Appendix B. A detailed description of the nanoparticle aggregates correction of SMPS 

data can be found in Lall et al. [195,203]. To briefly summarize here, the correction 

firstly calculates the number of primary particles (Np) in an aggregate with a mobility 

diameter Dp assuming that the aggregate composed of Np particles of radius a = 15 nm 

has the same drag force with a spherical particle of diameter dm, both have unit charge. 

Then the correction uses Np and a to calculate the charging efficiencies of aggregates, 

which are different with the spherical particles. Particles with a diameter (Dp) less than 

the size of the primary particles (30 nm) are treated as spheres, and their mass (m(Dp)) 

is calculated using the following equiation: 

 
3

)6/()()( ppp DDnDm   (1) 

Where n(Dp) is the particle number concentration measured by the nano-SMPS, and ρ 

is the density of the particle, which I assume is 1.2 g/cc [204]. Particles with Dp ≥ 30 nm 

are treated as the nanoparticle aggregates, and their mass is calculated as [195]: 

  )3/4()()()( 3aDNDnDm pppaggp   (2) 

Where nagg(Dp) is the corrected number concentration measured by the long-SMPS, 

Np(Dp) is the number of primary particles in a nanoparticle aggregates with a diameter of 

Dp (Table B.2).  

Compared with the spherical particle assumption, this nanoparticle aggregates 

correction does not significantly change the measured particle number size distribution, 

but the corrected particle mass is about 4 times lower, as shown in Figure B.5. Figure 

4.1(c) and (d) compare the corrected SMPS mass measured from the bypass line and 
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the TD with the particle mass measured by the OC/EC analyzer and the BC mass 

measured by the Aethalometer, respectively. For the bypass measurement, the 

correction changed the ratio of SMPS-to-OC/EC-mass from 3.0 to 0.7. I would not 

expect perfect agreement in the bypass measurements because that the OC/EC 

measurements has a larger particle size cut (2.5 μm). The correlation between the 

particle mass measured by the SMPS and the OC/EC analyzer is also improved after 

the correction, the R2 increased from 0.47 to 0.71. Similarly, for the TD measurements, 

the nanoparticle aggregates correction decreased the ratio of the SMPS-to-

Aethalometer-mass from 5.0 to 0.9, and improved their correlation (R2 increased from 

0.55 to 0.68).  

4.2.4 Size-resolved particle emission factors 

Following Ban-Weiss et al.,[98] the particle number emission factor, EFN (the number of 

emitted particles per kg fuel burned), is calculated using the following equation: 
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where Δ[N] is the background-subtracted particle number concentration in #/cm3, 

Δ[CO2] and Δ[CO] are background-subtracted CO2 and CO concentrations in mg-C/m3,  

and wc is the carbon mass fraction in the fuel, 0.85 for gasoline and 0.87 for diesel. The 

particle mass emission factor, EFM (grams of emitted particles per kg fuel burned), is 

calculated by simply replacing  Δ[N] in Equation 3 with the background-subtracted 

particle mass concentration, Δ[M], in μg/cm3. To calculate the size-dependent particle 

emission factor, dEFN/dlogDp,  I applied Equation 3 to each of the 140 SMPS size bins 

(4 nm to 550 nm). 

The ambient background particle size distribution was measured on the campus of 

Carnegie Mellon University from Sept. 17, 2017 to Sept. 25, 2017. Particles with a size 

range of 7 nm – 260 nm were continuously measured by a long-SMPS (DMA 3081 and 

CPC 3772, TSI Inc.). Measured ambient size-distributions were fitted with log-normal 

distributions to assess particle size distributions in the size range of the tunnel 

measurements (4 nm – 550 nm). I calculated hourly diurnal ambient background particle 
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size-distributions for both weekday and weekend. In Figure 4.2(a) I compare the particle 

size distribution measured in the tunnel and in the ambient. The average total particle 

number of the ambient background is about 3% of the averaged total particle number 

measured in the tunnel. In the particle size range of 4-35nm, where over 90% of the 

total particle number lies, the fraction of background particle number in each size bin is 

less than 5%.  

In this manuscript, I report size-dependent vehicle emission factors of particles 

measured from the bypass line, and non-volatile particles measured from the TD. For 

the bypass line emission factor, I subtracted the diurnal ambient background from the 

particle number concentrations measured in the tunnel to get Δ[N]. For the non-volatile 

particle emission factor, since we did not apply the TD in the ambient measurements 

and no background data is available, I directly used the TD measurements in the tunnel 

as the Δ[N]. This may potentially overestimate the non-volatile particle emission factors 

of vehicles. However, since the ambient background only takes about 3% of the total 

particle number measured in the tunnel through the bypass line, I expect the influence 

of the ambient background on the non-volatile particle sampled through the TD would 

be also very small.  

4.3 Result and discussion 

4.3.1 Size distribution of vehicle emitted particles 

The averaged particle number-size distribution and mass-size distribution are presented 

in Figure 4.2, and the time series of the particle number-size distribution are presented 

in Figure B.6 (a). The particle number-size distributions have an averaged median 

diameter of 16.5 nm, with an interquartile range of 12.6 – 19.5 nm. This median 

diameter range is similar with previous tunnel measurements [66,98,99]. The integrated 

particle number concentration in the tunnel has a mean value of 3.6 × 105 #/cc, with an 

interquartile range of 2.5 – 6.1 × 105 #/cc.  

The averaged particle mass-size distribution showed two modes, one 30 nm and 

another one at 146 nm. The particle mass show a sudden jump at 30 nm. It is because 
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that the nanoparticle aggregate correction made the mass of 30 nm particles increased 

by about 30% compared with the spherical particle assumption. The averaged 

integrated particle mass measured in the tunnel is 11.2 μg/m3, with an interquartile 

range of 27 – 57 μg/m3.  

 

Figure 4.2 Averaged particle (a) number and (b) mass size distributions measured in the tunnel. 

Solid lines represent the mean value, and the shaded regions represent the standard deviation 

of 4-h averaged data. The averaged background particle number distribution is shown in (a) as 

the solid green line.  

 

To show the influence of traffic composition on the particle size-distribution measured in 

the tunnel, I compare the averaged particle size distributions measured during the 

weekday high traffic time, the weekday low traffic time, and the weekends in Figure 4.3. 

The particle number-size distributions of all three time periods all have one mode at 16 

nm, while the weekday high traffic time has the highest integrated number 

concentrations, 5.8 × 105 #/cc, and the weekends show the lowest integrated number 

concentrations, 2.6 × 105 #/cc. The particle number concentration inside the tunnel was 

influenced by both the total traffic volume and the %fuelD. The weekday low traffic time 

and weekends having lower particle number concentration was mainly because that the 

traffic volume during these two time periods were lower. The traffic volume on 

weekends was higher than the weekday low traffic time, but the particle number 

concentration was lower because the %fuelD during the weekday low traffic time was 

over 4 times as the %fuelD during weekends, and HDDV emit significantly more 
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particles compared with the LDV. The particle mass-size distributions measured during 

all three time periods all show two modes, with the smaller mode all at about 30 nm. 

The larger mode of the mass  size-distribution measured during weekday was around 

120 – 150 nm, while in weekends it shifted to 334 nm. The integrated particle mass 

concentrations measured during these time periods show the same trend as the 

integrated number concentrations.  

 

Figure 4.3 Averaged particle size distributions measured in the tunnel in different time periods. 

(a) and (b) are particle number and mass concentrations, respectively, measured through the 

bypass line; and (c) and (d) are non-volatile particle number and mass concentrations, 

respectively, measured through the TD.  
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4.3.2 Size distribution of vehicle emitted non-volatile particles 

The averaged number-size and mass-size distributions of the non-volatile particles are 

shown in Figure 4.2, and the time series of the number-size distribution of the non-

volatile particles are shown in Figure B.6 (b). After evaporation under 250 ⁰C inside the 

TD, the median diameter of the particle number-size distribution shifted from 16 nm to 7 

nm. The chemical compositions of those 7 nm non-volatile particles remain uncertain. 

They could be small EC cores, or nucleated particles formed by ELVOC [196]. Rönkkö 

et al. reported that during the engine brake, the diesel vehicles can produce a significant 

number of 3 – 7 nm non-volatile particles, which can take up to 20 - 30% of the total 

particle number concentration and contains heavy metal from the lubricant oil. Since the 

tunnel where we conducted the measurement has a 2.5% upward grade, braking may 

not be a likely source. As shown in Figure B.6 (b), during some morning or afternoon 

rush hours, the number concentrations 20 – 100 nm particles were higher. These 20 – 

100 nm non-volatile particles are mostly composed of EC [83] and were dominantly 

contributed by diesel vehicles.  

In order to better understand the source of these non-volatile particles, in Figure 4.4 (a) 

and (b), I show the correlation of EFN of smaller non-volatile particles (4 -  15 nm) and 

EFN of larger non-volatile particles (20 - 100 nm) to the %fuelD, respectively. Results 

show that the EFN of larger non-volatile particles has better correlation (R2 = 0.8) with 

%fuelD compared with the smaller non-volatile particles (R2 = 0.6), indicating that the 

larger non-volatile particles are dominantly contributed by HDDV, while the smaller non-

volatile particles are majorly emitted by HDDV but may also be contributed by the LDV 

in the tunnel.  

Unlike the averaged mass-size distribution of particles measured through the bypass 

line in the tunnel, the averaged mass-size distribution of the non-volatile particles 

measured through TD showed only one mode at 146 nm. The averaged integrated 

mass concentration of non-volatile particles measured in the tunnel is 4.1 μg/m3, with an 

interquartile range of 1.8 – 5.4 μg/m3. 
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Figure 4.4 Correlation between (a) EFN of  4 - 15 nm nonvolatile particles and %fuelD, (b) EFN of 

20 - 100 nm nonvolatile particles and %fuelD, (c) EFN of particles measured through the bypass 

line and %fuelD, and (d) EFN of non-volatile particles measured through the TD and %fuelD. 

Circles represent the measurement data, and red lines represent the linear regression fitting.  

 

Similar with the previous section, the averaged mass and number size distributions of 

non-volatile particles in different time periods are presented in Figure 4.3 (c) and (d). 

Both number and mass size-distributions of non-volatile particles measured through TD 

during these three time periods have the same trend with the particle size-distribution 

measured through the bypass line. The highest concentrations of non-volatile particles 
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was observed during the weekday high traffic time, with an averaged integrated number 

concentrations of 1.4 × 105 #/cc and mass concentrations of 4.2 μg/m3; and the lowest 

concentrations of non-volatile particles was observed at the weekends, with an 

averaged integrated number concentration of 2.9 × 104 #/cc and mass concentration of 

1.4 μg/m3.  

The size distributions of the vehicle emitted particles and non-volatile particles are 

compared in Figure 4.2 and Figure B.6. After evaporation under 250 ⁰C inside the TD, 

the total particle number on average lost 69%, and 72% of the total particle mass 

evaporated. Particles in the size range of 10 - 80 nm account for over 90% of the total 

number drop. Concentrations of particles less than 10 nm increased, and it is potentially 

because of the shrinking of larger particles. The significant decrease of particle number 

concentrations over a wide size range after heating inside the TD indicates that the 

vehicle emitted particles could be largely externally mixed, and a large fraction of 

vehicle emitted particles may be purely composed of volatile component, such as 

organics and sulfate.  

4.3.3 Volatile-to-non-volatile-component ratio of vehicle emitted particles 

Using the concurrent mass-size distribution measured through the bypass line and TD, I 

calculate an averaged volatile-to-non-volatile-component-ratio (Figure 4.5). The volatile 

component mass is calculated using the particle mass concentration measured through 

the bypass line minus the non-volatile particle mass concentration measured through 

the TD.  

All particle mass-size distributions measured by the SMPS were re-binned into 10 

logarithmically evenly spaced bins from 6.3 nm to 631 nm. These bins are the same as 

the particle bins used in the TwO-Moment Aerosol Sectional (TOMAS) microphysics 

package[205] developed for the GEOS-Chem chemical transport model and the ratio 

reported in Figure 4.5 can be directly applied to the model. Particles with a diameter 

less than 6.3 nm were all binned into the smallest bins (centered at 8 nm). The largest 

size bin, which has a size range of 398 – 631 nm and centered at 501 nm, included 

particles up to the upper size cut of the measurements (398 – 550 nm).  
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Figure 4.5 The size-resolved mass ratio of volatile-to-non-volatile-component of vehicle emitted 

particles. Numbers on top of bars are the mass ratio of each size bins. The tick labels on x-axis 

are the center Dp of each size bins.  

 

Figure 4.5 shows that for particles in the size range of 10 – 63 nm, the mass of the 

volatile component is significantly higher than the mass of the non-volatile component. 

Lu et al. [92] tested particles emitted from a diesel engine under lower load and also 

reported that the mass of the volatile component is higher than the non-volatile 

component for particles less than 56 nm, but the volatile-to-non-volatile-component-ratio 

measured in this work is much larger than Lu et al. [92], and it is potentially because 

that Lu et al. [92] tested only diesel engines, but we measured emissions from a mixed 

fleet of LDV and HDDV, and the particles emitted by LDV tend to be more volatile.[83]  

For 251 - 550 nm particles, the mass of the volatile component was 40-50% higher than 

the non-volatile component. Kleeman et al. [83] reported that for particle in this size 

range, the diesel vehicle emitted particles are dominated by EC, and the gasoline 

vehicle emitted particles are dominated by other volatile component. The ratio we 

measured in the tunnel is a combined contribution from both gasoline and diesel 

vehicles.  
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For particles in the size range of 3 – 10 nm and 63 – 251 nm, the non-volatile 

component has larger mass concentrations compared with the volatile component. Lu et 

al.[92] reported that the non-volatile component takes a larger share than the volatile 

component for particles in the size range of 56 – 320 nm for diesel vehicles running 

under lower load; and Kleeman et al.[83] found that for diesel vehicle emitted particles, 

in the size range of 65-350 nm, the EC takes a larger share in the total particle mass 

than the sum of all other chemical components. Both studies are consistent with our 

measurement.  

The measurement uncertainty is presented in Figure B.7, and it is defined as the 

standard deviation of hourly averaged volatile-to-non-volatile-component-ratio. The 

particles in the size range of 10-63 nm showed a larger uncertainty compared with 

particles in other size range.  

There are two major sources of uncertainty for the measured particle volatile-to-non-

volatile-component-ratio. First, particles could partially evaporate in the TD and shift to 

smaller size bins, and for the non-volatile particles measured through TD, I do not know 

exactly know their original size. Secondly, for each size bin, I do not exactly know how 

much percentage of the particles are externally mixed and purely composed of volatile 

component. I am not able to accurately account for these two sources of uncertainty. To 

re-bin all the particles from finer-spaced bins to coarser-spaced bins can to some extent 

reduce the uncertainties caused by the shift of size bins after evaporation inside TD. It 

should also be noticed that the volatile-to-non-volatile-component-ratios reported in 

Figure 4 are bulk ratios for the entire particle populations in a certain size bin. Since our 

measurements indicate that a large fraction of vehicle emitted particles could be 

externally mixed, these mass ratios should be applied to single particles cautiously.  

4.3.4 Size-resolved particle emission factors  

The average size-resolved particle and non-volatile particle EFN and EFM measured at 

different time periods are shown in Figure 4.6. The shape of these emission factor size 

distributions are similar with the number and mass size distributions reported in 

previous section, but the trend in different time periods changed. For both particles and 
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non-volatile particles, we observed the highest emission factors during the weekday low 

traffic time, and the lowest emission factors during the weekends. This is consistent with 

the trend of %fuelD of these time periods. The weekday low traffic time has a much 

higher %fuelD (22%), while the weekday high traffic time has a slightly higher %fuelD 

compared with the weekends (8% and 5%, respectively).  

 

Figure 4.6 Averaged size-resolved particle emission factors measured in the tunnel in different 

time periods. (a) and (b) are particle number and mass emission factors, respectively, measured 

through the bypass line; and (c) and (d) are  non-volatile particle number and mass emission 

factors, respectively, measured through the TD.  
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As shown in Figure 4.4 (c), since there is a strong correlation between the particle 

number emission factor measured in the tunnel and the %fuelD, following previous 

studies [108,182,206], I apportioned the particle emission factor of LDV and HDDV by 

performing a linear regression of particle emission factors as a function of the %fuelD. I 

applied this source apportionment to each of the 140 size bins to get size-dependent 

particle emission factors for LDV and HDDV. Since the EFN of non-volatile particles are 

also strongly correlated with %fuelD  (Figure 4.4(d)), similar analysis is also performed 

for the TD measurement to apportion the non-volatile particle emission factors of LDV 

and HDDV. I randomly select half of our measurement data to perform the linear 

regression, and the rest of the data are used to test the quality of the source 

apportionment. The random sampling are repeated for 3000 times, and the mean value 

and the standard deviation of results from all 3000 samplings are regarded as the mean 

value and uncertainty range of the apportioned size-resolved emission factors. Details 

about the source apportionment methods are further described in section B.3 in 

Appendix B (Figure B.8 and B.9).  

The apportioned size-resolved particle and non-volatile particle emission factors of 

gasoline (LDV) and diesel (HDDV) vehicles are presented in Figure 4.7, and the data 

are summarized in Table B.3. For the EFN of vehicle emitted particles (Figure 4.7(a)), in 

the size range of 4 – 10 nm, the diesel EFN in each bin is over one order of magnitude 

higher than the gasoline EFN; in the size range of 10 – 550 nm, the diesel EFN in each 

bin is about 1 – 7 times higher than the gasoline EFN. Both gasoline and diesel EFN-size 

distributions show one mode at 16 nm. Previous studies [66,98] reported that the 

relative importance of gasoline vehicles increased with decreasing Dp. I did not see the 

same trend in our measurements. Our results show that the contribution of diesel 

vehicles kept increasing as Dp decreased.  

For the EFN of non-volatile particles (Figure 4.7(c)), in all size bins, diesel vehicle 

emissions are over one order of magnitude higher than gasoline vehicle emissions. The 

non-volatile particle EFN size distribution of the diesel vehicles peaks around 5 -7 nm. 

For gasoline vehicles, the highest number concentration appeared at 4 nm, and it may 

probably have a mode that is smaller than 4 nm.  
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For particle EFM (Figure 4.7(b)) of gasoline and diesel vehicles, both EFM-size 

distributions peak at 30 nm. For the non-volatile particle EFM(Figure 6(d)), both gasoline 

and diesel vehicle EFM-size distributions showed only one mode at 150 nm.  Similar 

with the trend of EFN, the EFM of diesel vehicles are significantly higher than the 

gasoline vehicles for both volatile and non-volatile particles.   

 

Figure 4.7 Apportioned EFN and EFM of vehicle emitted particles and non-volatile particles of 
gasoline and diesel vehicles. (a) and (b) are emission factors of particles measured through 
bypass line, and (c) and (d) are emission factors of non-volatile particles measured through TD. 
Shaded areas represent the uncertainty ranges. The uncertainty ranges of the gasoline 
emission factors are not visible because of the scale of y-axis.  
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The integrated EFN and EFM of particles and non-volatile particles for both gasoline and 

diesel vehicles, together with the diesel/gasoline ratio, are summarized in Table 4.1. For 

both EFN and EFM, the diesel/gasoline ratios of vehicle emitted non-volatile particles are 

about 2-3 times as the diesel/gasoline ratio of vehicle emitted particles, indicating that 

the importance of gasoline vehicles is relatively higher on contributing volatile particle 

component, while the importance of diesel vehicles is higher on contributing non-volatile 

particle component.   

4.3.5 Comparison with previous studies 

In Figure 4.8 I compare our measured size-resolved EFN and EFM of gasoline and diesel 

vehicles with size-resolved emission factors reported by Ban-Weiss et al. [98]. In order 

to compare the EFM, I recalculated the particle volume of Ban-Weiss et al. [98] 

assuming the EFN-size distribution they measured is for fractal particles composed of 30 

nm primary particles, rather than spherical particles. This assumption is valid since the 

nanoparticle aggregates correction I used in this study will not significantly change the 

measured number-size distributions (Figure B.5). I assumed a particle density of 1.2 

g/cc to calculate EFM of Ban-Weiss et al [98].  

Figure 4.8 (a) shows that for gasoline vehicles, for 10 – 50 nm particles, our measured 

EFN in each size bin are about an order of magnitude higher than Ban-Weiss et al. [98]; 

EFN of particles larger than 50 nm measured in this work are similar with Ban-Weiss et 

al. [98].  The EFM of gasoline vehicles measured in this work is slightly higher in the size 

range of 10 - 30 nm and 140 – 290 nm than Ban-Weiss et al (Figure 4.8(b)). [98].  

For diesel vehicle emitted particles (Figure 4.8(c)), our measured EFN is about 5 times 

larger than Ban-Weiss et al. [98] in the size range of 10 – 40 nm; but for particles with a 

Dp of 40 -290 nm, our measured EFN is lower than Ban-Weiss et al. [98] For the EFM of 

diesel vehicle emitted particles (Figure 4.8(d)), our measurement at 10-30 nm are 

slightly higher, while our measurement at 30 -290 nm are over 80% lower than Ban-

Weiss et al. [98]. 

There are several reasons why we observed much higher EFN of smaller particles (10 – 

40 nm) than Ban-Weiss et al. [98]. First, as discussed in the method section, compared 



79 
 

with the long-SMPS, the nano-SMPS is more reliable on measuring particles less than 

20 nm, and the particle number concentration measured by nano-SMPS could be up to 

a factor of 1000 higher than long-SMPS for particles less than 20 nm. Ban-Weiss et al. 

[98] deployed only a long-SMPS, while in this work we used a nano-SMPS to measure 

particles smaller than 30 nm. Second, Ban-Weiss et al. [98] conducted the 

measurement at the tunnel exit, while our measurement was conducted inside the 

tunnel. The vehicle exhaust sampled in our measurement was less diluted compared 

with Ban-Weiss et al. [98], and previous studies [105] showed that particle emission 

factors measured in more diluted conditions would be smaller because of the gas-

particle partitioning happened during the dilution. Third, Ban-Weiss et al.[98] conducted 

measurements in 2006, when effectively zero on-road diesel vehicles were equipped 

with SCR to reduce NOx emissions than in 2014. Lehtoranta et al.[101] tested a ship 

diesel engine and found that the application SCR could potentially increase the 

emissions of 25-30 nm particles.  

The comparison of the integrated EFN and EFM for gasoline and diesel vehicles 

measured in our study with other previous studies is summarized in Table 2. Although 

our measured EFN is about 3-5 times larger than reported by Ban-Weiss et al. [98] for 

both gasoline and diesel vehicles, for gasoline vehicles, our measured EFN is 77% and 

36% lower than it reported by Kittelson et al. [93] and Geller et al. [66], respectively. For 

diesel vehicles, our measured EFN is about 7% lower than Kittelson et al. [93]. Kittelson 

et al. [93] and Geller et al. [66] conducted their measurements in 2006 and 2004, 

respectively, which are close to the measurement year of Ban-Weiss et al. [98]. Our 

measured EFM of diesel vehicles is ~65% lower than Ban-Weiss et al., [98] but our 

measured EFM of gasoline vehicles is 2 times as Ban-Weiss et al. [98] However, our 

measured EFM of gasoline vehicles is significantly(66%) lower than the PM2.5 emission 

factors of gasoline vehicles measured by Strawa et al. [97] in the tunnel in 2004-2006.  
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Figure 4.8 Comparison of the size-resolved EFN and EFM of gasoline (a and b) and diesel 

vehicles (c and d) measured in this study and by Ban-Weiss et al. [98].  

 

The diesel/gasoline ratio of the PM emission factors measured in this study and 

previous studies are also summarized in Table 4.2. The diesel/gasoline ratio for EFM in 

this study is much lower than previous studies, indicating that the particle emissions of 

diesel vehicles decreased much faster than the gasoline vehicles in recent years. It 

suggests that stricter diesel vehicle emission standards and the deployment of the DPF 

are effective on regulating particle emissions from diesel vehicles.  
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4.4 Conclusion  

The number-size distribution and mass-size distribution of vehicle emitted particles were 

measured in a traffic tunnel. I assumed the vehicle emitted particles are nanoparticle 

aggregates composed of 30 nm spherical primary particles to calculate the size-

dependent particle mass, and the particle mass measured by the SMPS was consistent 

with the particle mass concurrently measured by the OCEC analyzer and the 

Aethalometer. The number-size distribution of vehicle emitted particles showed only one 

mode at 16 nm, while the mass-size distribution of vehicle emitted particles showed one 

mode at ~30 nm, and another one at ~150 nm.  

After evaporating under 250 °C inside the TD, the median diameter of the number-size 

distribution of the vehicle emitted particles shifted from 16 nm to ~7 nm. The total 

particle number has a significant decrease (69%) after evaporating inside the TD, 

indicating that the vehicle emitted particles may be largely externally mixed, and a large 

fraction of vehicle emitted particles may be purely composed of volatile component. 

Based on the SMPS-TD measurements, I reported a size-resolved volatile-to-non-

volatile-component-ratio for vehicle emitted particles, which could be directly 

implemented into the TOMAS aerosol microphysics model in GEOS-Chem. Our results 

show that the non-volatile component takes a large share (over 50%) of the mass of 

particles in the size range of 60 - 400 nm, while for particles in the size range of 10 – 60 

nm, they are dominantly (over 75%) composed of volatile component.    

I also apportioned contribution of LDV and HDDV on the particle emissions measured in 

the tunnel and reported size-resolved particles and non-volatile particles mass and 

number emission factors for both LDV and HDDV.  The HDDV emitted significantly 

higher (over an order of magnitude higher on number) ultrafine particles and non-

volatile particles compared with the LDV. The apportioned LDV and HDDV size-

resolved particle emission factors were compared with previous work, and the result 

indicates that for the number of fine particles (50 - 290nm), the gasoline vehicles emit 

similar amount compared with 8 years ago, and the diesel vehicles have a lower 

emission compared with 8 years ago. However, for the number of ultrafine particles (10 

– 50 nm), both gasoline and diesel vehicles may have higher emissions compared with 
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8 years ago. This may potentially pose concerns on the increase of human exposure of 

ultrafine particles near traffic. As for the EFM, the diesel vehicles emit about 65% less 

particle mass than 8 years ago, and the EFM of gasoline vehicles is still significantly 

lower (~80%) than the diesel vehicles. Compared with previous studies, the 

diesel/gasoline ratio of EFM reported in this work is much lower, indicating that the 

diesel vehicle emissions decreased more significantly than gasoline vehicles over the 

past years.  

The size-resolved emission factors and the size-resolved volatile-to-non-volatile-ratio of 

vehicle emitted particles reported in this work can be implemented into the chemical 

transport model to better estimate the contribution of the vehicle emissions on the total 

particle burden in the atmosphere, and to better estimate the effect of vehicle primary 

emissions on climate change. The size-resolved emission factors reported in this work 

can also be used in the epidemiological models to estimate the human exposure on 

ultrafine particles.  Recently, the increase of the Corporate Average Fuel Economy 

(CAFE) standards has led to an increased application of gasoline direct-injection (GDI) 

by the on-road gasoline vehicle. Recent studies showed that the GDI engine could 

potentially emit more particles and also have a different shape of number-size 

distribution compared with the port fuel injection (PFI) engine [187,188]. Therefore, it is 

necessary to continue measuring the size-distribution of particles emitted by on-road 

vehicles in the future in order to understand how the change of vehicle technologies 

could potentially influence the contribution of vehicles to the PM in the atmosphere.   
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Table 4.1 EFN and EFM of vehicle emitted particles and non-volatile particles measured in the tunnel 

 

Emission Factor 
Particle or Non-volatile 

particle 
LDV HDDV 

Diesel/gasoline 
ratio 

EFN(#/kg fuel) Particle (1.6±0.4)×1015 (1.2±0.3)×1016 7.5±2.7 

 
Non-volatile Particle (2.4±1.6)×1014 (3.5±1.1)×1015 14.6±10.8 

EFM(g/kg fuel) Particle 0.02±0.01 0.11±0.06 5.5±4.1 

 
Non-volatile Particle 0.008±0.003 0.120±0.026 15.0±6.5 
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Table 4.2 Summary of EFN and EFM reported in this study and previous studies 

 

Emission 
factor Reference Size range 

Year 
measured 

Type of 
measurement

s LDV HDDV 
Diesel/gasoline 

ratio 

EFN(#/kg 
fuel) 

This work 3 - 550 nm 2014 Tunnel (1.6±0.4)×1015 
(1.2±0.3)×10

16 
7.5±2.7 

 
Ban-Weiss et al. [98] 

10 - 290 
nm 

2006 Tunnel (2.8±0.4)×1014 (4±1)×1015 14±4 

 
Ban-Weiss et al. [98] >  3 nm 2006 Tunnel (3.9±1.4)×1014 

(3.3±1.3)×10
15 

8±5 

 
Kittelson et al. [94] > 3 nm 2006 On-road 7.1×1015 1.3×1016 1.8 

 
Kirchstetter et al. [207] > 10 nm 1997 Tunnel (2.9±0.5)×1014 

(7.1±3.3)×10
15 

15±8 

 
Gëller et al. [66] 7 - 270 nm 2004 Tunnel (2.5±1.4)×1015 

(8.2±1.5)×10
15 

3.3 

EFM(g/kg 
fuel) 

This work 3 - 550 nm 2014 Tunnel 0.02±0.01 0.11±0.06 5.5±4.1 

 
Ban-Weiss et al. [98] 

before correction 
10 - 290 

nm 
2006 Tunnel 0.04±0.01 1.03±0.33 25.8±10.5 

 
Ban-Weiss et al. [98] 

after correction 
10 - 290 

nm 
2006 Tunnel 0.01±0.002 0.30±0.10 30.0±11.7 

 
Strawa et al.[97] PM2.5 

2004-
2006 

Tunnel 0.07±0.02 1.4±0.3 20 

 
Gëller et al. [66] PM2.5 2004 Tunnel 0.067 1.015 15.1 

a. The correction here refers to the nanoparticle aggregates correction. 
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Chapter 5  

Gas-particle partitioning of vehicle emitted primary organic 

aerosol measured in a traffic tunnel
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1Published as Li, X., Dallmann, T. R., May, A. A., Tkacik, D. S., Lambe, A. T., Jayne, J. 
T., Croteau, P. L., and Presto, A. A., 2016, “Gas-Particle Partitioning of Vehicle Emitted 
Primary Organic Aerosol Measured in a Traffic Tunnel,” Environ. Sci. Technol., 50(22), 
pp. 12146–12155.
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5.1 Introduction 

Gasoline and diesel vehicles are a significant source of ambient fine particulate matter 

(PM) [24,48,85].  Vehicle emitted PM mainly consists of elemental carbon (EC) and 

primary organic aerosol (POA) [53,82–84]. Traditionally, chemical transport models 

treated POA as non-volatile, which contributed to a discrepancy between modeled and 

measured PM mass [103,104]. We know now that a substantial fraction of POA from 

combustion exhaust is semivolatile [105–114] and actively partitions between the vapor 

and condensed phases. Accurate accounting of POA mass therefore requires 

knowledge of both the emission rate of condensable material and the volatility of the 

emissions.  

Gas-particle partitioning of POA is a sorption process. Organics in the gas phase 

partition into the particle phase either by absorbing into the organic condensed phase or 

adsorbing onto nonvolatile, often EC, cores.  Whether absorption or adsorption is the 

dominant mechanism depends on the relative abundance of organic carbon (OC) and 

EC.[208] Absorption dominates under most atmospheric conditions.[209,210] The 

fraction of organic mass in the particle phase can be calculated as:[211,212] 
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Where pX  is the fraction of organic mass in the particle phase; if  is the fraction of 

species i among total organics (particle + gas phase); )(* TCi  is the effective saturation 

concentration of species i at temperature T; and OAC  is the mass concentration of 

organic aerosol (OA). The emission factor of the POA can be determined by:[213] 

)2(     EFEFOA totpX   

Where totEF  is the emission factor of total organics (particle + gas phase); and OAEF  is 

the emission factor of the POA.  
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Determining pX  requires knowing if  and )(* TCi
 of all species in the POA. However, no 

measurement techniques can fully speciate POA.[53,118] Therefore equation (1) is 

often applied semi empirically using a set of surrogate compounds.[105,112–

114,118,212,214] This set of surrogate compounds can be presented with the one-

dimensional volatility basis set,[212] which spreads the semivolatile organics over a 

logarithmically spaced set of C* bins. The set of fi is the volatility distribution. Several 

studies have used the volatility basis set to simulate semivolatile POA in chemical 

transport models (CTMs), [119,215,216] and improve model-measurement 

agreement.[105]  

Numerous studies have investigated gas-particle partitioning of vehicle emitted POA 

through both field measurements and laboratory studies [84,113–118], but very few 

studies provide a volatility distribution. Among those studies [113–115,118] that provide 

POA volatility distributions, conflict of opinion still exists on whether a single volatility 

distribution can be used to describe the POA gas-particle partitioning of all vehicles. 

Besides, no studies have been published to demonstrate whether laboratory-derived 

POA volatility distributions [113–115] can be applied to describe POA gas-particle 

partitioning of a larger mixed vehicle fleet operating under real-world driving conditions.  

In this work we measured the gas-particle partitioning of POA in a traffic tunnel with 

three independent methods: 1) a thermodenuder (TD), 2) quartz filter sets analyzed by 

thermal-optical OCEC and 3) analysis of quartz filters with thermal desorption gas 

chromatography mass spectrometry (TD-GC-MS) to determine volatility distributions. 

This chapter is intended to show that POA emitted from a large and real-world driving 

fleet is semivolatile under a wide range of ambient conditions, the POA volatility 

distribution derived from the dynamometer studies can be applied to explain gas-particle 

partitioning of ambient POA, and that gas-particle partitioning of the POA measured in 

the traffic tunnel does not have large diurnal or seasonal variations.  
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5.2 Methods 

5.2.1 Measurement of POA volatility 

The Fort Pitt Tunnel, traffic conditions in the tunnel, and air quality measurement 

stations are described in section 2.1. The results presented in this chapter focus on two 

time periods. The spring measurement was conducted in May 2013 together with the 

work presented in Tkacik et al. [50] During this period an Aerosol Chemical Speciation 

Monitor (ACSM, Aerodyne Research Inc.) [217] measured non-refractory particle phase 

organic aerosol mass. The time resolution of ACSM is typically 15-30 min but was 

operated here at 1-min resolution due to high organic aerosol concentrations in the 

tunnel. A thermodenuder (TD) [218] was also deployed to study the POA gas-particle 

partitioning under different temperatures. We continuously measured CO2, CO, and NOx 

concentrations. Particulate OC and EC were measured with a semi-continuous OC/EC 

analyzer (Model 4F, Sunset Laboratory Inc.).   

Winter measurements were conducted during January and February 2014. In addition 

to measuring CO2, CO, NOx, OC, and EC, we collected quartz filter sets and analyzed 

them offline with a Sunset OCEC analyzer (Model 3) and the TD-GC-MS, described in 

section 5.2.3. All the NOx and CO data used in this manuscript are subtracted for 

ambient background to show only the enhancement caused by the vehicles inside the 

tunnel.  

5.2.2 Thermodenuder (TD) 

The TD used in this study is the same as the one used in May et al. [113,114] and a 

detailed description of the instrument can be found there. The TD uses high 

temperatures to drive the gas-particle partitioning of OA. It consists of a stainless steel 

heating section (2.7 cm ID x 65 cm L) followed by an activated carbon filled 

stripper/denuder. The flowrate inside the TD was 4.2 SLPM and the centerline 

residence time in the heating section was 5.3 seconds at 298 K. Tunnel air was 

alternately sampled through the TD and an ambient temperature bypass line. 
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I present the TD data using the mass fraction remaining (MFR): 

(3)     
bypassC

C
MFR TD  

TDC  is the OA concentration measured downstream of the TD by the ACSM. bypassC  is 

the OA concentration measured through the unheated bypass line. The MFR represents 

the fraction of OA that survived the high temperature inside the TD.  In this work the TD 

was operated at a series of fixed temperatures (25, 40, 60, 100, 150 °C; Figure C.1 and 

section C.1). I define one TD scan as the time period when the TD temperature 

increased from 25 ⁰C to 150 ⁰C.   

As discussed in Ng et al. [217] the collection efficiency (CE) of the ACSM is similar with 

the CE of the Aerosol Mass Spectrometer (AMS). Following previous AMS 

measurements [113,117] I assume unity CE for OA measured by the ACSM. Particle 

number loss inside the TD is discussed in section C.2 (Figure C.2).  

OA partitioning does not necessarily reach thermodynamic equilibrium in 

thermodenuders with short residence time, such as the one used here [219,220]. I used 

the mass transfer model of Riipinen et al. [219] to compare our TD measurements to 

predictions of OA evaporation using volatility distributions derived in previous 

dynamometer and tunnel studies. The TD model does not explicitly include other 

processes such as nucleation, chemical reaction, or condensation. Inputs to the model 

include the TD dimensions and temperature, the volatility distribution of POA, the OA 

concentrations (COA) and particle mass-median diameter (dp), and the mass 

accommodation coefficient (α). I used an accommodation coefficient of 1.[221] A full 

description of parameters used in the model is summarized in section C.3, Table C.1,  

and Table C.2.  

5.2.3 Quartz filter sets 

During the winter measurement we simultaneously sampled tunnel air onto a bare-

quartz filter (bare-Q) and a quartz-behind-Teflon filter (QBT). Quartz filters were 47-mm 

Tissuquartz (2500QAT-UP, Pall Corp.). Teflon filters were 47-mm Teflon membranes 
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(Pall Corp). The majority (15 out of 18) of the quartz filter sets were collected during 

weekdays; the remainder were collected on weekends. Filters were collected either 

during midday (12:00 – 14:00) or in the afternoon rush hour (15:00 – 18:00). During 

these time periods conditions in the tunnel crossed a wide range: the ambient 

temperature in the tunnel (same as the filter sampling temperature) ranged from -2 to 6 

°C; and the 
Dfuel%  ranged from 2% to 9%.  

Sample flow rates were 46 SLPM. Two sharp cut PM2.5 cyclones were placed upstream 

of filters. Fourteen out of 18 filter sets were sampled for 45 min and another 4 were 

sampled for 90 min. Before sampling all quartz filters were baked at 550 °C overnight to 

remove all residual organics. All quartz filter samples were kept in a freezer at -18 °C 

prior to analysis.   

We also collected 2 sets of handling blanks in the tunnel. For both bare-Q and QBT, the 

handling blank represents about 4% of the OC collected onto the filter (Section C.4 and 

Figure C.3). Therefore, I did not correct quartz filter OC concentrations for handling 

blanks.   

Quartz filters were analyzed using a Sunset Laboratories OCEC Aerosol Analyzer 

(Model 3) following the IMPROVE-A protocol [170]. OC and EC are defined as the 

carbon that is thermally desorbed up to 550 ⁰C in a helium atmosphere and 550 ⁰C – 

800 ⁰C in a helium-oxygen atmosphere, respectively; both are corrected for pyrolyzed 

OC.[170] I assume the bare-Q filter captures both particle phase organics and absorbed 

organic vapors, which is considered the positive artifact. This positive artifact is 

quantified by the QBT filter, which is assumed to only absorb gas phase organics 

[167,171].  Therefore, the particle phase OC concentration can be derived from the 

artifact-corrected bare-Q (bare-Q minus QBT). The particle phase fraction of organics 

(Xp) can be determined by: 

(4)     
-

-

Qbare

QBTQbare
X p


  

In this work I assume an organic-mass-to-organic-carbon ratio of 1.2 to convert OC into 

OA [222]. 
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Quartz filters were also analyzed by the TD-GC-MS. It has a thermal extraction and 

injection system (Gerstel, Inc) followed with a gas chromatograph / mass spectrometer 

(GC/MS, Agilent 6891 GC / 5975 MS). OC collected onto the quartz filter was thermally 

desorbed inside the Gerstel desorption unit (TDS3); then it is concentrated at -120 °C 

by the Gerstel cooled injection system (CIS4); and finally the concentrated sample was 

thermally injected into GC/MS for anaylsis.  

Volatility distributions were determined from TD-GC-MS analysis of 18 bare-Q filters 

following the method of Presto et al. [112]. The mass fragment (m/z) 57 is used to 

derive the POA volatility distribution. The relative abundance of m/z 57 signal in the total 

organics was not strongly affected by the 
Dfuel%  and the OC concentrations in the 

tunnel (Section C.4 and Figure S6). Therefore, the POA volatility distribution determined 

from m/z 57 is not strongly influenced by the dilution of OA in the tunnel. The method 

uses a set of surrogate compounds (C15-C40 n-alkanes) to develop a relationship 

between C* (10-2 – 106 μg/m3) and the GC retention time. The set of fi are calculated 

using the fraction of the total m/z 57 signal in each of a series of logarithmically spaced 

C* bins. The m/z 57 signal in each volatility bin was corrected with the recovery of a set 

of deuterated standards (C16-C36 n-alkanes).  

5.3 Result and discussion 

5.3.1 Quartz filter measurements 

OC/EC analysis of quartz filter samples shows that there is substantial organic mass 

present in both the condensed and vapor phases. Organic concentrations from all 

quartz filter samples (CQ) are shown as the total bar height in Figure 5.1(a). CQ 

measured in the tunnel ranges from 8 to 38 μg/m3.  

CQ shown in Figure 5.1(a) are not corrected for ambient background concentrations. 

Thus while I expect the filter samples to be dominated by fresh emissions, as shown by 

the ACSM data in Figure 5.2, there are likely contributions from background OA as well. 

On weekdays the CQ were roughly two times higher than the CQ on the weekends. CQ 



92 
 

measured at midday (12:00 -14:00) and during the afternoon rush hour (15:00 – 18:00) 

do not exhibit a large difference on weekdays.  

The positive artifact (organic vapors) measured by QBT filters are shown as open areas 

of the bars in Figure 5.1(a). Artifact corrected particle phase OA concentration (bare-Q 

minus QBT) are shown as filled areas of bars. The particle phase fractions of organics 

(Xp) are shown in the lower panel of Figure 5.1(a). Xp in the tunnel ranged from 40 – 

60% and on average about half of the organics collected onto the bare-Q filter are 

organic vapors.  

 

 

Figure 5.1 a) Organic concentrations (CQ) and organic particle phase mass fraction (Xp) 

determined from quartz filter samples. Organic concentrations are sorted from the lowest to the 

highest CQ. Data are colored based on the sampling periods. Filled areas represent the particle 

phase organics (bareQ-QBT) and open areas represent the gas phase organics (QBT). All CQ 

are OC concentrations multiplied by an organic-mass-to-organic-carbon ratio of 1.2. b) Box-

whisker plot of OC concentrations desorbed at different temperature stages during the OCEC 

analysis. OC1- OC4 represent OC desorbed at 140 °C, 280 °C, 480 °C and 580 °C, 

respectively. Results from bare-Q and QBT filters are in black and blue, respectively. The ends 

of the box represent the first and third quartiles. The center line inside the box is the median. 

The length of the whiskers covers 99.3 percent assuming the data are normally distributed. For 

OC2 and OC3 measured from QBT filters the median values overlap with the 25th percentile.  
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Figure 5.1(b) presents concentrations of OC (μg/m3) evolved in different temperature 

stages of the OCEC analysis. Using the IMPROVE-A OC analysis protocol, the 

desorption temperature of the sample in a Helium environment gradually increases from 

140 °C to 560 °C. OC1 – OC4 represent the OC evolved from the lowest to the highest 

temperature stages. Ma et al. [223] recently showed that OC1-OC4 can be linked to 

volatility, with higher volatility organics evaporating at lower temperature.  

Results for both bare-Q (vapor plus particle) and QBT (vapors only) filters in Figure 

5.1(b) show organic mass spread across all OC temperature stages. Organic material 

captured by the QBT filters (mostly vapor) is clearly more volatile than organics 

captured on the bare-Q filters (vapor plus particle). The majority (80%) of the vapor 

phase organics collected onto QBT filters are more volatile OC1 and OC2, whereas 

40% of the artifact-corrected particle phase organics (bare-Q minus QBT) consists of 

less volatile OC3 and OC4.  

About 10% and 50% of the OC1 and OC2 mass on the bare-Q filters, respectively, 

exists in the particle phase. Even for the least volatile OC4 there is still a small fraction 

(10-20%) present in the vapor phase. The OC/EC analysis indicates that organic mass 

evolving across the range of OC/EC temperature stages readily partitions between the 

vapor and condensed phases. Therefore the quartz filters suggest that POA sampled in 

the tunnel is semivolatile.   

5.3.2 Direct measurements of gas-particle partitioning: Thermodenuder data  

The analysis of quartz filters presented in the previous section lacks chemical 

specificity, and cannot directly separate fresh emissions from background organic 

aerosol that may enter the tunnel. Our analysis assumes that OA in the tunnel is 

dominated by fresh POA, but is ultimately indirect. In this section, I use ACSM data to 

more rigorously separate fresh POA from aged background aerosol. The time series of 

OA concentration measured in the bypass line by the ACSM is shown in Figure 5.2; the 

TD data are excluded.  

I separated the measured OA into two components, Hydrocarbon-like Organic Aerosol 

(HOA) and Oxygenated Organic Aerosol (OOA), using the principle component analysis 
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of Zhang et al. [224]. This method uses the fraction of OA mass at m/z 57 (f57) to 

apportion HOA and the mass fraction at m/z 44 (f44) to apportion OOA. HOA is 

indicative of fresh emissions, such as POA, [225] and OOA is representative of more 

aged, regional OA.[226] Since vehicles are the only emission source in the traffic tunnel, 

the HOA measured in the tunnel is a good surrogate for vehicle-emitted POA. The POA 

mass spectrum measured in the tunnel is highly similar with the HOA mass spectrum 

measured by the AMS [224] (Figure C.6). HOA has a stronger correlation with 

background corrected CO and NOx concentrations (Figure C.7), which are indicators of 

gasoline and diesel vehicle volume in the tunnel, than OOA.[52]  

 

Figure 5.2 Organic aerosol (OA) time series measured by the Aerosol Chemical Speciation 

Monitor (ACSM). OA has been classified into Hydrocarbon-like Organic Aerosol (HOA, blue 

areas) and Oxygenated Organic Aerosol (OOA, red areas). The background corrected NOx data 

(green dash line) are also presented. All data in the figure are 1-hour averages. The dates 

colored with red were weekends. The Monday during the sampling period was the Memorial 

Day holiday so I considered it as a weekend day here.  

 

The trend of OA concentration generally follows the background corrected NOx 

concentration.[52] The average OA concentration was higher on weekdays compared 

with weekends, and the weekend OA time series shows less variation than weekdays. 

The OA time series showed high peaks around midday and during the afternoon rush 

hour during weekdays. On weekends a single, smaller OA peak was observed during 

the early morning hours. These weekday/weekend patterns were also observed over 
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longer time periods in the semi-continuous OC/EC measurements (Figure C.5). During 

weekday daylight hours HOA accounted for 70-90% of total OA mass. In both absolute 

concentration and as a fraction of total OA mass, HOA peaked during the weekday 

midday and afternoon rush hour periods (>80% OA mass). This high HOA fraction 

indicates that the majority of the sampled OA on weekdays was POA from vehicle fresh 

emissions rather than the OA from the background air.  

The HOA fraction on weekends was lower than on weekdays. During the weekend HOA 

made up 30-80% of the total OA, with higher contributions (60-80%) when OA was 

elevated during morning hours on Saturday. During Sunday and Monday when the OA 

concentration was low (~3-6 μg m-3) the HOA fraction was approximately 30-40%. In 

order to assure that gas-particle partitioning results focus on vehicle emitted POA rather 

than the OA from the background air, our analysis of TD data focuses only on the HOA 

fraction. 

The effect of temperature on the gas-particle partitioning of HOA is shown in Figure 5.3. 

All TD measurements are presented using box-whisker plots. The median HOA MFR is 

close to unity when the TD is held near ambient temperature (25 °C). MFR values 

greater than unity may exist due to temporal variability between samples collected 

through the TD and the bypass line. When the TD was heated up to higher temperature 

(40-60 °C) the median HOA MFR dropped to 70-80%, indicating that about 20-30% of 

the POA evaporated with mild heating. About half of the HOA evaporated when the TD 

temperature reached 80-90 °C. When the TD temperature reached highest stages (100-

150 °C) about 80-85% of the POA evaporated. The trend of median HOA MFRs clearly 

show that the HOA MFR decreases as the TD temperature increases, indicating that the 

POA is semivolatile and evaporates upon heating. 

The change of the MFR as a function of TD temperature is not linear. The MFR drops 

quickly for TD temperatures between 25 °C and 100 °C. However when the TD 

temperature is higher than 100 °C the MFR levels off. From 100 °C to 150 °C the HOA 

MFR changed from 0.25 to about 0.15. This reduction in the slope under conditions of 

higher TD temperature and low MFR is commonly observed.[108,109,113,114,202,227] 

Incomplete evaporation at high TD temperatures (>100 °C) is often explained by a 
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transition from a purely absorptive environment to one where organics are adsorbed to 

soot cores.[112–114] Adsorption incurs an additional enthalpy,[211] the enthalpy of 

adsorption, in addition to enthalpy of vaporization, and this additional enthalpy is often 

invoked to explain the incomplete evaporation at high TD temperatures.  

Adsorption is expected to be important for OC:EC ratio <2.[208] The OC:EC ratio we 

measured in the unperturbed bypass line is 1.9 ± 0.4 (Figure C.5). This suggests that 

adsorption should be important under all TD temperatures sampled here, and further 

implies that adsorption alone cannot explain the small decrease in MFR between 100 

and 150 °C.  

 

Figure 5.3 Thermodenuder (TD) measurements of the HOA mass fraction remaining (MFR) as 
a function of TD temperature.  I use the box-whisker plot to present tunnel measurements. Each 
box represents the HOA MFR measured under a certain TD temperature stage. The length of 
the whiskers covers 99.3 percent assuming the data are normally distributed. Data outside of 
this range are considered as outliers, which are presented with red crosses. Brown dash line 
shows the HOA MFR under non-volatile POA assumption. Blue lines and green lines are the TD 
model results based on the gasoline and the diesel POA volatility distributions measured during 
the dynamometer testing [113,114]. The black line is the modeled HOA MFR based on the 
volatility distribution measured in this tunnel study. Red lines are modeled HOA MFR based on 
the parameterization from Kuwayama et al. [115]. The solid red line represents the higher motor 
oil fraction case while the dashed red line represents the lower motor oil fraction case. All lines 
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in the figure are simulations based on median volatility distribution, averaged OA concentration 
(COA) and averaged particle mass-median diameter (dp). The shaded region represents the 
variation of modeled MFR caused by the variation of both gasoline and diesel volatility 
distributions and the variations of the COA and the dp in the tunnel. 

 

An alternative explanation for non-zero MFR at high TD temperature is the presence of 

material with extremely low volatility (C* ≤ 10-3 μg m-3). Cappa [228] modeled the 

evaporation of multi-component aerosol with compounds having C* ranging from 10-3 to 

103 ug/m3 and found that about 10% of organics remained in the particle phase at a TD 

temperature of 200 °C. Gkatzelis et al. [229] heated ambient particles up to 400 °C 

inside a TD and found that some fraction of combustion-generated OA still remained in 

the particle phase, which they explained as extremely low volatile organics. To first 

order, the observed median MFR of 0.15 at 150 °C (MFR reached zero in less than 10% 

of all measurements at 150 °C) indicates that fresh exhaust may contain up to 15% 

nonvolatile or extremely low volatility organic material.  

5.3.3 Volatility distributions from TD-GC-MS 

Results from the TD-GC-MS show another piece of evidence that the majority of the 

vehicle emitted POA measured in the traffic tunnel was semivolatile. I classified all 

organics collected onto the bare-Q filter into logarithmically spaced C* bins ranging from 

10-2 to 106 μg m-3.The organic mass fraction (fi) in each C* bin is shown in Figure 5.4 

(data are in Table C.3).  Box-whisker plots are used to show the variability of measured 

fi within each C* bin.  

Figure 5.1 showed that the total organics loading on all bare-Q filters (CQ) covered a 

range of 8 - 38 μg/m3. The variations in the TD-GC-MS derived volatility distributions are 

much smaller than the variation of the CQ. Figure 5.4 shows that within each C* bin the 

interquartile range is generally less than a factor of 2. The coefficient of variation for the 

C* bins ranges from 13% to 59%. The variation of the POA volatility distributions is also 

less than the diurnal variation of the Dfuel%  (2-9%). Thus Figure 5.4 suggests that the 

volatility distribution under different Dfuel%  may not be significantly different.  
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The median volatility distribution in Figure 5.4 shows that 49% of the organic mass 

collected onto bare-Q filters in the tunnel consists of semivolatile organic compounds 

(SVOC, 10-1 ≤ C* ≤ 102 μg/m3). The mass distribution peaks in the SVOC range, 

specifically the C* = 10 and 100 μg/m3 bins. SVOC exist in both particle and vapor 

phase in the atmosphere. Intermediate-volatile organic compounds (IVOC, 102 ≤ C* ≤ 

106 μg/m3) contribute about 37% of the total organic mass measured on bare-Q filters. 

IVOC only exist as vapors in the atmosphere. Only about 12% of organics measured on 

bare-Q filters consist of low volatility organic compounds (LVOC, 10-3 ≤ C* ≤ 10-1 

μg/m3). LVOCs exist almost entirely in the particle phase in the atmosphere.  

 

Figure 5.4 The volatility distribution derived from all bare-Q filters. Each box-whisker represents 
organic mass fractions (fi) measured from all bare-Q filters in each C* bin. The center line is the 
median, and the top and bottom of the box are 25th and 75th percentile, respectively. The blue 
and green symbols represent the gasoline and the diesel POA volatility distributions, 
respectively, from dynamometer studies of May et al.22,23 The upper and lower ranges of fi 
considering the propagated uncertainties are presented in Figure S13 and are not shown here. 

 

In Figure 5.4 I directly compare tunnel volatility distributions to median POA volatility 

distributions of gasoline (blue circles) and diesel vehicles (green crosses) measured in 

dynamometer studies by May et al. [113,114] The volatility distributions reported by May 
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et al [113,114] were determined using the same TD-GC-MS analysis of bare-Q filters as 

we used here. Overall there is good agreement between the volatility distributions 

obtained in the tunnel and the dynamometer tests. The fi in all three volatility 

distributions peak in the SVOC region and gradually decreased towards lower and 

higher C*. Volatility distributions from both tunnel and dynamometer study suggest that 

the majority (60-80%) of the POA mass is SVOC.  

A major difference between the tunnel- and dynamometer-derived volatility distributions 

is the contribution of IVOCs. Dynamometer studies show that IVOC contributed 17% of 

gasoline vehicle POA and 11% of diesel vehicle POA, which are 54-70% lower than the 

tunnel samples.  

IVOC exist almost exclusively as vapors in both the atmosphere and in source 

tests.[212,230,231] Quartz filters capture IVOC vapors, but with less than 100% 

efficiency.[231] I expect that the collection efficiency of IVOCs onto quartz filters 

depends at least in part on the sampling temperature. In May et al. [113,114], all quartz 

filters were collected at 47 °C. Filters collected in this study were collected between -2 

°C and 6 °C. The lower sampling temperature in the traffic tunnel made IVOC collection 

onto quartz filters more efficient.  

While the tunnel- and dynamometer-derived volatility distributions differ in the fraction of 

mass attributable to IVOCs, this difference should have a minor impact on predicted 

partitioning. I predicted the particle phase fraction (Xp) using all volatility distributions 

measured in the dynamometer studies and in the tunnel (Figure C.8). Under tunnel 

conditions and most ambient conditions the Xp predicted by tunnel and dynamometer 

volatility distributions agree within 20-25%. 

5.3.4 Predictions of gas-particle partitioning 

I used the TD data, measured volatility distributions, and the TD model of Riipinen et al. 

[219] to evaluate the ability of different volatility distributions to describe observed POA 

evaporation in the TD. Figure 5.3 shows the modeled POA MFR as a function of TD 

temperature for gasoline and diesel vehicles, using the median volatility distributions of 

May et al. [113,114] and the COA and dp during all the TD scans in the tunnel. I also 
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simulated each TD scan separately using the highest, lowest, and median volatility 

distributions to provide a full range of TD model predictions (Figure C.9). This range 

shows the influence of the varied COA, dp and volatility distributions on the predictions of 

TD MFR. The combined range of MFR predictions using both gasoline and diesel 

volatility distributions from dynamometer studies of May et al. [113,114] is presented as 

the shaded area in Figure 5.3.  

The MFR predicted using median volatility distributions generally captured the trend of 

the HOA evaporation when the TD temperature was less than 100 °C. The median 

value of the measured HOA MFR at 25 °C and 100 °C are well predicted, and the 

median HOA MFR at 40 °C falls into the prediction range.  However for TD temperature 

of 60 °C, MFR is overpredicted, and lies near the 90th percentile of observed MFR.  

The volatility distributions of May et al. [113,114] predict complete evaporation of OA 

between 100 °C (diesel) and 125 °C (gasoline), and therefore predict more evaporation 

than observed. As noted above, the discrepancy between modeled and observed MFR 

at high temperatures may indicate processes not explicitly included in the model (e.g., 

adsorption or chemical reactions), or the presence of extremely low volatility material 

not quantified by the TD-GC-MS method used to determine volatility distributions.  

I also modeled MFR using the median volatility distribution derived from the tunnel bare-

Q samples and the average COA and dp during all TD scans. It is shown as the black 

solid line in Figure 5.3. The median tunnel prediction falls between the median gasoline 

and diesel lines from May et al. [113,114] and is closer to the gasoline line. The fact that 

the median tunnel MFR prediction falls into the range of median dynamometer MFR 

predictions provides another piece of evidence that the POA volatility distribution 

measured in the dynamometer studies can adequately describe the gas-particle 

partitioning of POA in the tunnel. A full range of TD MFR predictions based on the 

volatility distributions measured in the tunnel is provided in Figure C.9.  

Neither the tunnel-derived nor dynamometer-derived volatility distributions perfectly 

describe the observed TD MFR. However, the modeled HOA MFRs using volatility 

distributions are better at predicting the trend of TD measurements than the non-volatile 
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POA assumption (brown dashed line in Figure 5.3), which equals unity under all TD 

temperatures.   

One possible reason for the discrepancy between modeled and observed MFR at high 

TD temperature may be the presence of additional low volatility material not quantified 

here. Kuwayama et al. [115] presented a dual volatility distribution reflecting 

contributions from more-volatile lubricating oil POA and less-volatile (C* = 10-2 and 10-3 

μg/m3) combustion derived POA. I use this two-component volatility distribution to test 

the sensitivity of predicted MFR to the presence of additional low volatility material. 

I modeled MFR using the Kuwayama et al. [115] volatility distribution for two bounding 

cases of the oil POA fraction: 86% and 24% by mass (Figure 5.3). The 86% motor oil 

case is nearly identical to the tunnel case, except for temperatures from 100 -120 °C. At 

this high temperature range the additional low volatility mass in the Kuwayama et al. 

[115] combustion derived POA leads to a higher predicted MFR than the tunnel volatility 

distribution. The POA from the 86% oil case is predicted to evaporate completely by 125 

°C, and therefore underpredicts the observed MFR at 150 °C. 

The 24% oil POA case is worse at describing the observed MFR data. The increased 

contribution of low-volatility combustion derived POA increases MFR at TD 

temperatures below 100 °C. The predicted MFR for this case remains above 0.9 until 

approximately 90 °C, and 50% evaporation is predicted at T > 110 °C. The POA in the 

24% oil case is predicted to evaporate completely at T = 130 °C, and therefore does not 

describe the observed MFR at T = 150 °C. Agreement at the highest TD temperatures 

could be improved if the combustion POA consisted of even lower volatility material 

(e.g., C* < 10-3 μg/m3), but would still over predict MFR at nearly all lower temperatures.   

This suggests that the vehicle emitted POA in the traffic tunnel is more likely dominated 

by the motor oil POA rather than the low-volatile fuel-combustion POA.  

I also tested the sensitivity of predicted MFR to the presence of additional high volatility 

material by comparing the TD MFR predictions using the volatility distributions from 

Zhao et al. [230,231] Zhao et al expanded the volatility distributions of May et al. 

[113,114] to include IVOCs. The addition of IVOCs to the volatility distribution is 

expected to have little impact on predicted partitioning, as IVOCs exist as vapors under 
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all but the most concentrated conditions. As shown in Figure C.10, this is the case. The 

MFR predictions based on Zhao et al. [230,231] are either within the range or slightly 

lower than the predictions of May et al. [113,114].  

5.3.5 Temporal variations in POA volatilty 

The data presented here allow us to investigate variations in POA volatility over daily 

and seasonal time scales. The data and modeling presented in Figure 5.3 suggest that 

POA composition and volatility do not show a large seasonal variation. The quartz filters 

used to determine the volatility distributions were collected in winter at ambient 

temperatures below 6 °C. The TD data were collected during the spring, when ambient 

temperatures were approximately 20 °C. As shown in Figure C.9 and Figure 5.3, there 

is reasonable agreement between the TD data, the predicted MFR based on our filters 

collected in the winter, and predicted MFR from filters collected by May et al. [113,114] 

in a temperature-controlled dynamometer.  

The composition of the vehicle fleet in the tunnel changes over the course of each day. 

As shown in Figure 5.4, variation of the volatility distribution derived from the TD-GC-

MS is much less than the diurnal variation of 
Dfuel% .This suggests that POA emissions 

from gasoline and diesel vehicles have similar volatility, and may have similar 

composition. 

I can also use the TD to investigate sub-daily variations in POA partitioning and 

volatility. In Figure 5.5 I separated all measured TD MFR in the tunnel into 4 different 

time periods: high-traffic daytime periods and overnight on either weekdays or 

weekends. The Dfuel%  ranged from 5% -20% and the Dfuel% in the high-traffic time is 

roughly 60% lower than overnight. Results show the same trend in MFR for each of the 

four time periods. Quantitatively, the mean MFRs at each temperature agree within 

20%, and there is significant overlap (error bars indicate the standard deviation of 

MFR). I compared time-temperature MFR pairs with the Mann-Whitney U-test (Table 

C.5) and found that the majority (25 out of 30) of sample pairs are not statistically 

different. Exceptions occurred at 25 and 150 °C. The results in Figure 5.5 therefore 
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indicate that variations in MFR between time periods are smaller than variations within a 

given time period. 

The variations of MFR can be influenced by COA, dp and the POA volatility distribution in 

the tunnel. I modeled the TD MFR using the median volatility distribution measured in 

the tunnel and the average COA and dp of each different time period, and I compared the 

variation of modeled TD MFR with the variation of average measured TD MFR in 

different time periods (Table C.7-1 and Table C.7-2). The result suggests that compared 

with the POA volatility distribution, the variations of COA and dp have a minor impact on 

the TD MFR. Therefore, the limited temporal variation of MFR further suggests that 

there are not substantial diurnal changes in POA volatility.  

 

Figure 5.5 Thermodenuder measurements of HOA evaporation in different time periods with 

different HDDV fuel fractions. Colors indicate different time periods. Bars represent standard 

deviation of all measurements under a certain TD temperature and time period.  

 

Quartz filters cannot capture all gas phase organics in the atmosphere. Thus our 

discussion on the temporal variation of POA volatility regards only the material collected 

onto the quartz filter under tunnel ambient conditions. For those gas phase organics that 

have not been collected onto the quartz filter, I quantify neither the temporal variability 

nor the contribution to total organic emissions. I therefore do not know how those gas 
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phase organics that broke through the bare-Q filter would influence the POA volatility 

distribution. However, as these vapors are expected to be IVOCs or more volatile, their 

impact on partitioning should be minimal. 

5.4 Conclusion 

Data from three independent methods all indicate that a significant portion of the vehicle 

emitted POA is semivolatile and actively partitions between the vapor and condensed 

phases. The results presented here also indicate that the volatility distributions for 

gasoline and diesel vehicles determined in a dynamometer setting adequately describe 

observed partitioning in the tunnel, and that POA partitioning in the ambient atmosphere 

can be described by a single volatility distribution.  

Our results further suggest that lubricating oil is the major component of vehicular POA, 

echoing the results of Worton et al. [118] If lubricating oil, rather than combustion 

products, truly dominates vehicle POA emissions, it may explain why seasonal 

variations in POA volatility seem to be minor. Formulations of lubricating oil composition 

do not vary seasonally, unlike fuel composition variations between summer and winter 

in many locations [232,233]. 

While the lubricating oil dominated volatility distributions provide reasonable predictions 

of observed TD data, none capture the ~15% of apparently very low volatility OA mass 

that does not evaporate at 150 °C. The implication is that the volatility distributions may 

be too volatile, and therefore overpredict evaporation. 

As noted above, this disagreement between TD observations and predicted evaporation 

at high temperatures is commonly observed [113,114]. Simply adding additional 

nonvolatile or extremely low volatility material to the volatility distribution does not 

reconcile the discrepancy, as the low volatility material persists at lower TD 

temperatures, leading to over predictions in MFR. Adsorption of organics to soot cores 

may play a role in creating higher than expected MFR at high temperatures. However 

the data collected here, all of which had OC/EC < 2, should have been impacted by 

adsorption at all TD temperatures. This suggests that other factors may also be at play, 

and deserve future consideration. 
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Chapter 6  

Volatile Organic Compound Emissions from Natural Gas 

Production Facilities Measured in the Denver-Julesburg 

Basin, the Uintah Basin, and the Marcellus Shale
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6.1 Introduction 

In recent years, the rapid increase of unconventional O&NG production has raised 

concerns on the increase of emissions of greenhouse gases [30–34] and Volatile 

Organic Compounds (VOC) [35–38], including the BTEX, which are detrimental to local 

air quality [39–44] and public health [45–47]. The raw natural gas is mainly composed of 

CH4 (45-98%), ethane (4-21%), a mixture of VOCs, including alkanes and aromatics, 

inorganic gases like H2S and SO2, and water [125]. During all stages of the natural gas 

exploration and production, the O&NG facilities may emit CH4 and VOC through fugitive 

emissions, venting, flaring, accidental release, or storage losses [126]. Many previous 

studies have shown that the CH4 and VOC emissions from the O&NG production 

system in U.S. have been underestimated by state and national emission inventories 

[37,127,128].  

Many previous studies[35,37,38,129,130] measured the VOC concentrations and 

quantified the regional VOC emissions associated with O&NG production in some major 

gas production regions with ground and aircraft measurements. However, the VOCs 

emissions estimated by these studies are all top-down estimations of total VOCs 

emissions from all O&NG production facilities in the entire region; no facility-level VOCs 

emissions were reported in these studies. It is important to understand the characteristic 

of facility-level VOCs emissions in order to better control the VOCs emissions from 

O&NG production facilities. Also, since the Environmental Protection Agency (EPA) 

started to regulate the CH4 and VOCs emissions of O&NG production facilities since 

Aug. 2016, it is necessary to have facility-level VOCs emission measurements before 

and after the regulations to test the effectiveness of the policy.  

In this work, we measured the VOC concentrations downwind of individual natural gas 

production well pads and compressor stations in the Denver-Julesburg Basin, the 

Uintah Basin, and the Marcellus Shale in 2015 and 2016. All these regions are major 

O&NG production fields in the United States. In Dec. 2015, there are in total about 

21,000 active O&NG well pads in the Denver-Julesburg Basin and the Uintah Basin, 

which contribute to ~4% of the total on-shore natural gas production in US [174]. The 
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majority of the gas production facilities in the Denver-Julesburg Basin and the Uintah 

Basin are conventional gas wells [174]. In the Marcellus Shale, there are more than 

140,000 active conventional natural gas well pads and more than 3400 active 

unconventional well pads in Dec. 2015, which accounts for ~30% of the total on-shore 

natural gas production in US [174]. We specifically focused on measuring O&NG 

production facilities in the northeastern PA (NEPA) in the Marcellus Shale, where most 

gas production wells are unconventional. About 1/3 of the unconventional gas 

production wells in the Marcellus Shale are located in the NEPA, which contribute to 

~40% of the total unconventional natural gas production in the Marcellus shale in Dec. 

2015 [174].  

In this manuscript, I report VOC concentrations and facility-level VOCs emission rates. 

VOCs emissions from different types of facilities, specifically gas wells vs. compressor 

stations, and unconventional vs. conventional gas wells, are compared. I also tested the 

hypothesis that VOCs emission rates of O&NG production facilities in different regions 

are different. Methane emissions measurements are discussed elsewhere [137,138]. 

6.2 Methods 

6.2.1 Site selection 

A suite of 13 VOCs ranging from C3 to C12, together with the CH4 and ethane 

concentration, were measured ~50 – 1000 m downwind of the natural gas production 

well pads and compressor stations in the Denver-Julesburg Basin in March – April 

2015, in the Uintah Basin in April – May 2015, and in the NEPA in May – June 2016. 

We conducted measurement at 32 well pads and 10 compressor stations and collected 

in total 47 samples. A detailed site count in each region is summarized in Table 6.1, and 

the locations of all measured sites are presented in Figure 6.1.  

A detailed description of the site selection criteria can be found in Omara et al. [128]. To 

briefly summarize here, the selected sites must have a downwind road access within 50 

– 1000 m. The terrain near the selected site must be relatively flat, and there must be 
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no other VOC and CH4 sources near the selected site that could potentially interfere 

with the VOC and CH4 measured from the site.  

 

Table 6.1 The number of gas production sites measured in the Denver-Julesburg Basin, the 

Uintah Basin, and the NEPA 

 

Denver-Julesburg Basin 

Gas well 
Site count 15 

Sample 
count 

18 

Compressor 
Station 

Site count 1 

Sample 
count 

2 

Uintah Basin 

Gas well 

Site count 9 

Sample 
count 

10 

Compressor 
Station 

Site count 8 

Sample 
count 

8 

Northeastern PA (NEPA) 

Gas well 

Site count 8 

Sample 
count 

8 

Compressor 
Station 

Site count 1 

Sample 
count 

1 

Total 

Gas well 
Site count 32 

Sample 
count 

36 

Compressor 
Station 

Site count 10 

Sample 
count 

11 
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Figure 6.1 Locations of gas production well pads and compressor stations measured in (a) the 

Denver-Julesburg Basin, (b) the Uintah Basin, and (c) Northeastern PA (NEPA) with GC-FID, 

and (d) locations of gas production well pads measured in the Marcellus Shale with PTR-MS. 

Locations of the Boulder Atmospheric Observatory (BAO) and the ground site in Horse Poll are 

also shown in (a) and (b), respectively.  
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6.2.2 VOC measured by GC-FID 

In total 13 VOCs species, including the BTEX, were measured by a GC-FID (gas 

chromatography with flame ionization detection; SRI model 8610C). The methane and 

ethane concentration were measured with a Picarro cavity ring-down spectrometer and 

a Tunable Infrared Laser Differential Absorption Spectrometer (TILDAS; Aerodyne 

Research Inc.), respectively, at a time resolution of 1Hz or higher. All instruments were 

placed in a mobile air quality laboratory. We firstly drive the mobile lab downwind of the 

target site to find the methane emission plume, and then the mobile lab will sit still inside 

the methane plume to collect the GC-FID sample. The GC-FID firstly samples the air for 

20 min and pre-concentrate VOC from the air sample using an activated carbon trap. 

Then the trapped VOCs were thermally desorbed and injected into the GC column for 

analysis for another 20 min. An example of the chromatograph of the GC analysis cycle 

is presented in Figure 6.2, and all measured VOC species are also shown in the figure. 

During the 20-min sampling of GC-FID, the wind directions may change and the 

methane plumes may shift away from our sampling inlet.   

 

Figure 6.2 Example chromatogram of the analyzing stage of the GC-FID measurement. 

Identified species are labeled.  

 

The response factor of the GC, defined as the integrated peak area of the 

chromatograph per unit mass of the VOCs, was calibrated shortly before or after each 

field campaign. For each measured species, 5, 10, 100 and 1000 ng of the standards 

were injected into the GC column at the beginning of the analysis cycle, and the 
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response factor was determined as the slope of the linear regression of the integrated 

peak area and the mass of the standards. Since the response factors of all measured 

VOCs species have a difference within 5%, one averaged response factor was used to 

calculate the concentration of all VOCs species. The retention time calibration of the 

GC-FID was performed daily in the field. A concentrated standard that contains all the 

measured VOC species was injected into the GC at the beginning of the analysis cycle 

to track the potential shifting of the retention time for each species.   

6.2.3 PTR-MS and canister samples 

We also measured the benzene and toluene concentrations using a PTR-MS downwind 

of natural gas production well pads in the Southwestern PA (SWPA) in Aug. – Sept. 

2015. The PTR-MS collected data at a time resolution of 30 s. Locations of the PTR-MS 

sites are shown in Figure 4.1(d). We sampled at 5 locations and measured VOC 

emission from in total 6 well pads. Measurements at each location lasted for 22 – 29 

hours. At each sampling location, our mobile lab and the mobile lab from RJ Lee group, 

Inc. equipped with the PTR-MS were sitting still side by side at a distance of 200 – 800 

m downwind of the site.  An Airmar 200WX weather station and a Gamin GPS were 

also deployed in our mobile lab to record the wind speed, the wind angle and the GPS 

location at the same time at 1Hz.  

We also collected canister air samples upwind, downwind, and on site of individual gas 

production well pads in the SWPA in Aug. 2014. The VOC concentrations of these 

canister air samples were analyzed with a GC-MS (gas chromatography-mass 

spectrometry) in our lab. We collected canister samples at in total 6 sites. Among all 6 

sites, only one site showed higher downwind VOC concentrations than the upwind 

measurements. For all other sites, the VOC concentrations were either non-detected, or 

the downwind measurements were lower than the upwind measurements.  

6.2.4 Calculation of the VOC-to-CH4-ratio 

In order to compare the facility-level VOCs emissions in different natural gas production 

regions, I calculated the background corrected VOC-to-CH4-ratio (molar ratio, ppb/ppb). 
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The ambient background methane and ethane concentrations were calculated as the 

baseline fitting of the 1Hz measurement data, as indicated in Figure D.1. I use the 

baseline fitting function of MATLAB R2015a [234]. It firstly estimates the baseline points 

within several shifted windows of a certain width, and then does a regression to these 

baseline points using a spline approximation to get the baseline. The window widths I 

used to estimate the baseline of the CH4 and ethane measurements are ranged from 80 

– 500 s.  

For the VOCs measured by the GC-FID, in each sampled gas production region, we 

collected regional background samples at locations where no natural gas production 

facilities or other methane and VOCs sources are around, or at locations upwind of 

natural gas well pads. During the sampling of the ambient GC samples, the methane 

concentrations were measured concurrently at 1 Hz to confirm that no methane plume 

was sampled.  

In the Denver-Julesburg Basin and NEPA, only one ambient background sample was 

collected in each region. In the Uintah Basin, we collected 3 ambient background 

samples, and the minimum VOC concentrations among these three samples were taken 

as the ambient background VOC concentrations. In case that the concentration of a 

certain VOC species measured downwind of the site was lower than ambient 

background concentrations, I assumed the site does not emit that species and the 

background subtracted concentration of that VOC species equals zero.  

For benzene and toluene concentrations measured by the PTR-MS, I conducted 

baseline fittings to determine the ambient background concentration. For VOCs 

measured from the canister samples, the background subtracted VOCs concentrations 

were calculated using the downwind concentration minus the upwind concentration.  

6.2.5 Calculation of the VOCs emission rates 

For a subpart of the sties at which we measured the VOCs with GC-FID, we also 

measured the methane emission rates at the same time. For those sites that we have 

both the VOCs measurement and the methane emission rate measurement, the VOCs 

emission rates were calculated by scaling the concurrently measured methane emission 
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rates with the background corrected VOCs-to-CH4-ratio. It assumes that VOCs and 

methane were co-emitted by the measured sites and were well mixed in the downwind 

air parcel that we sampled. We measured the methane emission rates of these natural 

gas production sites by using either tracer-flux methods [128,139,235], EPA OTM(other 

test method) 33A [236], or the drive-by plume method [237]. Details about the methane 

emission rate measurement will be presented in two upcoming publications [137,138]. 

The methane emission rate measurement was conducted at the same time with the 

VOCs measurement. Only the mean values of the measured methane emission rates 

were used in this work to calculate the VOCs emission rates.  

6.3 Result and discussion 

6.3.1 VOC concentration 

All VOC (in ppb) and methane (in ppm) concentrations (not background corrected) 

measured downwind of natural gas production well pads and compressor stations in the 

Denver-Julesburg Basin, the Uintah Basin, and NEPA are presented in Figure 6.3 using 

box-whisker plots. The ambient background VOC concentrations in each basin and 

VOC concentrations reported by previous studies [35,38,238] are also shown in Figure 

6.3.  

The methane concentrations measured downwind of the facilities are in general around 

1.8 ppm, and sometimes it reaches 5-10 ppm. The ethane concentrations are in the 

range of 2-30 ppb. For all VOC species, the concentrations downwind of sites are close 

to or lower than 1 ppb. Compared with the Uintah Basin and the NEPA, the xylene and 

trimethylbenzene concentrations are slightly higher in Denver-Julesburg Basin. The 

median benzene concentration measured in the Denver-Julesburg Basin is about 7 and 

2 times higher than concentrations measured in the Uintah Basin and the NEPA, 

respectively. The dodecane concentration measured in NEPA is about an order of 

magnitude lower than it in the Denver-Julesburg Basin and the Uintah Basin. For all 

other VOC species, the concentrations measured in all regions are similar. All three 

basins have a similar total BTEX concentration. The variations of VOCs concentrations 
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in NEPA are smaller compared with it in the Denver-Julesburg Basin and the Uintah 

Basin.  

At all measured sites, the methane concentrations are about 10 ppb – 2.7 ppm higher 

than the regional background, and the ethane concentrations are about 1 ppb – 350 ppb 

higher than the regional background. The VOC concentrations measured downwind of 

the natural gas well pads and compressor stations were in general not significantly 

higher than the ambient background. In the Denver-Julesburg Basin, except for ethane, 

pentane, hexane, benzene, and heptane, which have an ambient background 

concentrations close to or lower than the 25th percentile of concentrations measured 

downwind of sites, all other VOCs species have an ambient background concentrations 

close to the median value of concentrations measured downwind of sites. In the Uintah 

Basin, the ethane ambient background is close to the median value of the site 

measurements, and the benzene and toluene ambient background concentrations are 

close to the 75th percentile of the site measurements. All other VOCs species have an 

ambient background concentrations that are close to or lower than the 25th percentile of 

concentrations measured downwind of sites. It can be noticed that the median 

ehylbenzene concentration measured downwind of sites in the Uintah Basin are an 

order of magnitude higher than the ambient background. In the NEPA, the acetone has 

an ambient background that close to the 75th percentile of the sites, and the median 

concentrations of benzene and octane measured downwind of sites are much higher 

than the ambient background. For all other VOCs species, their ambient background 

concentrations are close to the median value of the site downwind measurements. For 

the total BTEX concentration, in Denver-Julesburg Basin, the background concentration 

is close to the median value of the site measurements; while in the Uintah Basin and the 

NEPA, it is close to the 25th percentile of the site measurements.  

As shown in Figure 6.3(a), we captured in total 2 high VOC emitters in the Denver-

Julesburg Basin. The VOC concentrations measured at these high emitters are about 2-

3 orders of magnitude higher than the other sites. Both high emitters are natural gas 

production well pads, but they showed different characteristics for methane and VOCs 

emissions. The methane and ethane concentrations measured at high emitter #1 are 

similar with the median value of other sites, but VOC concentrations were significantly 
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higher, and the heavier compounds (C8 – C12) compounds showed a much higher 

concentrations compared with the lighter compounds (C3 – C8). For the high emitter #2, 

the methane and lighter VOCs compounds (C3 – C8) were significantly higher than 

other sites, and the heavier compounds (C8 – 12) have a much lower concentration 

compared with the lighter compounds (C3 - C8). The reason for the different VOC 

emission characteristics of these two high emitters is uncertain. It should be noticed that 

the high emitter #2 was measured in the night, and the significantly elevated methane 

and VOCs concentrations were mainly caused by the stagnation of the air in the night. 

For all other sites, measurements of VOCs and methane were conducted at daytime 

before sunset. 

The VOC-to-CH4 ratios of these two high emitters are compared with the averaged 

VOC-to-CH4 ratio measured at all other gas wells in the Denver-Julesburg Basin in 

Figure D.2. For all VOC species, the VOC-to-CH4 ratios of the high emitter #1 are much 

higher than the averaged ratio measured at other gas wells, while the high emitter #2 

has similar or lower VOC-to-CH4 ratios compared with other sites. It indicates that the 

high emitter #2 may not be a real ‘high emitter’; the significantly higher concentration we 

observed was mainly caused by the stagnation of air rather than the significantly higher 

VOC emissions from the site. In order to make sure the comparison between different 

gas production fields is not biased by the high emitters, these high emitters are 

excluded for the calculation of averaged VOC-to-CH4 ratio and VOC emission rates in 

the Denver-Julesburg Basin.    
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Figure 6.3 All VOC concentrations (in ppb) and methane concentrations (in ppm) measured in 

(a) the Denver-Julesburg Basin, (b) the Uintah Basin, and (c) Northeastern PA. I use box-and-

whisker plots to represent all measurements at gas production facilities for each species. The 

red line in the middle of the box represents the median concentration; the top and the bottom of 

the box represent 75th and 25th percentile, respectively. The background measurements of 

each basin are shown as blue crosses. Measurements from other studies [35,38,238] are also 

presented to compare with our results.  

 

The downwind BTEX concentrations were 57 ppb and 110 ppb for high emitter #1 and 

#2, respectively. These high BTEX concentrations detected in Denver-Julesburg Basin 

pose a potential concern of high BTEX exposure for people working and living on/near 

natural gas production facilities.  In order to show the potential health impact of 

exposing at the VOC concentrations measured downwind of these high emitters, the 

VOC hazardous ratio (HR) of these two high emitters are summarized in Table 6.2. The 

hazardous ratio is calculated using the VOC concentration measured downwind of high 

emitters divided by the reference concentration (RfC). The RfC used here are reported 

in the US EPA Integrated Risk Information System (IRIS) [239], and a continuous 

inhalation exposure to VOC concentrations no larger than the RfC has likely no 

appreciable risk of adverse health effect during the lifetime. As shown in Table 6.2, the 

HR of benzene measured at high emitter #2 and the o-xylene and trimethylbenzene 

measured at high emitter #1 are larger than 1, indicating people working and living 

on/near these high emitters may potentially have elevated risk of adverse health effect.   
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Table 6.2 Hazardous Ratio (HR) of VOC measured downwind of two high emitters in Denver-

Julesburg basin 

VOC species HR of high emitter #1 HR of high emitter #2 

Hexane 0.00 0.28 

Benzene 0.46 3.43 

Toluene 0.01 0.04 

Ethylbenzene 0.00 0.02 

m/p-xylene 0.52 0.27 

o-xylene 1.28 0.25 

1,3,5-trimethylbenzene 3.07 0.00 

1,2,4-trimethylbenzene 7.08 0.00 

1,2,3-trimethylbenzene 4.24 0.00 

 

In Figure 6.3 I compare the VOC concentrations measured downwind of natural gas 

production wells and compressor stations with the VOC concentrations in 28 cities in 

U.S. in 1999-2005.[238] The median ethane concentrations measured in all three gas 

production regions are about an order of magnitude higher than the 28-city average. For 

VOC species, the general trend is the lighter compounds (acetone and pentane) have a 

lower concentrations measured downwind of natural gas sites than the city average, 

while the heavier compounds (toluene, octane, ethylbenzene and xylene) have higher 

concentrations downwind of the natural gas sites. The median benzene concentration 

measured in the Denver-Julesburg Basin is higher than the 28-city average, while 

benzene in Uintah and the NEPA are lower. The median heptane concentrations 

measured in the Denver-Julesburg Basin and the NEPA are higher than the 28-city 

average, while in the NEPA it is lower. The median total BTEX concentrations 

measured in all three basins are about 70% - 1.3 times higher than the 28-city averaged 

BTEX concentration. This comparison suggests that that compared with in the cities, 

people work or live near/on natural gas production sites may potentially have higher 

exposures to BTEX.  

In Figure 6.3, the VOC concentrations measured in this work are also compared with 

the regional VOC concentrations measured previously in Boulder Atmospheric 

Observatory (BAO) [35] and in a ground site in Horse Poll in Uintah County [38]. The 

locations of BAO and the Horse Poll ground site are shown in Figure 6.1 (a) and (b). As 

shown in Figure 6.3 (a), compared with the BAO measurement, the pentane and 
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hexane concentrations measured downwind of gas facilities in the Denver-Julesburg 

Basin are about 1-2 order of magnitude lower, but xylene concentrations are 1-2 order 

of magnitude higher. The ethane concentrations measured in BAO are close to the 75th 

percentile of our facility downwind measurement, both studies measured similar 

benzene, heptane, and toluene concentrations. All VOC concentrations measured in 

Horse Poll in winter 2012 and winter 2013 (Figure 6.3(b)) are consistently about 1-2 

order of magnitude higher than our measurement in the Uintah basin. Since our 

measurement was conducted in spring/summer time, this difference reveals the 

seasonal trend of the VOC concentrations in the Uintah Basin. The lower temperature in 

the winter causes inversion events that can last for several days and leads to a stable 

atmospheric condition, which accumulates ground emissions and leads to a high VOC 

concentration in the atmosphere.   

6.3.2 Correlations between VOC and methane concentrations 

I quantified the correlation between background corrected methane (ΔCH4) and 

background corrected VOC concentrations (ΔVOC) using the correlation coefficient (R), 

which quantifies the linear dependence of two variables. I did this analysis for gas wells 

and compressor stations measured in different regions separately, and results are 

summarized in Table D.1. For each species measured in each region, the outliers, 

which are defined as values more than three standard deviations from the mean, were 

excluded from the analysis.  

The correlation between ΔCH4 and ΔEthane and the correlation between ΔCH4 and 

ΔBTEX measured at gas wells and compressor stations in the Uintah Basin are 

presented in Figure 6.4. As shown in the figure, the ΔCH4 and ΔEthane has a strong 

correlation (R2 larger than 0.9), but the correlations between ΔCH4 and ΔBTEX are 

weak. For the compressor stations in the Uintah Basin, although the R2 of ΔCH4 and 

ΔBTEX equals to 0.81, it is largely influenced by one single data point with much higher 

ΔCH4 and ΔBTEX. This trend is similar for other regions, the correlation between ΔCH4 

and ΔEthane is much better than the correlation between ΔCH4 and ΔVOC. The strong 

correlation between ΔCH4 and ΔEthane is because that the CH4 plumes we sampled 
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are emitted by natural gas production sites, and raw natural gas contains 1-21% of 

ethane [125]. The weak correlation between ΔCH4 and ΔVOC could potentially be 

because that there are other VOC emission sources besides the natural gas production 

facilities, or the VOC-to-methane ratio of the natural gas production facilities are highly 

site dependent. Since the regions where we conducted the measurement are all rural 

regions, and no other industrial processes or landfills are near the sites we visited, the 

chance that we had interference of VOC emissions from other sources is low. Previous 

regional measurements that covered a wider range of CH4 concentrations (2 - 15 ppm) 

in Uintah Basin [38] showed that the VOC concentrations have a good correlation with 

CH4 concentrations, and natural gas production facilities are a major source of VOC in 

gas production regions. Therefore, I assume that the major reason of the weak 

correlation between ΔCH4 and ΔVOC is that the VOC-to-methane ratio in different sites 

are highly variable, and I scaled up the methane emission rates with the VOC-to-

methane ratio to estimate the facility-level VOC emission rates.  
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Figure 6.4 Correlations between background corrected ethane concentrations (ΔEthane) and 

background corrected CH4 concentrations (ΔCH4) measured at (a) natural gas production wells 

and (b) compressor stations in the Uintah Basin, and correlations between background 

corrected BTEX concentrations (ΔBTEX) and ΔCH4 measured at (c) natural gas production 

wells and (d) compressor stations in the Uintah Basin. Crosses represent the measurement 

data, and red lines are linear regression results.  

 

6.3.3 Facility-level VOC emission rates 

All VOC emission rates measured at gas wells in the Denver-Julesburg Basin, the 

Uintah Basin, and the NEPA, and the VOCs emission rates measured at compressor 

stations in the Uintah Basin, are presented using the box-whisker plot in Figure 6.5. 

Results show that the facility-level VOC emissions measured downwind of the gas 
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production sites are highly variable. For all VOC species measured in all regions, their 

emission rates generally crossed a range of ~2-3 orders of magnitude. The large 

variability of measured facility-level VOC emission rates suggests that a single VOC 

emission profiles with a small uncertainty range may not be adequate to characterize 

VOC emissions for all gas production sites in a certain region, which makes it highly 

challenging to estimate the total VOC emission rates by surveying individual sites in a 

certain gas production region. The data of the median and the interquartile range of the 

VOC emission rates measured in each region are summarized in Table D.2.  

 

Figure 6.5 Facility-level VOC emission rates measured at (a) gas wells in the Denver-Julesburg 

Basin, (b) gas wells in the Uintah Basin, (c) compressor stations in the Uintah Basin, and (d) 
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gas wells in the NEPA. The emission rates of each VOC species are presented with the box-

whisker plot. The red line in the middle of the box represents the median emission rate; the top 

and the bottom of the box represent 75th and 25th percentile, respectively. 

 

The VOC emission rates of the high emitter #1 in the Denver-Julesburg Basin are also 

presented in Figure 7(a). The VOC emission rates of the high emitter #1 are about 1-2 

order of magnitude higher than the 75th percentile of all VOC emission rates measured 

at gas wells in the Denver-Julesburg Basin for almost all VOC species. It is because 

that it has a much higher VOC-to-methane ratio than other sites. 

 

Figure 6.6 (a) Averaged facility-level VOC emission rate measured in the Uintah Basin, and (b) 
the comparison of the averaged facility-level VOC emission rate measured at gas wells in the 
Denver-Julesburg Basin, the Uintah Basin, and the NEPA.  

 

We measured VOC emission rates at 9 gas production well pads and 7 compressor 

stations in the Uintah Basin, and it offers a chance to compare VOC emission rates from 

different types of sites (gas wells vs. compressor stations). In Figure 6.6 (a), I compared 
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the averaged VOC emission rates measured at gas wells and compressor stations in 

Uintah Basin. The ethane emission rate of compressor stations are about 2 times as it 

of gas wells, but the VOC emission rates of gas wells and compressor stations are in 

general similar. The ethane and hexane emission rates measured at the compressor 

stations are about 6 and 20 times higher than they measured at the gas wells, 

respectively. The benzene and heptane concentrations measured at the gas wells in the 

Uintah Basin are about 3 orders of magnitude lower than they measured at compressor 

stations, but they may be highly uncertain because of the choice of background 

concentrations, and it is further discussed in section D.2 in Appendix D.  

Since the gas wells we sampled in the Denver-Julesburg Basin and the Uintah Basin 

are mostly conventional gas well pads, while the gas wells we sampled in the NEPA are 

mostly unconventional gas well pads, I compared the averaged VOC emission rates 

measured at gas wells in all three regions to study the difference of VOC emissions of 

conventional and unconventional gas wells, and results are shown in Figure 6.6 (b). In 

general, the VOC emission rates measured in the Denver-Julesburg Basin and in the 

Uintah Basin are similar, while the VOC emission rates measured in the NEPA are 

lower than other two regions. It suggests that the unconventional wells may potentially 

have a lower facility-level VOC emissions compared with the conventional wells.  The 

benzene and heptane emission rates measured in the Uintah Basin are significantly 

lower than other regions. The averaged ethane emission rates measured in the Uintah 

Basin and NEPA are similar, while it measured at the Denver-Julesburg Basin is about 

16 times larger. For the total BTEX, the averaged emission rate measured in the Uintah 

Basin is about 30% higher than it measured in the NEPA, and the averaged BTEX 

emission rate measured in the Denver-Julesburg Basin is about 1.7 times higher than it 

measured in the Uintah Basin. 

6.3.4 PTR-MS and canister measurements 

Since we did not measure the CH4 emission rates during the PTR-MS and canister 

measurements, I cannot calculate the methane emission rates using PTR-MS and 

canister data, and only the VOC-to-CH4 ratios measured by PTR-MS and canister 
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samples are reported in this work. In Figure 6.7, I compared the VOC-to-CH4 ratio 

measured by PTR-MS and canister samples in SWPA with the VOC-to-CH4 ratio 

measured by GC-FID at gas wells in NEPA. The VOC-to-CH4 ratio measured by GC-

FID is further described in section D.1 in Appendix D.  The ethane-to-CH4 ratio 

measured at the canister site in the SWPA is about 4 times as the averaged ethane-to-

CH4 ratio measured in the NEPA, and the o-xylene-to-CH4 ratio measured in the 

canister site is similar with it measured in the NEPA. However, for benzene, toluene, 

ethylbenzene, and the m/p-xylene, the VOC-to-CH4 ratios measured from the canister 

sample are much lower (~1-2 order of magnitude lower) than the VOC-to-CH4 ratios 

measured in the NEPA. The benzene-to-CH4 ratio and the toluene-to-CH4 ratio 

measured with PTR-MS in the SWPA are about 1-2 order of magnitude higher than the 

canister measurements in the Marcellus Shale, and is also much higher than they 

measured in the NEPA with the GC-FID. It is potentially because that the high time 

resolution of the PTR-MS measurements makes it able to capture more high VOC 

emission events compared with the GC-FID and the canister measurement. Figure D.3 

shows the toluene concentrations concurrently measured by the PTR-MS and the GC-

FID at one PTR-MS site in the Marcellus Shale for over 24 hours. The toluene 

concentrations measured by both instruments are well agreed. However, for all toluene 

peaks showed up during the measurements, the GC-FID measurements can capture 

the increasing trend, but the peak concentrations measured by the GC-FID is much 

lower than the peak concentrations measured by the PTR-MS.    

 

Figure 6.7 Comparison of averaged VOC-to-CH4 ratio measured by the GD-FID at gas wells in 
the NEPA with the VOC-to-CH4 ratio measured with PTR-MS and canisters samples in SWPA.  
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6.3.5 Comparison with previous studies 

As discussed in section 1.4.1, since no previous studies reported the facility-level VOC 

emission rates, I compare our results with previous studies [36–38,129] by comparing 

the VOC-to-CH4 ratio, and results are summarized in Table 6.3. The VOC-to-CH4 ratios 

reported by previous studies are also presented in Figure D.2. Since only Warneke et 

al. [36] reported VOC-to-CH4 ratios measured downwind of oil and gas production 

facilities, and all other studies [37,38,129] reported regional VOC-to-CH4 ratio, the 

comparisons between our study and previous studies are mostly the comparison 

between the VOC-to-CH4 ratios measured at individual facilities and the regional VOC-

to-CH4 ratios.  

In the Denver-Julesburg Basin, the regional benzene-to-CH4 ratio measured by Pétron 

et al.[37] is about 90% lower than the mean benzene-to-CH4 ratio we measured at 

wells, but about 1 order of magnitude higher than it measured at compressor stations. It 

should be noticed that we only collected two GC-FID samples at one compressor 

stations in Denver-Julesburg Basin, and it may not be representative for all compressor 

stations in the region.   

In the Uintah Basin, the regional ethane-to-CH4 ratio reported by Helmig et al. [38] is 

slightly lower than the ethane-to-CH4 ratio we measured downwind of natural gas 

facilities, and the regional toluene-to-CH4 ratio is about an order of magnitude lower 

than it measured at gas facilities. For pentane, hexane, and benzene, the regional VOC-

to-CH4 ratios lie between the VOC-to-CH4 ratios measured downwind of gas wells and 

compressor stations. Warneke et al. [36] measured VOC-to-CH4 ratios downwind of 

natural gas production facilities in Uintah Basin, and the benzene-to-CH4 ratio they 

measured is close to what we measured at compressor stations, but over one order of 

magnitude higher than we measured at gas wells.  

In the Marcellus Shale, Yuan et al. [129] reported the regional benzene-to-CH4 ratio 

measured in the NEPA, and it lies between the benzene-to-CH4 ratios measured at gas 

wells and compressor stations, but is much closer to the gas well measurements. The 

regional benzene-to-CH4 ratio reported by Yuan et al. [129] is about 70% lower than it 



126 
 

measured at gas wells in NEPA. We only collected one sample at one compressor 

station in the NEPA, and it may not represent all compressor stations in the region.  

These comparisons in all three gas production fields in general show that the VOC-to-

CH4 ratios measured downwind of gas wells are higher than the regional VOC-to-CH4 

ratios. The enhanced VOC-to-CH4 ratio at gas wells indicates that the VOC we 

measured downwind of individual facilities are dominantly emitted by the gas production 

facilities.  

6.4 Conclusion 

The VOC concentrations and the facility-level VOC emission rates measured downwind 

at individual natural gas production well pads and compressor stations in the Denver-

Julesburg Basin, the Uintah Basin, and the NEPA are reported in this work. The VOC 

concentrations measured near facilities are in general not significantly higher than the 

regional background and the city ambient concentrations, except in the Denver-

Julesburg Basin, we observed significantly enhanced VOC concentrations, which are 

about 2-3 order of magnitude higher than other sites, at two gas production well pads. It 

poses potential concerns on high BTEX exposure for people working and living on/near 

natural gas production sites. 

The facility-level VOC emission rates measured at gas production facilities in all three 

gas production fields are highly variable and cross a range of ~2-3 order of magnitudes. 

It suggests that a single VOC emission profile may not be able to characterize VOC 

emissions from all natural gas production facilities, and to use a single emission factor 

to estimate the total VOC emissions from all gas production facilities in a region may 

yield highly uncertain result.  

The VOC emission rates of the natural gas production well pads and the compressor 

stations measured in the Uintah Basin are similar, except for the benzene and heptane, 

the emission rates of the gas wells are much lower than compressor stations. The VOC 

emission rates measured at gas wells in the NEPA are in general lower than they 

measured in the Denver-Julesburg Basin and the Uintah Basin, indicating that the 
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unconventional gas wells have a lower VOC emission rate compared with the 

conventional wells.  

Results of this work suggest that it is highly challenging to estimate VOC emissions of 

the entire O&NG production sector by surveying individual gas production facilities, and 

the top-down estimation may be a better way to constrain VOC emissions from all gas 

production facilities in a region. Since our measurements were conducted before EPA 

started to regulate VOC emissions from the O&NG production facilities, the facility-level 

VOC emission rates reported in this work can serve as the basis for future studies to 

test the effectiveness of the regulation policies.  
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Table 6.3 Comparison of the VOC-to-CH4 ratio (ppb/ppb) reported in this study and previous studies 

Gas production 

regions 

VOC 

species 
VOC-to-CH4 ratio of gas wells 

VOC-to-CH4 ratio of 

compressor stations 

VOC-to-CH4 

ratio reported by 

previous study 

Reference 

Denver-

Julesburg 
Benzene 1.95E-02 ± 3.04E-02 1.27E-05 ± 1.79E-05 1.36E-03 Petron et al.[37] 

Uintah 

Ethane 7.62E-02 ± 2.47E-02 7.03E-02 ± 4.53E-02 6.30E-02 

Helmig et al. [38] 

Pentane 1.00E-02 ± 1.84E-02 6.07E-04 ± 9.28E-04 3.20E-03 

Hexane 3.72E-03 ± 9.84E-03 1.11E-03 ± 1.26E-03 1.80E-03 

Benzene 1.05E-05 ± 3.31E-05 8.99E-04 ± 1.24E-03 5.80E-04 

Toluene 2.12E-02 ± 4.27E-02 6.19E-03 ± 5.76E-03 6.40E-04 

Benzene 1.05E-05 ± 3.31E-05 8.99E-04 ± 1.24E-03 6.73E-04 
Warneke et al. 

[36] 

Marcellus Shale Benzene 
7.51E-03 ± 1.62E-02 (GC-FID in 

NEPA) 

2.04E-05 (GC-FID in 

NEPA) 

1.95E-03 

(NEPA) 
Yuan et al. [129] 
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Chapter 7  

Constructing a Spatially Resolved Methane Emission 

Inventory of Natural Gas Production and Distribution 

over Contiguous United States
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7.1 Introduction 

Methane is the second most powerful greenhouse gas (GHG) after carbon 

dioxide [14]. The natural gas production and distribution is a major source of 

methane emissions in US [126]. Since 2010, the unconventional oil and natural 

gas (O&NG) production increased dramatically in United States [23], and it has 

raised concerns on the increase of methane emissions [30,31,33,34,240]. The 

Edgar v4.2 [134] and the EPA GHGI [135,136] are the two most commonly used 

methane emission inventories in US, and both inventories are spatially resolved 

across the contiguous US [136]. However, previous modeling and measurement 

studies [136,144] consistently show that both inventories may underestimate 

methane emissions from the natural gas production and distribution.  

In recent years, our research team at Carnegie Mellon University and other 

research teams have conducted many field measurements across the contiguous 

US to quantify methane emissions from natural gas production and distribution 

[128,137–143]. The EPA GHGI has already included results from recent ground 

measurements [142,143] for methane emissions from the natural gas 

transmission and distribution systems. However, for the natural gas production 

system, EPA GHGI still uses emission factors from the 1996 EPA/GRI (Gas 

Research Institute) studies [145]. Omara et al. [137] combined results from all 

these studies and provided a spatial distribution of methane emissions from 

onshore natural gas production over contiguous US, but no spatially resolved 

and up-to-date methane emission inventory for the entire natural gas production 

and distribution sector over the contiguous US exists at this moment. 

In this chapter, I constructed a gridded methane emission inventory of the natural 

gas production and distribution over the contiguous US using facility-level 

methane emissions reported by recent ground measurements in US 

[128,137,140,142,143]. The annual total methane emissions and the spatial 

pattern of our constructed inventory are compared with the EPA GHGI and the 

Edgar v4.2. In order to explore whether my inventory could potentially improve 
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the prediction of methane concentrations in the atmosphere, I modified the 

GEOS-Chem default methane emission inventory with my inventory and the EPA 

GHGI, and then run the GEOS-Chem methane simulations with either my 

inventory or the EPA GHGI. The simulated methane concentrations are 

compared with the GOSAT measurements to determine whether the simulation 

with my inventory or the simulation with the EPA GHGI could better represent the 

actual methane concentrations in the atmosphere.  

7.2 Method 

7.2.1 Inventory construction 

My built methane emission inventory of natural gas production and distribution is 

an annual inventory and has a spatial resolution of 0.1° latitude × 0.1° longitude 

over the contiguous United States. The base year of the inventory is 2015. The 

methane emissions of natural gas production and distribution are calculated as 

the product of emission factors and the activities. The emission factors I used to 

construct the inventory are methane emissions per gas well or methane 

emissions per facility reported by previous field measurement studies 

[128,137,140,142,143] and the EPA Greenhouse Gas Reporting Program 

(GHGRP) [173]. The activity data are number and locations of the natural gas 

facilities in the Contiguous United states, and the data are obtained from 

Drillinginfo [174], U.S. Energy Information Administration (EIA) [175], and EPA 

GHGRP [173]. The known locations of the natural gas facilities allow us to 

spatially distribute the methane emissions from the natural gas production and 

distribution processes. 

Following the EPA GHGI [126], the methane emissions of the natural gas 

production and distribution are composed of 4 sectors: the natural gas production, 

processing, transmission and distribution. Methane emission from the natural gas 

production consists of methane emissions from the on-shore natural gas 

production, the offshore natural gas production, the coalbed methane production, 
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and the natural gas gathering facilities. For methane emissions from the on-shore 

natural gas production, Omara et al.[137] estimated the averaged facility-level 

methane emissions in 48 basins/regions in United States. Since the methane 

emission factors of EPA GHGI for on-shore natural gas production are per-well 

basis, in order to compare with the EPA GHGI, I converted the methane 

emissions per-facility reported by Omara et al. [137] into per-well basis. For each 

basin/region, I obtained the total number of on-shore natural gas production 

facilities and the location and the number of gas wells in each production facility 

from the Drillinginfo [174]. I firstly calculated the total methane emissions in each 

basin/region using the facility-level methane emission and the total facility count, 

and then estimated the methane emissions per well in each basin/region using 

the total methane emission dividing by the total well count. The methane 

emissions from each facility are then calculated as the methane emissions per 

gas well multiplying by the number of gas wells of each natural gas production 

facility. It should also be noticed that the methane emissions reported by Omara 

et al. [137]  are for Dec. 2015, and only gas wells that were active in production 

in Dec. 2015 are included in the estimation of methane emissions. To calculate 

methane emissions in the entire 2015, I assume the on-shore gas production 

facilities in other months in 2015 have the same emission rate as in Dec. 2015, 

and the zero-production gas wells in Dec. 2015 were not included in my inventory. 

The total number of zero-production gas wells is only about 6% of the total 

number of non-zero-production gas wells [174].  

For the methane emissions from offshore natural gas production, following EPA 

GHGI [126], I used the platform-level methane emission data from the 2011 

Gulfwide Emission Inventory constructed by the Bureau of Ocean Energy 

Management (BOEM) [241]. The database also has location information of each 

platform, and it only has offshore natural gas facilities in the Gulf of Mexico. The 

total annual offshore methane emissions estimated by the EPA GHGI are the 

same from 2011-2015. Therefore, I assume the offshore methane emissions in 

2015 are the same as it in 2011. Methane emissions from the coalbed methane 

wells are estimated using the emission factors reported in EPA GHGI [126] and 
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the well count and location data are obtained from the Drillinginfo [174]. The EPA 

GHGI reported methane emissions per gallon-produced-water in Powder River, 

and methane emissions per well in Black Warrior. For coalbed methane 

production facilities in other regions, I assume they have the same methane 

emissions per-well as facilities in Black Warrior. Methane emissions from the 

natural gas gathering facilities are estimated using the facility-level methane 

emissions and the gathering station locations reported by Marchese et al. [140]. 

Marchese et al. [140] provided the location information of only a subpart of the 

extrapolated gathering stations in 8 states. I scaled up the facility-level methane 

emissions of these gathering stations with known locations to make sure that the 

total methane emissions from gathering facilities in each sate matches the 

estimation of Marchese et al. [140]. These 8 states in total are account for 84% of 

the methane emissions from all gathering facilities in U.S.  

For the processing plant, I calculated the methane emissions using the facility-

level methane emissions reported by Marchese et al. [140]. Data from EPA 

GHGRP [173] and EIA natural gas processing plant survey [175] are combined to 

get the locations of all processing plants in U.S. For processing plants that 

reported only to EIA, there are no latitude and longitude information available, 

and the zip code was used to determine the location of the plant. I identified in 

total 751 processing plants, which is about 13% higher than the processing plant 

count used by the EPA GHGI. [126]. 

For methane emissions from the natural gas transmission and distribution 

sectors, since the EPA GHGI has already included the emission factors reported 

by recent ground measurement [142,143], I kept them the same as gridded EPA 

methane emission inventory constructed by Maasakkers et al. [136].  

7.2.2 GEOS-Chem simulation 

I ran the GEOS-Chem (version 11-01) methane simulation with my built methane 

emission inventory or the gridded EPA GHGI built by Maasakkers et al. [136] to 

explore whether my built methane emission inventory of natural gas production 
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and distribution can potentially improve the predictions of methane 

concentrations in the atmosphere. The current version of GEOS-Chem (version 

11-01) uses the Edgar v4.2 [134] as the default methane emission inventories for 

all anthropogenic sources. I used HEMCO (Harvard-NASA Emission Component) 

to replace the methane emissions from natural gas production and distribution 

sector (1B2b) of Edgar 4.2 with my built inventory or the gridded methane 

emission inventory of natural gas production and distribution built by Maasakkers 

et al. [136]. For all other anthropogenic and natural methane emission sources, I 

kept the same with the default setting of GEOS-Chem version 11-01. The Edgar 

v4.2 has gridded methane emission data available up to the year of 2008. If no 

methane emission data is available for the current simulation year, GEOS-Chem 

methane simulation will use the emission data from the latest previous years.   

I ran the GEOS-Chem methane simulation over the nested North American 

domain (10° - 70 ° latitude, -140° - -40° longitude) at a spatial resolution of 0.5° 

latitude × 0.625° longitude over 47 vertical layers to get the daily methane 

concentration predictions for Feb. 2015. The MERRA-2 (Modern-Era 

Retrospective analysis for Research and Applications, Version 2) data was used 

as the meteorological field of the simulation. Results from global GEOS-Chem 

methane simulations (2° latitude × 2.5° longitude) were taken as the boundary 

conditions of the nested grid simulations over North American.  

In order to determine which simulation better represent the actual methane 

concentrations in the atmosphere, I compared the simulation results with 

methane concentrations measured by GOSAT (Greenhouse Gases Observing 

Satellite) in Feb. 2015. The GOSAT [242] was launched by the Japanese 

Aerospace Exploration Agency (JAXA) in Jan. 2009. It measures the absorption 

of the backscattered solar radiance in shortwave infrared (SWIR) to determine 

the methane abundance in the atmosphere. GOSAT has a pixel resolution of 10 

km × 10 km, but its coverage over the Contiguous U.S. is sparse over a month, 

as shown in Figure 7.3 (a). I used the University of Leicester version 7.0 GOSAT 

product [243] obtained from the European Space Agency Greenhouse GAS 

Climate Change Initiative (ESA GHG-CCI) data product site [244]. It provides the 
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daily column mixing ratio of methane (XCH4) retrieved from the GOSAT 

measurements, and the retrievals of XCH4 have already validated with the ground 

measurements from the Total Carbon Column Observing Network (TCCON). To 

compare the GEOS-Chem simulations with the GOSAT XCH4 retrievals, I used 

the code written by Dr. Melissa Sulprizio and Dr. Joannes Maasakkers in Harvard 

University to calculate XCH4 from the GEOS-Chem simulation results. This 

function will be described in detail in an upcoming publication. The averaging 

kernels of the GOSAT data were applied while calculating the XCH4 from the 

GEOS-Chem simulations. I calculated the GEOS-Chem simulated XCH4 only for 

those GEOS-Chem grid cells that has GOSAT XCH4 retrieval available during the 

time period of the simulation. For those GEOS-Chem grid cells that were not 

covered by GOSAT measurements, since no satellite averaging kernels are 

available, I did not calculate the XCH4 of the GEOS-Chem simulations.  

7.3 Result and discussion 

Figure 7.1 shows the gridded methane emissions (0.1° × 0.1°) over the 

contiguous U.S. for each sector of the natural gas production and distribution 

described in the method part, and the total annual methane emissions of each 

natural gas production and distribution sector are summarized in Table 7.1. 

Figure 7.1 (a) – (d) are the four subparts of the natural gas production sector 

showing in Figure 7.1 (e). Methane emissions from the on-shore natural gas 

production (Figure 7.1(a)) show hot spot in the major natural gas production 

basin/region across U.S., including the Marcellus Shale (Appalachian Basin) in 

Pennsylvania and West Virginia, Western Gulf in Texas and Louisiana, Fort 

Worth and Permian in Texas, and Anadarko in Oklahoma. The offshore methane 

emissions (Figure 7.1(b)) are only in the Gulf of Mexico. Methane emissions from 

coalbed methane production (Figure 7.1(c)) show hot spot in major coalbed 

methane production regions, including the Powder River Basin in Wyoming, the 

Balck Warrior Basin in Alabama, San Juan Basin and Raton Basin in northern 

New Mexico and Southern Colorado, and the Cherokee Platform in Kansas and 
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Oklahoma. Methane emissions from the gathering stations (Figure 7.1(d)) are 

high in some major gas production basin/region such as the northern part of the 

Marcellus Shale, Fort Worth Basin, Anadarko, San Juan Basin, and the Powder 

River Basin. Among all four sectors of natural gas production, the on-shore 

natural gas production dominates the methane emissions from the entire natural 

gas production sector (Figure 7.1(e)). It contributes to about 88% of the methane 

emissions from the natural gas production.  Methane emissions from the natural 

gas processing (Figure 7.1(f)) follow the spatial distribution of the gas processing 

plants and are mostly in Texas, Louisiana, Oklahoma and Wyoming.  

 

Figure 7.1 Gridded (0.1° × 0.1°) annual methane emissions of (a) on-shore natural gas 

production, (b) off-shore natural gas production, (c) coalbed methane production, (d) 

natural gas gathering, (e) natural gas production, and (f) natural gas processing over the 

contiguous US.  



137 
 

 

The gridded methane emissions (0.1° × 0.1°) of the entire natural gas production 

and distribution sector in contiguous U.S. are presented in Figure 7.2(a). As 

shown in Table 7.1, the natural gas production contributes to 73% of the 

methane emissions from the entire natural gas production and distribution sector, 

and the on-shore natural gas production alone contributes to 64% of the total 

methane emissions. Since the natural gas production dominates the methane 

emissions from the entire sector, the spatial trend of methane emissions from the 

natural gas production and distribution generally follows the spatial trend of the 

natural gas production and shows hot spot in major gas production fields 

including the Marcellus Shale in Pennsylvania and West Virginia, Western Gulf, 

Fort Worth, and Permian in Texas, and Anadarko in Oklahoma.  

I compared my built methane emission inventory with the methane emissions 

from natural gas production and distribution estimated by Edgar v4.2 [134] and 

EPA GHGI [126], and the total methane emissions estimated by these 

inventories are summarized in Table 7.1. For the entire natural gas production 

and distribution sector, the total annual methane emissions estimated by my 

inventory are 74% and 20% higher than the Edgar v4.2 and the EPA GHGI. 

Turner et al. [133] conducted inverse modeling using the Edgar v4.2 as the a 

priori emission field and the GOSAT XCH4 retrieval and concluded that the actual 

methane emissions from the oil and gas sectors in Contiguous U.S. could be 61% 

- 148% higher than the estimation of Edgar v4.2, and the methane emissions 

estimated my inventory are within this range. My inventory also indicates that the 

natural gas production has a higher contribution to the total methane emissions 

from the natural gas production and distribution than it estimated by the EPA 

GHGI (73% vs. 64%). It is mainly because that for the natural gas production, the 

current EPA GHGI still uses the emission factors reported by EPA and Gas 

Research Institute in 1996, while recent ground measurements suggest that the 

methane emission factors of the natural gas production facilities should be much 

higher [137]. Methane emissions from the natural gas processing estimated by 

my inventory are about 22% lower than the EPA GHGI. It is because that the 
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methane emissions per processing plant estimated by Marchese et al. [140] 

based on the recent field measurement is ~38% lower than it estimated by the 

EPA GHGI, although I identified more processing plants than the EPA GHGI.  

 

Figure 7.2 (a) Gridded (0.1° × 0.1°) methane emission inventory of natural gas 

production and distribution over the contiguous U.S., and the spatial difference of my 

inventory with the methane emissions of natural gas production and distribution 

estimated by (b) Edgar v4.2 and (c) EPA GHGI.  

 



139 
 

The spatial differences of my built methane emission inventory with the Edgar 

v4.2 and the EPA GHGI for the natural gas production and distribution are shown 

in Figure 7.2(b) and 2(c). Compared with my built inventory, methane emissions 

estimated the Edgar v4.2 are significantly lower in major gas production fields 

over the entire contiguous U.S (Figure 7.2(b)), which is similar with the 

comparison of EPA GHGI and Edgar v4.2 [136]. As shown in Figure 7.2(c), my 

built methane emission inventory also shows higher methane emissions in major 

gas production region than the gridded EPA GHGI, but the difference between 

my inventory and the EPA GHGI are smaller than the difference between my 

inventory and the Edgar v4.2. It can be also noticed that the methane emissions 

estimated by my inventory are lower than the EPA GHGI in some coalbed 

methane production regions, such as the Powder River Basin, the Black Warrior 

Basin, the Piceance Basin in Colorado, and the Southwestern Coal Region in 

Texas. It is probably because that the methane emission factor I used for 

coalbed methane wells in this work is lower that it used in Maasakkers et al. [136], 

or I may have missing coalbed wells compared with Maasakkers et al. [136]. But 

since the coalbed methane production only contribute to about 4% of the 

methane emissions from the entire natural gas production and distribution sector, 

it has a minor impact on the overall spatial trend of the methane emissions.  

The comparison of the GEOS-Chem simulated XCH4 and the GOSAT XCH4 

retrievals are presented in Figure 7.3. Results suggest that compared with the 

EPA GHGI, my methane emission inventory improves the agreement between 

simulated and satellite measured XCH4, but the improvement is very limited. All 

grid cells presented in Figure 7.3 are nested GEOS-Chem grid that has a spatial 

resolution of 0.5° latitude × 0.625° longitude. Figure 7.3(a) shows the monthly 

averaged XCH4 retrieved from the GOSAT measurement in Feb. 2015. The 

GOSAT measurement has a relatively sparse coverage over the contiguous U.S. 

in Feb. 2015. The GOSAT XCH4 retrievals in the eastern and southern U.S. are in 

general higher than the central and western U.S. (~ 1830 ppb v.s. ~1800 ppb), 

except in central California, the XCH4 could reach ~1900 ppb. The spatial 

differences of GOSAT XCH4 retrievals and the simulated XCH4 with EPA GHGI are 
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shown in Figure 7.3(b). The GEOS-Chem simulated methane concentrations are 

systematically ~20-60 ppb higher than the GOSAT XCH4 retrievals. In order to 

better compare the trend of satellite measurements and GEOS-Chem 

simulations, in Figure 7.3 and Figure 7.4, I added the average difference 

between GOSAT XCH4 retrievals and GEOS-Chem simulations, 44 ppb, to all 

GEOS-Chem simulated XCH4. The satellite and model differences are higher in 

some of the natural gas production fields, such as in the southwest Pennsylvania, 

Texas, and the northern Wyoming. Particularly, in the San Joaquin Basin in 

central California, the satellite and model have the highest difference. Figure 

7.1(c) shows the spatial comparison of the simulated XCH4 with my inventory and 

the simulated XCH4 with EPA GHGI. The two simulations are in general similar. 

The simulated XCH4 with my inventory are higher than the simulated XCH4 with 

EPA GHGI over some gas production fields, including the Marcellus Shale 

(Pennsylvania and West Virginia) and Fort Worth and Western Gulf in Texas, but 

the differences are only about 0.5 – 2 ppb, which is much smaller than the 

difference of GOSAT XCH4 retrievals and simulated XCH4 with EPA GHGI (~10 

ppb in Texas). In Figure 7.4 I compared the GOSAT XCH4 retrievals with the 

simulated XCH4 in each GEOS-Chem grid, and results show that the simulated 

XCH4 are well correlated with satellite measurements (R2 = 0.4). Compared with 

the model simulations with the EPA GHGI, the model simulations with my 

inventory slightly improved the model and satellite agreement (R2 = 0.4105 v.s. 

R2 = 0.4093). 
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Figure 7.3 (a) The GOSAT XCH4 retrievals in the Contiguous US in Feb. 2015, (b) the 

spatial difference of the GOSAT XCH4 retrievals and the GEOS-Chem simulated XCH4 

with EPA GHGI, and (c) the spatial difference of simulated XCH4 with my inventory and 

simulated XCH4 with the EPA GHGI.  
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The spatial differences of my inventory with the gridded EPA GHGI presented in 

Figure 7.2(c) show that the two inventories have large differences over some 

natural gas production regions. To further study how these regional differences of 

methane emissions could influence the regional methane concentrations, in 

Figure 7.5, I specifically focused on the methane emissions and the GEOS-Chem 

simulated XCH4 in the Marcellus Shale, where ~30% of the total U.S. on-shore 

natural gas are produced [174]. Figure 7.5 (a) show the spatial difference of 

methane emissions estimated by my inventory and the EPA GHGI for natural gas 

production and distribution in the Marcellus Shale, and Figure 7.5(b) show the 

difference of the simulated XCH4 with my inventory and the simulated XCH4 with 

EPA GHGI in the Marcellus Shale. Only 23 GEOS-Chem grid cells were cover by 

GOSAT measurement in Feb. 2011 in the Marcellus Shale region. The results 

show that although the methane emissions estimated by my inventory are over 

600 Gg/year higher than the EPA GHGI in the Marcellus Shale, the increase of 

the simulated XCH4 are small. The highest difference of the simulated XCH4 in a 

single grid cell is ~2ppb, and the averaged difference of XCH4 for all grid cells is 

0.46 ppb.  

 
Figure 7.4 Comparison of the GOSAT XCH4 retrievals with (a) the GEOS-Chem 

simulated XCH4 with the EPA GHGI, and (b) the GEOS-Chem simulated XCH4 with our 

constructed inventory. 
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Figure 7.5 (a) The spatial difference of methane emissions from the natural gas 

production and distribution in the Marcellus Shale estimated by my inventory and the 

EPA GHGI, and (b) the spatial difference of simulated XCH4 with my inventory and 

simulated XCH4 with the EPA GHGI in the Marcellus Shale.  

 

7.4 Conclusions 

I constructed a gridded (0.1° × 0.1°) methane emission inventory of the natural 

gas production and distribution over the contiguous US based on the facility-level 

methane emissions of natural gas production facilities reported by recent ground 

measurements. Compared with the EPA GHGI and the Edgar v4.2, my inventory 

show higher methane emissions over major natural gas production fields, and the 

total methane emissions of the natural gas production and distribution sector 

estimated by my inventory are 74% and 20% higher than the Edgar v4.2 and 

EPA GHGI, respectively. The total methane emissions from the natural gas 

production and distribution are dominantly (73%) contributed by the natural gas 

production sector.  

I also ran the GEOS-Chem methane simulation with either methane emission 

inventory of natural gas production and distribution constructed in this study or 

the gridded EPA GHGI and compared the results with the GOSAT 

measurements. Results show that my inventory can improve the model and 
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satellite comparison, but the improvement is very limited. The GEOS-Chem 

simulations with my inventory and EPA GHGI are similar, with small differences 

(0.5-2 ppb) over some major gas production fields.  

The spatially resolved methane emission inventory of natural gas production and 

distribution constructed in this work can be applied to update the current default 

methane emission inventory of GEOS-Chem, and the updated methane emission 

inventory can be used as a better a priori emission field for top-down studies that 

inversely estimate methane emissions from atmospheric methane observation. 
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Table 7.1 Methane emissions from natural gas production and distribution estimated by this study, the EPA GHGI, and the Edgar 
v4.2 

 CMU(2015) EPA GHGI(2012) Edgar v4.2 
(2008) 

Emission
(Gg/yr) 

Percentage 
in total 

emission 
(%) 

Emission
(Gg/yr) 

Percentage 
in total 

emission 
(%) 

 

Natural Gas Total 8271 - 6906 - 4758 
Production 6007 73 4442 64 - 
   On-shore gas and oil 
wells 

5254 64 - - - 

   Coalbed methane 319 4 - - - 
   Off-shore wells 271 3 - - - 
   Gathering station 162 2 - - - 
Processing 691 8 890 13 - 
Transmission 1116 13 1116 16 - 
Distribution 457 6 457 7 - 
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Chapter 8  

Conclusions and future work
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8.1 Conclusions 

In this work, we conducted multi-seasonal measurements in the Fort Pitt Tunnel in 

Pittsburgh, PA to characterize the gaseous and particulate air pollutants emitted from 

the on-road gasoline and diesel vehicles, which is a major energy use process that 

largely contributes to the air pollution in the urban area. And we also conducted mobile 

measurements in the Denver-Julesburg Basin, the Uintah Basin, and the Marcellus 

Shale to characterize the greenhouse gas and air pollutant emissions from the natural 

gas production system, which is a major energy production process that has increased 

dramatically in recent years and is expected to have a long-lasting impact in the future.  

I report the fuel-based vehicle emission factors of gaseous and particulate pollutants 

(NOx, CO, OC, EC, BC, PAH) measured in the traffic tunnel. The strong dependence of 

the fleet average vehicle emission factors to the  allows us to perform linear 

regression to apportion the gasoline and diesel vehicle emission factors. Since there are 

several sources of uncertainties for the linear regression method that are hard to 

quantify, for NOx, PAH and CO, which are measured at 1 Hz in the tunnel, I use the 1 

Hz data and integrate peaks of individual truck plumes to estimate emission factors of 

HDDV. The emission factors measured in this study are compared with emission factors 

measured by Greishop et al. [67] ~10 years ago in the Squirrel Hill Tunnel in Pittsburgh, 

and I found that the NOx, OC and EC emission factors of diesel vehicles and the NOx 

and OC emission factors of gasoline vehicles significantly dropped (~50 - 70%) over the 

past 10 years, while the EC emission factors of gasoline vehicles measured in both 

studies are similar. To further confirm this long-term trend, I summarized emission 

factors measured in previous tunnel studies in U.S. since 1990s and compared them 

with the change of vehicle emission standards in U.S. Results show that the stricter 

emission standards were effective on regulating NOx and PM emissions of diesel 

vehicles and the NOx, CO and PM emissions of gasoline vehicles, while the EC 

emissions of gasoline vehicles did not change too much over the past three decades. 

By studying the trend of HDDV-to-LDV emission factor ratios measured in the tunnel 

since 1990s, I found that the relative importance of HDDV on NOx and EC emissions 

% fuelD
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decreased, but the NOx, OC and EC emissions of HDDV remain significantly higher (~5-

10 times) than the LDV.  

The number-size distribution and mass-size distribution of vehicle emitted particles 

measured in the traffic tunnel are also reported in this work. I assumed the vehicle 

emitted particles are nanoparticle aggregates composed of 30 nm spherical primary 

particles to calculate the size-dependent particle mass. The number-size distribution of 

vehicle emitted particles showed only one mode at 16 nm. After evaporating under 

250 °C inside the TD, the median diameter of the number-size distribution of the vehicle 

emitted particles shifted from 16 nm to ~7 nm. The total particle number has a 

significant decrease (69%) after evaporating inside the TD, indicating that the vehicle 

emitted particles may be largely externally mixed, and a large fraction of vehicle emitted 

particles may be purely composed of volatile component. I also report a size-resolved 

volatile-to-non-volatile-component-ratio for vehicle emitted particles, which could be 

directly implemented into the TOMAS aerosol microphysics model in GEOS-Chem. It 

shows that the non-volatile component takes a large share (over 50%) of the mass of 

particles in the size range of 60 - 400 nm, while for particles in the size range of 10 – 60 

nm, they are dominantly (over 75%) composed of volatile component. I also conduct 

source apportionment to get the size-resolved particles and non-volatile particles mass 

and number emission factors for both gasoline and diesel vehicles.  

We measured the gas-particle partitioning of vehicle emitted POA in the traffic tunnel 

with three independent methods: artifact corrected bare-quartz filters, TD-ACSM 

measurements, and bare-Q filters analyzed with TD-GC-MS. Results from all methods 

consistently show that vehicle emitted POA measured in the traffic tunnel is semivolatile 

under a wide range of fleet compositions and ambient conditions. I compared the gas-

particle partitioning of POA measured in both tunnel and dynamometer studies and 

found that volatility distributions measured in the traffic tunnel are similar to volatility 

distributions measured in the dynamometer studies, and predict similar gas-particle 

partitioning in the TD. These results suggest that the POA volatility distribution 

measured in the dynamometer studies can be applied to describe gas-particle 

partitioning of ambient POA emissions. The POA volatility distribution measured in the 
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tunnel does not have significant diurnal or seasonal variations, which indicate that a 

single volatility distribution is adequate to describe the gas-particle partitioning of vehicle 

emitted POA in the urban environment.  

The VOC concentrations and the facility-level VOC emission rates measured downwind 

at individual natural gas production well pads and compressor stations in the Denver-

Julesburg Basin, the Uintah Basin, and the NEPA are reported in this work. The VOC 

concentrations measured near facilities are in general not significantly higher than the 

regional background and the city ambient concentrations, except at two gas production 

well pads the Denver-Julesburg Basin, we observed significantly enhanced VOC 

concentrations, which are about 2-3 order of magnitude higher than other sites. It poses 

potential concerns on high BTEX exposure for people working and living on/near natural 

gas production sites. The facility-level VOC emission rates measured at gas production 

facilities in all three gas production fields are highly variable and cross a range of ~2-3 

order of magnitudes. It suggests that a single VOC emission profile may not be able to 

characterize VOC emissions from all natural gas production facilities, and to use a 

single emission factor to estimate the total VOC emissions from all gas production 

facilities in a region may yield highly uncertain result. The VOC emission rates of the 

natural gas production well pads and the compressor stations measured in the Uintah 

Basin are similar. The VOC emission rates measured at gas wells in the NEPA are in 

general lower than they measured in the Denver-Julesburg Basin and the Uintah Basin, 

suggesting that the unconventional gas wells have a lower VOC emission rate 

compared with the conventional wells.  

I construct a gridded (0.1° × 0.1°) methane emission inventory of the natural gas 

production and distribution over the contiguous US based on the facility-level methane 

emissions of natural gas production facilities reported by recent ground measurements. 

Compared with the EPA GHGI and the Edgar v4.2, my inventory show higher methane 

emissions over major natural gas production fields, and the total methane emissions of 

the natural gas production and distribution sector estimated by my inventory are 74% 

and 20% higher than the Edgar v4.2 and EPA GHGI, respectively. The total methane 

emissions from the natural gas production and distribution are dominantly (73%) 
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contributed by the natural gas production sector. I also ran the GEOS-Chem methane 

simulation with either methane emission inventory constructed in this study or the 

gridded EPA GHGI and compared the results with the GOSAT measurements. Results 

show that my inventory can improve the model and satellite comparison, but the 

improvement is very limited. The GEOS-Chem simulations with my inventory and EPA 

GHGI are similar, with small differences (0.5-2 ppb) over some major gas production 

fields.  

The size-resolved emission factors of vehicle emitted particles and POA volatility 

distribution reported in this work can be applied by the chemical transport models to 

better quantify the contribution of vehicle emissions to the PM in the atmosphere.  

Since our measurement of VOC emissions of natural gas production facilities were 

conducted before EPA started to regulate VOC emissions from the O&NG production 

facilities in Aug. 2016, the facility-level VOC emission rates reported in this work can 

serve as the basis for future studies to test the effectiveness of the regulation policies. 

The spatially resolved methane emission inventory of natural gas production and 

distribution constructed in this work can be applied to update the current default 

methane emission inventory of GEOS-Chem, and the updated methane emission 

inventory can be used as a better a priori emission field for top-down studies that 

inversely estimate methane emissions from atmospheric methane observation.  

8.2 Future work 

8.2.1 Continuous measurement of on-road gasoline and diesel vehicle emissions 

Since the vehicle emission standards become stricter in US [100], and the application of 

new vehicle technology, such as the gasoline direct injection (GDI) engine, may alter 

the characteristic of on-road vehicle emissions [187,188], it is necessary to conduct on-

road studies to continuously monitoring vehicle emissions in the future in order to test 

the effectiveness of policies on regulating vehicle emissions, and to get up-to-date 

vehicle emission factors.  
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8.2.2 Continuous measurement of VOC emissions from natural gas production 

facilities 

Since US EPA started to regulate CH4 and VOC emissions from the natural gas 

production facilities since 2016, it is necessary to measure facility-level VOC emissions 

afterwards and compare with our measurement to see the effectiveness of the 

regulations. Also, more field surveys are needed to better estimate the fraction of VOC 

‘super emitters’ among all gas production facilities, and their contribution to the total 

VOC emissions from natural gas production systems. 
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Appendix A 

Supporting Information for  

Long-term trend of on-road gasoline and diesel vehicle emission factors 

measured in traffic tunnels 

 

 
Figure A.1 The uncertainty range of the linear regression fittings of (a) NOx, (b) OC, and 

(c) EC emission factors measured in the spring as a function of diesel fuel fractions in 

the tunnel and (d) NOx, (e) OC, (f) EC, and (g) BC emission factors measured in the 

winter as a function of diesel fuel fractions in the tunnel. Circles represent the 

measurement data. Solid lines are the linear regression fitting of the data, and the 

dashed lines are the 95% confidence bonds of the fitting. 
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Figure A.2 The uncertainty range of NOx emission factors as a function of diesel fuel 

fractions in the tunnel measured over (a) the left lane and (b) the right lane over one 

single week. Circles represent the measurement data. Solid lines are the linear 

regression fitting of the data, and the dashed lines are the 95% confidence bonds of the 

fitting. 

 

 
Figure A.3 (a) Comparison of OC emission factors and NOx emission factors measured 

in the tunnel. (b) Comparison of EC emission factors and NOx emission factors 

measured in the tunnel. Red solid lines are the linear regression fitting of the data.  
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Figure A.4 Example of diesel truck plumes captured in the Ft. Pitt tunnel. The two peaks 

in CO2 (centered at approximately t = 70 s and 130 s) indicate exhaust plumes from two 

passing diesel trucks. Coincident peaks in CO, NOx, and particle-bound PAHs are 

evident.  
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Figure A.5  The influence of the data averaging time on the mean, median, and mode 

value of the NOx emission factors measured in the tunnel in winter.  

 

 
Figure A.6 The frequency density distribution of 1-s CO emission factors measured in 

the tunnel in winter during the afternoon rush hour (16:00 – 18:00). Red line is the 

lognormal fitting of the distribution.  
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Table A.1 Number fractions of pre-LEV, LEV1, and LEV2 vehicles in Allegheny Countyin 

2010 

 

Tire Vehicle Model Year Vehicle number Fraction 

pre-
LEV 

before 1994 14961 0.02 

LEV1 1994-2003 275100 0.41 

LEV2 after 2004 377108 0.57 

Total 667169 1.00 

 
 
Table A.2 The frequency density distributions and mean, median, mode and variance of 
the NOx emission factors calculated with different data averaging time 
 

Data averaging time log(μ) log(σ) Mean Median Mode Variance 

1s 1.45 0.71 5.49 4.26 2.56 19.88 

1min 1.47 0.67 5.46 4.37 2.79 16.88 

10min 1.55 0.54 5.48 4.73 3.53 10.22 

30min 1.57 0.50 5.48 4.83 3.75 8.65 

1h 1.58 0.49 5.47 4.85 3.82 8.05 
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Appendix B 

Supporting Information for  

Size distribution of vehicle emitted primary particles measured in a traffic 

tunnel 

 
Figure B.1 The ratio of particle number concentrations measured by nano-SMPS and 

long-SMPS for 20 -120 nm particles sampled through (a) the bypass line and (b) the TD.  

 
 

 
Figure B.2 The ratio of particle number concentrations measured by nano-SMPS and 

long-SMPS for less than 20 nm particles. 
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Figure B.3 The ratio of the number concentrations measured by two long-SMPS. Both 

SMPS were sampling NaCl particles directly from the Teflon chamber.  

 

 
Figure B.4 The size-resolved particle transmissions through the TD under the flow rate 

of (a) 2.5 LPM, (b) 4.5 LPM, and (c) 9.5 LPM. (d) The comparison of TD particle 

transmissions under different flow rates. Dots represent the measurement data, and 

lines represent the fittings.  
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Figure B.5 Example of the particle (a) number and (b) mass size distributions measured 

by the SMPS before and after the nanoparticle aggregates correction.  

 

 

 
Figure B.6 Time series of the particle number size distributions measured in the tunnel 
through (a) bypass line and (b) the TD.  
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Figure B.7 The size-resolved mass ratio of volatile-to-non-volatile-component of vehicle 

emitted particles. Symbols represent the mean value, and bars represent the standard 

deviation of the hourly averaged data.  
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Figure B.8 Influence of the random sampling times on the coefficient of variance (COV) 

and R2 of the reconstructed and measured size-resolved EFN.  Symbols represent the 

mean value, and bars represent the standard deviation of all sampling results.  
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Figure B.9 The measured and calculated size-resolved EFN of vehicle emitted particles 

and non-volatile particles measured in different time periods. Shaded areas represent 

the uncertainty range of the calculated EFN.  
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B.1 Particle loss inside the TD 

I tested the particle loss inside the TD under different flow rate (2.5, 4.5, and 9.5 

LPM) with NaCl particles following the method described in previous studies 

[52,196]. To briefly summarize here, I generated some NaCl particles and firstly 

sent them into a 10 m3 Teflon chamber, and then the particles in the chamber 

were sent through a TD. Two long-SMPS were sampling at the upstream and the 

downstream of the TD simultaneously to characterize the particle transmissions 

trough the TD. Before characterizing the TD particle loss, both SMPS were 

sampling directly from the chamber at the same time to test the discrepancy of 

two instruments.  As shown in Figure B.3, the ratios of number concentrations 

measured by these two SMPS are relatively stable at the particle size range of 

22 - 378nm. Therefore, I fitted the particle transmission of this size range with the 

equation proposed by Stevanovic et al. [245] to get the TD transmissions of 4 – 

550 nm particles, and the result is shown in Figure B.4. The particle 

transmissions under different TD flow rate are similar. Therefore, for all TD data 

presented in this work, I used the TD particle transmission function under the 

flow rate of 9.5 LPM to correct for the particle loss.  

B.2 The size of primary particles of the nanoparticle aggregates measured 

in the tunnel. 

In order to justify the choice of 30 nm as the size of the primary particle of the 

nanoparticle aggregates measured in the tunnel, I varied the primary particle size 

(a = 20, 30, 50, 80, and 100 nm) and re-analyzed the SMPS size distribution data 

using the Nanoparticle Aggregate Mobility Analysis Software Module built in the 

Aerosol Instrument Manager Software for SMPS, and then performed the same 

analysis shown in Figure 4.1 to study how the size of the primary particles (a) 

would influence the comparison of particle mass measured by SMPS and other 

direct particle mass instruments. Results are shown in Table B.1. For particles 

measured through bypass line, assuming a = 80 or 100 nm would make SMPS 

over estimates the particle mass, and a = 20 nm would make SMPS greatly 

underestimate the particle mass. Although a = 50 nm would make the SMPS 
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mass closer to the OCEC mass than a = 30 nm, the correlation between SMPS 

mass and OCEC mass becomes worse. Also, as discussed in the text, since 

OCEC and SMPS have different size cut (<2.5 μm v.s. 4 – 550 nm), I expect the 

SMPS measured less mass than the OCEC. For particles measured through the 

TD, a = 50, 80, and 100nm makes SMPS greatly overestimate the particle mass, 

while a = 20 nm makes SMPS greatly underestimate the particle mass. The case 

that a = 30 nm makes the SMPS measured mass matches best with the 

Athalometer measured mass. Therefore, for both particles measured through the 

bypass line and the TD, a = 30 nm would make the SMPS measured mass best 

match other direct particle mass measurements.  

Table B.1 The influence of the primary particle size on the comparison between particle 

mass measured by SMPS and other instruments 

Primary particle size(a,nm) 20 30 50 80 100 Assuming 

Spherical  

Ratio of bypass SMPS mass 

to OCEC mass 

0.46 0.71 0.93 1.15 1.31 2.96 

Bypass R
2

 
0.61 0.65 0.57 0.69 0.70 0.47 

Ratio of TD SMPS mass to 

Aethalometer BC mass 

0.55 0.91 1.47 1.8 2.12 3.67 

TD R
2

 
0.68 0.68 0.68 0.67 0.66 -0.19 

 

B.3 Source apportionment of size-resolved emission factors of LDV and 

HDDV 

In order to determine the quality of the source apportionment, all measurement 

data were divided into two sets. Among all 60 hours of data, 30 hours were 

randomly selected as the training set, and the rest of data were used as the 

testing set. I performed the linear regression only to the training set to determine 

the size-dependent particle emission factors of LDV and HDDV (EFG and EFD, 

respectively), and then used use them to reconstruct the averaged size-

dependent particle emissions factor of the testing set (EF(t)) using the following 

equation: 
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)(%))(%1()( tfuelEFtfuelEFtEF DDDG    (1) 

where %fuelD(t) is the averaged diesel fuel fraction the testing set. The coefficient 

of determination (R2) and the coefficient of variation (COV) were calculated to 

determine how close the reconstructed size-dependent particle emission factor is 

to the actual measurement of the testing set. The COV is defined as the following 

equation: 

 
)(tmean

MSE
COV    (2) 

where MSE is the mean-squared error of the reconstructed size-dependent 

particle emission factor and the averaged measured size-dependent particle 

emission factor of the testing set, averaged across all size bins. And the mean (t) 

is the averaged particle number concentration of the testing set across all size 

bins. 

I repeated this random sampling process for n times, and the size-dependent 

particle emission factors of LDV and HDDV were determined as the average of 

all source apportionment results from n times of random sampling. The standard 

deviation of these results was regarded as the uncertainty of the estimated LDV 

and HDDV emission factors. In order to determine how many random samplings 

needed to create a representative estimation of LDV and HDDV emission factors, 

I varied n from 10 to 3000, and  the distributions of R2 and COV with n = 10-3000 

are presented in Figure B.8. It shows that when n≥400, the distributions of R2 and 

COV became stable. Therefore, 3000 times of random sampling is enough to 

generate a representative source apportionment result. 

As shown in Figure B.8, for the particle emission factors measured through the 

bypass line, the averaged COV and R2 of all 3000 times of random sampling 

processes was 0.17 and 0.997, respectively, indicating that the apportioned 

gasoline and diesel emission factor size-distributions was able to match the 

actual measurement. The averaged COV and R2 for the non-volatile particles 

emission factors measured through TD are slightly worse (0.4 and 0.97, 

respectively). To further test the quality of the source apportionment results, the 
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apportioned averaged LDV and HDDV emission factors size-distributions were 

used to reconstruct the vehicle emission factors during the weekday high traffic 

time, the weekday low traffic time, and the weekends (Figure B.9). For the 

particle emission factors measured through the bypass line, the reconstructed 

size-distributions well matched the measurement. For the non-volatile particle 

emission factors measured through the TD, the reconstructed results better 

matched the weekday measurement than the weekend measurement, which has 

a higher COV (1.27) and lower R2 (0.88). In general, the apportioned particle and 

non-volatile particle emission factors for LDV and HDDV are able to predict the 

actual measurement with an acceptable uncertainty.  
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Table B.2 The number of primary particles in the nanoparticle aggregate with a diameter 

of Dp 

 

Dp(nm) 
Number of 

primary 
particles(Np(Dp)) 

31.1 1.7 

32.2 1.8 

33.4 2 

34.6 2.1 

35.9 2.3 

37.2 2.4 

38.5 2.6 

40 2.8 

41.4 3 

42.9 3.2 

44.5 3.4 

46.1 3.6 

47.8 3.9 

49.6 4.2 

51.4 4.4 

53.3 4.8 

55.2 5.1 

57.3 5.4 

59.4 5.8 

61.5 6.2 

63.8 6.6 

66.1 7.1 

68.5 7.5 

71 8.1 

73.7 8.6 

76.4 9.2 

79.1 9.8 

Dp(nm) 
Number of 

primary 
particles(Np(Dp)) 

82 10.4 

85.1 11.1 

88.2 11.8 

91.4 12.6 

94.7 13.4 

98.2 14.3 

101.8 15.2 

105.5 16.2 

109.4 17.2 

113.4 18.3 

117.6 19.4 

121.9 20.6 

126.3 21.9 

131 23.3 

135.8 24.7 

140.7 26.2 

145.9 27.8 

151.2 29.4 

156.8 31.2 

162.5 33 

168.5 34.9 

174.7 37 

181.1 39.1 

187.7 41.3 

194.6 43.7 

201.7 46.1 

209.1 48.7 

Dp(nm) 
Number of 

primary 
particles(Np(Dp)) 

216.7 51.4 

224.7 54.2 

232.9 57.2 

241.4 60.2 

250.3 63.5 

259.5 66.8 

269 70.3 

278.8 74 

289 77.8 

299.6 81.8 

310.6 86 

322 90.3 

333.8 94.8 

346 99.5 

358.7 104.4 

371.8 109.5 

385.4 114.8 

399.5 120.3 

414.2 126.1 

429.4 132.1 

445.1 138.3 

461.4 144.7 

478.3 151.4 

495.8 158.4 

514 165.7 

532.8 173.2 

552.3 181.1 
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Table B.3-1 Size resolved particle emission factors of LDV and HDDV 

 
mean value 

Dp(nm) 
dEFN/dlogDp(#/kg fuel) dEFM/dlogDp(g/kg fuel) 

LDV HDDV LDV HDDV 
3.72 - 2.43E+15 - 7.87E-05 
3.85 - 1.87E+15 - 6.72E-05 

4 - 1.75E+15 - 7.05E-05 
4.14 9.92E+12 1.64E+15 4.42E-07 7.32E-05 
4.29 1.90E+13 1.57E+15 9.41E-07 7.79E-05 
4.45 1.63E+13 1.71E+15 9.04E-07 9.49E-05 
4.61 3.25E+13 1.75E+15 2.00E-06 1.08E-04 
4.78 5.19E+13 1.80E+15 3.56E-06 1.23E-04 
4.96 8.15E+13 1.83E+15 6.25E-06 1.40E-04 
5.14 9.34E+13 1.98E+15 7.97E-06 1.69E-04 
5.33 9.64E+13 2.20E+15 9.17E-06 2.09E-04 
5.52 8.94E+13 2.62E+15 9.45E-06 2.77E-04 
5.73 1.12E+14 2.86E+15 1.32E-05 3.38E-04 
5.94 1.41E+14 3.05E+15 1.86E-05 4.02E-04 
6.15 1.60E+14 3.47E+15 2.34E-05 5.07E-04 
6.38 1.90E+14 3.93E+15 3.10E-05 6.42E-04 
6.61 2.28E+14 4.59E+15 4.14E-05 8.32E-04 
6.85 2.83E+14 5.17E+15 5.72E-05 1.05E-03 
7.1 3.95E+14 5.41E+15 8.89E-05 1.22E-03 
7.37 6.14E+14 5.58E+15 1.54E-04 1.40E-03 
7.64 7.28E+14 6.25E+15 2.04E-04 1.75E-03 
7.91 7.74E+14 7.28E+15 2.41E-04 2.26E-03 
8.2 8.34E+14 8.48E+15 2.89E-04 2.94E-03 
8.51 8.74E+14 1.03E+16 3.38E-04 4.01E-03 
8.82 9.24E+14 1.23E+16 3.98E-04 5.28E-03 
9.14 1.00E+15 1.39E+16 4.82E-04 6.68E-03 
9.47 1.18E+15 1.50E+16 6.31E-04 7.99E-03 
9.82 1.37E+15 1.61E+16 8.17E-04 9.57E-03 
10.2 1.64E+15 1.70E+16 1.10E-03 1.13E-02 
10.6 1.90E+15 1.78E+16 1.42E-03 1.33E-02 
10.9 2.16E+15 1.81E+16 1.76E-03 1.47E-02 
11.3 2.36E+15 1.88E+16 2.14E-03 1.70E-02 
11.8 2.50E+15 1.95E+16 2.58E-03 2.02E-02 
12.2 2.63E+15 2.02E+16 3.01E-03 2.31E-02 
12.6 2.76E+15 2.06E+16 3.46E-03 2.59E-02 
13.1 2.86E+15 2.09E+16 4.03E-03 2.95E-02 
13.6 2.93E+15 2.10E+16 4.63E-03 3.32E-02 
14.1 3.01E+15 2.09E+16 5.30E-03 3.68E-02 
14.6 3.03E+15 2.08E+16 5.93E-03 4.07E-02 
15.1 3.03E+15 2.08E+16 6.56E-03 4.50E-02 
15.7 3.00E+15 2.09E+16 7.29E-03 5.08E-02 
16.3 2.99E+15 2.10E+16 8.14E-03 5.73E-02 
16.8 3.04E+15 2.09E+16 9.07E-03 6.24E-02 
17.5 3.03E+15 2.07E+16 1.02E-02 6.98E-02 
18.1 2.97E+15 2.03E+16 1.11E-02 7.57E-02 
18.8 2.88E+15 1.99E+16 1.20E-02 8.32E-02 
19.5 2.78E+15 1.93E+16 1.30E-02 8.97E-02 
20.2 2.71E+15 1.86E+16 1.40E-02 9.65E-02 
20.9 2.62E+15 1.78E+16 1.50E-02 1.02E-01 
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21.7 2.50E+15 1.70E+16 1.61E-02 1.09E-01 
22.5 2.41E+15 1.64E+16 1.72E-02 1.18E-01 
23.3 2.36E+15 1.56E+16 1.88E-02 1.24E-01 
24.1 2.24E+15 1.47E+16 1.97E-02 1.29E-01 
25 2.11E+15 1.38E+16 2.07E-02 1.35E-01 

25.9 1.93E+15 1.31E+16 2.11E-02 1.43E-01 
26.9 1.77E+15 1.23E+16 2.17E-02 1.50E-01 
27.9 1.61E+15 1.12E+16 2.20E-02 1.53E-01 
28.9 1.53E+15 1.01E+16 2.32E-02 1.52E-01 
30 1.41E+15 8.94E+15 2.39E-02 1.52E-01 

31.1 1.06E+15 6.82E+15 3.10E-02 1.98E-01 
32.2 9.84E+14 6.24E+15 3.07E-02 1.94E-01 
33.4 9.09E+14 5.48E+15 3.03E-02 1.83E-01 
34.6 8.26E+14 4.81E+15 2.95E-02 1.72E-01 
35.9 7.57E+14 4.12E+15 2.90E-02 1.58E-01 
37.2 6.93E+14 3.56E+15 2.84E-02 1.46E-01 
38.5 6.27E+14 3.11E+15 2.75E-02 1.36E-01 
40 5.67E+14 2.71E+15 2.67E-02 1.27E-01 

41.4 5.33E+14 2.31E+15 2.68E-02 1.16E-01 
42.9 5.09E+14 1.97E+15 2.74E-02 1.06E-01 
44.5 4.60E+14 1.71E+15 2.65E-02 9.83E-02 
46.1 4.08E+14 1.47E+15 2.51E-02 9.06E-02 
47.8 3.59E+14 1.29E+15 2.37E-02 8.49E-02 
49.6 3.21E+14 1.11E+15 2.26E-02 7.85E-02 
51.4 2.85E+14 9.74E+14 2.15E-02 7.35E-02 
53.3 2.47E+14 9.61E+14 1.99E-02 7.75E-02 
55.2 2.24E+14 8.56E+14 1.93E-02 7.38E-02 
57.3 1.96E+14 7.84E+14 1.81E-02 7.22E-02 
59.4 1.71E+14 6.81E+14 1.69E-02 6.70E-02 
61.5 1.5E+14 6.5E+14 1.57E-02 6.84E-02 
63.8 1.45E+14 5.58E+14 1.63E-02 6.27E-02 
66.1 1.38E+14 4.9E+14 1.66E-02 5.88E-02 
68.5 1.32E+14 4.28E+14 1.69E-02 5.47E-02 
71 1.24E+14 3.91E+14 1.69E-02 5.34E-02 

73.7 1.18E+14 3.25E+14 1.72E-02 4.74E-02 
76.4 1.14E+14 2.83E+14 1.77E-02 4.40E-02 
79.1 1.04E+14 3E+14 1.73E-02 4.97E-02 
82 9.48E+13 3.32E+14 1.68E-02 5.88E-02 

85.1 1.04E+14 2.37E+14 1.95E-02 4.46E-02 
88.2 9.21E+13 2.25E+14 1.85E-02 4.52E-02 
91.4 8.69E+13 2.09E+14 1.86E-02 4.47E-02 
94.7 8.17E+13 1.94E+14 1.86E-02 4.42E-02 
98.2 7.15E+13 2.39E+14 1.73E-02 5.81E-02 

101.8 6.65E+13 2.29E+14 1.72E-02 5.90E-02 
105.5 6.26E+13 2.1E+14 1.72E-02 5.76E-02 
109.4 5.85E+13 1.96E+14 1.71E-02 5.71E-02 
113.4 5.53E+13 1.72E+14 1.72E-02 5.35E-02 
117.6 5.19E+13 1.55E+14 1.71E-02 5.11E-02 
121.9 4.89E+13 1.4E+14 1.71E-02 4.91E-02 
126.3 4.61E+13 1.26E+14 1.71E-02 4.70E-02 
131 4.56E+13 1.02E+14 1.80E-02 4.03E-02 

135.8 4.36E+13 8.74E+13 1.83E-02 3.66E-02 
140.7 4.15E+13 7.66E+13 1.84E-02 3.40E-02 
145.9 4.12E+13 5.99E+13 1.94E-02 2.82E-02 
151.2 3.86E+13 6.7E+13 1.93E-02 3.35E-02 
156.8 3.59E+13 5.86E+13 1.90E-02 3.10E-02 
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standard deviation 

Dp(nm) 
dEFN/dlogDp(#/kg fuel) dEFM/dlogDp(g/kg fuel) 

LDV HDDV LDV HDDV 
3.72 1.66E+14 1.66E+15 5.36E-06 5.37E-05 
3.85 1.44E+14 1.42E+15 5.15E-06 5.08E-05 

4 1.20E+14 1.10E+15 4.81E-06 4.44E-05 
4.14 1.06E+14 9.60E+14 4.71E-06 4.28E-05 
4.29 9.60E+13 9.15E+14 4.76E-06 4.54E-05 
4.45 9.68E+13 9.32E+14 5.36E-06 5.16E-05 
4.61 8.88E+13 8.36E+14 5.47E-06 5.14E-05 
4.78 8.70E+13 8.14E+14 5.97E-06 5.59E-05 
4.96 9.04E+13 8.42E+14 6.93E-06 6.45E-05 
5.14 8.22E+13 7.06E+14 7.01E-06 6.02E-05 
5.33 7.89E+13 7.03E+14 7.50E-06 6.69E-05 
5.52 9.16E+13 9.02E+14 9.68E-06 9.53E-05 
5.73 8.08E+13 7.36E+14 9.56E-06 8.70E-05 
5.94 8.82E+13 7.84E+14 1.16E-05 1.03E-04 
6.15 9.83E+13 8.25E+14 1.44E-05 1.21E-04 
6.38 1.07E+14 9.23E+14 1.75E-05 1.51E-04 

162.5 3.33E+13 5.09E+13 1.86E-02 2.85E-02 
168.5 3.11E+13 5.06E+13 1.84E-02 3.00E-02 
174.7 2.93E+13 4.92E+13 1.84E-02 3.09E-02 
181.1 2.76E+13 4.63E+13 1.83E-02 3.07E-02 
187.7 2.57E+13 4.35E+13 1.80E-02 3.05E-02 
194.6 2.42E+13 4.4E+13 1.80E-02 3.26E-02 
201.7 2.29E+13 3.97E+13 1.80E-02 3.11E-02 
209.1 2.16E+13 3.69E+13 1.79E-02 3.05E-02 
216.7 2.07E+13 2.99E+13 1.81E-02 2.60E-02 
224.7 1.97E+13 2.39E+13 1.81E-02 2.20E-02 
232.9 1.83E+13 2.69E+13 1.77E-02 2.61E-02 
241.4 1.71E+13 2.84E+13 1.74E-02 2.91E-02 
250.3 1.6E+13 3.38E+13 1.73E-02 3.64E-02 
259.5 1.4E+13 3.76E+13 1.59E-02 4.26E-02 
269 1.33E+13 3.73E+13 1.59E-02 4.45E-02 

278.8 1.25E+13 3.24E+13 1.57E-02 4.06E-02 
289 1.18E+13 2.83E+13 1.55E-02 3.73E-02 

299.6 1.06E+13 3.02E+13 1.47E-02 4.19E-02 
310.6 9.73E+12 3.28E+13 1.42E-02 4.79E-02 
322 8.88E+12 2.97E+13 1.36E-02 4.56E-02 

333.8 9.08E+12 3.55E+13 1.46E-02 5.72E-02 
346 7.97E+12 3.29E+13 1.35E-02 5.56E-02 

358.7 7.17E+12 2.99E+13 1.27E-02 5.30E-02 
371.8 6.25E+12 2.69E+13 1.16E-02 5.00E-02 
385.4 5.58E+12 2.39E+13 1.09E-02 4.65E-02 
399.5 4.78E+12 2.08E+13 9.77E-03 4.24E-02 
414.2 4.21E+12 1.81E+13 9.01E-03 3.86E-02 
429.4 3.65E+12 1.55E+13 8.19E-03 3.48E-02 
445.1 3.66E+12 1.14E+13 8.60E-03 2.68E-02 
461.4 3.35E+12 9.58E+12 8.22E-03 2.35E-02 
478.3 3.71E+12 6.33E+12 9.53E-03 1.63E-02 
495.8 3.28E+12 5.16E+12 8.82E-03 1.39E-02 
514 2.91E+12 4.57E+12 8.19E-03 1.28E-02 

532.8 2.64E+12 3.97E+12 7.75E-03 1.17E-02 
552.3 2.23E+12 3.82E+12 6.86E-03 1.17E-02 
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6.61 1.30E+14 1.19E+15 2.35E-05 2.16E-04 
6.85 1.44E+14 1.33E+15 2.90E-05 2.69E-04 
7.1 1.54E+14 1.21E+15 3.47E-05 2.72E-04 
7.37 2.87E+14 1.52E+15 7.21E-05 3.83E-04 
7.64 3.35E+14 1.70E+15 9.38E-05 4.75E-04 
7.91 3.06E+14 1.75E+15 9.50E-05 5.45E-04 
8.2 2.81E+14 1.73E+15 9.72E-05 5.98E-04 
8.51 2.88E+14 1.96E+15 1.11E-04 7.57E-04 
8.82 3.35E+14 2.53E+15 1.44E-04 1.09E-03 
9.14 3.70E+14 2.97E+15 1.77E-04 1.43E-03 
9.47 3.79E+14 2.91E+15 2.02E-04 1.56E-03 
9.82 3.93E+14 2.86E+15 2.34E-04 1.70E-03 
10.2 4.55E+14 3.06E+15 3.03E-04 2.04E-03 
10.6 5.04E+14 3.30E+15 3.77E-04 2.47E-03 
10.9 5.04E+14 3.33E+15 4.10E-04 2.71E-03 
11.3 5.13E+14 3.45E+15 4.66E-04 3.13E-03 
11.8 5.41E+14 3.77E+15 5.58E-04 3.89E-03 
12.2 5.59E+14 3.97E+15 6.38E-04 4.53E-03 
12.6 5.76E+14 4.17E+15 7.24E-04 5.24E-03 
13.1 5.86E+14 4.36E+15 8.27E-04 6.16E-03 
13.6 5.97E+14 4.47E+15 9.43E-04 7.07E-03 
14.1 6.00E+14 4.52E+15 1.06E-03 7.96E-03 
14.6 5.98E+14 4.55E+15 1.17E-03 8.90E-03 
15.1 5.88E+14 4.57E+15 1.27E-03 9.88E-03 
15.7 5.72E+14 4.48E+15 1.39E-03 1.09E-02 
16.3 5.68E+14 4.53E+15 1.55E-03 1.23E-02 
16.8 5.79E+14 4.52E+15 1.73E-03 1.35E-02 
17.5 5.83E+14 4.53E+15 1.96E-03 1.53E-02 
18.1 5.66E+14 4.45E+15 2.11E-03 1.66E-02 
18.8 5.46E+14 4.34E+15 2.28E-03 1.81E-02 
19.5 5.26E+14 4.24E+15 2.45E-03 1.97E-02 
20.2 5.16E+14 4.15E+15 2.67E-03 2.15E-02 
20.9 5.17E+14 4.07E+15 2.97E-03 2.34E-02 
21.7 5.01E+14 3.92E+15 3.22E-03 2.52E-02 
22.5 5.00E+14 3.96E+15 3.58E-03 2.83E-02 
23.3 5.17E+14 4.04E+15 4.11E-03 3.21E-02 
24.1 5.08E+14 3.99E+15 4.46E-03 3.51E-02 
25 4.90E+14 3.96E+15 4.82E-03 3.89E-02 

25.9 4.64E+14 3.86E+15 5.07E-03 4.22E-02 
26.9 4.40E+14 3.76E+15 5.39E-03 4.60E-02 
27.9 4.07E+14 3.52E+15 5.56E-03 4.81E-02 
28.9 3.85E+14 3.36E+15 5.84E-03 5.10E-02 
30 3.55E+14 3.09E+15 6.02E-03 5.25E-02 

31.1 2.82E+14 2.48E+15 8.18E-03 7.20E-02 
32.2 2.66E+14 2.34E+15 8.27E-03 7.28E-02 
33.4 2.39E+14 2.09E+15 7.97E-03 6.98E-02 
34.6 2.16E+14 1.89E+15 7.71E-03 6.75E-02 
35.9 1.93E+14 1.68E+15 7.39E-03 6.42E-02 
37.2 1.77E+14 1.54E+15 7.27E-03 6.32E-02 
38.5 1.64E+14 1.44E+15 7.20E-03 6.30E-02 
40 1.54E+14 1.36E+15 7.22E-03 6.38E-02 

41.4 1.50E+14 1.30E+15 7.54E-03 6.54E-02 
42.9 1.51E+14 1.24E+15 8.11E-03 6.69E-02 
44.5 1.41E+14 1.15E+15 8.11E-03 6.60E-02 
46.1 1.25E+14 1.03E+15 7.68E-03 6.37E-02 
47.8 1.10E+14 9.31E+14 7.22E-03 6.14E-02 
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49.6 9.80E+13 8.53E+14 6.91E-03 6.01E-02 
51.4 8.75E+13 7.81E+14 6.60E-03 5.89E-02 
53.3 7.85E+13 7.16E+14 6.33E-03 5.77E-02 
55.2 6.98E+13 6.3E+14 6.01E-03 5.43E-02 
57.3 6.15E+13 5.65E+14 5.67E-03 5.20E-02 
59.4 5.37E+13 4.98E+14 5.29E-03 4.90E-02 
61.5 4.72E+13 4.49E+14 4.96E-03 4.72E-02 
63.8 4.01E+13 3.78E+14 4.51E-03 4.24E-02 
66.1 3.66E+13 3.37E+14 4.38E-03 4.04E-02 
68.5 3.35E+13 3E+14 4.28E-03 3.85E-02 
71 3.19E+13 2.83E+14 4.36E-03 3.87E-02 

73.7 2.99E+13 2.58E+14 4.36E-03 3.77E-02 
76.4 2.8E+13 2.37E+14 4.36E-03 3.68E-02 
79.1 2.74E+13 2.35E+14 4.55E-03 3.90E-02 
82 2.63E+13 2.3E+14 4.65E-03 4.06E-02 

85.1 2.59E+13 2.07E+14 4.87E-03 3.89E-02 
88.2 2.75E+13 2.15E+14 5.51E-03 4.31E-02 
91.4 2.59E+13 2.02E+14 5.54E-03 4.32E-02 
94.7 2.43E+13 1.89E+14 5.54E-03 4.30E-02 
98.2 2.32E+13 1.89E+14 5.62E-03 4.57E-02 
101.8 2.12E+13 1.74E+14 5.47E-03 4.49E-02 
105.5 1.94E+13 1.59E+14 5.32E-03 4.36E-02 
109.4 1.75E+13 1.42E+14 5.11E-03 4.15E-02 
113.4 1.6E+13 1.28E+14 4.96E-03 3.97E-02 
117.6 1.46E+13 1.13E+14 4.80E-03 3.71E-02 
121.9 1.33E+13 9.95E+13 4.67E-03 3.48E-02 
126.3 1.22E+13 8.77E+13 4.54E-03 3.26E-02 
131 1.14E+13 7.62E+13 4.49E-03 3.01E-02 

135.8 1.05E+13 6.96E+13 4.39E-03 2.92E-02 
140.7 9.85E+12 6.35E+13 4.38E-03 2.82E-02 
145.9 9.36E+12 5.91E+13 4.41E-03 2.78E-02 
151.2 8.84E+12 5.68E+13 4.41E-03 2.84E-02 
156.8 8.15E+12 5.21E+13 4.31E-03 2.76E-02 
162.5 7.45E+12 4.86E+13 4.17E-03 2.72E-02 
168.5 6.78E+12 4.41E+13 4.02E-03 2.61E-02 
174.7 6.21E+12 4.05E+13 3.90E-03 2.54E-02 
181.1 5.65E+12 3.77E+13 3.75E-03 2.50E-02 
187.7 5.06E+12 3.38E+13 3.55E-03 2.37E-02 
194.6 4.67E+12 3.23E+13 3.46E-03 2.39E-02 
201.7 4.32E+12 3.08E+13 3.38E-03 2.41E-02 
209.1 4.02E+12 2.89E+13 3.32E-03 2.39E-02 
216.7 3.84E+12 2.81E+13 3.35E-03 2.45E-02 
224.7 3.64E+12 2.77E+13 3.35E-03 2.55E-02 
232.9 3.42E+12 2.63E+13 3.31E-03 2.55E-02 
241.4 3.23E+12 2.46E+13 3.30E-03 2.52E-02 
250.3 3.27E+12 2.47E+13 3.52E-03 2.66E-02 
259.5 3.17E+12 2.34E+13 3.59E-03 2.65E-02 
269 3.05E+12 2.22E+13 3.64E-03 2.65E-02 

278.8 3.03E+12 2.26E+13 3.81E-03 2.84E-02 
289 2.96E+12 2.18E+13 3.91E-03 2.87E-02 

299.6 2.84E+12 2.04E+13 3.94E-03 2.83E-02 
310.6 2.67E+12 1.91E+13 3.89E-03 2.78E-02 
322 2.54E+12 1.75E+13 3.90E-03 2.68E-02 

333.8 2.58E+12 1.75E+13 4.15E-03 2.82E-02 
346 2.4E+12 1.59E+13 4.05E-03 2.69E-02 

358.7 2.27E+12 1.5E+13 4.01E-03 2.66E-02 
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371.8 2.11E+12 1.39E+13 3.93E-03 2.58E-02 
385.4 1.93E+12 1.25E+13 3.76E-03 2.43E-02 
399.5 1.77E+12 1.13E+13 3.62E-03 2.30E-02 
414.2 1.64E+12 1.01E+13 3.50E-03 2.16E-02 
429.4 1.51E+12 9.18E+12 3.39E-03 2.06E-02 
445.1 1.42E+12 8.2E+12 3.32E-03 1.92E-02 
461.4 1.31E+12 7.24E+12 3.21E-03 1.78E-02 
478.3 1.23E+12 6.38E+12 3.15E-03 1.64E-02 
495.8 1.15E+12 5.64E+12 3.10E-03 1.52E-02 
514 1.07E+12 5.05E+12 3.01E-03 1.42E-02 

532.8 9.88E+11 4.3E+12 2.90E-03 1.26E-02 
552.3 8.85E+11 3.89E+12 2.72E-03 1.20E-02 

 
 

Table B.3-2 Size resolved non-volatile particle emission factors of LDV and HDDV 

 
mean value 

Dp(nm) 
dEFN/dlogDp(#/kg fuel) dEFM/dlogDp(g/kg fuel) 

LDV HDDV LDV HDDV 
3.72 8.10E+14 1.71E+15 2.62E-05 5.53E-05 
3.85 6.61E+14 2.47E+15 2.37E-05 8.84E-05 

4 6.68E+14 2.19E+15 2.68E-05 8.82E-05 
4.14 6.03E+14 2.93E+15 2.69E-05 1.31E-04 
4.29 5.87E+14 2.73E+15 2.91E-05 1.36E-04 
4.45 4.80E+14 4.06E+15 2.66E-05 2.25E-04 
4.61 2.13E+14 7.00E+15 1.31E-05 4.31E-04 
4.78 1.75E+14 7.29E+15 1.20E-05 5.00E-04 
4.96 2.31E+14 6.65E+15 1.77E-05 5.10E-04 
5.14 2.60E+14 6.35E+15 2.22E-05 5.42E-04 
5.33 2.61E+14 5.96E+15 2.48E-05 5.67E-04 
5.52 2.67E+14 6.55E+15 2.82E-05 6.92E-04 
5.73 2.50E+14 6.92E+15 2.95E-05 8.18E-04 
5.94 2.53E+14 7.11E+15 3.33E-05 9.37E-04 
6.15 2.48E+14 7.13E+15 3.62E-05 1.04E-03 
6.38 2.79E+14 7.04E+15 4.54E-05 1.15E-03 
6.61 2.69E+14 7.07E+15 4.88E-05 1.28E-03 
6.85 3.00E+14 6.94E+15 6.06E-05 1.40E-03 
7.1 2.72E+14 6.88E+15 6.12E-05 1.55E-03 
7.37 2.94E+14 6.61E+15 7.39E-05 1.66E-03 
7.64 3.00E+14 6.54E+15 8.40E-05 1.83E-03 
7.91 3.27E+14 6.22E+15 1.02E-04 1.93E-03 
8.2 3.03E+14 5.95E+15 1.05E-04 2.06E-03 
8.51 2.87E+14 5.71E+15 1.11E-04 2.21E-03 
8.82 2.96E+14 5.18E+15 1.27E-04 2.23E-03 
9.14 2.55E+14 4.78E+15 1.22E-04 2.29E-03 
9.47 2.59E+14 4.19E+15 1.38E-04 2.23E-03 
9.82 2.50E+14 3.76E+15 1.49E-04 2.23E-03 
10.2 2.40E+14 3.21E+15 1.60E-04 2.14E-03 
10.6 2.42E+14 2.72E+15 1.81E-04 2.04E-03 
10.9 2.19E+14 2.36E+15 1.78E-04 1.92E-03 
11.3 1.95E+14 2.02E+15 1.77E-04 1.83E-03 
11.8 1.85E+14 1.74E+15 1.91E-04 1.80E-03 
12.2 1.63E+14 1.56E+15 1.86E-04 1.78E-03 
12.6 1.65E+14 1.30E+15 2.08E-04 1.63E-03 
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13.1 1.52E+14 1.21E+15 2.15E-04 1.71E-03 
13.6 1.44E+14 1.11E+15 2.27E-04 1.75E-03 
14.1 1.38E+14 9.91E+14 2.43E-04 1.75E-03 
14.6 1.26E+14 9.59E+14 2.46E-04 1.88E-03 
15.1 1.17E+14 9.77E+14 2.53E-04 2.11E-03 
15.7 1.11E+14 9.53E+14 2.70E-04 2.32E-03 
16.3 1.15E+14 9.38E+14 3.13E-04 2.55E-03 
16.8 1.14E+14 9.09E+14 3.41E-04 2.71E-03 
17.5 1.01E+14 9.23E+14 3.41E-04 3.11E-03 
18.1 9.49E+13 9.29E+14 3.53E-04 3.46E-03 
18.8 8.99E+13 9.12E+14 3.75E-04 3.81E-03 
19.5 1.01E+14 9.19E+14 4.69E-04 4.28E-03 
20.2 8.78E+13 8.91E+14 4.55E-04 4.61E-03 
20.9 9.15E+13 8.97E+14 5.25E-04 5.14E-03 
21.7 9.70E+13 8.46E+14 6.23E-04 5.43E-03 
22.5 9.93E+13 8.79E+14 7.11E-04 6.29E-03 
23.3 9.80E+13 8.54E+14 7.79E-04 6.79E-03 
24.1 9.35E+13 8.60E+14 8.22E-04 7.57E-03 
25 8.20E+13 8.86E+14 8.05E-04 8.70E-03 

25.9 6.77E+13 9.48E+14 7.39E-04 1.03E-02 
26.9 6.31E+13 9.53E+14 7.72E-04 1.17E-02 
27.9 5.65E+13 9.81E+14 7.70E-04 1.34E-02 
28.9 5.61E+13 9.51E+14 8.51E-04 1.44E-02 
30 4.97E+13 9.85E+14 8.43E-04 1.67E-02 

31.1 3.98E+13 8.14E+14 1.16E-03 2.37E-02 
32.2 4.25E+13 8.03E+14 1.32E-03 2.50E-02 
33.4 3.93E+13 8.26E+14 1.31E-03 2.75E-02 
34.6 4.07E+13 7.91E+14 1.45E-03 2.83E-02 
35.9 4.00E+13 7.84E+14 1.53E-03 3.00E-02 
37.2 3.80E+13 7.99E+14 1.56E-03 3.27E-02 
38.5 3.80E+13 7.95E+14 1.67E-03 3.49E-02 
40 4.06E+13 7.77E+14 1.91E-03 3.65E-02 

41.4 4.15E+13 7.58E+14 2.08E-03 3.81E-02 
42.9 3.73E+13 7.70E+14 2.01E-03 4.14E-02 
44.5 3.85E+13 7.67E+14 2.22E-03 4.42E-02 
46.1 3.89E+13 7.41E+14 2.40E-03 4.56E-02 
47.8 4.07E+13 7.02E+14 2.68E-03 4.63E-02 
49.6 4.24E+13 6.93E+14 2.99E-03 4.89E-02 
51.4 4.21E+13 7.01E+14 3.17E-03 5.29E-02 
53.3 4.30E+13 6.75E+14 3.47E-03 5.44E-02 
55.2 4.45E+13 6.69E+14 3.83E-03 5.77E-02 
57.3 4.32E+13 6.46E+14 3.98E-03 5.95E-02 
59.4 4.38E+13 6.05E+14 4.31E-03 5.96E-02 
61.5 4.24E+13 5.88E+14 4.46E-03 6.19E-02 
63.8 4.80E+13 6.40E+14 5.38E-03 7.19E-02 
66.1 4.89E+13 6.27E+14 5.86E-03 7.52E-02 
68.5 4.93E+13 6.17E+14 6.31E-03 7.89E-02 
71 5.00E+13 5.86E+14 6.84E-03 8.01E-02 

73.7 4.95E+13 5.69E+14 7.22E-03 8.29E-02 
76.4 4.86E+13 5.59E+14 7.56E-03 8.69E-02 
79.1 4.73E+13 5.49E+14 7.85E-03 9.11E-02 
82 4.49E+13 5.50E+14 7.94E-03 9.72E-02 

85.1 4.46E+13 5.70E+14 8.41E-03 1.07E-01 
88.2 4.21E+13 5.67E+14 8.46E-03 1.14E-01 
91.4 3.96E+13 5.65E+14 8.47E-03 1.21E-01 
94.7 3.74E+13 5.54E+14 8.51E-03 1.26E-01 
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98.2 3.54E+13 5.43E+14 8.58E-03 1.32E-01 
101.8 3.39E+13 5.26E+14 8.74E-03 1.36E-01 
105.5 3.20E+13 5.11E+14 8.77E-03 1.40E-01 
109.4 3.08E+13 4.95E+14 8.99E-03 1.45E-01 
113.4 2.93E+13 4.75E+14 9.10E-03 1.47E-01 
117.6 2.82E+13 4.54E+14 9.31E-03 1.50E-01 
121.9 2.70E+13 4.37E+14 9.47E-03 1.53E-01 
126.3 2.62E+13 4.13E+14 9.75E-03 1.54E-01 
131 2.55E+13 3.91E+14 1.01E-02 1.54E-01 

135.8 2.43E+13 3.71E+14 1.02E-02 1.56E-01 
140.7 2.34E+13 3.51E+14 1.04E-02 1.56E-01 
145.9 2.23E+13 3.31E+14 1.05E-02 1.56E-01 
151.2 2.13E+13 3.09E+14 1.07E-02 1.54E-01 
156.8 1.99E+13 2.91E+14 1.05E-02 1.54E-01 
162.5 1.83E+13 2.74E+14 1.03E-02 1.54E-01 
168.5 1.74E+13 2.55E+14 1.03E-02 1.51E-01 
174.7 1.64E+13 2.36E+14 1.03E-02 1.48E-01 
181.1 1.56E+13 2.20E+14 1.04E-02 1.46E-01 
187.7 1.49E+13 2.04E+14 1.04E-02 1.43E-01 
194.6 1.39E+13 1.90E+14 1.03E-02 1.41E-01 
201.7 1.26E+13 1.76E+14 9.87E-03 1.38E-01 
209.1 1.15E+13 1.66E+14 9.53E-03 1.37E-01 
216.7 1.03E+13 1.53E+14 8.96E-03 1.33E-01 
224.7 9.14E+12 1.44E+14 8.41E-03 1.33E-01 
232.9 8.22E+12 1.33E+14 7.98E-03 1.29E-01 
241.4 7.35E+12 1.22E+14 7.51E-03 1.25E-01 
250.3 6.77E+12 1.17E+14 7.28E-03 1.26E-01 
259.5 6.23E+12 1.04E+14 7.06E-03 1.18E-01 
269 5.37E+12 9.60E+13 6.40E-03 1.15E-01 

278.8 4.74E+12 8.72E+13 5.95E-03 1.10E-01 
289 4.14E+12 7.86E+13 5.47E-03 1.04E-01 

299.6 3.83E+12 7.02E+13 5.31E-03 9.74E-02 
310.6 3.24E+12 6.37E+13 4.73E-03 9.29E-02 
322 2.90E+12 5.70E+13 4.44E-03 8.73E-02 

333.8 2.86E+12 5.66E+13 4.60E-03 9.11E-02 
346 2.51E+12 5.07E+13 4.24E-03 8.56E-02 

358.7 2.30E+12 4.58E+13 4.07E-03 8.11E-02 
371.8 1.89E+12 4.09E+13 3.51E-03 7.59E-02 
385.4 1.73E+12 3.69E+13 3.38E-03 7.18E-02 
399.5 1.65E+12 3.16E+13 3.37E-03 6.46E-02 
414.2 1.41E+12 2.81E+13 3.02E-03 6.02E-02 
429.4 1.18E+12 2.49E+13 2.63E-03 5.58E-02 
445.1 1.06E+12 2.18E+13 2.49E-03 5.11E-02 
461.4 8.42E+11 2.01E+13 2.07E-03 4.94E-02 
478.3 8.21E+11 1.72E+13 2.11E-03 4.42E-02 
495.8 6.91E+11 1.53E+13 1.86E-03 4.11E-02 
514 6.70E+11 1.35E+13 1.88E-03 3.80E-02 

532.8 5.84E+11 1.19E+13 1.72E-03 3.51E-02 
552.3 4.60E+11 1.07E+13 1.41E-03 3.30E-02 

 
standard deviation 

Dp(nm) 
dEFN/dlogDp(#/kg fuel) dEFM/dlogDp(g/kg fuel) 

LDV HDDV LDV HDDV 
3.72 3.68E+14 1.45E+15 1.19E-05 4.68E-05 
3.85 3.33E+14 1.52E+15 1.20E-05 5.45E-05 
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4 3.19E+14 1.24E+15 1.28E-05 4.97E-05 
4.14 3.24E+14 1.24E+15 1.44E-05 5.52E-05 
4.29 3.24E+14 1.40E+15 1.61E-05 6.94E-05 
4.45 3.38E+14 1.69E+15 1.87E-05 9.36E-05 
4.61 5.59E+14 5.26E+15 3.44E-05 3.24E-04 
4.78 5.37E+14 5.23E+15 3.69E-05 3.59E-04 
4.96 3.66E+14 3.30E+15 2.81E-05 2.53E-04 
5.14 2.79E+14 2.23E+15 2.38E-05 1.90E-04 
5.33 2.29E+14 1.88E+15 2.18E-05 1.79E-04 
5.52 2.14E+14 1.66E+15 2.26E-05 1.75E-04 
5.73 2.07E+14 1.59E+15 2.44E-05 1.88E-04 
5.94 2.07E+14 1.57E+15 2.73E-05 2.06E-04 
6.15 2.14E+14 1.66E+15 3.13E-05 2.43E-04 
6.38 2.17E+14 1.58E+15 3.54E-05 2.58E-04 
6.61 2.28E+14 1.72E+15 4.13E-05 3.12E-04 
6.85 2.28E+14 1.64E+15 4.60E-05 3.32E-04 
7.1 2.42E+14 1.88E+15 5.45E-05 4.23E-04 
7.37 2.49E+14 1.91E+15 6.26E-05 4.81E-04 
7.64 2.57E+14 2.06E+15 7.20E-05 5.76E-04 
7.91 2.57E+14 1.98E+15 7.99E-05 6.16E-04 
8.2 2.52E+14 2.04E+15 8.74E-05 7.08E-04 
8.51 2.45E+14 2.00E+15 9.48E-05 7.73E-04 
8.82 2.23E+14 1.77E+15 9.61E-05 7.63E-04 
9.14 2.07E+14 1.76E+15 9.93E-05 8.44E-04 
9.47 1.86E+14 1.58E+15 9.92E-05 8.41E-04 
9.82 1.66E+14 1.37E+15 9.89E-05 8.12E-04 
10.2 1.47E+14 1.20E+15 9.83E-05 8.02E-04 
10.6 1.30E+14 9.91E+14 9.76E-05 7.42E-04 
10.9 1.11E+14 8.20E+14 9.03E-05 6.67E-04 
11.3 9.12E+13 6.85E+14 8.26E-05 6.21E-04 
11.8 7.86E+13 5.86E+14 8.12E-05 6.04E-04 
12.2 6.88E+13 5.33E+14 7.85E-05 6.09E-04 
12.6 5.71E+13 4.23E+14 7.17E-05 5.32E-04 
13.1 4.93E+13 3.81E+14 6.96E-05 5.38E-04 
13.6 4.33E+13 3.41E+14 6.84E-05 5.39E-04 
14.1 3.80E+13 2.92E+14 6.69E-05 5.15E-04 
14.6 3.48E+13 2.73E+14 6.80E-05 5.33E-04 
15.1 3.04E+13 2.35E+14 6.57E-05 5.08E-04 
15.7 2.73E+13 2.05E+14 6.63E-05 4.99E-04 
16.3 3.23E+13 2.49E+14 8.79E-05 6.78E-04 
16.8 2.98E+13 2.13E+14 8.87E-05 6.35E-04 
17.5 2.65E+13 2.01E+14 8.92E-05 6.77E-04 
18.1 2.51E+13 2.08E+14 9.33E-05 7.73E-04 
18.8 2.39E+13 1.95E+14 9.98E-05 8.15E-04 
19.5 3.35E+13 1.90E+14 1.56E-04 8.85E-04 
20.2 2.60E+13 1.92E+14 1.35E-04 9.95E-04 
20.9 3.35E+13 1.94E+14 1.92E-04 1.12E-03 
21.7 4.07E+13 2.17E+14 2.61E-04 1.39E-03 
22.5 4.83E+13 2.37E+14 3.46E-04 1.70E-03 
23.3 5.00E+13 2.41E+14 3.97E-04 1.92E-03 
24.1 4.46E+13 2.53E+14 3.92E-04 2.23E-03 
25 3.52E+13 2.37E+14 3.46E-04 2.32E-03 

25.9 2.80E+13 2.13E+14 3.06E-04 2.32E-03 
26.9 2.51E+13 2.07E+14 3.08E-04 2.53E-03 
27.9 2.21E+13 1.95E+14 3.01E-04 2.66E-03 
28.9 2.07E+13 1.80E+14 3.13E-04 2.73E-03 
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30 2.05E+13 2.00E+14 3.47E-04 3.39E-03 
31.1 1.59E+13 1.55E+14 4.61E-04 4.51E-03 
32.2 1.62E+13 1.61E+14 5.05E-04 5.02E-03 
33.4 1.49E+13 1.45E+14 4.97E-04 4.83E-03 
34.6 1.55E+13 1.54E+14 5.55E-04 5.50E-03 
35.9 1.55E+13 1.51E+14 5.94E-04 5.76E-03 
37.2 1.56E+13 1.56E+14 6.40E-04 6.38E-03 
38.5 1.45E+13 1.41E+14 6.38E-04 6.20E-03 
40 1.53E+13 1.52E+14 7.21E-04 7.12E-03 

41.4 1.56E+13 1.54E+14 7.87E-04 7.72E-03 
42.9 1.50E+13 1.45E+14 8.09E-04 7.79E-03 
44.5 1.45E+13 1.40E+14 8.34E-04 8.04E-03 
46.1 1.38E+13 1.27E+14 8.50E-04 7.84E-03 
47.8 1.40E+13 1.30E+14 9.24E-04 8.59E-03 
49.6 1.38E+13 1.27E+14 9.75E-04 8.96E-03 
51.4 1.31E+13 1.15E+14 9.89E-04 8.66E-03 
53.3 1.37E+13 1.20E+14 1.10E-03 9.68E-03 
55.2 1.49E+13 1.38E+14 1.29E-03 1.19E-02 
57.3 1.46E+13 1.28E+14 1.34E-03 1.18E-02 
59.4 1.38E+13 1.22E+14 1.36E-03 1.20E-02 
61.5 1.40E+13 1.17E+14 1.47E-03 1.23E-02 
63.8 1.43E+13 1.17E+14 1.61E-03 1.31E-02 
66.1 1.42E+13 1.15E+14 1.70E-03 1.38E-02 
68.5 1.46E+13 1.18E+14 1.87E-03 1.51E-02 
71 1.44E+13 1.17E+14 1.97E-03 1.59E-02 

73.7 1.42E+13 1.14E+14 2.07E-03 1.66E-02 
76.4 1.36E+13 1.10E+14 2.11E-03 1.71E-02 
79.1 1.33E+13 1.10E+14 2.20E-03 1.82E-02 
82 1.31E+13 1.12E+14 2.32E-03 1.98E-02 

85.1 1.35E+13 1.20E+14 2.55E-03 2.27E-02 
88.2 1.21E+13 9.84E+13 2.44E-03 1.98E-02 
91.4 1.18E+13 9.75E+13 2.53E-03 2.09E-02 
94.7 1.13E+13 9.37E+13 2.57E-03 2.13E-02 
98.2 1.08E+13 8.98E+13 2.63E-03 2.18E-02 
101.8 1.06E+13 8.73E+13 2.74E-03 2.25E-02 
105.5 1.05E+13 8.63E+13 2.89E-03 2.37E-02 
109.4 1.02E+13 8.14E+13 2.98E-03 2.38E-02 
113.4 9.96E+12 7.84E+13 3.09E-03 2.43E-02 
117.6 9.82E+12 7.63E+13 3.24E-03 2.51E-02 
121.9 9.57E+12 7.18E+13 3.35E-03 2.52E-02 
126.3 9.40E+12 6.99E+13 3.50E-03 2.60E-02 
131 9.03E+12 6.60E+13 3.56E-03 2.60E-02 

135.8 8.88E+12 6.60E+13 3.72E-03 2.77E-02 
140.7 8.79E+12 6.50E+13 3.91E-03 2.89E-02 
145.9 8.42E+12 6.23E+13 3.97E-03 2.94E-02 
151.2 8.10E+12 5.90E+13 4.05E-03 2.95E-02 
156.8 7.79E+12 5.79E+13 4.12E-03 3.06E-02 
162.5 7.51E+12 5.64E+13 4.21E-03 3.16E-02 
168.5 7.15E+12 5.31E+13 4.24E-03 3.15E-02 
174.7 6.80E+12 5.16E+13 4.26E-03 3.24E-02 
181.1 6.52E+12 4.84E+13 4.33E-03 3.21E-02 
187.7 6.34E+12 4.75E+13 4.45E-03 3.33E-02 
194.6 5.96E+12 4.44E+13 4.41E-03 3.29E-02 
201.7 5.68E+12 4.34E+13 4.45E-03 3.40E-02 
209.1 5.39E+12 4.16E+13 4.45E-03 3.44E-02 
216.7 5.05E+12 3.96E+13 4.40E-03 3.46E-02 



207 
 

224.7 4.77E+12 3.82E+13 4.39E-03 3.51E-02 
232.9 4.50E+12 3.68E+13 4.37E-03 3.57E-02 
241.4 4.12E+12 3.53E+13 4.21E-03 3.61E-02 
250.3 3.87E+12 3.34E+13 4.16E-03 3.59E-02 
259.5 3.40E+12 2.94E+13 3.86E-03 3.33E-02 
269 3.12E+12 2.73E+13 3.72E-03 3.26E-02 

278.8 2.79E+12 2.45E+13 3.50E-03 3.07E-02 
289 2.48E+12 2.22E+13 3.27E-03 2.93E-02 

299.6 2.19E+12 1.92E+13 3.04E-03 2.67E-02 
310.6 1.94E+12 1.72E+13 2.82E-03 2.51E-02 
322 1.68E+12 1.47E+13 2.58E-03 2.25E-02 

333.8 1.64E+12 1.44E+13 2.64E-03 2.32E-02 
346 1.47E+12 1.31E+13 2.48E-03 2.21E-02 

358.7 1.30E+12 1.17E+13 2.31E-03 2.07E-02 
371.8 1.12E+12 1.02E+13 2.09E-03 1.89E-02 
385.4 9.77E+11 8.72E+12 1.90E-03 1.70E-02 
399.5 8.71E+11 7.44E+12 1.78E-03 1.52E-02 
414.2 7.64E+11 6.53E+12 1.63E-03 1.40E-02 
429.4 6.80E+11 5.97E+12 1.52E-03 1.34E-02 
445.1 6.03E+11 5.30E+12 1.41E-03 1.24E-02 
461.4 5.28E+11 4.84E+12 1.30E-03 1.19E-02 
478.3 4.65E+11 4.07E+12 1.20E-03 1.05E-02 
495.8 4.17E+11 3.72E+12 1.12E-03 1.00E-02 
514 3.80E+11 3.33E+12 1.07E-03 9.37E-03 

532.8 3.50E+11 2.97E+12 1.03E-03 8.73E-03 
552.3 3.04E+11 2.69E+12 9.34E-04 8.27E-03 
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Appendix C 

Supporting information for  

Gas-particle partitioning of vehicle emitted primary organic aerosol 

measured in a traffic tunnel 

 

C.1 The TD temperature program 

 

Figure C.1 The TD temperature program during the measurement. The black line shows 

the program setting temperature and the blue, red and green lines are actual 

temperature measurements inside different sections of the TD. Section 1 is close to the 

TD inlet, and section 3 is close to the denuder. Shaded areas represent time periods 

when instruments were sampling aerosols passing through the TD while during other 

time periods instruments were directly sampling the tunnel air. 

 

During our spring measurement the temperature of TD was cycling between 25 

°C and 150 °C. It firstly followed the program presented in Figure D.1 to increase 

from 25 °C and 150 °C for 90 min, and then took another 90 min to cool down to 

25 °C. Instruments were sampling from the TD only when the temperature of the 

TD was held constant in a certain temperature stage (shaded time periods in 

Figure S3); and instruments were sampling the tunnel air through a bypass line 

during other times. We used a pair of electrically-actuated three-way valves (MS-

142ACX; Swagelok Co., Solon, OH) to control whether to sample through TD or 

to sample through the bypass line. We were using the same TD with May et al. 

[113]. Figure S6 of May et al. [113] showed a schematic of the TD, and a more 
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detailed description of the TD and valves can be also found in the online 

supplemental matarials of May et al. [113]. 

C.2 Particle loss inside the thermodenuder (TD) 

 

Figure C.2 Size-resolved particle number transmission through the thermodenuder (TD) 

at 150 °C. The solid line represents averaged transmission and the shaded area 

represents the stand deviation of all measurements.  

 

Particle losses inside the TD are mainly caused by thermophoresis and diffusion. 

May et al. [113] characterized the size-resolved particle number transmission 

through the thermodenuder (TD) from 25 °C up to 120 °C (Figure S8 in May et al. 

[113]). Results show that for particles with a diameter between 50 nm to 500 nm 

their penetration through TD was weekly dependent on the particle size thus the 

size-dependent correction of particle loss inside the TD was unnecessary. And 

for TD temperature up to 100 °C the particle number transmission was always 

larger than 0.85. The particle mass losses in these tests were all less than 8%. 

Here, following the method used by May et al. [113], I tested the size-dependent 

particle loss inside the TD under 150 °C. I used an atomizer (TSI 3076; TSI, Inc., 

Shoreview, MA) and 1 g/L sodium chloride (NaCl) solution to generate particles. 

Solution was pumped into the atomizer with a syringe pump (BS-300; Braintree 

Scientific, Inc., Braintree, MA) at a constant rate of 50 ml/hr. Air was pumped into 
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the atomizer constantly at 25 psi. Generated NaCl particles passed through a 

diffusion drier and then entered into a 10 m3 Teflon environmental chamber. 

Particle number size distribution inside the chamber was continuously measured 

with a scanning mobility particle sizer (SMPS; TSI 3081/3772). At the same time 

particles inside the chamber were sent through the TD and then measured by 

another SMPS (TSI 3081/3010). Particle transmissions were calculated using the 

particle number concentration at the downstream of the TD divided by number 

concentration inside the chamber measured at the same time. Before measuring 

the TD transmission particles inside the chamber were sampled by both SMPS 

together to characterize the discrepancy of two instruments.  

Similar with results of May et al. [113] I found that under TD temperature of 150 

°C for particles between 50 nm to 500 nm the particle number transmission was 

fairly constant in all size bins. The averaged particle number transmission trough 

the TD was generally higher than 0.9. The mass loss was under 9%. 

Therefore, I did not correct the TD MFR for particle losses; this lack of a 

correction would only have a minor impact on our results and does not impact 

overall conclusions. 

C.3 Parameters used in the TD model  

Table C.1 Parameters used in the Thermodenuder (TD) model 

Parameter Value 

Mass accommodation coefficient, α 1 

Gas-phase diffusivity, D 5 x 10-6 m2 s-1 

Surface tension,  0.05 N m-1 

Particle density,  1100 kg m-3 

Molecular weight, MWi 454 – 45 log Ci
* g mol-1 

Hvap,i 85 – 11 log Ci
* kJ mol-1 
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I used the TD model of Riipinen et al. [219] in this work and a detailed description 

of the TD model can be found there [219] and also in the online supplemental 

matarials of May et al. [113]. 

 

Table C.2 Aerosol mass concentration (COA) and Mass-median particle diameter (dp) 

used in the Thermodenuder (TD) model 

TD measurement 
starting time 

Aerosol Mass 
Concentration (COA, 

in μg/m3) 

Mass-median particle 
diameter (dp, in nm) 

5/23/13 14:02:32 10.78 231 

5/23/13 17:42:40 4.01 234 

5/23/13 21:12:19 1.3 271 

5/24/13 00:42:51 2.82 255 

5/24/13 04:12:13 1.77 258 

5/24/13 07:42:29 2.97 247 

5/24/13 18:38:03 1.41 427 

5/24/13 22:07:17 1.14 397 

5/25/13 01:37:22 1.47 283 

5/25/13 05:08:21 2.14 310 

5/25/13 08:37:18 1.92 270 

5/25/13 12:07:09 0.9 226 

5/25/13 15:37:05 1.28 199 

5/25/13 19:08:01 0.83 198 

5/25/13 22:37:55 1.14 219 

5/26/13 02:07:45 1.18 252 

5/26/13 05:37:32 1.49 238 

5/26/13 09:07:17 1.72 219 

5/26/13 12:36:59 0.9 220 

5/26/13 16:07:45 1.01 238 

5/26/13 19:37:31 0.91 240 

5/26/13 23:07:16 1.03 234 

5/27/13 02:37:07 2.41 162 

5/27/13 06:07:03 1.5 155 

5/27/13 09:37:57 1.44 190 
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5/27/13 13:07:43 0.99 172 

5/27/13 16:37:26 1.12 176 

5/27/13 20:07:11 1.22 177 

5/27/13 23:37:56 1.66 183 

5/28/13 03:07:36 1.94 198 

5/28/13 06:37:21 6.25 241 

Average 2.02 236 

   

 

The COA and dp listed in the Table C.2 are averaged HOA concentration 

measured by ACSM and averaged particle mass median diameter measured by 

the SMPS when both instruments were sampling from the bypass line during 

each TD scan. 

C.4 Quartz filter handling blank 

 

Figure C.3 OC concentration of all (a) bare-Q samples and (b) QBT samples. The total 

bar height represents the total OC concentration on each filter; and the black filled area 

represents the handling blank.  
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We collected 2 quartz filter sets to determine the handling blanks during our 

winter campaign. These 2 quartz filter sets underwent all of the experiment 

procedures except actual sampling. One filter set was collected on 01/23 and 

another one was collected on 02/04. In Figure C.3 I used the blank quartz filter 

set collected on 01/23 to represent handling blanks of quartz filters collected from 

01/23 to 01/24, and the blank quartz filter set collected on 02/04 to represent 

handling blanks of quartz filters collected from 01/31 to 02/04. The fraction of 

handling blanks of all bare-Q filters is ranged from 2% to 12% with an average of 

4%; for all QBT filters it is ranged from 0 to 12% with an average of 4%.   

C.5 Relative abundance of M/Z 57 in total organics 

 

 

                           (a)                                                              (b)                        

Figure C.4 The ratio of total integrated GC area of M/Z 57 over the toal OC mass on the 

bare-Q filter under (a) different time periods, either weekday or weekend, mid-day or 

rush hour; (b) different OC concentration. 

 
The relative abundance of the m/z 57 in the OC in the tunnel did not change 

significantly with the changing OA loading or the dilution in the tunnel. In order to 

show this, I calculated the ratio of m/z 57 signal (total integrated area of GC) over 

the total OC mass we sampled onto the bare-Q filter and regard it as an indicator 

of the relative abundance of m/z 57. In Figure C.4(a) I presented this ratio 

measured in either weekday or weekend, mid-day or rush hour. It shows that 

although the traffic volume and the traffic composition were different in different 

time periods, the relative abundance of the m/z 57 did not show a statistically 
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significant difference. During all time periods it was changing in average within 

11% of the averaged value. Figure C.4(b) presented scatter plot of the ratio of 

total integrated GC area of m/z 57 over the total OC mass and the OC 

concentration measured from the bare-Q filter. The OC concentration here can 

be regarded as an indicator of dilution in the tunnel. Figure C.4(b) shows that 

there is no obvious correlation between the relative abundance of m/z 57 signal 

and the dilution or OC concentrations in the tunnel. 

C.6 OCEC concentration in the Fort Pitt Tunnel 

 

Figure C.5 OC and EC concentration as well as OC-to-EC ratio measured in the Fort 

Pitt Tunnel in Pittsburgh, PA with Sunset semi-continuous OC/EC analyzer (Model 4).  

 

C.7 Comparison of the POA and the HOA mass spectrum 
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Figure C.6 Comparison of the OA mass spectrum measured by the Aerosol Chemical 

Speciation Monitor (ACSM) in the Fort Pitt Tunnel, Pittsburgh, PA and the HOA mass 

spectrum measured by Aerosol Mass Spectrometer (AMS) in Pittsburgh, PA by Zhang et 

al. [224].  

 

I took the averaged OA mass spectrum measured by the Aerosol Chemical 

Speciation Monitor (ACSM) during our tunnel campaign and compared it with the 

mass spectrum of HOA measured by Aerosol Mass Spectrometer (AMS) in 

Pittsburgh, PA by Zhang et al. [224] (Figure C.6). I choose the afternoon rush 

hour (15:00-17:00) in 05/23 as the averaging time period of the tunnel OA mass 

spectrum, and during this time period the POA dominates the total OA 

concentration (Figure 5.2). The results show that the POA we measured in the 

traffic tunnel is highly similar with the HOA (R2 = 0.91). 

C.8 Comparison of the HOA or the OOA and the CO or NOx concentration 
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(a) 

 

(b) 
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(c) 

 

(d) 

Figure C.7 Comparisons of the time series of (a) OOA and background corrected CO, 

(b) OOA and background corrected NOx, (c) HOA and background corrected CO, and 

(d) HOA and background corrected NOx.  

 

Figure C.7 compared the time series of HOA or OOA with either CO or NOx time 

series. R2 is also shown in the plot to show the correlation between the two time 

series. As pointed out in the main text the background corrected CO and NOx 

concentrations are good indicators of the total gasoline and total diesel vehicle 

volume in the tunnel, respectively. Figure C.7 (a) and (b) shows that there is no 

correlation between OOA and CO (R2 = 0.091) or NOx (R
2 = 0.008), which means 

that there is no correlation between OOA and the traffic. The correlation between 

HOA and CO (R2 = 0.244) is not very strong, but is much better than the OOA 

versus CO. The correlations between HOA and NOx is the best in these 

comparisons (R2 = 0.338). In the midnight and early morning of 05/24 (0:00 – 

12:00), although the changing trend of the HOA and NOx was similar, but the 

increase of the NOx was much higher than the increase of HOA. If I excluded this 

part of the data from the analysis, the R2 of the HOA and NOx could reach up to 

0.617. The fact that the correlation between HOA and the traffic is much better 

than it between OOA and the traffic supports the assumption that the HOA is a 

good indicator of vehicle emitted POA, and the OOA is representative of more 
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aged, regional OA.  

C.9 Comparison of volatility distributions from tunnel studies and 

dynamometer studies 

 

Figure C.8 Variation of gas-particle partitioning of vehicle POA emissions predicted with 

dynamometer and tunnel volatility distributions as a function of atmospheric conditions 

(temperature and concentration of Organic Aerosol, COA).  

 

To construct Figure C.8 I first calculated the organics particle fractions (Xp) based 

on the partitioning theory (equation 1 in the main text) with each volatility 

distribution measured in the dynamometer studies and in the tunnel. Then I 

calculated the coefficient of variation (COV, defined as the standard deviation 

divided by the mean value) of Xp estimated with all volatility distributions under a 

certain ambient temperature and COA. The COV is presented with a color-scale in 

Figure C.8. I also indicate the range of general ambient conditions (temperature -

5 – 30 °C, COA 1 – 20 μg/m3)  and tunnel conditions in winter (temperature -2 – 6 

°C, COA 8 – 40 μg/m3). Under ambient conditions the COV of Xp is mostly about 

20-25%, while in cleaner (COA less than 2 μg/m3) and warmer (temperature 

higher than 25 °C) environment it could reach up to 30-40%. Under tunnel 

conditions in winter the COV of Xp is about 20%.  

C. 10 Variations of TD model prediction 
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                           (a)                                                      (b) 

 

(c) 

Figure C.9 TD MFR simulations using the volatility distributions of (a) gasoline vehicles 

from dynamometer studies, (b) diesel vehicles from dynamometer studies and (c) tunnel 

studies. The shaded range in all figures represent the variation range of TD MFR 

simulations considering the variation of volatility distributions and the variations of OA 

concentrations (COA) and particle mass median diameter (dp) measured in the tunnel. 

Similar with Figure 3, all solid lines in Figure S11 are MFR simulations using the median 

volatility distribution and averaged COA and dp in the traffic tunnel. TD measurements are 

also presented using box-whisker plot to compare with the simulations.  

 

For the dynamometer gasoline simulations, I firstly ran 31 TD similuations using 

the median volatility distribution reported by May et al.[113] and the 31 sets of 

COA and dp listed in Table C.2; I then ran another 62 TD simulations using the 

upper or the lower range of the volatility distribution reported by May et al.[113] 
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together with the 31 sets of COA and dp. These in total 93 TD simulations defined 

the shaded range presented in Figure C.9 (a). The solid blue line in Figure 5.3 

and in Figure C.9 (a) is the TD simulation using the median gasoline volatility 

distribution and an averaged COA and dp. I used the same method to provide the 

range of diesel and tunnel TD simulations in Figure C.9 (b) and Figure C.9 (c), 

and the averaged diesel and tunnel TD simulations in Figure 5.3, Figure C.9 (b) 

and Figure C.9(c). The shaded range in Figure 5.3 is defined by the range of 

both gasoline and diesel simulations and it can be viewed as a simulation range 

of dynamometer studies. I think the range I provided in Figure 5.3 and Figure C.9 

is able to present the influence of the variable COA, dp and volatility distributions 

on the TD MFR prediction.  

The highest and lowest range of tunnel volatility distributions used to calculate 

the MFR range in Figure C.9 (c) are the ranges considering the propagated error 

of organic mass fractions (fi, the last column in the Table C.3).  

C.11 Comparison of volatility distributions measured by May et al. [113,114] 

and Zhao et al. [230,231]  

 

Figure C.10 Comparison of TD MFR simulations using the volatility distributions of 

gasoline and diesel vehicles from May et al.[113,114] and Zhao et al. [230,231] Only 

simulations using median volatility distributions and averaged COA and dp in the tunnel is 

shown in the figure. Solid lines are simulations based on May et al. [113,114] and dash 

lines are simulations based on Zhao et al. [230,231] Blue and green lines represent 



221 
 

results of gasoline and diesel vehicles, respectively. Similar as Figure 3, TD 

measurements are also presented using box-whisker plot to compare with the 

simulations. 

 

The volatility distributions of Zhao et al. [230,231] used to calculate dash lines in 

the Figure C.10 are volatility distributions only measured by the TD-GC-MS. It is 

not the volatility distributions that corrected the low volatile organics using the 

OC/EC measurements.  

The MFR prediction of diesel vehicles of Zhao et al. [231] falls between the range 

defined by the gasoline and diesel predictions of May et al. [113,114] The 

predictions of gasoline vehicles of Zhao et al. [230]  are slightly lower than the 

range of May et al. [113,114] but are close to the diesel predictions of May et al. 

[114] (largest MFR difference is about 0.1). Similar with predictions based on 

May et al. [113,114], the predictions based on Zhao et al. [230,231] are able to 

capture the MFR at 25, 60 and 100 °C but still cannot match with the 

measurements at 40 and 150 °C. Therefore, I conclude that the volatility 

distributions of Zhao et al. [230,231] and May et al. [113,114] are similar at 

predicting the POA gas-particle partitioning. 

C.12 Data of the tunnel volatility distribution  

Table C.3 POA volatility distributions measured in the traffic tunnel 

log Ci
* @ 

298 K 
Median mass fraction 

of organics (fi) 
Interquartile 
range of fi 

Range of fi considering 
the propagated error 

-2 0.05 0.03 – 0.08 0.02 – 0.16 

-1 0.07  0.05 – 0.08 0.02 – 0.15 

0 0.09  0.08 – 0.10 0.04 – 0.21 

1 0.17 0.15 – 0.18 0.09 – 0.28 

2 0.23 0.20 – 0.23 0.15 – 0.30 

3 0.15 0.14 – 0.17 0.10 – 0.39 

4 0.15 0.13 – 0.18 0.07 – 0.33 

5 0.04 0.03 – 0.05 0.01 – 0.08 

6 0.03 0.02 – 0.03 0.01 – 0.09 
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In Table C.3 the median and interquartile range of the organic mass fraction (fi) 

were calculated based on all fi measured by the TD-GC-MS and did not consider 

the propagated error of fi. The same data sets were also used to make the box-

whisker plot in Figure 5.4 and Figure C.11. Ranges presented in the last column 

of the Table C.3 are highest and lowest fi values in each C* bin considering the 

propagated error of fi. These ranges are presented as the gray crosses in Figure 

C.11.  

 

C.13 Uncertainty propagation of the volatility distribution 

The organic mass fraction of the C* bin i, if  is calculated using the following 

equation: 

(1)     
/

R

AA
f toti

i   

Where iA  is the integrated GC area of the C* bin i. totA  is the total integrated GC 

area of a certain bare-Q sample. R is the recovery correction factor of a certain 

C* bin.  

The recover correction factor, R , is calculated using following equation: 

(2)     
intint

int

mRF

A
R


  

Where the intA is the integrated GC area of internal standard in each sample. 

intRF  is the response factor of the internal standard. It is the integrated GC area 

per unit mass of the internal standard. intm  is the mass of internal standards I 

injected onto each bare-Q samples. It is 2 ng for all measured samples. 

To determine the error of if , I need to determine the error of each term in 

Equation 1 and Equation 2. The filter sampling process may also induce 

uncertainty to the if  and the major sampling uncertainty comes from the 

uncertainty of the sampling flow. To control the sampling flow at 46 LPM I was 
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using two mass flow controllers from Alicat Scientific, Tucson, AZ (model MCR-

50SLPM-D/5M). I calculated the accuracy of the flow rate based on the equation 

in the manual and it is very small, only ±1%. Therefore, I ignored the filter 

sampling process when I estimated the uncertainty of if .  

i) The uncertainty of the iA  and totA  

a) The uncertainty of the iA  

Here I estimate the uncertainty of the integrated GC area based on some n-

alkanes standard samples I measured during the same time when I was also 

measuring the tunnel samples. The n-alkanes standard contains C15 – C38 and 

C40 n-alkanes. I put 2 ng n-alkane standards onto the blank quartz filter and 

measure with the TD-GC-MS, and it was repeated for 3 times. I use the averaged 

coefficient of variation of the GC area of all n-alkanes in a certain C* bin as the 

uncertainty of iA , and it is shown in the Table S4-1.  

Table C.4-1 Uncertainties of the integrated GC area of organics in each C* bin, iA  

log C* -2 -1 0 1 2 3 4 5 6 

Uncertainty of the iA (±) 0.17 0.16 0.06 0.02 0.06 0.13 0.13 0.16 0.23 

           

b) The uncertainty of the totA  

Since totA  is the summation of the iA  of all the C* bins, and I have already 

estimated the uncertainty of the iA  of all the C* bins in the previous discussion, 

here the uncertainty of totA  is estimated by propagating the uncertainty of the iA . 

Since the error propagation also depends on the total GC area, and the different 

aerosol loadings caused different total GC areas for each bare-Q sample, I 

estimated the uncertainty of totA  separately for each bare-Q sample and it is 

ranged from ±3% to ±5%. 

ii) The uncertainty of the R  



224 
 

The internal standard I used was the deuterated n-Alkane standards 3 from 

Chiron AS, Trondheim, Norway (S-437-K-IO, batch 6208). It contains 7 n-alkanes 

with carbon numbers of 12, 16, 20, 24, 30, 32 and 36 and concentration of all 

compounds are 1000 μg/mL. It uses isooctane as solvent. 

a) The uncertainty of the intA  

The uncertainty of the intA is estimated based on the coefficient of variation of 

repeated measurements of 2 ng n-alkane standard mentioned in the previous 

discussion. I estimated the uncertainty of intA  separately for each internal 

standard compound. For example, the uncertainty of intA  of C12 n-alkane is 

estimated by the coefficient of variation of integrated GC areas of C12 n-alkane 

during all n-alkane standard measurements. Results are shown in Table C.4-2. 

Table C.4-2  Uncertainties of the integrated GC area of each internal standard 

compound, intA   

Internal standard n-Alkane carbon number C36 C32 C30 C24 C20 C16 

uncertainty of the intA  (±) 0.09 0.16 0.14 0.04 0.01 0.14 

       

b). The uncertainty of the intm  

Before each TD-GC-MS measurement I added a known mass (2 ng) of internal 

standards onto the bare-Q filter to track the recovery of the instrument. I diluted 

the 1000 μg/mL stock solution of internal standard to 0.2 μg/mL and injected 10 

μl to each filter. I do not exactly know the uncertainty of the original stock solution 

and I assume it is very small and do not significantly influence the uncertainty 

estimation. The uncertainty estimation for the intm  is purely based on the 

uncertainly of the dilution process.  

During the dilution I used the 10 μl (Model 701) and 1 ml (Gastight #1001) 

syringe from the Hamilton Company. According to the company’s Trueness and 

Precision Statement of Conformance all syringes have an averaged accuracy of 
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± 1%. I firstly diluted the 1000 μg/mL stock solution to 10 μg/mL. I took 10 μl 

stock solution with the 10 μl syringe, with an accuracy of ± 1%, and diluted it with 

0.99 ml solvent. Since 0.99 ml is very hard to accurately measure with the 1ml 

syringe, I took 1ml solvent and consider the accuracy as ± 2%. Using the rule of 

error propagation the accuracy of the first dilution is estimated to be ± 2%. 

I then diluted the 10 μg/mL solution to 0.2 μg/mL. I took 10 μl 10 μg/mL solution 

with the 10 μl syringe, with an accuracy of ± 1%, and diluted it with 0.49 ml 

solvent. Since 0.49 ml is very hard to accurately measure with the 1ml syringe, 

we took 0.5ml solvent and consider the accuracy as ± 3%. Using the rule of error 

propagation the accuracy of the 0.2 μg/mL solution is estimated to be ± 4%. 

I took 10 μl 0.2 μg/mL solution (accuracy ± 4%) with the 10 μl syringe (accuracy 

± 1%) to put it onto the filter as internal standard. Therefore, using the rule of 

error propagation, the accuracy of the intm  is  ± 4%. 

c). The uncertainty of the intRF  

To determine intRF , I measured the GC peak areas of internal standards with 

different mass (0.1 ng, 0.3 ng, 1 ng, 2 ng and 5 ng) and did a linear regression 

fitting of the GC area to mass to get this response factor. The uncertainty of the 

intRF  mainly depends on the fitting process. Therefore, for each internal standard 

compound, I took the uncertainty of the linear regression slope as the uncertainty 

of the intRF . The results as well as the R2 of the linear regression are listed in 

Table C.4-3. 

 

Table C.4-3 Uncertainties of the response factors of each internal standard compound, 

intRF  

n-Alkane carbon number C36 C32 C30 C24 C20 C16 

uncertainty of response factor (±) 0.07 0.09 0.05 0.07 0.04 0.01 

R2 of linear regression 0.9946 0.9914 0.997 0.9955 0.9987 0.9999 
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So far I analyzed uncertainties of all the terms in Equation S2 and Equation S3. 

Follow the rule of error propagation I got the uncertainty of the if  for each C* 

bins and for each sample. I assume all terms in Equation S2 and Equation S3 

are independent and I ignored the covariance. The uncertainty of if  is ranged 

from ± 11% to ± 28%. I summarized the measured if  of all bare-Q samples 

together with the uncertainty range in the Table C.8. 

The median volatility distribution and the uncertainty range considering the 

propagated error from the TD-GC-MS analysis is summarized in the Table C.3 

and presented in the Figure C.11. 

 

 

Figure C.11 Volatility distributions measured from the TD-GC-MS analysis of bare-Q 

filters collected in the traffic tunnel. Similar with Figure 4 the box-whisker plot is used to 

present volatility distributions measured from all quartz filters. The gray crosses at the 

top and the bottom of the whiskers show the highest and lowest range of organic mass 

fraction (fi) in each C* bin considering the propagated uncertainty.  

 

C.14 Statistical test of thermodenuder data 
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Table C.5 Results of the Mann-Whitney U-test of all thermodenuder (TD) data 

TD 

Temp

. (⁰C) 

Weekday Day 

vs. Weekday 

Night 

Weekday 

Day vs. 

Weekend 

Day 

Weekend Day 

vs. Weekday 

Night 

Weekend 

Night vs. 

Weekday Day 

Weekend 

Night vs. 

Weekday 

Night 

Weekend 

Night vs. 

Weekday Day 

25        FALSE FALSE FALSE FALSE TRUE TRUE 

40 FALSE FALSE FALSE FALSE FALSE FALSE 

60 FALSE FALSE FALSE FALSE FALSE FALSE 

100 FALSE FALSE FALSE FALSE FALSE FALSE 

150 FALSE FALSE TRUE TRUE TRUE FALSE 

 

Table C.6 The number of TD scans, average OA concentration and particle mass 

median diameter in each time period 

Time period Number of TD scans 

Average Aerosol Mass 

Concentration (COA, in 

μg/m
3
) 

Average Mass-median 

particle diameter (dp, in 

nm) 

Weekday 

Daytime 
4 

4.1 282 

Weekday 

Overnight 
6 

2.5 270 

Weekend 

Daytime 
12 

1.2 202 

Weekend 

Overnight 
9 

1.4 256 

Total 31 - - 

 

In order to show there is no significant sub-daily variations in measured TD MFR 

in the tunnel I did the Wilcoxon rank sum test on all TD MFR data with MATLAB 

and presented results in Table C.5. The Wilcoxon rank sum test is equivalent to 

the Mann-Whitney U-test. The test is to examine whether the null hypothesis, 

which assumes two independent samples come from the same population, is 

true or not. If the test returns ‘FALSE’ it indicates a failure to reject the null 

hypothesis, which means the two tested samples come from the same 

distribution. If the test returns ‘TURE’ it means that the null hypothesis is 

rejected, which suggests the two tested samples come from different 

distributions. The Mann-Whitney U-test can be applied to any unknown 

distributions. I conducted all tests under a significance level of 5%.  
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As described in the main text I separated all measured TD MFR in the tunnel into 

4 different time periods: high-traffic daytime periods (7:00 -21:00) and overnight 

(22:00 – 6:00) on either weekdays or weekends. The number of TD 

measurements in each time period is summarized in Table C.6. Under each 

temperature stage I took MFRs measured in either 2 out of these 4 time periods 

as 2 independent samples to conduct the statistical test. There are in total 30 

tests. The majority (25 out of 30) of these tests returned ‘FALSE’, which means 

that the majority of the tested samples come from the same distribution and are 

not significantly different. There are 2 tests returned ‘TURE’ for a TD temperature 

of 25 °C and 3 under 150 °C. At 25 °C the mean MFR measured in weekend 

overnight was about 20% higher than mean MFRs of other time periods. And 

under 150 °C mean MFRs measured in weekdays were slightly higher than 

MFRs measured in weekends.  

C.15 Comparison of the volatility distribution of POA and lubricant oil 

 

Figure C.12 Comparison of the dynamometer stuides volatility distribution measured by 

May et al.[113,114] and the tunnel volatility distribution measured in this work with the 

lubricant oil volatility distribution measured by May et al.[113] Similar with Figure 4 in the 

main text the tunnel volatility distribution is presented with box-whisker plot. The blue, 

green and red symbols represent the gasoline POA, the diesel POA and the lubricant oil 

volatility distributions, respectively, from dynamometer studies of May et al. [113,114]. 
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Figure C.13 Comparison of measured TD MFR in the tunnel (presented with box-

whisker plot) with the modeled TD MFR based on the lubricant oil volatility distributions 

measured by May et al.[113] and the average COA and dp in the tunnel. (solid magenta 

line). 

C.16 The influence of OA concentrations (COA) and mass-median diameter 

(dp) on the variation of MFR 

 

Table C.7-1 Simulated TD MFR in different time periods 

TD 
temperature 

(⁰C) 

weekday 
daytime 

weekday 
overnight 

weekend 
daylight 

weekend 
overnight 

standard 
deviation 

25 0.9969 0.9976 0.9977 0.9982 0.0005 

40 0.9657 0.9726 0.9747 0.9792 0.0056 

60 0.8597 0.8832 0.8897 0.9067 0.0194 

100 0.3197 0.3512 0.3263 0.3890 0.0314 

150 0 0 0 0 0 

      

 

Table C.7-2. Averaged measured TD MFR in different time periods 

TD 
temperature(⁰

weekday 
daytime 

weekday 
overnight 

weekend 
daylight 

weekend 
overnight 

standard 
deviation 
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C) 

25 0.9278 0.8547 1.0191 1.2214 0.1587 

40 0.7639 0.9346 0.8496 0.8479 0.0697 

60 0.5719 0.7254 0.6085 0.6609 0.0667 

100 0.3152 0.3649 0.2521 0.2570 0.0534 

150 0.2485 0.3152 0.1674 0.1441 0.0783 

 

In order to show how the variation of COA and dp would influence this conclusion, I 

calculated the averaged COA and dp in these four time periods (summarized in 

Table C.6) and using the COA  and dp in each time period together with the 

median tunnel POA volatility distribution to simulate the TD MFR from 25 – 150 

⁰C. The result is shown in the Table C.7-1. The last column of the Table C.7-1 

shows the standard deviation of the MFR prediction under each TD temperature. 

It is an indication of the MFR variation caused by the changing COA and dp and it 

is very small (around or less than 0.03) under all TD temperatures. Table C.7-2 

summarized the average MFR in different time periods from the TD 

measurement, and the standard deviation is also shown in the last column. It is 

an indication of the MFR variation caused by COA, dp and the volatility 

distribution. The standard deviations in Table C.7-1 are much smaller than 

standard deviations in Table C.7-2 under all TD temperatures. It means that the 

variation of COA and dp plays a minor role on the comparison of TD MFR over 

different time periods. Therefore, I can conclude from Figure 5 that the POA 

volatility distribution measured in the tunnel does not have a strong temporal 

variation.   
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Table C.8 TD-GC-MS measured organic mass fraction from all bare-Q samples 

Bare-Q filter collection time log C* 

date start time end time -2 -1 0 1 2 

1/23/2014 12:00:00 PM 12:45:00 PM 0.11 (0.09 - 0.14) 0.08 (0.06 - 0.1) 0.11 (0.08 - 0.13) 0.14 (0.12 - 0.16) 0.21 (0.19 - 0.24) 

1/23/2014 1:00:00 PM 1:45:00 PM 0.12 (0.09 - 0.14) 0.08 (0.06 - 0.1) 0.08 (0.07 - 0.1) 0.14 (0.12 - 0.16) 0.2 (0.17 - 0.22) 

1/23/2014 2:00:00 PM 2:45:00 PM 0.08 (0.07 - 0.1) 0.07 (0.05 - 0.08) 0.09 (0.07 - 0.11) 0.17 (0.14 - 0.2) 0.23 (0.21 - 0.26) 

1/23/2014 3:00:00 PM 3:45:00 PM 0.09 (0.07 - 0.11) 0.07 (0.05 - 0.08) 0.08 (0.06 - 0.1) 0.16 (0.14 - 0.19) 0.22 (0.2 - 0.25) 

1/24/2014 2:15:00 PM 2:50:00 PM 0.05 (0.04 - 0.06) 0.06 (0.05 - 0.07) 0.09 (0.07 - 0.11) 0.19 (0.16 - 0.22) 0.26 (0.23 - 0.28) 

1/24/2014 3:00:00 PM 3:45:00 PM 0.04 (0.03 - 0.05) 0.04 (0.04 - 0.05) 0.07 (0.06 - 0.08) 0.17 (0.14 - 0.2) 0.23 (0.2 - 0.26) 

1/24/2014 4:00:00 PM 4:45:00 PM 0.04 (0.03 - 0.05) 0.05 (0.04 - 0.05) 0.08 (0.06 - 0.1) 0.17 (0.15 - 0.2) 0.25 (0.23 - 0.28) 

1/24/2014 5:00:00 PM 5:45:00 PM 0.06 (0.04 - 0.07) 0.05 (0.04 - 0.06) 0.08 (0.07 - 0.1) 0.16 (0.13 - 0.19) 0.23 (0.2 - 0.26) 

1/31/2014 5:06:00 PM 6:36:00 PM 0.03 (0.02 - 0.03) 0.04 (0.03 - 0.05) 0.08 (0.06 - 0.09) 0.16 (0.14 - 0.19) 0.27 (0.24 - 0.3) 

2/2/2014 12:01:00 PM 1:31:00 PM 0.07 (0.06 - 0.09) 0.07 (0.06 - 0.09) 0.09 (0.07 - 0.1) 0.19 (0.16 - 0.22) 0.23 (0.21 - 0.26) 

2/2/2014 4:00:00 PM 4:45:00 PM 0.14 (0.11 - 0.16) 0.07 (0.05 - 0.08) 0.08 (0.06 - 0.1) 0.18 (0.15 - 0.21) 0.17 (0.15 - 0.19) 

2/2/2014 5:00:00 PM 5:45:00 PM 0.08 (0.07 - 0.1) 0.05 (0.04 - 0.06) 0.06 (0.04 - 0.07) 0.11 (0.09 - 0.13) 0.18 (0.16 - 0.2) 

2/3/2014 12:00:00 PM 12:45:00 PM 0.03 (0.02 - 0.04) 0.09 (0.07 - 0.11) 0.1 (0.08 - 0.12) 0.15 (0.13 - 0.18) 0.23 (0.21 - 0.26) 

2/3/2014 1:00:00 PM 1:45:00 PM 0.02 (0.02 - 0.03) 0.1 (0.08 - 0.12) 0.13 (0.11 - 0.16) 0.18 (0.15 - 0.21) 0.23 (0.2 - 0.25) 

2/3/2014 4:00:00 PM 4:45:00 PM 0.02 (0.02 - 0.03) 0.1 (0.08 - 0.12) 0.13 (0.1 - 0.16) 0.18 (0.15 - 0.21) 0.23 (0.2 - 0.26) 

2/3/2014 5:00:00 PM 5:45:00 PM 0.05 (0.04 - 0.06) 0.03 (0.02 - 0.03) 0.05 (0.04 - 0.06) 0.12 (0.1 - 0.14) 0.18 (0.16 - 0.2) 

2/4/2014 12:06:00 PM 1:36:00 PM 0.04 (0.04 - 0.05) 0.05 (0.04 - 0.06) 0.09 (0.07 - 0.11) 0.19 (0.16 - 0.22) 0.27 (0.24 - 0.29) 

2/4/2014 4:01:00 PM 5:31:00 PM 0.02 (0.02 - 0.02) 0.12 (0.1 - 0.14) 0.18 (0.14 - 0.22) 0.24 (0.2 - 0.28) 0.18 (0.16 - 0.2) 
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Table continue 

Bare-Q filter collection time  log C* Emission Factors 

date start time end time 3 4 5 6 EF_Q 
(mg/kg-fuel) 

EF_OA 
(mg/kg-fuel) 

1/23/2014 12:00:00 PM 12:45:00 PM 0.16 (0.14 - 0.19) 0.15 (0.13 - 0.17) 0.03 (0.02 - 0.03) 0.02 (0.01 - 0.02) 140.91 75.09 

1/23/2014 1:00:00 PM 1:45:00 PM 0.14 (0.12 - 0.16) 0.18 (0.15 - 0.21) 0.04 (0.03 - 0.05) 0.02 (0.01 - 0.02) 102.98 54.62 

1/23/2014 2:00:00 PM 2:45:00 PM 0.12 (0.1 - 0.14) 0.17 (0.14 - 0.19) 0.05 (0.04 - 0.06) 0.02 (0.01 - 0.02) 86.86 38.81 

1/23/2014 3:00:00 PM 3:45:00 PM 0.14 (0.12 - 0.16) 0.17 (0.15 - 0.2) 0.04 (0.03 - 0.05) 0.02 (0.02 - 0.03) 70.83 29.11 

1/24/2014 2:15:00 PM 2:50:00 PM 0.14 (0.11 - 0.16) 0.15 (0.13 - 0.17) 0.05 (0.04 - 0.06) 0.02 (0.01 - 0.02) 51.25 19.57 

1/24/2014 3:00:00 PM 3:45:00 PM 0.15 (0.13 - 0.18) 0.2 (0.17 - 0.23) 0.06 (0.05 - 0.07) 0.03 (0.03 - 0.04) 72.53 32.43 

1/24/2014 4:00:00 PM 4:45:00 PM 0.14 (0.12 - 0.17) 0.19 (0.16 - 0.22) 0.05 (0.04 - 0.06) 0.03 (0.02 - 0.04) 55.26 23.14 

1/24/2014 5:00:00 PM 5:45:00 PM 0.13 (0.11 - 0.15) 0.2 (0.17 - 0.23) 0.07 (0.05 - 0.08) 0.03 (0.02 - 0.04) 73.80 29.62 

1/31/2014 5:06:00 PM 6:36:00 PM 0.17 (0.14 - 0.2) 0.14 (0.12 - 0.16) 0.04 (0.03 - 0.05) 0.07 (0.05 - 0.09)  -  - 

2/2/2014 12:01:00 PM 1:31:00 PM 0.17 (0.14 - 0.2) 0.08 (0.07 - 0.1) 0.04 (0.03 - 0.05) 0.05 (0.04 - 0.06) 44.80 19.74 

2/2/2014 4:00:00 PM 4:45:00 PM 0.16 (0.13 - 0.18) 0.16 (0.13 - 0.18) 0.02 (0.02 - 0.03) 0.03 (0.02 - 0.04) 47.58 19.50 

2/2/2014 5:00:00 PM 5:45:00 PM 0.34 (0.28 - 0.39) 0.13 (0.11 - 0.15) 0.02 (0.02 - 0.02) 0.03 (0.02 - 0.03) 66.05 21.18 

2/3/2014 12:00:00 PM 12:45:00 PM 0.22 (0.18 - 0.26) 0.13 (0.11 - 0.15) 0.02 (0.02 - 0.03) 0.03 (0.02 - 0.03) 126.67 55.66 

2/3/2014 1:00:00 PM 1:45:00 PM 0.14 (0.12 - 0.17) 0.15 (0.13 - 0.17) 0.03 (0.02 - 0.03) 0.03 (0.02 - 0.04) 99.02 46.64 

2/3/2014 4:00:00 PM 4:45:00 PM 0.13 (0.11 - 0.15) 0.15 (0.13 - 0.18) 0.03 (0.02 - 0.03) 0.03 (0.02 - 0.04) 69.40 29.95 

2/3/2014 5:00:00 PM 5:45:00 PM 0.21 (0.17 - 0.24) 0.29 (0.24 - 0.33) 0.04 (0.03 - 0.05) 0.03 (0.02 - 0.04) 75.91 30.54 

2/4/2014 12:06:00 PM 1:36:00 PM 0.15 (0.13 - 0.18) 0.12 (0.11 - 0.14) 0.03 (0.02 - 0.04) 0.05 (0.03 - 0.06) 87.60 50.72 

2/4/2014 4:01:00 PM 5:31:00 PM 0.14 (0.12 - 0.16) 0.09 (0.08 - 0.1) 0.02 (0.02 - 0.02) 0.02 (0.01 - 0.03) 80.70 50.52 
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C.17 Preliminary range of the POA volatility distribution for atmospheric 

predictions 

Table C.9-1 Quartz filter organic collection efficiency of SVOC and IVOC based on Zhao 

et al.[230,231] 

log Ci* @ 
298 K  

Gasoline median 
collection efficiency 

Diesel median 
collection efficiency 

0 0.444 1.000 

1 0.202 0.613 

2 0.230 0.355 

3 0.228 0.057 

4 0.156 0.015 

5 0.078 0.006 

6 0.019  0.006# 

 

#
: The measurement data showed that for log C* = 6 bin of diesel vehicles, no organics in this C* 

bin was collected onto the quartz filter and the collection efficiency should be equal to zero. In 

order to do the calculation here, I assume it has the same collection efficiency with the adjacent 

log C* = 5 bin.   

 

Table C.9-2. POA volatility distribution assuming non-unity SVOC and IVOC collection 

efficiency 

 

log Ci* @ 
298 K 

Median (interquartile range) of fi 
based on gasoline correction 

Median (interquartile range) of 
fi based on diesel correction 

-2 0.01 (0.01 - 0.01) 0 (0 - 0) 

-1 0.01 (0.01 - 0.02) 0 (0 - 0) 

0 0.03 (0.03 - 0.04) 0 (0 - 0) 

1 0.14 (0.13 - 0.15) 0.01 (0.01 - 0.01) 

2 0.17 (0.15 - 0.18) 0.02 (0.02 - 0.03) 

3 0.11 (0.10 - 0.13) 0.10 (0.09 - 0.12) 

4 0.18 (0.15 - 0.20) 0.41 (0.37 - 0.44) 

5 0.08 (0.06 - 0.10) 0.23 (0.21 - 0.29) 
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6 0.25 (0.20 - 0.27) 0.19 (0.14 - 0.22) 

 

As discussed in the main text, since quartz filters cannot capture all the gas 

phase organics, these volatility distributions presented in Figure 5.4 and Table 

C.3 only represent the POA captured by the quartz filter under ambient 

conditions. Here instead of assuming the SVOC and IVOC collection efficiency of 

quartz filter is 100%, I estimated the efficiency based on Zhao et al. [230,231] 

and provided a primary range of POA volatility distribution that could be applied 

to the total loading of organics (POA plus vapors) in the atmosphere. 

In Table C.9-1 I estimated the quartz filter collection efficiency of SVOC (log C* = 

0 to 2) and IVOC (log C* = 3 to 6) based on the measurement data from Zhao et 

al. [230,231] As discussed in the main text, Zhao et al. [230,231] expanded the 

POA volatility distribution of May et al. [113,114] to include those IVOCs that 

broke through the quartz filter. To estimate these IVOCs, they added two 

absorbent tubes behind the quartz filters and quantified those organics captured 

by absorbent tubes. For each C* bin, I calculated the median organic collection 

efficiency by using the median organic concentration measured from quartz filters 

divided by the median total organic concentration quantified by both absorbent 

tubes and quartz filters. Zhao et al. [230,231] reported the gasoline and diesel 

vehicles measurements separately and I also presented the quartz filter 

collection efficiency based on their gasoline and diesel measurements separately 

in column 2 and 3, respectively, in Table C.9-1. Zhao et al. [230,231] did not 

include this part of data in their published manuscript; I obtained the data from 

the personal communication with the author.  

In Table C.9-2 I corrected the POA volatility distributions measured in the Fort 

Pitt Tunnel in this study based on the quartz filter collection efficiency of SVOC 

and IVOC presented in the Table C.9-1. The tunnel volatility distributions were 

corrected based on either the gasoline or the diesel vehicle measurements and 

are presented separately in column 2 and 3, respectively, in Table C.9-1. I think 

the gasoline case would be closer to the actual situation since the tunnel traffic 
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was dominated by gasoline vehicles. As discussed in the main text, since the 

gas-particle partitioning of IVOC is very sensitive to temperature and the tunnel 

quartz filter samples were collected at a lower temperature compared with the 

dynamometer studies conducted by Zhao et al. [230,231], the tunnel quartz filters 

may have a higher IVOC collection efficiency compared with the quartz filters 

collected in the dynamometer studies. Therefore, volatility distributions presented 

in Table C.9-2 may overestimate the fi of IVOC bins. The actual POA volatility 

distribution in the atmosphere would be somewhere in the range defined by the 

volatility distribution presented in Table C.9-2 and in Table C.3, which assumes 

quartz filter collection efficiencies of SVOC and IVOC equal to unity. This range 

can be used as a preliminary range of the POA volatility distribution for 

atmospheric predictions.   

C.18 Emission factors calculated based on the quartz filter samples 

Table S8 is in a separated Microsoft Excel file. It listed the volatility distribution 

measured from each bare-Q filter and the propagated uncertainty of the organic 

mass fraction (fi) under each C* bin for each bare-Q sample. I also present the 

emission factors of total organics (EF_Q) and particle phase organics (EF_OA) of 

each quartz filter sample in Table S8. The Emission Factor (EF) was calculated 

using the following equation: 

(3)    fMW 
)(

cc

2





COCO

C
EF OA  

Where the COA is the OA mass concentration. For EF_Q the COA was calculated 

using the OC concentration measured from bare-Q filters multiplied by an 

organic-mass-to-organic-carbon ratio of 1.2. For EF_OA the COA was calculated 

using the bare-Q OC minus the QBT OC and then multiplied by 1.2. 
2CO  and 

CO are the averaged background corrected CO2 and CO concentrations 

measured in the tunnel during the time of filter sampling. MWc is the molecular 

weight of carbon, and fc is is the weight fraction of carbon in the fuel. The fuel 

carbon fraction of gasoline and diesel are 0.85 and 0.87 [63], respectively.  
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I did not correct the OC concentration measured from bare-Q and QBT filters for 

ambient background. Therefore, the emission factors reported in the Table C.8 

may overestimate the emission factors in the tunnel. But it could still show the 

trend of emission factors in different time periods. 
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Appendix D 

Supporting information for  

Volatile Organic Compound Emissions from Natural Gas Production 

Facilities Measured in the Denver-Julesburg Basin, the Uintah Basin, and 

the Marcellus Shale 

 

 
Figure D.1 Example of background correction of the methane and ethane 

measurements. Blue lines are the original measurement data, and red lines are the fitted 

ambient background concentrations.  
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Figure D.2 Averaged background corrected VOC-to-CH4 ratio measured at gas 

production facilities in (a) the Denver-Julesburg Basin, (b) the Uintah Basin, and (c) the 

NEPA. And (d) the comparison of the averaged VOC-to-CH4 ratio measured at natural 

gas well pads in all three regions.  
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Figure D.3 Toluene concentrations concurrently measured by the PTR-MS (blue line) 
and the GC-FID (red line) downwind of one gas production wells in the Marcellus Shale. 
The measurement was from 10 am, 08/31/2016 to 12 pm, 09/01/2016.  
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Figure D.4 Uncertainties of the background corrected VOC-to-CH4 ratio measured at (a) 
gas wells in the Denver-Julesburg Basin, (b) gas wells in the Uintah Basin, (c) 
compressor stations in the Uintah Basin, and (d) gas wells in the NEPA. The symbols 
represent the mean value of all measurements, and the bars represent the standard 
deviation of all measurements.  
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Figure D.5 The influence of the choice of the VOC regional background concentrations 
on the background corrected VOC-to-CH4 ratio measured at (a) gas wells in the Denver-
Julesburg Basin, (b) gas wells in the Uintah Basin, (c) compressor stations in the Uintah 
Basin, and (d) gas wells in the NEPA.  



242 
 

 
 
 

Table D.1 Correlation coefficients (R) between ΔVOC and ΔCH4 measured in the 
Denver-Julesburg Basin, the Uintah Basin, and the NEPA 

 

VOC 
species 

Denver-
Julesburg 

Well 
Uintah Well 

Uintah 
Compressor 

NEPA Well 

ethane 0.37 0.96 1.00 1.00 

acetone 0.31 -0.24 0.90 -0.16 

pentane 0.13 -0.20 0.95 -0.24 

hexane -0.12 0.11 0.95 0.57 

benzene 0.04 0.82 0.97 -0.34 

heptane 0.14 0.82 0.87 -0.19 

toluene -0.41 0.58 0.90 0.38 

octane -0.26 -0.05 0.83 -0.43 

ethalbenzen
e 

-0.18 0.20 -0.18 -0.12 

m/p-xylene -0.41 0.61 0.54 -0.31 

o-xylene -0.41 0.28 0.62 -0.52 

1,3,5 - TMB -0.11 -0.29 -0.53 0.03 

1,2,4 - TMB -0.44 -0.29 -0.57 -0.21 

1,2,3 -TMB -0.41 -0.28 -0.38 0.45 

Dodecane -0.12 -0.23 -0.60 0.56 

BTEX -0.41 0.53 0.91 0.10 
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Table D.2 Facility-level VOC emission rates measured in the Denver-Julesburg Basin, the Uintah Basin, and the NEPA 

 
                      Unit: ×10-2 kg/h 

Median value 

 Ethane Acetone Pentane Hexane Benzene Heptane Toluene Octane 

Denver-Julesburg well 46.89 0.18 0.35 0.56 10.62 12.24 0.78 0.02 

Uintah well 15.04 2.34 0.59 0.16 0.00 0.00 2.46 1.39 

Uintah compressor 93.50 2.93 2.43 4.80 0.38 0.00 44.11 13.17 

NEPA well 24.65 0.00 0.00 0.01 3.00 0.00 4.52 21.56 

25th percentile 

 Ethane Acetone Pentane Hexane Benzene Heptane Toluene Octane 

Denver-Julesburg well 4.26 0.01 0.00 0.00 0.38 0.30 0.09 0.00 

Uintah well 6.34 0.17 0.15 0.00 0.00 0.00 0.45 0.79 

Uintah compressor 64.65 1.11 0.56 1.29 0.00 0.00 10.58 2.43 

NEPA well 11.88 0.00 0.00 0.00 1.47 0.00 0.26 1.59 

75th percentile 

 Ethane Acetone Pentane Hexane Benzene Heptane Toluene Octane 

Denver-Julesburg well 513.09 4.02 7.81 21.38 36.20 86.47 54.24 26.66 

Uintah well 31.79 6.65 7.68 0.32 0.00 0.00 8.27 11.15 

Uintah compressor 405.21 7.76 4.47 12.16 6.13 34.69 65.00 28.50 

NEPA well 39.93 0.00 0.29 0.22 6.79 2.45 12.83 48.82 
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Table continue 
 
       Unit: ×10-2 kg/h  

Median value 

 Ethylbenzene m/p-xylene o-xylene 1,3,5-TMB 1,2,4-TMB 1,2,3-TMB Dodecane Total BTEX 

Denver-Julesburg well 0.22 0.00 0.27 0.05 2.03 0.93 33.92 104.92 

Uintah well 4.63 1.31 3.37 6.47 16.48 11.73 18.72 9.79 

Uintah compressor 23.47 44.85 24.91 15.47 50.26 37.33 87.70 111.92 

NEPA well 3.83 10.47 4.41 0.58 0.00 8.17 3.67 32.43 

25th percentile 

 Ethylbenzene m/p-xylene o-xylene 1,3,5-TMB 1,2,4-TMB 1,2,3-TMB Dodecane Total BTEX 

Denver-Julesburg well 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.49 

Uintah well 1.25 0.00 1.40 0.26 5.36 2.31 5.13 7.47 

Uintah compressor 5.95 3.20 5.14 4.04 13.94 5.11 29.95 3.95 

NEPA well 0.71 2.20 0.00 0.06 0.00 0.50 0.27 7.13 

75th percentile 

 Ethylbenzene m/p-xylene o-xylene 1,3,5-TMB 1,2,4-TMB 1,2,3-TMB Dodecane Total BTEX 

Denver-Julesburg well 10.70 72.64 101.25 83.96 204.95 113.69 252.19 290.46 

Uintah well 38.27 12.15 14.19 67.17 211.31 101.23 290.52 90.82 

Uintah compressor 45.30 58.99 33.89 25.95 93.75 53.48 139.24 195.72 

NEPA well 7.37 26.37 12.27 11.87 2.29 36.51 9.07 75.20 
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D.1 The VOC-to-CH4 ratio measured at natural gas production facilities 

The background corrected VOC-to-CH4 ratios measured downwind of natural gas 

facilities are presented in Figure D.2. Only mean values of the measured VOC-

to-CH4 ratios are presented in Figure D.2, the standard deviations of the 

measured VOC-to-CH4 ratios are presented in Figure D.4. The VOC-to-CH4 

ratios measured downwind of the gas wells and compressor stations in the 

Denver-Julesburg Basin is compared in Figure D.2 (a). As discussed in section 

6.3.1, I excluded high emitters while calculating the mean VOC-to-CH4 ratios of 

gas wells in order to make sure the results are not biased by high emitters. Only 

2 samples were collected at one compressor station in the Denver-Julesburg 

Basin. Results show that the detected VOC species at the compressor station 

are about 2-3 order of magnitude lower than the gas wells, but since I only 

measured one compressor station, it may not represent the general trend for the 

entire region.   

The VOC-to-CH4 ratios measured at gas wells and compressor stations in the 

Uintah Basin are compared in Figure D.2 (b). The ethane-to- CH4 ratios 

measured at gas wells and compressor stations are similar, but VOC species 

other than the benzene and heptane, the VOC-to-CH4 ratios measured at gas 

wells are in general about 1 order of magnitude higher than the VOC-to-CH4 

ratios measured at compressor stations. The benzene-to-CH4 ratio and the 

heptane-to-CH4 ratio measured at gas wells are about two orders of magnitude 

lower than they measured at compressor stations. It is mainly because that for all 

nine gas well sites measured in the Uintah Basin, only one site has benzene and 

heptane concentrations higher than the regional background. The influence of 

the background on the estimation of VOC-to-CH4 will be further discussed later.  

In Figure D.2 (c) I compared the VOC-to-CH4 ratios measured at gas wells and 

compressor stations in the NEPA. It should be noticed that only one sample was 

collected at one compressor station in the NEPA, therefore, the trend may not 

represent the general situation in the entire region. As shown in Figure D.2 (c), 

for all measured VOC species, the VOC-to-CH4 ratios measured at gas wells are 



246 
 

about 1-2 order of magnitude higher than they measured at the compressor 

stations.  

The averaged VOC-to-CH4 ratios measured downwind of natural gas well pads in 

the Denver-Julesburg Basin, the Uintah Basin, and the NEPA are compared in 

Figure D.2 (d).  In general, the VOC-to-CH4 ratios measured in the Denver-

Julesburg Basin are the highest among all three regions, while the VOC-to-CH4 

ratios measured in the NEPA are the lowest. The ethane-to-methane ratios 

measured at gas wells in the Uintah Basin and the NEPA are similar, while the 

ethane-to-methane ratio measured in the Denver-Julesburg Basin is about 4 

times as the ethane-to-methane ratio measured in other two regions. The 

benzene-to-CH4 ratio and the heptane-to-CH4 ratio measured in the Uintah Basin 

are significantly lower than they measured in other gas production regions. The 

BTEX-to-CH4 ratio measured at the gas wells in the Denver-Julesburg Basin is 

the highest, while it measured in the NEPA is the lowest among all three regions. 

The difference of the VOC-to-CH4 ratios measured in all three gas production 

regions might be because that the VOC contents in the raw natural gas in these 

gas production fields are different, and/or the natural gas production facilities in 

these gas production fields have different characteristics on VOC emissions.  

D.2 Influence of the background VOC concentrations on the VOC-to-CH4 

ratio 

As shown in Figure 6.3, the VOC regional background concentrations are not 

always lower than all site downwind measurements. For some VOC species, the 

regional background concentrations are close to the median or even the 75th 

percentile of all the site downwind measurements. The choice of background 

VOC concentrations may potentially change the calculated background corrected 

VOC-to-CH4 ratio. In order to study the sensitivity of VOC-to-CH4 ratio on the 

change of background VOC concentrations, for sites measured in each region, I 

used the original background concentration as well as the minimum value, the 

25th percentile, and the median value of all site downwind measurements as the 
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background VOC concentrations and recalculated the averaged VOC-to-CH4 

ratio. Results are shown in Figure D.5. 

The variation of background VOC concentrations has a relatively limited 

influence (within 4 times) for all VOC-to-CH4 ratios measured at gas well sites in 

the Denver-Julesburg Basin, as shown in Figure D.5(a).  

For gas wells measured in the Uintah Basin (Figure D.5(b)), the variation of 

background VOC concentrations makes the benzene-to-CH4 and heptane-to-CH4 

ratios varied in a range crossed 2-3 orders of magnitude. It is mainly because 

that the original background benzene and heptane concentrations measured in 

the Uintah Basin are larger than most of the gas well measurements. For all 

other species, the variation of VOC-to-CH4 ratios are limited (within a factor of 5), 

and the VOC-to-CH4 ratios calculated using the original background is very close 

to they calculated using the minimum site measurements as the background 

concentrations.  

The background sensitivity of VOC-to-CH4 ratios measured at the compressor 

stations in the Uintah Basin is presented in Figure D.5 (c). Since the VOC 

background concentrations are all lower than the site measurements, similar with 

the gas well measurements in the Uintah Basin, the VOC-to-CH4 ratios 

calculated using the original background and minimum site measurements as 

background are very close for all VOC species.  

The VOC-to-CH4 ratios measured in the NEPA are in general more sensitive to 

the choice of background concentrations compared with sites measured in other 

regions (Figure D.5 (d)). The variations of the Acetone-to-CH4 ratio and the 

Hexane-to-CH4 ratio are over one order of magnitude.  

To summarize, the VOC-to-CH4 ratios of most VOC species we measured at the 

natural gas production sites are not sensitive to the change of background VOC 

concentrations, expect for those VOC species of which the measured 

background concentrations are higher than most of the site downwind 

measurements.   


