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Abstract

New methods for programming cells to perform desired functions in vivo promise to enable new
diagnostic tools and therapies. To develop, confidently deploy, and routinely use these emerging cel-
lular therapies, it is necessary to have the ability to non-invasively detect and monitor transplanted
cells, or those that have been genetically-modified in situ. MRI offers non-invasive high-resolution
imaging within deep tissues without the use of ionizing radiation. In order for cells of interest to
appear in MR images, they are labeled with iron oxide contrast agent (CA), genetic instructions to
produce their own CA, or with fluorine-based tracer agents. Regardless of the type of label used,
it is a challenge to achieve sufficient MR image signal and contrast in order to differentiate labeled
cells from background tissue or image noise, especially when they reside in inhomogeneous tissue,
or when scan time is limited. Improvements in sensitivity to labeled cells are needed for their ready
detection and quantification.

Cells labeled with iron oxide CA appear in conventional proton (1H) MR images as hypointense
spots or regions within the organ or anatomy being imaged. To facilitate cell-tracking that em-
ploys iron-oxides, we present three methods: The first, called the Two-Compartment T2 Contrast
Model (T2CM), is a model for predicting the relationship between iron oxide CA concentration
and expected image contrast. The second method, called Phase Slope Magnitude Imaging (PSM),
highlights arbitrary distributions of iron oxide CA in tissue. The third method, called Phase Map
Cross-Correlation Detection and Quantification (PDQ), detects isolated magnetic dipoles that in-
dicate the presence of an iron oxide-labeled cell or cell cluster. PDQ then measures the magnetic
moment of each dipole and registers its location for the purpose of cell-tracking and 3D visualiza-
tion.

Cells labeled with fluorine-based tracer agents appear in fluorine (19F) MR images as hyper-
intense spots or regions against a background of only image noise. The background is devoid of
anatomical features, since tissue fluorine concentration is insignificant relative to that within la-
beled cells – distinguishing fluorine tracer from anatomical tissue features is not an issue. However,
fluorine-based tracer agents often have a sparse spatial distribution and produce low levels of MRI
signal, so it is often difficult to distinguish labeled cells from background image noise, especially
when scan times are limited during in vivo experiments. To facilitate cell-tracking that employs
fluorine-based tracers, we implemented and evaluated compressed sensing acquisition and recon-
struction. This method generates 3D images with higher signal-to-noise ratios than conventional
methods, allowing for 3D fluorine acquisitions with higher resolutions or shortened scan times.

Overall these methods for enhancing sensitivity to cells labeled with iron oxide CAs and fluorine
tracer agents will help enable MRI as a platform for detecting and tracking cells in living subjects.
Improved MRI cell monitoring will help researchers understand how normal and diseased cells
behave and migrate inside living systems, and will help to determine the efficacy of new cellular
therapies.
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Preface

The works within this thesis share a common investigatory thread – enhancing MRI’s sensitivity
to cells labeled with contrast agent in order to improve cell detection, tracking, and visualization.
While these investigations were taking place, I also had the pleasure of engaging in three major col-
laborative projects, performing 3D magnetic resonance microscopy (MRM) on dozens of biological
samples and maximizing the value of the resulting images through 3D measurements, registrations,
and visualizations. I also had the privilege of authoring sections related to magnetic resonance
within these manuscripts. These collaborative projects included:

1. 3D MRM of teratomas derived from pedigreed nhpESCs with Carlos Castro, Ahmi Ben-
Yehuudah, and John Ozolek, published July 2010 in the journal Stem Cell Research under
the title “Semiquantitative histopathology and 3D magnetic resonance microscopy as col-
laborative platforms for tissue identification and comparison within teratomas derived from
pedigreed primate embryonic stem cells” [1].

2. 3D MRM of mice with inadequate maintenance of genomic imprints (Dnmt1o-deficient) with
Marc Toppings, Carlos Castro, Bonnie Reinhart, J. Richard Chaillet, and Jacquetta Trasler,
published January 2008 in the journal Human Reproduction under the title “Profound phe-
notypic variation among mice deficient in the maintenance of genomic imprints” [2].

3. 3D MRM of mice with disrupted Foxg1 expression with Kathie Eagleson, Lisa Schlueter
Mcfadyen-Ketchum, Mark Does, and Pat Levitt, published June 2007 in the journal Neu-
roscience under the title “Disruption of Foxg1 Expression by Knock-In of Cre Recombinase:
Effects on the Development of the Mouse Telencephalon” [3].

Each project was also a great learning experience, thanks to generous collaborator explanations
to my many questions.
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Chapter 1

Summary

1.1 Enhancing Sensitivity to SPIO CAs

1.1.1 Two-Compartment T2 Contrast Model (T2CM)

The rational development of new generations of MRI contrast agents (CAs) requires a scheme for

predicting contrast enhancement. Previous contrast predictions have been based largely on empir-

ical results in specific systems. Here, we presented a general theoretical model for evaluating the

minimum concentration of T2 CA required for satisfactory image contrast. This analytic contrast

model is applicable to a wide range of T2-type agents and delivery scenarios, and requires only a

few readily-evaluated parameters. We demonstrated the model by predicting contrast produced

by superparamagnetic ferumoxide and the iron storage protein, ferritin. We then experimentally

verified the predictions using suspensions of Feridex and ferritin in phantoms. The model was also

used to compare the contrast efficacy of the metal ions in two clinically approved T1- and T2-type

CAs. In the Appendix, we present a numerical formalism that is useful for relating image contrast

and agent concentration when gradient-echo (GRE) T ∗2 -weighted (T ∗2 -W) pulse sequences are used.

1.1.2 Phase Slope Magnitude Imaging (PSM)

Iron oxide-based MRI contrast agents (CAs) are increasingly being used to non-invasively track

cells, target molecular epitopes, and monitor gene expression in vivo. Detecting regions of CA

accumulation can be challenging if resulting contrast is subtle relative to endogenous tissue hy-

13



CHAPTER 1. SUMMARY

pointensities. A post processing method is presented that yields enhanced positive-contrast images

from the phase map associated with T ∗2 -weighted MRI data. As examples, the method was applied

to an agarose gel phantom doped with superparamagnetic iron-oxide (SPIO) nanoparticles and in

vivo and ex vivo mouse brains inoculated with recombinant viruses delivering transgenes that induce

overexpression of paramagnetic ferritin. The method was also applied to a mouse thigh that had

been injected with SPIO-labeled dendritic cells (DCs), and to an APP/PS1 transgenic Alzheimer

model mouse brain burdened by iron-containing amyloid-β plaques. Overall, this approach gen-

erates images that exhibit a 1- to 8-fold improvement in contrast-to-noise ratio in regions where

paramagnetic agents are present compared to conventional magnitude images. Importantly, this

approach can be used in conjunction with conventional T ∗2 pulse sequences, requires no pre-scans

or increased scan time, and can be applied retrospectively to previously-acquired data.

1.1.3 Phase Map Cross-Correlation Detection and Quantification (PDQ)

Understanding how individual cells behave inside living systems will help enable new diagnostic

tools and cellular therapies. Superparamagnetic iron oxide (SPIO) particles can be used to label

cells and theranostic capsules for non-invasive tracking using MRI, and are increasingly being

used to non-invasively track cells, target specific molecules, and monitor gene expression in vivo.

Contrast changes from SPIO are often subtle relative to intrinsic sources of contrast, presenting

a detection challenge. Here we describe a versatile post-processing method, Phase map cross-

correlation Detection and Quantification (PDQ), that automatically identifies localized deposits of

SPIO, estimating their volume magnetic susceptibility and magnetic moment.

PDQ was applied to over a half-dozen different classes of datasets: We first investigated the

theoretical detection limits of PDQ using a simulated dipole field. We then applied PDQ to 3D

MRI datasets of agarose gel containing isolated dipoles, and ex vivo transplanted allogenic rat

hearts infiltrated by numerous iron-oxide labeled macrophages as a result of organ rejection. The

simulated dipole field showed this method to be robust in very low signal-to-noise ratio images.

Analysis of agarose gel and allogenic rat heart show this method can automatically identify and

count dipoles while visualizing their biodistribution in 3D renderings. In the heart, this information

was used to calculate a quantitative index that may indicate its degree of cellular infiltration. Next,

PDQ was used to detect and characterize SPIO-labeled magnetocapsules implanted in porcine liver
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and suspended in agarose gel. PDQ magnetic measurements were SNR-invariant for images with

SNR>11. PDQ was also applied to mouse brains infiltrated by MPIO-labeled macrophages follow-

ing traumatic brain injury (TBI); longitudinal, in vivo studies tracked individual MPIO clusters

over three days, and tracked clusters were corroborated in ex vivo brain scans. Finally, we applied

PDQ to rat hearts infiltrated by MPIO-labeled macrophages in a transplant model of organ rejec-

tion. Comparisons between PDQ and other cell-counting methods were also performed: PDQ was

compared with ImageJ dark spot counting in TBI model mouse brains, and was compared with

histological ED1+ cell counting and Manual dark spot counting in the rat heart chronic rejection

model.

PDQ was designed to be practical - it works on previously-acquired data and can be used with

conventional high-SNR gradient-echo pulse sequences, requiring no extra scan time. The method

is useful for visualizing biodistribution of cells and theranostic magnetocapsules, and for measuring

their relative iron content.

1.2 Detection and Quantification of Sparse 19F-based Tracers with

Low SNR

1.2.1 Enhancing Sensitivity to Fluorine-19 Tracer Agents

When imaging sparse fluorine-based tracer agents, low intrinsic signal can cause fluorine-labeled

cells or other deposits to appear indistinguishable from image noise. Recently, compressed sens-

ing methods have been used to accelerate MRI acquisition when resulting images are expected to

be ‘sparsely-representable.’ MR images of cells labeled with fluorine tracer agent are sparse in the

image pixel domain, making compressed sensing directly applicable to imaging these agents, promis-

ing a distinct SNR/t advantage over conventional imaging methods. Here we simulate compressed

sensing image reconstruction by undersampling already-acquired MR data of a perfluoro-15-crown-

5-ether 19F phantom. We then test compressed sensing fluorine-19 imaging by using a custom

Bruker pulse sequence that directly undersamples 3D k-space. We applied this undersampling

pulse sequence to the same 19F phantom used in simulations, and to a rat brain injected with 9L

glioma cells labeled with a perfluoro-15-crown-5-ether emulsion. Overall, acquisition of 3D sparse
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19F images were accelerated by 4×-8× with little qualitative degradation in image quality.

1.3 Contributions

1.3.1 Publications

Manuscripts

• Mills PH, Hitchens TK, Foley LM, Ye Q, Weiss C, Thompson JD, Gilson W, Eytan D,
Arepally A, Melick JA, Kochanek PM, Ho C, Bulte JW, Ahrens ET. Automated detection
and characterization of SPIO-labeled cells and capsules using magnetic field perturbations.
Magnetic Resonance in Medicine 2011; In press.

• Mills PH, Ahrens ET. Enhanced positive-contrast visualization of paramagnetic contrast
agents using phase images. Magnetic Resonance in Medicine 2009; 62:1349-1355.

• Mills PH, Wu YL, Ho C, Ahrens ET. Sensitive and automated detection of iron-labeled cells
using phase image cross-correlation analysis. Magnetic Resonance Imaging 2008; 26:618-628.

• Mills PH, Ahrens ET. Theoretical MRI contrast model for exogenous T2 agents. Magnetic
Resonance in Medicine 2007; 57:442-447.

• Castro CA, Ben-Yehudah A, Ozolek JA, Mills PH, Redinger CJ, Mich-Basso JD, McFar-
land DA, Oliver SL, Ahrens ET, Schatten GP. Semiquantitative histopathology and 3D mag-
netic resonance microscopy as collaborative platforms for tissue identification and comparison
within teratomas derived from pedigreed primate embryonic stem cells. Stem Cell Research
2010; 5:201-211.

• Toppings M, Reinhart B, Castro C, Mills PH, Ahrens ET, Schatten GP, Chaillet JR, Trasler J.
Profound phenotypic variation among mice deficient in the maintenance of genomic imprints.
Human Reproduction 2008; 23:807-818.

• Eagleson KL, McFadyen-Ketchum LJ S, Ahrens ET, Mills PH, Does M, Nickols J, Levitt P.
Disruption of Foxg1 expression by knock-in of cre recombinase: effects on the development of
the mouse telencephalon. Neuroscience 2007; 148:385-99.

• Simerly C, McFarland D, Castro CA, Lin C, Redinger C, Jacoby E, Mitch-Basso J, Orwig
K, Mills PH, Ahrens ET, Navara C, Schatten GP. Interspecies chimera between primate
embryonic stem cells and mouse embryos: Monkey ESCs engraft into embryos, but not post-
implantation fetuses. [Submitted 4/2010].

Abstracts and Presentations

• Hitchens TK, Mills PH, Foley LM, Melick JA, Kochanek PM, Ahrens ET, Ho C. In-vivo
tracking of single phagocytic cells in mouse brains following traumatic brain injury using
micron-sized iron-oxide particles. International Society for Magnetic Resonance in Medicine
2010, Stockholm, Sweden.

• Chen C, Ozolek JA, Castro CA, Mills PH, Rohde G. Relating MRI to Histology through
Machine Learning. Biomedical Engineering Society Annual Fall Meeting 2009, Pittsburgh,
PA, USA.
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• Mills PH, Thompson JD, Gilson W, Arepally A, Bulte JW, Ahrens ET.Facilitated Detec-
tion and Quantification of Theragnostic Magnetocapsules by Analyzing MRI Susceptibility
Perturbations. International Society for Magnetic Resonance in Medicine 2009, Honolulu,
Hawaii.

• Mills PH, Ahrens ET. Sensitive positive contrast imaging of paramagnetic contrast agent
distributions by visualizing phase gradients. International Society for Magnetic Resonance in
Medicine 2007, Berlin, Germany.

• Mills PH, Ahrens ET. Sensitive and automated detection of iron-oxide labeled cells using
phase image cross-correlation analysis. International Society for Magnetic Resonance in
Medicine 2007, Berlin, Germany.

• Castro CA, Mason NS, Mills PH, Lopeta B, Ahrens ET, Schatten GP. 3D MRI reconstruction,
µPET and immunohistochemistry. Embryology and Teratomas in Stem Cell Research, Clinica
Universidad Fundacin Favaloro 2006, Buenos Aires, Argentina.

• Mills PH, Ahrens ET. Enhanced detection of paramagnetic contrast agents in magnetic res-
onance images via phase image cross-correlation analysis. IEEE Symposium on Biomedical
Imaging 2006, Washington, DC, USA.

• Mills PH, Ahrens ET. Modeling MRI contrast enhancement using exogenous T2 and T2*
agents. International Society for Magnetic Resonance in Medicine 2006, Seattle, WA, USA.

• Castro CA, Mills PH, Ozolek JA, Ahrens ET, Schatten GP. In utero and embryonic NHP
imaging, Stem cell teratomics. Environmental Epigenomics, Imprinting, and Disease Suscep-
tibility 2005, Durham, NC, USA.

• Castro CA, Mills PH, Ozolek JA, Ahrens ET, Schatten GP. In utero NHP imaging and
monkey fetus imaging. NIH Interdisciplinary Symposium on Women’s Health Research 2005,
Washington, DC, USA.

• Castro CA, Mills PH, Park JH, Ozolek JA, Ahrens ET, Schatten GP. Comparative analysis
between diploid and tetraploid stem cell-derived teratomas using MRI and histopathology.
American Society for Cell Biology 2005, San Francisco, CA, USA.

1.3.2 Codes and Pulse Sequences

• Modified Bruker MSME, RARE, and FISP pulse sequence methods to create four new meth-
ods for use on Bruker scanner:

– MSME-DIFF: A diffusion-weighted spin-echo.

– CS RARE PHM: A fast spin-echo with compressed sensing k-space acquisition.

– CS FISP PHM: A balanced steady-state free precession sequence with compressed sens-
ing k-space acquisition.

– FISP PHM: A balanced steady-state free precession sequence with keyhole imaging k-
space acquisition.

• MATLAB codes for the following methods:

– T2CM contrast prediction
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– PSM image generation

– PDQ dipole detection

– Image reconstruction from data acquired using compressed sensing pulse sequences
(CS RARE PHM and CS FISP PHM)

– 19F noise correction and signal quantification

Core selections of code for the PSM and PDQ methods can be found in Appendix 1 of this
thesis. Complete codes for all of the above methods, which include many required subroutines, is
available on the website for the Pittsburgh NMR Center for Biomedical Research.
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Chapter 2

Introduction

2.1 Cell Tracking for Monitoring Disease and Therapy

In vivo cell tracking within mammalian deep tissues offers insights into cell behavior, disease pro-

gression, and informs the development of new cell-based therapies. Numerous animal studies and

a growing set of human trials have labeled stem cells, antigen-primed immune cells, or genetically-

engineered cells with MRI contrast agents (CA) ex vivo, then implanted these cells and monitored

them using MRI. Phagocytic cell types such as macrophages can alternatively be labeled in situ

by i.v. administration of CA. The type of cell that is implanted or monitored is chosen for its

propensity for repairing damaged tissue, replacing lost cell types, priming the immune system to

fight cancer or infection, or treat other diseases [4]. Before implantation, cells can be genetically

engineered to secrete different molecules, such as growth factors, cytokines, or other chemokines,

which alter the behavior of tissues and local immune cells. Successful monitoring of these differ-

ent types of CA-labeled cell requires sensitive detection and differentiation from the anatomical

background present in MR images. Techniques for enhancing tracking sensitivity will facilitate

deployment of these exciting applications.

Optimization of cell therapy protocols requires the ability to monitor cells after implantation.

Optimizations include determining the appropriate cell delivery route, implantation site, dosage,

dose scheduling, and optimal time for implantation during the course of a disease or injury. After

cell implantation, accurate delivery of cells must then be verified, as correct placement is critical

to therapeutic success [5]. In one study, MR verification of cell delivery revealed that dendritic
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cells had accidently been misinjected by ultrasound-guided, experienced radiologists in 40-50% of

patients, with injected cells appearing in the tissues surrounding the targeted lymph node [6, 7].

For this therapeutic model, accurate injection into lymph nodes was essential for dendritic cells

to stimulate the desired therapeutic immune response. After cell delivery is verified, cells must

then be monitored for properties such as survival, cell death, and response to administered drugs,

and behaviors such as differentiation and division must be noted. If cells migrate in response to

inflammation or chemokines, their movements and biodistribution require tracking. Some cell types

move quickly – multipotent neuroblasts can move 100 µm per hour in vivo [8]. Cell movements

can also be correlated with the severity of disease [4, 9]. Overall, sensitive monitoring of the effects

following current cell therapy protocols will be necessary for informing the development of new

ones.

Tracking cells using MRI requires they be labeled with an adjuvant contrast agent (CA) so they

impart contrast in MR images. Successful tracking depends on which CA is employed, as they have

varied composition, particle size, and coatings which can all alter cell uptake and retention of the

agent. CA can also affect cell behavior. For example, mesenchymal stem cells have reduced mi-

gratory potential if loaded with ∼100 1.63-µm diameter SPIO particles, possibly since internalizing

too many particles interferes with their actin cytoskeletons [10]. Reduced synthesis of proteins for

cartilage development has also been reported following cell labeling with SPIO particles [11]. Cell

labeling may also alter cell differentiation, immune response [6], cell motility, and gene expression

profiles [11]. Although labeled cells retain label for weeks, if they are prone to proliferation and

mitotic division, their label can become diluted, splitting either symmetrically or asymmetrically

between daughter cells. For example, macrophages that are not activated can undergo mitotic

division after labeling by SPIO, doubling cell numbers in 24 hours [12]. Also, upon death of a

labeled cell, the label may be taken up by phagocytic cells, which might then migrate and appear

as if they are the originally-labeled cell type. Overall these and other factors need to be considered

when choosing an appropriate cell labeling agent, and when interpreting tracking results.

Deployment of cellular therapies and monitoring in humans requires addressing CA safety. To

be used in human cell-tracking applications, CAs must have minimal or manageable immunogenic,

toxic, genotoxic, or toxic reproductive effects. In general, minimizing CA concentration and dose

is desirable, so long as it still affords satisfactory image contrast and cellular detectability. Low
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concentrations of CA help to minimize side-effects that are difficult to predict, such as prescription

drug interactions, immune reactions, and organ accumulation, as the physiological effects upon CA

retention are not known [4]. Recently, FDA-approved gadolinium-based contrast agents (GBCAs)

have been implicated in nephrogenic systemic fibrosis in patients with severe renal insufficiency

[13, 14]. Mild and severe systemic allergic reactions have also been reported to GBCAs. Other CAs

based on iron oxide particles are often coated with polymers such as dextran, carboxydextran, or

siloxane, which may minimize CA effects on cell function, but strategies for mitigating potential

iron toxicity remains an important consideration.

Notwithstanding all the concerns and challenges related to MRI cell tracking, human studies

using these methods are being reported. One study labeled neural stem cells with SPIO then in-

jected them into humans following traumatic brain injury, tracking cell migration [15]. Neural stem

cells that migrate toward trauma or demyelinated lesions may repair these tissues by differentiating

into neurons, myelinating oligodendrocytes, or other types of supportive glial cell [16]. In animal

models, labeled neural stem cells have been tracked longitudinally for 6 weeks in vivo [17]. En-

dogenous adult neural stem cells, which originate in the subgranular and subventricular zones, also

exhibit capacity to generate new neurons and are viable targets for MR tracking. More generally,

embryonic stem cells (ESCs) are being considered for their ability to propagate and differentiate

into all cell types. Unmodified ESCs have a heightened potential for teratoma formation after im-

plantation, making them an important cell type for accurate monitoring. In a second human study,

cadaveric pancreatic islet cells were grafted into patients with Type 1 diabetes and were monitored

using MRI. Islets were transplanted through portal vein injection after labeling with SPIO and

appeared as hypointense spots in the liver, while patients no longer required insulin injections [18].

A third human study allowed monitoring of dendritic cell (DC) delivery in melanoma patients to

provoke a therapeutic immune response. In this study DCs were injected into the lymph node and

were successfully monitored, and migration to other local lymph nodes was observable [7]. Future

human trials will be assisted by addressing ongoing technical cell tracking challenges and concerns.

Immune system activity can also be monitored without the need for ex vivo labeling and im-

plantation of cells. Phagocytic cell types can be labeled in situ by direct i.v. injection of CAs.

Circulating and tissue-resident phagocytes endocytose injected CA particles, causing them to ac-

cumulate sufficient label for MR detection. Using this concept, immune cell progression has been
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non-invasively monitored during rejection of solid organs including heart, kidney, and lung [19, 20].

The quantity and biodistribution of labeled immune cells in tissue provides important information.

For example, in cardiac tissue undergoing immune rejection, macrophage numbers reflect different

stages of rejection[19] and might be useful for titrating the dosage of, and monitoring the efficacy

of, immunosuppressive therapy [4]. In situ labeling has also been used for detection of cancer

metastasis in lymph nodes. Injected CA is taken up by circulating and resident macrophages,

causing normal lymph nodes to darken in an MR image, while lymph nodes with metastasis do

not darken as they have less available space within the node for labeled phagocytic cells to reside.

A hybrid ex vivo-in situ labeling method called magnetovaccination involves ex vivo labeling of

antigenic cancer cells with CA, followed by cancer cell irradiation and subsequent injection into a

subject. Antigen and CA from these cancer cells are taken up in situ by antigen-presenting cells,

which can then be observed to migrate and accumulate in lymph nodes. This monitoring was sen-

sitive enough to detect increased antigen-presenting cell migration elicited by a chemical adjuvant

[21]. Other pathologies that exhibit macrophage accumulation in damaged or diseased tissues are

amenable to detection via in situ labeling methods, including CNS lesions, ischemic brain injury,

and atherosclerosis.

Overall, cellular therapies will improve as cell tracking methods improve. These improvements

will come in many forms, and here we focus on the development of new CAs, and CA detection.

New CAs will generate more contrast with less agent concentration, enhancing cell detectability

while reducing body and cellular side effects, and new sensitive computational methods will enable

tracking of cell distributions and individual cells.

2.2 Advantages of MRI as an Imaging Modality

MRI has many advantages when compared to other imaging modalities. MR has no ionizing

radiation and offers excellent soft tissue contrast, unlike CT, PET, and SPECT, since it measures

the radiofrequency response of protons in water, fat, and biomolecules [4]. MRI is non-invasive

and can image deep tissues. This ability has made MRI the most commonly used modality for in

vivo tracking of stem cells [5]. MRI has no dependence on radioactive isotopes that decay, allowing

for prolonged longitudinal studies [5]. Finally, as of 2005, no imaging modality besides MRI can
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simultaneously image a whole body and detect single cells [22]. MRI also carries a few disadvantages

relative to other imaging modalities, most notably its inability to image sub-cellular details when

imaging mammalian subjects, and the overall expense of facility procurement and maintenance.

2.3 Cell Tracking with SPIO Contrast Agents (1H)

Superparamagnetic iron oxide (SPIO) particles are used extensively for cellular MRI due to their

biocompatibility and strong contrast efficacy. SPIO particles in tissue create microscopic static

magnetic field perturbations that extend 10-50 times the diameter of the particle, thereby reducing

the T2 and T ∗2 of nearby water protons [23]. This inhomogeneity causes nearby protons to rapidly

dephase, leading to a dramatic reduction in the T2 and T ∗2 relaxation times. T ∗2 -weighted magnitude

images are particularly sensitive to these effects, often exhibiting regions of hypointensity indicating

SPIO accumulation.

For preclinical research, a wide variety of SPIO particles have been used with different sizes,

compositions, and functional surface coatings, such as peptides or antibodies for molecular epitope

detection [24, 25, 26, 27, 28]. Unmodified SPIO nanoparticles, such as ResovistTMand FeridexTM,

are used for liver lesion detection and for distinguishing between normal and cancerous lymph

nodes [29]. Histologically, SPIO presence in tissue has been verified using electron microscopy, iron

staining, or immunohistochemistry [4]. Many cell types have been labeled by SPIO [20], either

ex vivo or in situ [4]. Different cell types have been shown to endocytose SPIO particles on the

order of 1.6 µm to 5.8 µm in diameter [20, 30]. Non-phagocytic cells can also be labeled ex vivo

via the use of transfection agents [31], electroporation [32], sonoporation [33], receptor-mediated

binding, or receptor-mediated endocytosis [34]. Numerous studies have investigated the impact of

SPIO labeling on cell viability and function [35, 24, 36, 37, 38], and the empirical detection limits

of SPIO-labeled cells have been investigated [37, 39, 22]. Clinical translation of SPIO-based cell

tracking has also been demonstrated [6, 7].

Iron-oxide CAs also encompass intracellular labeling approaches that image gene expression by

utilizing genetically-encoded metalloproteins [40, 41, 42, 43, 44, 45]. In these approaches, metallo-

proteins, particularly from the ferritin family, are selectively overexpressed in specific host tissues.

These iron storage proteins effectively become a paramagnetic CA by sequestering endogenous iron
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from the organism, thereby imparting exogenous MRI contrast to transduced tissues.

Distinguishing SPIO-induced image hypointensity from intrinsic contrast is a common challenge

when imaging these agents using T2 and T ∗2 -weighted scans, especially if their contrast is subtle

or biodistribution is not known beforehand. False positives can originate from intrinsic contrast

sources, for example, from tissue interfaces, blood vessels, necrosis, hemorrhage, or low proton

density. To help address this challenge, investigators have developed image acquisition methods

that generate positive contrast images highlighting SPIO. These methods include, for example,

differential imaging before and after agent delivery, specialized weighted contrast methods [46],

spectrally-selective excitation [47, 48, 49], gradient dephasing [50, 51], quantum coherence imaging

[52], and ultrashort TE image subtraction [53]. These techniques generate positive contrast images

that complement anatomical magnitude images, but may also carry limitations. For example,

several methods require foreknowledge of the magnitude of the field disturbances caused by SPIOs,

and this information is used to configure scan parameters such as excitation frequency, bandwidth,

selective RF pulse shape [47], echo time, slice thickness, and rephasing gradient amplitude [50].

Additionally, some of these techniques demand high-end or customized hardware [53] or additional

anatomical scans that result in prolonged acquisition times [47, 48, 50]. Positive contrast methods

tend to diminish the signal-to-noise ratio (SNR) per unit scan time compared to conventional

magnitude images in order to reap the benefits of positive contrast. Alternatively, one can highlight

SPIO by using conventional acquisition methods, followed by generation of positive-contrast images

using MRI phase images. Applying high-pass filters to phase images has been shown to accentuate

spatial magnetic field variations due to SPIO deposits [54, 55].

Overall, positive-contrast methods for imaging SPIO assume unknown or arbitrary distributions

of agent. However, if SPIO is distributed in a known geometry, this can be exploited to computa-

tionally estimate the total number of SPIO deposits, and the volume magnetic susceptibility and

iron concentration of each deposit. Previously, phase images have been used to assay these quanti-

ties for macroscopic objects such as cylinders [56] or spheres [57]. An in vivo study quantified iron

by modeling a localized tissue injection of SPIO as a sphere [58]. Other studies quantify clusters

of SPIO labeled cells by measuring local signal loss [59] or proton relaxation rates [60]. Analyzing

magnitude signal loss around SPIO deposits generally leads to quantification results that correlate

with echo time or sample orientation [58].
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Also, to generate useful images, CAs must accumulate in cells or tissues in adequate concen-

trations. Too high of a concentration, particularly when agents are used intracellularly, can be

disadvantageous due to potential cytotoxicity and immunogenicity concerns. Therefore, models for

relating iron concentration to MR image contrast can help for minimizing CA concentrations or for

CA development.

2.4 Cell Tracking with Sparse Fluorine-19 Based Tracer Agents
(19F)

Achieving sufficient signal and image quality when imaging sparse fluorine tracers is a challenge

when developing novel cell-tracking methods. Sometimes low signal can necessitate long scan times,

leading to prohibitively long in vivo imaging sessions, as well as possible false-negative results

when signal is buried beneath image noise levels. Since mammals have low endogenous fluorine

concentrations in their tissues, one can acquire 19F MR images of fluorine-labeled cells inside of

a subject and encounter no confounding sources of fluorine-signal background. Locations where

fluorine agent has accumulated can be determined with near-absolute certainty and require no

disambiguation. One can take advantage of this property by overlaying 19F images onto 1H images

of the same subject to visualize the anatomical distribution of fluorine-labeled cells.

Previously, sparse 19F MRI tracers have been used to image the mouse gastrointestinal tract

[61] and perform quantitative immuno-targeting of fibrin within atherosclerotic plaque [62, 63, 64].

Tracers have also been used for tracking and quantifying various cell types including dendritic cells

[65], diabetogenic T-cells [66], and stem cells[67]. Multiple cell populations have been tracked in the

same subject by using multiple 19F labels [67]. Direct i.v. injection of 19F tracer agent emulsions

allow for detection of organ rejection within rat models of allografted heart and kidney tissue [68]. In

these models, rat monocytes and macrophages are labeled in situ by circulating 19F tracer, which

then migrate to tissue undergoing rejection [68]. 19F MR spectroscopy has been used to study

fluorine-based drug metabolism [69, 70] and to determine partial oxygenation of tissues since some

perfluorocarbon (PFC) compounds have a spin-lattice relaxation time (T1) that is proportional to

the PFC’s partial oxygenation (pO2) [71, 72]. Perfluorinated microcapsules (i.e., perfluorocapsules)

have been synthesized that incorporate 19F tracer agent into spheroids of alginate [73].
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Fluorine-19 is a spin-1
2 nucleus like hydrogen-1. It has a gyromagnetic ratio that differs from

1H by ∼6%, and each 19F nucleus has a sensitivity in MRI ∼ 0.83 that of 1H, so the minimum

number of fluorine spins per voxel that can be detected using conventional MRI is on the order

of 1018 spins [65, 5]. Therefore, imaging of this nucleus can be performed using conventional 1H

MRI procedures after adjusting imaging parameters. Because of this sensitivity requirement, lack

of fluorine signal in a ROI does not indicate the absence of fluorine-labeled cells in that region.

Imaging of single cells is not feasible using 19F MRI. The ideal 19F agent exhibits resonance at

a single, narrow frequency band, with each molecule consisting predominantly of fluorine atoms

[74]. A commonly-used perfluorocarbon (PFC) is perfluoro-15-crown-5-ether (PCE), which is a

crown-ether with a longitudinal relaxivity of T1 ≈ 1.0± 0.2 seconds at 7.0 Tesla [75].

Methods utilizing fluorine-based tracers for in vivo cell tracking involve labeling of cells with

nanoparticles containing tracer agent such as perfluoropolyether (PFPE) or perfluorocarbon (PFC)

[4]. In these methods, cells are typically labeled ex vivo by encouraging them to take up a fluorine-

based compound, usually by coincubation. PFCs are chemically and biologically inert organic

molecules [74]. They have highly stable carbon-fluorine bonds, and biologically undergo no degra-

dation within lysosomes, or metabolism by any known enzymes [74]. Loading cells with PFC on

the order of 1011 – 1013 spins/cell shows no overt cellular toxicity [74]. When analyzing T-cells

labeled with PFPE emulsion, NMR spectra for intracellular PFPE were observed to show no sign

of chemical shift or change in line shape, suggesting PFPE is not being metabolized [66]. Dendritic

cells (DCs) labeled ex vivo have been shown uptake PFPE efficiently with little effect on DC func-

tion [65]. These cells were tracked with 19F MRI, and when pelleted and analyzed by NMR, their

19F spectrum will show a single resonance peak with a FWHM of ∼150 Hz. Like T-cells, dendritic

cells also have not had any observed change in their PFPE NMR line shape [65].

In general, using reported cell-labeling and imaging methods, as few as ∼7,500 19F-labeled cells

per voxel are detectable in vitro, and ∼28,000 cells per voxel detectable in vivo [66, 65, 67]. Other

studies report that as few as ∼6,100 cells per voxel can be detected in ex vivo cell pellets [67].

Estimates of the number of fluorine spins per labeled cell range from 5.2 × 1012 spins per cell in

DCs (0.25 ng PFPE) to 2.2× 1013 spins/cell [66, 65].

Typical MR imaging methods for 19F acquisitions use spin-echo [65, 68] or fast-spin echo [66, 75]

pulse sequences to avoid spin-dephasing effects present when using gradient-echo pulse sequences.
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Depending on 19F tracer agent concentration and voxel size, the number of signal averages required

for a satisfactory image can range from 4 averages to as high as 1024 averages. When imaging PCE,

TE values will typically range from TE = 6.4 – 15 ms and TR values range from TR = 1000 – 1200

ms, since the T1 of PCE is ∼ 1.0 ± 0.2 s at a field strength of B0=7 T [75]. Fast spin echo pulse

sequences will tend to employ 4 – 8 echoes within each TR period. In general, in order to obtain

adequate SNR when performing 19F imaging, acquisitions have a lower resolution than anatomical

proton images, and can require hundreds of signal averages. SNR, resolution, averages, and total

acquisition time must be balanced or sacrificed in order to avoid prohibitively long imaging sessions.

Different methods have been proposed to increase the SNR per unit time (SNR/t) when per-

forming 19F imaging. Specifically, the use of multi-echo pulse sequences can increase SNR/t because

signal is repeatedly acquired while the fluorine nuclei undergo longitudinal relaxation. Small tip-

angle pulse sequences and steady-state gradient-echo pulse sequences also have the potential to

increase SNR/t, as these sequences preserve longitudinal magnetization, enabling the use of short

TR values (i.e., TR�T1). When modeled by fundamental signal equations, fast imaging pulse

sequences provide more SNR/t than conventional spin-echo [76]. However, fast sequences based on

gradient echoes also are susceptible to magnetic inhomogeneity within a sample or the image field

of view, especially at high field strengths, which can lead to a loss of already-low 19F signal. Pulse

sequences based on spin echoes however, such as fast spin echo (i.e., RARE), refocus dephased

spins, avoiding this source of signal loss. Fast imaging sequences also often require high-end MR

acquisition hardware in order to generate strong and rapidly-switching magnetic field gradients.

Gradient hardware will typically be limited by maximum gradient strength (units mT/m) and

maximum duty cycle (Dc), which represents the time-averaged gradient intensity. Duty cycle must

remain below a gradient-specific level so that hardware does not sustain damage from accumulated

waste heat. Assuming that a pulse sequence is running for a sustained period of time (i.e., 3 s),

for each separate gradient (i.e., X-, Y-, Z-axes), the duty cycle is defined as

Dc =
TR∑
t=0

G

Gmax
∆t (2.1)

where G is gradient strength during time period ∆t, Gmax is maximum gradient strength, and

∆t represents each time period during which G has a new value during the period from t = 0 to
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t = TR.

As an alternative to implementing these different fast imaging techniques, 19F tracer agents

can be doped to increase SNR/t. Gd-DTPA has previously been used to shorten 19F tracer agent

longitudinal relaxation (T1), thereby enabling the use of pulse sequences with shorter TR times,

accelerating signal acquisition, and increasing SNR/t [77]. Other alternatives for increasing SNR/t

include image denoising algorithms and methods that sparsely sample k-space using conventional

pulse sequences, such as keyhole imaging or compressed sensing MRI.

2.5 Differences Between Using 1H Versus 19F MRI for Cellular
Imaging

When performing MRI cell-tracking, there are advantages and disadvantages to using 19F tracer

agents versus 1H SPIO CAs:

1. SPIO CA imaging has a sensitivity advantage over 19F tracer imaging. SPIO contrast results

from shortening T2 of nearby protons, which are already abundant in living tissues, while

19F imaging requires a sufficiently-high concentration of fluorine atoms to acquire a relatively

weak MR signal. Therefore, on a per-atom basis, fewer iron atoms are need than fluorine

atoms to obtain satisfactory image contrast when imaging labeled cells. Single-cell imaging

of fluorine tracer-labeled cells is not feasible, while single-cell imaging of iron-containing cells

has been demonstrated [22, 19] and requires an intracellular iron mass on the order of 1 pg[Fe]

[78].

2. Image contrast is unambiguous when using fluorine tracer because fluorine is present in mam-

mals at trace concentrations. When using SPIO however, image contrast due to CA can

sometimes be ambiguous due to other sources of hypointense MR image contrast, potentially

leading to false-positive and false-negative results.

3. Because the only sources of image intensity in fluorine images are fluorine nuclei and Gaus-

sian/Rician image noise, noise can be statistically characterized and differentiated from fluo-

rine signal. Working with and eliminating 1H image noise can be more difficult than in 19F

imaging because it is combined with, and dependent on, different sources of proton signal and

endogenous tissue contrast.
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4. Quantification of 19F tracer or tracer-labeled cells can be done by integrating fluorine signal,

whereas SPIO quantification or SPIO-labeled cell counts rely on various subject-dependent

parameters, including R2 relaxivity and local magnetic field inhomogeneity [66].
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Chapter 3

Theory

3.1 MRI Signal

Nuclear species with unpaired protons or unpaired neutrons have a spin quantum number, I, which

is related to their total angular momentum (intrinsic angular momentum and orbital momentum)

of all their nucleons,
−→
J [79]. The spin states for a nucleus with spin quantum number I can be

enumerated as mI = [I, I − 1, ...,−I + 1,−I], resulting in a total of 2I + 1 possible spin states

[79]. Nuclei with a value of I 6= 0 have a net nuclear spin. Hydrogen-1 has a net nuclear spin

due to a single unpaired proton, giving it a spin quantum number of I = 1
2 and 2 spin-states:

[1
2 , −1

2 ]. Fluorine-19 also has a net nuclear spin due to a single unpaired proton, giving it a spin

quantum number of I = 1
2 and [1

2 , −1
2 ] spin states. Other nuclei that have a net nuclear spin have

been imaged for research purposes and include the following: sparse physiological nuclei [13C, 15N,

17O], physiological nuclei [23Na, 32P], and hyperpolarized nuclei [3He, 129Xe] [80]. 1H is the most

commonly-imaged nucleus in MRI since the human body is approximately 60% mobile water.

Because each unpaired proton has an intrinsic electric charge and angular momentum, it gen-

erates an electromagnetic field, giving its nucleus a magnetic dipole moment. The magnetic dipole

moment for 1H and 19F nuclei are:

µ[1H] = 2.792847 · µN (3.1)

µ[19F] = 2.628868 · µN (3.2)
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where µN is the nuclear magneton constant, which has a dipole moment value of µN = 5.051×10−27

J/T [81]. When a nucleus with a magnetic dipole moment is placed in an external magnetic field

(
−→
B 0), it freely precesses when not parallel to the axis of that field (

−→
B 0). The angular frequency of

precession, the Larmour frequency ω, about the axis of B0 is

ω = γB0 (3.3)

where γ is the gyromagnetic ratio of the nucleus being imaged [82]. This ratio represents the ratio

of magnetic dipole moment to angular momentum. Combining Eqs. (3.1)-(3.3), the gyromagnetic

ratios for hydrogen and fluorine are

γ1H =
µ[1H]

I~
= 267.513

rad

s · T
= 42.5764

MHz

T
(3.4)

γ19F =
µ[19F]

I~
= 251.662

rad

s · T
= 40.0745

MHz

T
(3.5)

where ~ is derived from Planck’s constant (~ = h
2π = 1.0546 × 10−34J · s). Larmor precession

frequencies for different nuclei can be altered due to their local molecular environment, causing a

“chemical shift” in the resonance frequency of the nuclei. Chemical shift tends to be on the order

of a few ppm in 1H [82].

When the bulk of nuclei are at equilibrium within a voxel, their total longitudinal spin-magnetization

is:

M0,z =
4π2γ2~2I(I + 1)B0NS

3KTS
(3.6)

which simplifies in our case of spin-1
2 nuclei to:

M0,z =
4π2γ2~2B0NS

4KTS
(3.7)

where NS represents the total number of spins contained in the voxel, K is the Boltzmann constant

(1.38×10−23J/K), and TS represents the spin system’s temperature in Kelvin, which for mammalian

in vivo scenarios is typically 310 K. [83].
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According to the classical description of nuclear spin precession, applying an RF electromagnetic

wave that matches the precession frequency of a nucleus (ω) will cause the nucleus to steadily

rotate away from the axis of the primary magnetic field (
−→
B 0) when observed in the rotating frame

of reference. While the nucleus is precessing around the axis of the primary magnetic field it

produces a weak electromagnetic wave that can be detected as a signal voltage by detection coils (by

Faraday’s Law of Induction). Pulse sequences encode these signals so that proton densities can be

mapped onto a 2D or 3D grid, with discrete dimensions and discrete volume regions represented by

volumetric pixels (voxels). When performing 1H or 19F imaging, image voxel intensity values depend

on many intrinsic tissue and molecular parameters beyond just proton density (ρ), including the

spin-lattice (longitudinal) relaxation time (T1), spin-spin relaxation time (T2), molecular movement

(e.g. diffusion), chemical shift, and magnetic susceptibility effects (T ∗2 ). Voxel intensity values also

depend on the pulse sequence that is used and its related parameters (most commonly TE and

TR).

When nuclei stop being excited by RF energy, they will dissipate this energy into their sur-

rounding environment. The spin-lattice relaxation rate (R1 = 1/T1) describes how quickly nuclei

will return to equilibrium magnetization M0 along the axis of the primary magnetic field (Eq.

(3.7)). T1 primarily depends on the size of molecules in the lattice and their temperature [84]. T1

relaxation also tends to be faster with smaller molecule size and when molecule rotation frequency

is closer to the Larmour frequency [84].

3.2 MRI Noise

Signal detected from precessing nuclei is corrupted by statistical noise that comes primarily from

Johnson white noise, which arises from thermal agitation of electrons within subject tissue and

from the apparatus receiver coil and its associated electronics [85]. Johnson noise intensity values

are approximately modeled by a Gaussian probability distribution of the form:

G(x, µ, σ) =
1

σ
√

2π
e−

(x−µ)2

2σ2 (3.8)

where x is the sampled noise value, µ is the average noise value, and σ is the standard deviation

of the distribution. Johnson noise in MRI signals has a zero mean value, simplifying Eq. (3.8) to
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become

G(σ, x) =
1

σ
√

2π
e−

x2

2σ2 (3.9)

This zero-mean Gaussian Johnson noise is present in both real µR and imaginary µI parts of

the MRI signal, with both noise signals uncorrelated and independent of one another. When these

signals are converted into real and imaginary images using a 2D Fourier transform, the noise retains

its zero-mean Gaussian identity. Conventional MRI images are formed by calculating the magnitude

of the real and imaginary image components of a complex-data MRI image using the relation

I =
√
µ2
R + µ2

I and are called “magnitude images.” After this operation, the noise distribution in

the generated magnitude images is no longer modeled as Gaussian, and instead follows a Rayleigh

distribution. Specifically, if X and Y are two Gaussian random variables with X ∼ N(0, σ2) and

Y ∼ N(0, σ2), then the random variable R =
√
X2 + Y 2 follows a Rayleigh distribution. The

Rayleigh distribution has a more general form called the Rice (Rician) distribution, which has

been used to describe noise in MRI [86]. Gudbjartsson and Patz [86] define M as measured pixel

intensity in a magnitude image and A as actual pixel intensity before noise addition, leading to the

following probability distribution for magnitude images:

pM (M) =
M

σ2
e−(M2+A2)/2σ2

I0
A ·M
σ2

(3.10)

.

where I0 is the modified zeroth order Bessel function of the 1st kind and σ represents the standard

deviation of image noise assumed to be the same value in both real and imaginary channels. Often

noise in magnitude MRI images is modeled as Gaussian, which can result in significant noise

underestimation (60% reduced noise power) [86]. However, this probability distribution, Eq. (3.10)

can be approximated as Gaussian in the limit of A/σ > 3 as follows:


pM (M) ≈ 1√

2πσ2
e−(M−

√
A2+σ2)2/2σ2

if A/σ > 3

M =
√
A2 + σ2

σ2
M = σ2

and in the limits of A = 0 (no signal, just noise):
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
pM (M) = M

σ2 e
−M2/2σ2

if A = 0

M = σ
√
π/2

σ2
M = (2− π/2)σ2

3.3 MRI Contrast

The signal-to-noise ratio (SNR) in an image region (compartment) can be described as

SNR =
∣∣Ī/N̄ ∣∣ (3.11)

where Ī represents mean image intensity in the compartment and N̄ represents mean image noise.

The contrast-to-noise ratio (CNR) between a region, A, against a background, B, can be ex-

pressed as the difference between their respective SNRs:

CNR =
∣∣(ĪA − ĪB)/N̄

∣∣ (3.12)

where ĪA and ĪB are the respective mean image intensities in compartments A and B, and N̄ is

the mean image noise intensity. CNR is often determined by differences in proton density and

relaxation times T1, T2, and T ∗2 between the two compartments.

Contrast in T2-weighted images (T2-WI) can be enhanced by introducing a T2-reducing agent

that changes the effective transverse relaxation time to become T ′2 according to the relation

1

T ′2
=

1

T2
+ r2[M ] (3.13)

where T2 is the transverse relaxation time within a compartment in the absence of agent, r2 is the

transverse relaxivity of the agent, and [M ] is its concentration.

Similarly, for T1 agents,

1

T ′1
=

1

T1
+ r1[M ] (3.14)
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3.4 MRI Phase Images

MR images are typically reconstructed from a series of echoes acquired in k-space using a multi-

dimensional Fourier transform, with each voxel in the reconstruction having a real and imaginary

component (i.e., I = a + bi, i2 = −1). The magnitude image, given by |I| =
√
µ2
R + µ2

I is

typically displayed, where µR and µI represent real and imaginary signal components, respectively.

Phase angle information, given by φ = tan−1(µI/µR), is typically discarded. Phase maps have

been studied extensively [46, 87, 88, 89]. Generally, a voxel’s phase value is proportional to the

magnetic field at its location. MRI phase maps have been successfully used to quantify magnetic

field inhomogeneity and bulk material susceptibility [89, 90, 5, 88, 91], enhance contrast among

tissues with different susceptibilities [46], quantify iron in the brain [87], classify chemical shifts

[92], enhance vascular contrast [88, 93], identify magnetic particles based on how they appear [94],

and undistort MR images [95]. The measured phase angle (φ) in each voxel of a phase map can be

simplified as

φ = φlow−f + φSPIO + φhigh−f [−π ≤ φ ≤ π] (3.15)

where φlow−f represents low-spatial-frequency contributions to the phase angle, φSPIO represents

contribution from nearby SPIO, and φhigh−f represents other, non-SPIO high-spatial-frequency

contributions (e.g., material/tissue interfaces). The uncertainty in the measured phase angle is

given by [96]

σφ = 1/SNRROI . (3.16)

where σφ is the standard deviation in the phase angle in a region of interest (ROI) and SNRROI

is the SNR in the conventional magnitude image in the same ROI. In phase images, we define the

phase contrast-to-noise ratio (CNRφ) between an ROI and its background as

CNRφ = (φROI − φBKG)/σφ,ROI = SNRROI(φROI − φBKG) (3.17)

where φROI is the measured phase angle for our ROI and φBKG is the background phase angle near

the ROI containing no paramagnetic deposits.
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When working with a single gradient-recalled echo (GRE) image, the phase image must first

be ‘unwrapped’ to remove phase discontinuities when crossing from −π to +π over the image

field of view before one can distinguish the desired φSPIO component in Eq. (3.15). These −π /

+π boundaries can be eliminated using unwrapping algorithms that determine the multiple of 2π

that must be added or subtracted from the phase angle to obtain a discontinuity-free phase map.

After unwrapping, we eliminate φlow−f by applying a high-pass filter to the unwrapped phase map,

resulting in a phase-offset image, with each voxel represented by

∆φ = φSPIO + φhigh−f (3.18)

The resulting phase-offset image contains only phase contributions from SPIO and other high-

spatial-frequency sources. A voxel’s intensity in the phase-offset image (∆φ) is proportional to that

voxel’s deviation in magnetic field (∆BZ) relative to its surrounding background material, i.e.,

∆φ = γ · TE ·∆BZ(r, θ) (3.19)

where γ is the proton gyromagnetic ratio and TE is echo time. This relationship between ∆φ

and ∆BZ (Eqs. (3.18) and (3.19)) will be used extensively during the derivation of theory for the

chapter on the PSM method and the chapter on the PDQ method.

3.4.1 Noise Effects on Phase Angle

Conventional phase images have a noise distribution in each voxel’s phase angle that approximately

follows a zero-mean Gaussian distribution (Eq. 3.9) when SNR> 3 [86]. Specifically,

p∆θ(∆θ) ≈


1√

2π(σ/A)2
exp

[
−∆θ2

2(σ/A)2

]
if A/σ > 3

1
2π if A = 0 and (−π < ∆θ < π)

(3.20)

where the standard deviations for ∆φ are:

σ∆θ =


σ
A if A� σ√
π2

3 if A = 0
(3.21)

where A represents image pixel intensity in the absence of noise [86].
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3.4.2 Inaccuracies introduced by phase unwrapping algorithms

Phase unwrapping algorithms eliminate −π / +π boundaries to obtain a discontinuity-free phase

map by adding a multiple of 2π to every phase angle value. Between any two pixels, phase can

go through the entire unit circle (2π) multiple times, and a phase unwrapping algorithm will

not have enough information to decide on the correct multiple of 2π to add or subtract, making

the phase unwrapping problem an underdetermined one. In many scenarios, rapid phase changes

that confound phase unwrapping algorithms are arguably non-physical, since phase maps represent

static magnetic field which can be represented by a smooth, continuous function. However, MRI

phase map data are discrete, and when resolution is not sufficient for properly sampling phase,

unwrapping algorithms can introduce errors if phase is spatially undersampled (i.e., two adjacent

pixels have an actual phase difference greater than π) [97].

Phase unwrapping is used for our different computational methods (i.e., PDQ and PSM), so

errors introduced by the process will propagate and create errors in results generated by our com-

putational methods. The unwrapping algorithm used for most of our work [98] has an error rate

of 0.4% when SNR = 2.5 [98], but SNR < 2.5 is common at the center of dipoles, where signal-

free pixels contain random phase values [58]. To mitigate this effect, one may weigh or mask out

pixels with SNR < 2.5 to deemphasize these in our different analyses [58]. Alternatively, one can

acquire phase maps using multi-echo GRE pulse sequences that replace phase unwrapping with

‘temporal unwrapping’ [99, 100, 58]. In general there are two different temporal unwrapping (rapid

phase-mapping) approaches. The first approach is to modify a conventional GRE pulse sequence

to have two echoes instead of one [99]. The two echoes are spaced apart by a short time of about 7

ms. Two different 2D/3D phase maps are calculated from the first and second echoes. The phase

map voxel values of the first echo are then subtracted from the phase map values of the second.

The result represents how much phase angle changes at every voxel in the sample volume over a

short 7 ms time period. Short inter-echo times tend to produce small phase angle changes at each

voxel that allow one to determine the change’s magnitude and sign with higher confidence than

when using conventional single-echo GRE coupled with phase-unwrapping algorithms. Although

dual-echo GRE sequences do not completely eliminate the possibility of phase-angle wrapping, it

does ensure that phase angle changes are sufficiently small so that the correct multiple of 2π to add
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or subtract from a specific voxels phase angle value is chosen with a higher confidence than when

using conventional methods. The second approach to rapid phase-mapping is to use an 8-echo GRE

pulse sequence with reversed gradient polarities [100]. This GRE echo train uses eight echoes with

a linearly increasing delay between each echo. As few as three echoes can be used, but greater

field-mapping accuracy results from more echoes [100]. A typical acquisition can be made with a

first echo at 1.2 ms, initial echo spacing of 0.7 ms, and an incremental echo spacing increase of

0.2 ms [100]. By incrementing echo spacings, the phase angle has a quadratic dependence on echo

number, which allows second-derivative minimization to be used. This in turn enables accurate

inference of the phase wrapping jump of ±2π that may occur in a fraction of voxels. This method,

coined “temporal unwrapping,” doesn’t propagate spatial errors like time-consuming unwrapping

algorithms may do in areas of high-frequency phase angle wrapping [100].
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Chapter 4

Two-compartment T2 Contrast Model
(T2CM)

The majority of this thesis chapter has previously been published under the title “Theoretical MRI
contrast model for exogenous T2 agents” in the scientific journal Magnetic Resonance in Medicine
[101]. The journal is the copyright holder for this previously-published material.

4.1 Introduction

There is a great interest in developing new generations of MRI contrast agents (CAs) that can be

used for diagnostic purposes, therapeutic monitoring, and to further our understanding of diseases.

New generations of agents can often provide MRI contrast for specific cell types, detect the presence

of specific molecules, such as enzymes and nucleic acids [44, 40, 45], and be responsive to physiology.

For useful images to be generated, CAs must accumulate in cells or tissues in adequate concen-

trations. Moreover, too high of a concentration, particularly when agents are used intracellularly,

can be disadvantageous because of potential cytotoxicity concerns. In this chapter a general theoret-

ical model is presented to evaluate the minimum concentration of a T2 CA required for satisfactory

MRI contrast. This model provides an in silico alternative to empirical determination in specific in

vivo systems, and should be viewed as an important component to an overall rational design strat-

egy. Previous work along these lines includes general [102] and sparse [63] models for T1 CAs. Our

model requires only a few readily evaluated parameters. For practicality, we provide a set of simple

analytic expressions to address the specific uptake and activation mechanisms used by vascular,

extracellular, and intracellular agents. The model is demonstrated by predicting contrast produced

by Feridex, a clinically-approved CA, and by ferritin, a superparamagnetic protein. Model predic-
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tions are then tested using phantoms. As an additional example of the applicability of the contrast

model, we compare the contrast efficacy of the metal ions in two clinically approved T1- and T2-

type CAs. Finally, in an Appendix within this chapter we discuss a general numerical formalism

that can help relate the contrast and agent concentration when working with T ∗2 -weighted (T ∗2 -W)

gradient-echo (GRE) methods.

4.2 Theory

The CNR of a region, A, against a background, B, is described by Eq. (3.12). One can enhance

contrast in T2-W images by introducing a T2-reducing agent as described by Eq. (3.13).

4.2.1 Contrast from Spin Echo and Gradient-Recalled Echo

Our model considers both the spin-echo (SE) and gradient-recalled-echo (GRE) pulse sequence.

For the spin-echo (SE) pulse sequence, signal intensity in a voxel is given by

ISE = k · [1− 2e−(TR−TE/2)/T1 + e−TR/T1 ]e−TE/T2 (4.1)

where k is the proton density (Mz,0 from Eq. (3.7)) scaled by a system-specific that reflects the

signal sensitivity of the MRI apparatus (k0) [103]. In a T2-WI, TR � T1, which reduces the SE

intensity equation (Eq. (4.1)) to

ISE−T2 ≈ k · e−TE/T2 (4.2)

We note that Eq. (4.2) has the same form for a GRE sequence when TR � T1 and the RF

excitation tip angle is θ = 90◦, except that T ∗2 is substituted for T2. (See the Appendix at the end

of this chapter to address cases of GRE with short TR values and small tip angles). To model the

contrast between compartments A and B, we combine equations (3.12) and (4.2), which gives

CNR =
k

N̄
|e−TE/T2A − e−TE/T2B | (4.3)

We define the parameter λ = k/N̄ , which is specific to an imaging system and its subject. We

find λ empirically by acquiring a T2-WI and using the relation
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λ = k/N̄ = Ī/N̄e−TE/T2 (4.4)

4.2.2 Two-Compartment T2 Contrast Model

We find the optimum TE value that maximizes CNR by taking the derivative of Eq. 4.3 with respect

to TE and equating the derivative to zero [96]:

TEopt = ln(T2A/T2B) · T2AT2B/(T2A − T2B) (4.5)

Substituting TEopt for TE in Eq. (4.3) gives

CNR = λ(αα/(1−α) − α1/(1−α)), where α = T2A/T2B (4.6)

To ensure that contrast is easily discernible between the two compartments, we assume that a

value of CNR ≥ 5 is required [102]. We solve Eq. (4.6) for α by setting CNR = 5 and performing

a numerical fit (R2 = 0.99) for a realistic range of λ values (40 < λ < 600), which yields

α = −10.5λλ/(1−λ) + 0.642λ1/(1−λ) + 0.36 (4.7)

To generalize Eq. (4.7) for different values of CNR, substitute λ with λNEW = λ(5/CNRNEW).

Now, we allow Eq. (3.13) to have different CA concentrations in compartments A and B, which

can be written as

α =
T ′2A
T ′2B

=
1 + r2B[M ]BT2

1 + r2A[M ]AT2
(4.8)

Using forms of Eq. (4.8) expressed in terms of the numerical solution for α (Eq. (4.7)), we

classify CAs into four categories as described below:

1. Functional agents. CA is present in both compartments at equal concentrations ([M ]A =

[M ]B), and the T2 relaxivity of the agent in the target region of interest, compartment A, is
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modified in situ by some active means. The minimum concentration required becomes:

[M ]A =
1− α

T2(α · r2A − r2B)
(4.9)

2. Selective or targeted agents. CA has a fixed T2 relaxivity, but accumulates in or binds to

region A at higher concentrations than background region B:

[M ]A =
1− α

α · r2 · T2
+

[M ]B
α

(4.10)

3. Highly localized agents. CA has a fixed T2 relaxivity and is introduced into region A by direct

injection or implantation of labeled cells. No agent is present in background region B:

[M ]A =
1− α

α · r2 · T2
(4.11)

In categories 1-3, [M ]A is the minimum CA concentration needed to obtain CNR=5. To use

the scenarios in Eqs. (4.9) – (4.11), we empirically measure λ (Eq. (4.4)) for the particular MRI

scanner and subject, and then calculate α (Eq. (4.7)). We then substitute α, the agent-free T2, and

the agent r2 into the scenario equation.

4.2.3 Ferritin Relaxivity

Ferritin is a special contrast case because its relaxivity is strongly dependent on the amount of Fe

contained in the apoferritin shell, and thus it requires additional modeling. The number of Fe atoms

per shell is called its loading factor (LF), which varies between 0 and 4000 [104]. When LF > 100,

the T2 relaxivity of ferritin is approximately linearly proportional to both LF and magnetic field

strength up to field strengths of at least 11.7 T, and we model this as [105]

r2 = 0.2055(LF)B0 + 13 for (100 < LF < 3500) (4.12)

where r2 has units of s−1 mM−1 (protein shells), B0 is in Tesla, and 37 ◦C is assumed [106]. When

LF < 60, however, ferritin T2 relaxivity varies nonlinearly with both the LF and field strength, and
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exhibits different relaxivity regimes. We parameterized these regimes by fitting data previously

acquired by Vymazal et al. [107] at B0 < 1.5 T to obtain

r2 = 4(LF) + 13 for (0 < LF < 13) (4.13)

r2 = 130e−LF/6 + 5.11B0 + 26.9 for (13 < LF < 60) (4.14)

where r2 has units of s−1 mM−1 (protein shells), and B0 is in Tesla. Using Eqs. (4.12) and (4.13) –

(4.14) for the r2 of ferritin, one can apply the contrast model scenarios presented in Eqs. (4.8)-(4.9).

4.3 Methods

4.3.1 Contrast Model Verification

As a simple test of this model, images were acquired in phantoms containing the different contrast

agents in H2O. The agents tested were Feridex R© (Berlex Imaging, Wayne, NJ) and purified horse

spleen ferritin (Sigma-Aldrich, St. Louis, MO). The horse spleen ferritin was used to approximate

the contrasting behavior of intracellular recombinant ferritins expressed via transgenes. Its iron

content was measured by spectrophotometric assay using Ferene-S reagent (3-(2-Pyridyl)-5,6-di(2-

furyl)-1,2,4-triazine-5’,5”). Normalizing iron content to protein content then gave LF = 720 ± 20.

First, r2 values of the two agents were measured using three concentrations of each agent at 11.7

T and 37 ◦C. We imaged capillaries containing the agents using a 20-echo Carr-Purcell-Meiboom-

Gill (CPMG) pulse sequence, with TE/TR=9/7000 ms. The average image intensity for each

capillary was computed. The intensities exhibited mono-exponential decay with increasing TE.

Because ferritin and Feridex R© have relatively small diameters, 12 nm and 50-150 nm respectively,

r2 should not depend on the choice of inter-echo time TE [108]. Using the measured r2 values

and λ calculated from Eq. (4.4), three capillary tubes of dilute Feridex R© or ferritin solutions were

prepared in concentrations where the model predicts a CNR = 2, 5, and 8. Fe concentrations used

were 15 µM, 56 µM, and 86 µM for Feridex and 0.63 mM, 1.7 mM, and 3.0 mM for ferritin. Tubes

were imaged at 37 ◦C using an 11.7 T, Bruker AVANCE micro-imaging system. T2-weighted SE

images were acquired for capillary pairs using a FOV=1 cm, a 4 mm slice thickness, a 256×256 image
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matrix and TR=10 s. TE was set to TEopt (Eq. 4.5), which ranged from 22-25 ms in Feridex R©

and 24-25 ms in ferritin. Although efforts were made to maintain identical imaging conditions,

empirical λ varied between 90-140 in our apparatus, leading to CNR values that systematically

differed from the theoretically predicted values of CNR = 2, 5, and 8 in the prepared phantoms.

In order to compare our experimental results, actual λ values were calculated post-experiment,

and these values were used for testing the predictive abilities of this model independent of these

apparatus fluctuations.

4.4 Results

4.4.1 Contrast Model Predictions

To demonstrate our contrast model, we analyzed several contrast agents. Figure 4.1 panels a-b

display the minimum Fe concentrations of Feridex R© and ferritin, respectively, needed to obtain

images with CNR = 5. These calculations assume a localized agent distribution (Eq. 4.11). For

Feridex R© we assumed an r2 of 172 s−1 mM−1 (Fe) at 11.7 T and 144 s−1 mM−1 (Fe) at 1.5 T, an

H2O background with T20=47 ms at 11.7 T, T20=63 ms at 1.5 T, and 37 ◦C. Figure 4.1 panel a

shows that concentrations on the order of 10–35 µM Fe at 1.5 T and 12–38 µM Fe at 11.7 T are

required for realistic values of λ. Interestingly, a higher iron concentration is required when going

from 1.5 T to 11.7 T. Figure 4.1 panel b models ferritin concentrations needed for high LF (∼ 900)

and low LF (∼10) using Eqs. (4.12), (4.13) and (4.14), respectively. These calculations assume a

localized agent distribution (Eq. (4.11)), a ferritin r2 of 1900 s−1 mM−1 (protein) at 11.7 T and

244 s−1 mM−1 (protein) at 1.5 T, a H2O background, and 37 ◦C. Figure 4.1 panel c shows the

same calculation, but normalized per ferritin molecule. Interestingly, for low-LF, T2 relaxivity per

Fe atom is greater, and thus one requires significantly less total Fe (< 70%) to achieve adequate

contrast compared to more Fe-laden ferritin cores (Fig. 4.2 panel b) [109]. At high magnetic field

strengths, concentrations in the range of 0.5 – 2.3 mM Fe or 0.8 – 3.0 µM holoferritin are required

to achieve satisfactory contrast (Fig. 4.1 panels b–c).
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Figure 4.1: Minimal T2 contrast agent concentration required to achieve CNR = 5.
Concentration curves are for (a) Feridex R© and (b-c) ferritin. Panel (a) shows that Feridex R© concentrations on the
order of 10-40 µM Fe are required for realistic λ values in our simulated system. Panel (b) shows that for low LF
ferritin, the T2 relaxivity per Fe atom is maximized. Panel (c) shows that at high magnetic field strengths the ferritin
concentration needed to provide useful contrast diminishes significantly. For LF=880 ferritin at 11.7 T, one requires
only ∼0.1 times the concentration needed at 1.5 T (λ = 100). All simulations assumed a H2O background at 37 ◦C.
(Figure taken from Fig. 1 of Mills and Ahrens [101])
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4.4.2 Contrast Model Verification

As an experimental confirmation of the accuracy of the contrast model, capillary tubes containing

dilute aqueous solutions of Feridex and purified horse spleen holoferritin were imaged at 11.7 T.

Figure 4.2 displays the experimental CNR results overlaid on the model-predicted CNR for each

concentration tested. Predicted CNR values are within 2–13% of the empirically observed CNR.

There are many potential sources of error in these measurements, such as pipetting error when

measuring the concentrated contrast agent, RF inhomogeneity of the birdcage coil across the image

field of view, and imperfect shimming. Because of these confounding factors, we believe that a

< 13% error is a reasonable expectation. Overall, in our experimental system, the model predicts

that in order to obtain satisfactory T2-weighted contrast (i.e. CNR = 5), one requires a minimum

concentration of 15 µM Fe using Feridex or 1.2 µM ferritin protein. These calculations assume a

highly-localized agent in H2O with T20=47 ms (Eq. (4.11)), optimal TE (Eq. (4.5)), B0 = 11.7 T,

37 ◦C, and the measured r2 of Feridex R© and ferritin equal to 172 ± 9 s−1 mM−1 (Fe) and 1900 ±

200 s−1 mM−1 (protein), respectively. In our experiments the empirical parameter λ ranged from

90-140 when calculated via Eq. (4.4), where the pure water capillary was used as the background

reference.
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Figure 4.2: Experimental and model-predicted CNR for different T2 contrast agent concentrations.
Data points show the experimentally observed CNR in phantoms for three different concentrations of (a) Feridex R©
and (b) ferritin, while solid lines show model-predicted CNR for a highly-localized contrast agent (Eq. (4.11)). The
capillary tube images (insets) show pure H2O and the respective concentrations of Feridex R© and ferritin. Model-
predicted CNR values are within 2–13% of observed values. Data were acquired at 37 ◦C and 11.7 T. (Figure taken
from Fig. 2 of Mills and Ahrens [101])
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4.4.3 Contrast Model Predictions for comparing T2 and T1 CAs

As an additional application of the contrast model, we simulate the contrast efficacy of the metal

ions in two clinically-approved T1- and T2-type contrast agents with the help of a T1 contrast model

previously described [102]. We compare the Fe2+/Fe3+ in Feridex R© and Gd3+ in GdHP-DO3A

(ProHance, Bracco Diagnostics, Princeton, NJ) at two different field strengths (1.5 T and 11.7 T).

For our simulation we set the background tissue to be gray matter of the central nervous system

and rely on published values of relaxation times in humans at 1.5 T [108] and in mice at 11.7 T

[110, 111]. For gray matter, we used T1/T2 = 1900 / 31.4 ms at 11.7 T [108], and T1/T2 = 1200 /

80 ms at 1.5 T [109]. For GdHP-DO3A, we use a T1 relaxivity value at 37 ◦C given by 3.7 mM−1

s−1 (Gd) at 1.5 T [112], and we measured a value of 3.40 s−1 mM−1 (Gd) at 11.7 T. The high-field

value was measured using an inversion recovery sequence at 15 different TI times and three dilute

agent concentrations on an 11.7 T NMR spectrometer. Figure 4.3 displays the calculated results;

on a per metal ion basis, Fe in ferumoxide is significantly more effective at enhancing MRI contrast

compared to the Gd-based agent at typical clinical magnetic field strengths. For example, at 1.5

T and for λ=100, approximately 63% less metal ion is needed to produce satisfactory contrast.

Interestingly, at 11.7 T the two ions differ by only 15%, where lower amounts of the Gd-agent are

required. The T1 relaxivity of both ferumoxide and GdHP-DO3A change only slightly from 1.5 T

to 11.7 T [112, 113], thus some of this high-field behavior can be attributed to the increase in gray

matters T1/T2 ratio.
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Figure 4.3: Comparison between contrast produced by GdHP-DO3A (ProHance R© ) and
Ferumoxide (Feridex R© ) on a per metal-ion basis.
The simulation assumes in vivo gray matter of the central nervous system as a background tissue. For Feridex,
approximately 63% less metal ion is needed compared to Gd to produce satisfactory contrast at 1.5 T (λ=100).
However, at 11.7 T and the same λ, the concentration of ions provides the same level of contrast differ by only 15%,
where lower amounts of the Gd-agent are required. Predictions for the Gd-based agent are based on the T1 model
described by Ahrens et al. [102]. (Figure taken from Fig. 3 of Mills and Ahrens [101])

4.5 Discussion

The development of new contrast agents requires an understanding of the minimum agent con-

centration needed to provide satisfactory contrast as part of an overall design strategy, and our

contrast model can quantitatively address this issue. Furthermore, the model can be used to avoid

excess agent concentrations, which may result in adverse biological effects such as cytotoxicity. The

model can be used in a wide range of applications; four different application categories are defined

that depend on the expected in vivo behavior of the agent and its mode of delivery. The model

requires a minimum number of parameters, such as the relaxivity of the agent and regional T2 in

the absence of agent. It is simplified via the introduction of an empirical parameter, λ, that is

independent of agent type and essentially describes the overall sensitivity of the MRI system with

the subject. The λ parameter is readily evaluated (Eq. 4.4) empirically from an MR image and

the measured regional T2 value in the absence of agent. Our model predictions were tested using

T2-weighted SE images of aqueous phantoms containing dilute concentrations of an SPIO agent
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and holoferritin, and reasonable agreement was found. In other analyses, we used the model to

compare the contrast efficiency of the metal ions in T1 versus T2 agents. We note that a comparable

model for T1-type agents has been previously described [102], and has been effective, for example,

in predicting the contrast enhancement of enzyme-activated functional contrast agents in vivo.

4.5.1 Accuracy and Applicability

There are many factors that limit the overall accuracy and applicability of this contrast model.

First, it assumes that T1 weighting effects are minimal (i.e., TR � T1). However, as long as

TR > T1, this assumption is estimated to decrease the accuracy of the model predictions by only

about 3–25%, depending on the intrinsic tissue T1 in the model system. Second, our model assumes

that the average contrast over a region of interest is comprised of numerous voxels. However, when

using certain cellular contrast agents such as micron-sized SPIO agents [19, 30] in vivo contrast may

be highly localized and punctate. This may offer improved detectability, and the contrast model

may underestimate contrast in these cases. A third limitation is in our analysis of ferritin, which

relies on in vitro T2 relaxivity values of purified protein; there are likely to be significant differences

between in vitro and in vivo holoferritin relaxivity values [114]. In addition, r2 values in vivo may

be tissue-type dependent, and thus high-accuracy contrast modeling may need to account for these

differences. Overall, the intent of this contrast model is not to provide highly accurate predictions

in specific tissues and organs in vivo, but rather, to numerically simulate the performance of agents,

which is particularly important in their early development stages.

4.5.2 Implications for Ferritin

The modeling results for ferritin (Fig. 4.1 panels b-c) have interesting consequences for experiments

that express holoferritin protein via transgenes [40, 41]. First, since ferritin has a pronounced linear

T2 relaxivity increase with increasing field strength, significantly less transgene expression is needed

at high fields for contrast detection. For example, at 11.7 T the required concentration of LF=880

ferritin is only ≈0.1 times the concentration required at 1.5 T (for λ=100). Finally, we speculate

that transgene-expressed ferritins are most often in the low-LF regime in vivo; strong molecular-

genetic promoters can rapidly produce high copy numbers of intracellular ferritin, and in vivo iron

loading of apoferritin is the rate-limiting step. Importantly, in the low-LF regime the T2 relaxivity
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per Fe is maximal, which works to the advantage of an investigator when using these technologies.

Overall, the contrast model can aid in the design of molecular-genetic strategies incorporating

ferritin reporters.

4.6 Conclusions

Emerging cellular-molecular MRI methods often utilize T2 contrast agents for in vivo detection. We

present a general theoretical model to predict minimal contrast agent concentration requirements.

This model can be used to aid the development of new generations of contrast agents and their

applications, and may be an effective alternative to empirical concentration determinations in

phantoms or in vivo. It is applicable to a wide range of T2-type agents and delivery scenarios,

requiring only a few readily-evaluated parameters.

4.7 Appendix: Contrast Modeling when Using Short-TR, Small-
tip-angle GRE

A general description of contrast agent concentration requirements for GRE T ∗2 -weighted images

is presented. Above, we considered the GRE sequence only in the limit of TR � T1 and θ = 90◦.

More generally, contrast between regions A and B of a spoiled GRE sequence is given by [103]

CNRGRE =
√

NEX
k

N̄
sin(θ)

[
1−e−TR/T ′1B

1−e−TR/T ′
1B cos(θ)

e−TE/T ′2B

]
−
[

1−e−TR/T
′
1A

1−e−TR/T ′
1B cos(θ)

e−TE/T ′2A

]
(4.15)

where
1

T ′{1:2}{A:B}
=

1

T{1:2}{A:B}
+ r{1:2}[M ]{A:B}

In regions A or B, T{1:2}{A:B} are the agent-free T1 or T2 values, r{1:2}{A:B} are contrast agent T1

or T2 relaxivities, and [M ]{A:B} are the agent concentrations. Analyzing the relationship between

concentration and contrast in the generalized situation is made complex by introducing T1-weighting
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and the tip angle θ. To use Eq. (4.16), one can fix CNR = 5, fix TR, then computationally search

Eq. (4.16) for the minimal agent concentration and optimal TE and θ. In general, one can run a

minimization function of the form

{[M ]A,TEopt, θopt} = f(CNR,TR, r1, r2, T1, T2, λ) (4.16)

to obtain the minimal contrast agent concentration. In this approach the minimum concentration

[M ]A, TE, and θ are varied and returned by the minimization method, and CNR, r1, r2, T1, T2,

and λ are known input parameters. The minimization can be done using a standard “Simplex”

algorithm [115]. This method is appropriate for Eq. (4.16) because only one optimal TE and θ,

and minimal concentration exist and partial derivatives need not be known explicitly [115]. Using

a “brute-force” method to optimize TE and θ is also reasonable since the search space is small.

To demonstrate this minimization, we ran a spoiled-GRE simulation for ferritin in mouse brain

gray matter at 11.7 T and 37 ◦C. Assuming that ferritin accumulates in region A, but not in region

B, the simulation parameters were λ=100, T1=1800 ms, T ∗2 =28 ms [111], and r2=1900 s−1 mM−1

(protein). Constants were passed to a brute-force MATLAB function to minimize the concentration

given by Eq. (4.16), and we calculated the results for the range TR=10–2000 ms. Figure 4.4 shows

the resulting minimal concentration, optimal TE and θ required for CNR=5 in our simulated tissue

system. This general numerical approach can be used for other pulse sequences. By combining the

analytical intensity equations for a pulse sequence (i.e., in the form of Eq. (4.1)), and combining

these equations with Eq. (3.12) to obtain a CNR function, one can computationally minimize

concentration. For example, one can model contrast for steady-state free-precession sequences by

using appropriate analytical signal intensity equations [116].
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Figure 4.4: Plot of minimum Fe concentration, optimal tip angle, and optimal TE required for
CNR = 5 in a simulated small-tip-angle GRE experiment.
The solid line denotes minimal concentration (left axis), while the other lines show optimal parameter values (right
axis). The TE varies rapidly in the short-TR domain and levels off as TR > T1/2. The optimal tip angle approaches
90◦ as TR increases. The simulation assumes a highly-localized distribution of LF=880 ferritin in a gray matter
background. We assume 11.7 T, 37 ◦C, and λ=100. (Figure taken from Fig. A1 of Mills and Ahrens [101])
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Chapter 5

Phase Slope Magnitude (PSM)
Imaging

The majority of this thesis chapter has previously been published under the title “Enhanced positive-
contrast visualization of paramagnetic contrast agents using phase images” in the scientific journal
Magnetic Resonance in Medicine [55]. The journal is the copyright holder for this previously-
published material.

5.1 Introduction

Distinguishing SPIO-induced image hypointensity from intrinsic contrast is a common challenge

when imaging iron-oxide contrast agents using T2 and T ∗2 -weighted scans, especially if their contrast

is subtle or biodistribution is not known beforehand. False positives can originate from intrinsic

contrast sources, for example, from tissue interfaces, blood vessels, necrosis, hemorrhage, or low

proton density. To help address this challenge, investigators have developed image acquisition

methods that generate positive contrast images highlighting SPIO. Positive contrast methods tend

to diminish the signal-to-noise ratio (SNR) per unit scan time compared to conventional magnitude

images in order to reap the benefits of positive contrast. An alternative approach for addressing

this common challenge is to highlight SPIO by generating positive-contrast images from MRI phase

images [117, 54]. Because phase image pixel values correlate with local magnetic field, applying

high-pass filters to phase images has been shown to accentuate spatial magnetic field variations (i.e.,

paramagnetic CA deposits). Importantly, post-processing of phase images does not require altering

image acquisition procedures, as is required for many of the prior art methods, as discussed above.

In one study, a smoothing high-pass filter was applied to phase images of an air-water phantom

and in vivo brain tissue [54]. The filter used in this study, however, results in images with an
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effective resolution roughly two times lower than the original image [54]. In a second study, a

high-pass filter that does not reduce effective resolution was applied to phase images of bovine

muscle tissue [117]. More recently, the linear component of phase spatial variation was visualized

by performing quadratic fits to k-space phase shifts [118]. This method uses a variable-size sliding-

window approach that avoids potential phase-unwrapping errors, but sacrifices image resolution as

a result of partial-voluming.

These studies [117, 54, 118] provide strong visual evidence for enhanced sensitivity to magnetic

susceptibility disturbances among tissues when using filtered phase maps. However, these studies

either do not quantify sensitivity gains, or sacrifice spatial resolution during the image generation

process. This study aims to simultaneously preserve image resolution while quantifying sensitiv-

ity improvements that result from high-pass filtering phase images. Our resulting Phase Slope

Magnitude (PSM) images emphasize spatial magnetic field variations. The PSM image contrast-

to-noise ratio (CNR) was calculated in regions surrounding paramagnetic CA distributions and

compared against CNR values from conventional magnitude images. Initially, using PSM we an-

alyzed an agarose gel phantom doped with SPIO particles. PSM analysis was also performed on

a fixed mouse brain that had been stereotaxically inoculated in one hemi-segment of the striatum

with a replication-defective adenovirus (AdV). The AdV contained transferrin receptor (TfR-1)

transgenes; overexpression of TfR in transduced cells upregulates ferritin, a paramagnetic cellular

iron storage protein that produces a weak contrasting effect in T2 and T ∗2 -weighted MRI scans

[40, 119]. PSM analysis was also performed using in vivo data acquired in a mouse brain that

had been inoculated with AdV containing transgenes for ferritin subunits. These transgenes cause

the formation of paramagnetic holoferritin as brain cells sequester endogenous iron from the or-

ganism [40]. The paramagnetic disturbance from ferritin is weaker compared to SPIO, and PSM

images may make the difference between seeing, and not seeing, a targeted CA. Finally, we applied

the PSM algorithm to in vivo MRI data acquired in an anesthetized mouse with its quadriceps

inoculated with primary dendritic cells (DCs) that had been labeled with SPIO ex vivo.

Overall, PSM images exhibit a significant 1– to 8–fold CNR improvement in regions where

paramagnetic agent is present compared to conventional magnitude images. A method for thresh-

olding PSM images to eliminate noise from phase measurements is also described. Additionally, a

few variations of PSM images are presented. The PSM method does not require extra MRI scans
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because it relies on phase images that are a by-product of conventional MRI scans; it can be used

retrospectively on previously-acquired data. PSM image generation requires no prior knowledge

about the magnitude of the field disturbance created by arbitrary CA distributions, and can be

used in conjunction with any T ∗2 -weighted MRI pulse sequence.

5.2 Theory

5.2.1 Phase Slope Magnitude (PSM) Image Generation

The intensity of a voxel in the phase-offset image (∆φ from Eq. (3.19)) is proportional to the

deviation in magnetic field (∆BZ) within that voxel relative to its surrounding background material.

To accentuate perturbations in phase due to paramagnetic agent deposits, we first calculate the

mathematical gradient of the phase-offset image (Eq. (3.19)), which results in a vector field:

∆φOffset =
n∑
i=1

dφOffset

dxi
x̂i (5.1)

In Eq. 5.1, n indicates the number of dimensions for comparison (e.g., n = 3 for 3D volumes).

Using the vector field from Eq. (5.1), we set the magnitude of each vector as a pixel value in our

final PSM image product:

I(x, y, z) = ‖∆φOffset(x, y, z)‖ (5.2)

where x, y, z represent image grid coordinates, and I represents PSM image pixel intensity. Addi-

tional computational details used in generating PSM images are described in the Methods section.

5.2.2 PSM Image Noise Thresholding

Pixel intensity values in PSM images are generated from phase maps as described by Eqs. (3.18),(5.1),

and (5.2). Phase maps also contain an underlying probabilistic noise intensity that is inversely pro-

portional to their corresponding magnitude images signal-to-noise ratio (SNR) [80, 86]. One can

eliminate likely noise pixels in PSM images by applying the following statistical criterion. First,

we assume that the phase offset images from which PSM images are generated (Eq. (3.18)) have

corresponding magnitude images with regional SNR>3 [86]. This allows the phase image noise
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distribution to be approximated as Gaussian [86], and one can calculate the standard deviation of

noise values (σ) in the phase-offset images using the relation:

σφ = σ/

√
M

2 − σ2 (5.3)

where M is the average intensity of the magnitude image in this ROI and σ is the standard deviation

of the real or imaginary Gaussian noise in this same region [86]. Alternatively, σ can be estimated

by:

σ2 = σ2
N/(2− π/2) (5.4)

where σN is the noise standard deviation in a region devoid of proton signal [86]. Combining Eqs.

(5.3) and (5.4) gives the relation:

σφ = 1.5264 · σN/
√
M

2 − 2.33 · σ2
N (5.5)

Since Eq. (5.5) provides the noise level in phase-offset images (Eq. (3.18)), we can use this to

calculate noise in PSM-images by considering Eq. (5.2). Specifically, along each spatial dimension,

(i.e., dx, dy, or dz) noise values in the PSM image will also follow a Gaussian distribution, with a

new standard deviation of

σφdx = σφdy = σφdz =
√
σ2
φA + σ2

φB =
√

2 · σφ (5.6)

where σφA and σφB represent standard deviation in two adjacent voxels, and σφ is found using Eq.

(5.5). Since this distribution is Gaussian, 95% of its values are expected to fall within the range

[−2
√

2σφ, 2
√

2σφ]. Thus, when generating 2D or 3D PSM images using Eqs. (5.1) and (5.2), one

can optionally threshold out values of dx, dy, or dz that are within this range, thereby removing a

significant number of ‘false-positive’ pixels from our final PSM image product that likely represent

random phase angle noise variations.
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5.2.3 Direction-Weighted and Higher-Order Derivative PSM Images

PSM images are generated by calculating the spatial 3D first derivative (i.e., 3D gradient) of phase

images. The contributions from the x-, y-, and z-dimension are all equal in magnitude, and a

user may desire to weigh these components separately when looking to accentuate certain magnetic

disturbances in phase-offset images. For example, a sphere in a magnetic field creates a dipole-

shaped magnetic field disturbance. When visualized with conventional PSM images, the dipolar

shape has bright intensity at its poles and around its center. If the center of the dipole is visualized

using an x-dimension-weighted PSM image, only the poles have high intensity, whereas using a

y-dimension-weighted PSM image, one only sees high intensity around the center of the dipole.

The differences between these different phase-slope images may make them useful for detection of

different geometrical distributions of SPIO.

Also, higher-derivative images that look at the curl of the phase-offset image in the x-, y-,

and z-dimension will exhibit different contrast mechanisms that may accentuate certain desirable

characteristics of a phase image. In the datasets we applied this to, there were no notable benefits

of using higher-derivatives to visualize phase images.

5.2.4 Phase Slope Coherence (PSC) Images

The phase gradient in a phase-offset image often has a uniform directionality (angle of slope) when

surrounding objects of interest. Other areas that do not surround objects of interest often have

large phase gradient values in them, but these gradients are not uniformly oriented in the same

direction (e.g., noise, tissue boundaries). In some cases, it may be beneficial to generate images

that use both the phase slope magnitude (PSM) component from Eq. (5.2), and a ‘phase slope

angle’ component, which quantifies the local coherence of the direction in which the phase gradient

has its largest rate of change. We call these images Phase Slope Coherence images, and they tend

to deemphasize tiny phase variations, while instead emphasizing the multi-voxel phase patterns

which tend to be produced by any arbitrary coherent distribution of superparamagnetic contrast

agent. The two types of PSC images that consider directional consistency were weighted by:

(i) Average neighbor difference: Every pixel in PSM image is divided by sum of differences in

phase slope direction between it and its neighbors:
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PSCP = PSMP

∣∣∣∣∣∣
∑

n∈Neighbors(p)

(PSDn − PSDp)

∣∣∣∣∣∣
−1

(5.7)

(ii) Greatest neighbor difference: Every pixel in PSM image divided by maximum difference in

phase slope direction between that pixel and its neighbors.

PSCP = PSMP

∣∣∣∣ max
n∈Neighbors(p)

(PSDn − PSDp)

∣∣∣∣−1

(5.8)

where for these two weighting approaches, PSCP is the intensity of pixel P in the resulting PSC

image, PSMP is the phase slope magnitude value for pixel P in the phase slope vector field calculated

using Equation (5.2), and PSDP is the phase slope direction value (i.e., angle) for pixel P, and PSDn

is the phase slope direction of one of the neighbors of pixel P.

5.3 Methods

5.3.1 Gel Phantom

A gel phantom was constructed using a 3 mL syringe filled with 2% agarose that was lightly doped

with 1.6 µm-diameter macroscopic paramagnetic iron-oxide (MPIO) particles (Bangs Laboratories,

Fishers, IN). The phantom was imaged using an 11.7 T, 89-mm vertical-bore Bruker AVANCE

micro-imaging system (Bruker BioSpin, Billerica, MA). We used a 25-mm diameter birdcage coil

and a standard 3D GRE pulse sequence with parameters TE/TR=7/1500 ms, θ ≈ 90◦, and 40 µm

isotropic resolution. Raw echo data were reconstructed to create phase images, as described below.

5.3.2 Mouse Brains Expressing Transferrin and Ferritin Transgenes

Adult 20 g female C57B1/6J mice (Harlan) were anesthetized using an intraperitoneal cocktail

of ketamine and xylaxine and placed in a head stereotaxic device. Animals were injected with a

recombinant, replication-defective adenovirus (AdV) carrying either the transferrin receptor (TfR-

1) gene or a 1:1 mixture of the light and heavy subunits of ferritin (LF and HF, respectively), as

described in Reference [40]. Inoculations were made into the right striatum with a 32-gauge needle

(total of 1.6 × 109 plaque-forming units). A control AdV containing the β-galactosidase reporter
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(LacZ) was injected into the contralateral hemisphere. Animals were monitored until recovered

and housed with a normal diet and water ad libitum. In the AdV-TfR-1 transduced brain, at

day 5 post-injection, the mouse was perfused and fixed in 4% paraformaldehyde, and the brain

removed. The brain was suspended in 1% agarose in a plastic tube prior to imaging. Samples were

imaged at 11.7 T using acquisition parameters TE/TR=6.4/50 ms, θ ≈ 30◦, 51 µm isotropic voxels,

512×256×256 image points, and 16 averages. The LF- and HF-AdV inoculated mouse was imaged

in vivo. At day 5 after injection, the mouse was anesthetized using isoflurane in air and imaged

as above except using a motion-gated gradient-echo pulse sequence with acquisition parameters

TE/TR=7.7/175ms, 98 µm isotropic voxels, 256 × 256 image points, and 4 averages. Additional

experimental details about these procedures and materials are described elsewhere [40]. All animal

experiments were performed in accordance with the Carnegie Mellon Institutional Animal Care and

Use Committee guidelines and the U.S. National Institutes of Health Guide for the Care and Use

of Laboratory Animals.

5.3.3 Mouse Thigh Injected with SPIO-labeled DCs

PSM was applied to in vivo MRI data acquired in an anesthetized mouse with its quadriceps

inoculated with primary dendritic cells (DCs) that had been labeled with SPIO ex vivo. Dendritic

cells (DCs) were SPIO-labeled, injected into a mouse quadriceps, and imaged. Briefly, fetal skin-

derived DCs from a stable cell line [120] were incubated with SPIO particles conjugated to a CD11c

antibody (Miltenyi Biotec Inc., Auburn, CA). These ∼50 nm-sized SPIO particles were endocytosed

by the DCs using a receptor-mediated endocytosis mechanism [24]. A detailed description of the

cell culture methods used in this experiment is described elsewhere [24]. A 20-g male (DBA/2 ×

C57BL/6) F1 mouse (Jackson Laboratory) was anesthetized with isoflurane in air, intubated, and

connected to a mechanical ventilator (150 strokes/min, 300 µl/stroke); isoflurane (1.25%) in an

oxygen/nitrous-oxide mixture (70% / 30%) was administered. DCs (1× 107 cells) in 0.1 mL PBS

were slowly injected intramuscularly into the right quadriceps using a 27-gauge syringe. Afterwards,

the mouse was positioned, with hind legs extended, in a cradle inside a 30 mm diameter birdcage

RF resonator. The mouse temperature was regulated at 37 ◦C. The mouse was then positioned in

an 11.7 T micro-imaging system (as above). Multiple contiguous axial slices were acquired through

the lower extremities of the mouse using a standard spin-echo imaging sequence. Images were
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T2-weighted with TE/TR=30/1500 ms, 256×256 points, a 2.5 cm field of view, and a 0.6 mm slice

thickness. Both legs were imaged simultaneously, and the uninjected (left) leg served as a control.

Experiments were performed at the Pittsburgh NMR Center for Biomedical Research at Carnegie

Mellon University, and all animal procedures were approved by the Institutional Animal Care and

Use Committees at the University of Pittsburgh and Carnegie Mellon University.

5.3.4 APP/PS1 Transgenic Alzheimer Mouse Brain

Alzheimer disease pathology is typified by amyloid-beta (Aβ) plaques that in many cases will

contain iron in the form of hemosiderin. MR microscopy has demonstrated the ability to resolve

individual amyloid plaques in ex vivo mouse and human brain samples to determine amyloid burden

in 3D volumes, non-invasively. Because iron in amyloid tangles may be paramagnetic, PSM was

tested on an elderly mouse brain excised from a APP/PS1 dual-transgenic mouse to see if the

method would increase sensitivity to iron deposits in this disease model.

5.3.5 PSM Image Construction

For all MRI data sets, raw echo data were reconstructed into 2D and 3D phase images. A cost

minimization-based phase-unwrapping algorithm was applied to each image or 3D image stack [121].

Phase-unwrapped data were then imported into MATLAB and filtered with a high-pass filtering

kernel designed to exclude the lowest 10% of frequencies. These operations resulted in a series of

2D phase-offset images, as described by Eq. (3.18). The phase gradient vector field from Eq. (5.1)

was constructed by calculating dφ/dx, dφ/dy, and dφ/dz in each voxel of the phase-offset image

and then expressing these three components as a single vector. PSM images were visually rendered

in grayscale to show the magnitude of each vector in the phase gradient vector field, as described

by Eq. (5.2).

5.3.6 PSM Image Contrast-to-Noise Ratio Analysis

To evaluate the efficacy of PSM image enhancement compared to conventional magnitude images,

we measured the mean CNR surrounding each ROI containing presumed CA deposits in both image

types. Image CNR was calculated using the formula:
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CNR = |IA − IB|/σ (5.9)

where IA represents the average image intensity around the presumed CA deposit, IB represents

the average image intensity of the background substance surrounding the ROI (e.g., agarose gel

or tissue), and σ represents the background substances pixel-wise standard deviation. PSM image

thresholding was not performed before CNR analysis. Specifically, using Eq. (5.9), the CNR was

calculated for the following samples as described below:

1. Agarose gel phantom doped with MPIO. For the gel phantom, an arbitrary 2D slice

through the volume was selected for CNR analysis. A small area containing four apparent dipolar

perturbations was selected from the slice. The average intensity of each dipole (i.e., IA in Eq.

(5.9)) was calculated from a 6× 6 voxel cluster, of 240× 240× 40 µm total size, centered on each

dipole. A 32 × 32 voxel background region, devoid of apparent dipoles, was used to measure the

average background intensity (i.e., IB in Eq. (5.9)) and background noise (σ). In addition, we also

calculated the maximum, single-pixel CNR for each region of interest by substituting I ′A for IA

in Eq. (5.9), where I ′A represents the single voxel in the 6 × 6 voxel cluster exhibiting the largest

deviation from the background IB value.

2. Ex vivo mouse brain. For the mouse brain, a region centered on the site of AdV

inoculation was segmented manually from the 3D mouse brain volume. Slice-by-slice, this region’s

average intensity (IA in Eq. (5.9)) was calculated from a 20 × 20 voxel region of total volume

1× 1× 0.25 mm3. A comparable 32× 32 voxel region on the contralateral side was also segmented,

where AdV-LacZ control vector was injected; this region was used to measure average background

intensity, IB, via Eq. (5.9). Background noise (σ) was measured using a 32× 32 voxel region from

the homogeneous agarose gel embedding the brain. Image CNR was calculated using Eq. (5.9) on

a slice-by-slice basis, five slices total, for both PSM and magnitude image types. In addition to

analysis of the average regional CNR, we also calculated the maximum, single-pixel CNR slice-by-

slice for this region by substituting I ′A for IA in Eq. (5.9), where I ′A represents the single pixel in the

20× 20 pixel transduced brain region exhibiting the largest deviation from the average background

IB value. The 3D PSM result was volume-rendered and made semi-transparent using the software

package Amira (Mercury Computer Systems, Chelmsford, MA).
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3. In vivo mouse brain. A region centered on the site of AdV inoculation was segmented

manually from the mouse brain slice. The average intensity of this region (IA in Eq. (5.9)) was

calculated from a 9× 15 voxel region of total volume 0.9× 1.5 mm2. A comparable 16× 16 voxel

region on the contralateral (AdV-LacZ) side was also segmented to measure average background

intensity, IB, via Eq. (5.9). Background noise (σ) was measured using the same 16 × 16 voxel

homogeneous background region. Image CNR was calculated using Eq. (5.9) for both PSM and

magnitude image types. In addition to analysis of the average regional CNR, we also calculated

the maximum, single-pixel CNR for this region by substituting I ′A for IA in Eq. (5.9), where I ′A

represents the single pixel in the 9×15 pixel transduced brain region exhibiting the largest deviation

from the average background IB value.

4. Mouse Thigh Injected with SPIO-labeled DCs. For the in vivo mouse thigh, a

region containing the site of DC inoculation was segmented manually from the mouse quadriceps

volume. Slice-by-slice, the average intensity of this 33 × 37 pixel region (IA in Eq. (5.9)) was

calculated. A 32×32 pixel region in the contralateral quadriceps (control) was chosen to measure

average background intensity (IB) and background noise (σ). Each slice’s CNR was calculated for

both image types using (5.9). In addition to analysis of average regional CNR, we also calculated

maximum, single-pixel CNR slice-by-slice for this region by substituting I ′A for IA in Eq. (5.9), where

IA represents the single pixel in the 33×37 implanted-DC region exhibiting the largest deviation

from IB.

5.4 Results

PSM images were generated from a variety of diverse data sets to assess efficacy at highlighting CA

deposits. None of the presented PSM images underwent the regional noise thresholding procedure,

but we found that applying the procedure results in nearly noise-free PSM-images suitable for

effective visualization of CA distribution. To compare PSM images to conventional magnitude

images, the CNR was measured in both images in regions encompassing the CA deposits.
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5.4.1 Gel Phantom

Table 5.3 summarizes the numerical CNR analysis for the MPIO-doped agarose gel phantom;

Figure 5.1 shows the PSM and magnitude images used to obtain the results in Table 5.3. In the

gel phantom, PSM images were found to exhibit a 2- to 8-fold CNR improvement over magnitude

images in regions containing the MPIO deposits.

Figure 5.1: Three different image types formed from the same region of SPIO-doped agarose gel
phantom.
Images include: (a) conventional magnitude image, (b) inverted magnitude image, and (c) positive-contrast PSM
image. In panel (a), the four paramagnetic dipoles are labeled “1” through “4,” corresponding to the same four
dipoles enumerated in the gel dipole CNR improvement analysis (Table 5.3). In regions where SPIO is present, the
PSM image exhibits CNR values 2 − 8× greater than the conventional magnitude image. The inverted magnitude
image in panel (b) is provided for comparison with the PSM result in panel (c). This comparison demonstrates that
the PSM method does not just create simple positive contrast visuals it generates additional contrast that spatially
extending around and accentuating CA. (Figure taken from Fig. 1 of Mills and Ahrens [55])
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5.4.2 Mouse Brains Expressing Transferrin and Ferritin Transgenes

The analysis results for the AdV-TfR inoculated mouse brain are shown in Table 5.1, where Figure

5.2 shows the associated PSM and magnitude images. Figure 5.3 shows several views of a 3D

volumetric rendering of this entire mouse brain using 3D PSM data.
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Figure 5.3: PSM 3D volume rendering of the mouse brain inoculated with AdV/TfR-1 into the
striatum.
The panels show (a) dorsal, (b) lateral, (c) cranial, and (d) oblique views. The arrows indicate the site of AdV-TfR-1
injection, while the contralateral side was injected with AdV-LacZ control. These 3D PSM images are easily able to
distinguish the paramagnetic deposits induced by the TfR-1 transgene. This is the same brain shown in Table 5.1
and Figure 5.2. (Figure taken from Fig. 3 of Mills and Ahrens [55])
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Measurement Section # 1 #2 #3 #4 #5

Average PSM CNR 1.9 3.0 3.9 4.2 4.5

Average MAG CNR 2.2 1.9 2.5 3.2 3.3

PSM improvement 0.9× 1.6× 1.6× 1.3× 1.4×

Maximum PSM CNR 28.0 56.7 50.7 72.0 127.4

Maximum MAG CNR 10.2 11.0 13.1 23.2 24.6

PSM improvement 2.7× 5.2× 3.9× 3.1× 5.2×

Table 5.1: PSM analysis results for the mouse brain transduced with TfR-1 transgenes.
Shown is a comparison between the CNR present in the PSM and MAG images. (Table taken from Table 2 of Mills
and Ahrens [55])

Results for the LF/HF-AdV inoculated mouse brain are displayed as PSM and magnitude

images in Figure 5.4. PSM images exhibited a 1- to 5-fold CNR improvement at sites of AdV

injection (Table 5.1). Inspection of Figs. 5.2 and 5.4 support this finding, where transduced cells

are significantly more apparent in the PSM images (Figs. 5.2, 5.4a) compared to the magnitude

images (Figs. 5.2b, 5.4b). Importantly, Fig. 5.3 shows that full-brain visualization of the transgene

distribution is feasible and efficacious, despite the presence of several regions of endogenous PSM

contrast throughout the volume.
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Figure 5.4: In vivo MRI of mouse brain transduced with HF and LF transgenes via an
AdV-vector injected into the striatum.
The coronal section shown compares (a) positive-contrast PSM image and (b) conventional magnitude image. Arrows
indicate the LF/HF-AdV mix injection site, while the contralateral side injected with the AdV-LacZ control shows
no contrast. In the ferritin-transduced region, the PSM image exhibits CNR values 1.6 − 1.8× greater than the
conventional magnitude image. (Figure taken from Fig. 4 of Mills and Ahrens [55])

5.4.3 Mouse Thigh Injected with SPIO-labeled DCs

Figure 5.5 shows the PSM and magnitude images for the in vivo mouse quadriceps injected with

SPIO-labeled DCs, while Table 5.2 summarizes the numerical analysis for this image. The PSM
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images exhibited a 3- to 8-fold CNR improvement at the DC injection site (Table 5.2). This is

significant since this biological sample of interest was imaged in vivo in a low-SNR regime, where

adequate contrast is sometimes difficult to achieve.
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Figure 5.5: Conventional magnitude and PSM images generated from mouse quadriceps injected
with SPIO-labeled DCs.
Four different 0.6 mm-thick sections are shown to compare conventional magnitude images (left panel) against PSM
images generated using our described methods (right panel). These four sections are labeled numerically, corre-
sponding to the sections enumerated in the mouse quadriceps CNR improvement analysis (Table 5.2). White arrows
(left panel) indicate where DCs were injected into mouse thigh, while the contralateral thigh acts as a no-injection
control. Black arrows (right panel) indicate the significant tissue interface that is highlighted by the PSM method
between muscle and bone in the mouse thigh. The positive-contrast PSM images (right panel) exhibit CNR values
3–8× greater than the conventional magnitude images (left panel) when analyzing the region where SPIO-labeled
DCs were injected. Images have an isotropic resolution of 100 µm.
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Measurement Section # 1 #2 #3 #4

Average PSM CNR 2.8 2.3 2.8 2.9

Average MAG CNR 0.3 0.2 0.9 1.0

PSM improvement 8.5× 12.2× 3.1× 2.9×

Maximum PSM CNR 47.8 47.0 41.5 46.8

Maximum MAG CNR 14.9 10.9 10.7 14.9

PSM improvement 3.2× 4.3× 3.9× 3.1×

Table 5.2: PSM analysis results for mouse quadriceps injected with SPIO.
Comparison between contrast-to-noise ratio (CNR) present in phase slope magnitude (PSM) and conventional mag-
nitude (MAG) images. (Table taken from Table 3 of Mills et al. [55])

5.4.4 APP/PS1 Transgenic Alzheimer Mouse Brain

Finally, PSM images did not show contrast enhancement compared to conventional magnitude

images when applied to an ex vivo elderly mouse brain excised from a dual-transgenic (APP/PS1)

model of Alzheimer disease. However, interestingly, phase offset images formed during the PSM

image-generation process were found to significantly increase contrast from individual amyloid

plaques (Fig. 5.6). In the phase-offset image for these APP/PS1 dual-transgenic mice, the regional

CNR due to each plaque deposit is enhanced, and many plaques appear that are not visible in the

conventional magnitude image.
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Figure 5.6: Conventional magnitude and phase-offset images generated from (a) PS1 (control)
and (b) APP/PS1 dual-transgenic brains of elderly mice.
For both APP/PS1 and PS1 samples, three image types are shown: magnitude image (left panel), phase-offset image
(center panel), and inverted phase-offset image (right panel). A large number of hypointense punctate plaques are
detected in the APP/PS1 sample (b), but not in the PS1 sample (a). Arrows for the APP/PS1 sample (b) indicate
locations where hypointense spots are faint or very difficult to detect in the magnitude image (left panel), while these
same plaques appear prominent in the phase-based images (b, center and right panels). Also the many punctate
spots that are detectable by eye in the APP/PS1 magnitude image (b, left panel), tend to be more easily detected
when viewing the phase-offset images (b, center and right panels). Image resolution is 25 µm isotropic.

Overall, these results demonstrate the efficacy of our PSM-image generation methods for high-

lighting arbitrary distributions of paramagnetic agents in the context of in vivo cell tracking appli-
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cations.

Measurement Dipole # 1 #2 #3 #4

Average PSM CNR 11.6 5.3 12.0 28.5

Average MAG CNR 1.6 1.3 2.1 3.4

PSM improvement 7.1× 4.0× 5.7× 8.3×

Maximum PSM CNR 57.5 31.4 66.0 143.4

Maximum MAG CNR 3.1 2.8 3.3 3.5

PSM improvement 2.9× 2.1× 2.9× 5.5×

Table 5.3: PSM analysis results for the gel phantom doped with MPIO.
Shown is a comparison between the CNR present in PSM and conventional magnitude (MAG) images. (Table taken
from Table 1 of Mills and Ahrens [55])

5.5 Discussion

In this chapter we describe how paramagnetic CA distributions can be highlighted using PSM

images. Visualizing phase slope with PSM images provides a sensitive picture of magnetic field

disturbances. In our pilot experiments the PSM images exhibit a 1- to 8-fold CNR improvement

in CA-containing regions compared to conventional magnitude images. No loss in CNR was found

in any images studied. We show that PSM images can be generated in 3D to visualize arbitrary

agent distributions, and that these images help differentiate hypointense image regions due to

CA, leading to improved detectability. Indeed, we find that when analyzing samples that show

a weak paramagnetic effect, PSM images can make the difference between detecting, and not

detecting, magnetic disturbances (Fig. 5.2, panels 1 and 3). We also show that PSM is effective

for in vivo applications. However, acquired images should be relatively free from motion artifacts.

By superimposing PSM images onto magnitude images, one can reap the benefits of increased

sensitivity to magnetic susceptibility effects while retaining the critical anatomical backdrop.

5.5.1 Limitations

There are several limitations to the PSM method. First, an inherent limitation is its potential

inability to distinguish between some tissue interfaces and regions containing CA. Both the agarose

gel phantom and mouse brains had relatively homogeneous backgrounds for testing PSM image
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generation and resulting CNR measurements. PSM image methods applied to tissues or interfaces

of high magnetic susceptibility heterogeneity may not be as effective at distinguishing paramagnetic

CA deposits from background. Furthermore, PSM-image generation may introduce computational

artifacts if highly relaxative CAs generate rapid spatial changes in phase angle [122]. If image

resolution is too low to sample these rapid phase changes, undersampling occurs, which can po-

tentially cause phase unwrapping algorithms to choose an incorrect multiple of 2π to add to each

phase image pixel. Any incorrect choice will propagate through the PSM image generation process,

generating false-positive or negative pixel results. To mitigate this effect, one might acquire phase

maps using multi-echo GRE pulse sequences which employ ‘temporal unwrapping’ in order to de-

termine phase angle values with greater certainty [99, 100]. The detection limit of PSM images is

primarily determined by phase image SNR. The outlined PSM image regional thresholding method

can be used to identify all PSM image pixels that have a ∼95% certainty of representing a true

susceptibility disturbance.

5.5.2 Optimizing Image Acquisition

Although the PSM method was designed to be used retrospectively on any acquired T ∗2 -weighted

MR data, the method may exhibit superior contrast if MR acquisition parameters are chosen

beforehand while considering the PSM method. When using a conventional T ∗2 -weighted GRE

pulse sequence, phase disturbances spanning multiple voxels can be emphasized by maximizing the

echo-time scanning parameter, TE. This stems from the fact that a voxel in a T ∗2 -weighted GRE

phase image has a phase-offset value proportional to:

φoffset ∝ ∆BZ · TE (5.10)

where ∆BZ represents the average magnetic field perturbation within the voxel. Applying Eq.

(5.2) to calculate a single PSM image pixel intensity value from two neighboring φoffset values,

labeled A and B, yields a result directly proportional to TE:

I(A,B) = φoffset(A)− φoffset(B) ∝ [∆Bz(A)−∆Bz(B)] · TE (5.11)

In addition to increasing PSM image intensity values, increasing TE generally makes param-
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agnetic field disturbances grow in apparent size (i.e., the ‘blooming effect’). However, as TE is

increased in a T ∗2 -weighted GRE sequence (i.e., TR � T1, T2), the phase noise standard deviation,

σφ, also increases according to the relation

σφ ∝ 1/e(−TE/T2) (5.12)

Therefore, in order to maximize SNRPSM when using a GRE sequence, one would choose a

value of TE empirically while considering these two opposing effects. Calculation of a TE value

that optimizes global SNRPSM would generally be impractical, since it would require foreknowledge

of multiple pixel ∆BZ values and MR apparatus-specific signal sensitivity behavior.

5.6 Conclusion

Emerging cellular-molecular MRI applications can benefit from improved sensitivity to paramag-

netic CA distributions. The PSM approach generates positive contrast images that help to differ-

entiate CAs from endogenous sources of tissue hypointensity. Unlike many other positive contrast

imaging methods, PSM-image generation requires no prior knowledge of magnetic agent strength

or distribution, no special pulse or gradient sequences, no extra scan time, and can be applied

retrospectively to already-acquired data. Finally, these image generation methods can be made

into an automated routine with few or no input parameters.
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Chapter 6

Phase map cross-correlation
Detection and Quantification (PDQ)

Some sections from this thesis chapter have previously been published under the title “Sensitive
and automated detection of iron-labeled cells using phase image cross-correlation analysis” in the
scientific journal Magnetic Resonance Imaging [123]. Other sections are in press for publication
under the title “Automated detection and characterization of SPIO-labeled cells and capsules using
magnetic field perturbations” in the scientific journal Magnetic Resonance in Medicine [In Press].
These two journals are the copyright holders for these sections of previously-published material.

6.1 Introduction

Here we describe a post-processing method, called Phase map cross-correlation Detection and

Quantification (PDQ), that uses phase images to automatically identify and count spherical SPIO

deposits [123] and estimate their volume magnetic susceptibility and magnetic moment. We demon-

strate the utility of the PDQ algorithm in several diverse MRI data sets.

First, we investigated theoretical detection limits using a simulated dipole field, which demon-

strated the robustness of the PDQ algorithm in very low SNR images (< 4). At all levels of SNR

tested in the simulation, the PDQ method was ∼90% accurate.

As a further test, three-dimensional (3D) data were acquired in an agarose gel phantom lightly

doped with MPIO. When analyzing this homogeneous agarose phantom, the PDQ method found

94% of the dipoles that were identified by visual inspection of MR phase-offset images.

Next, we analyzed ex vivo 3D MRI data from transplanted allogenic rat heart specimens that

were infiltrated with macrophages as a result of acute organ rejection; the macrophages were in

situ labeled with MPIO nanoparticles using techniques described elsewhere [19]. The resulting 3D
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positive contrast images starkly highlighted labeled cells and other magnetic dipoles. Dipoles were

automatically counted by computer and their spatial biodistribution visualized using 3D renderings.

In the heart data, this information was used to calculate a quantitative index of MPIO accumulation

that potentially reflects the severity of immune cell infiltration (i.e., an “infiltration index”) and

the stage of organ rejection. Overall, when analyzing heterogeneous heart tissue, the PDQ method

found 79% of the dipoles that were also observed by visual inspection of MR phase-offset images.

We then applied PDQ to detect magnetocapsules implanted in porcine liver. Magnetocapsules

are spheres of alginate crosslinked with SPIO that are permeable to metabolites but not native

antibodies, thereby encapsulating and immunoisolating therapeutic cells [124]. The PDQ analysis

was validated in MRI phantoms containing magnetocapsules. Moreover, superconducting quantum

interference device (SQUID) magnetometry was used to validate the magnetostatic quantification

abilities of the PDQ method.

Subsequently, we applied PDQ to an in vivo mouse model of traumatic brain injury (TBI) to

analyze inflammation-associated MPIO-labeled macrophage infiltration. TBI is a leading cause

of death and disability in children and young adults. The inflammatory response following brain

injury repairs damaged tissue and can cause secondary injury [125]. Many of the inflammatory

mechanisms involved in repair and secondary injury are mediated by contributions from activated

microglia/macrophages, among other cell types including neutrophils, astrocytes, and neurons [125].

In brief, unactivated microglia reside in brain tissue and perivascular microglia reside by brain blood

vessels. After CNS injury, perivascular microglia release IL-1β and TNFα, which induce expression

of adhesion molecules that increase infiltration of circulating macrophage and leukocytes through

the endothelial wall (i.e., diapedesis). The IL-1β and TNFα also activate microglia in brain tissue,

stimulating them and endothelial cells to secrete chemokines to attract leukocytes to the injury site

[126]. Additionally, some blood-monocyte-derived macrophages directly enter the brain through

damaged vasculature (i.e., extravasation though disrupted BBB). In both mice and humans, there

is robust macrophage accumulation at ∼72 hours post-TBI that increases through 96 hours post-

TBI in rats [127, 128]. The ability to monitor macrophage behavior is important since these cells

are involved in many disease processes. Macrophages have been shown to migrate and accumulate

in sites of inflammation, solid organ transplant rejection, atherosclerosis, renal ischemia, renal

nephropathies, autoimmune neuritis, and in EAE (experimental autoimmune encephalomyelitis)
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provided the BBB or BSB is disrupted [20, 4]. In the TBI model, PDQ longitudinally tracked

individual MPIO clusters over three days in vivo.

Finally, PDQ was applied to rat hearts infiltrated by MPIO-labeled macrophages as a result of

chronic transplant organ rejection.

Overall, we show that using PDQ it is feasible to detect and quantify thousands of individual

MPIO-labeled cells or magnetocapsules throughout tissue volumes in an automated fashion, with

significant discrimination capacity against endogenous tissue contrast. The PDQ algorithm can

help to reduce false positive and negative results when SPIO deposits are localized, can be used in

conjunction with conventional high-SNR imaging pulse sequences, requires no extra scan time and

can be applied retrospectively to previously acquired data.

6.2 Theory

The intensity of a voxel in the phase-offset image (∆φ from Eq. (3.19)) is proportional to the

deviation in magnetic field (∆BZ) within that voxel relative to its surrounding background material.

In our analysis, we exploit how phase images describe the magnetic field to analyze the distortions

caused by localized spheroidal deposits of paramagnetic agents in tissue. BZ(r, θ) for a spherical

deposit of a paramagnetic or diamagnetic substance will cause a dipolar magnetic field perturbation

of the form [80]

∆BZ(r, θ) =
∆χ · B0

3

(a
r

)3 (
3 cos2 θ − 1

)
(6.1)

where ∆χ is the difference in magnetic susceptibility between the sphere and its surroundings, B0 is

background field strength, a is the sphere radius, r is distance from its center, and θ is the angular

deviation from the direction of B0. Notably, the sphere has a maximum BZ(r, θ) field deviation at

its poles given by

∆BZ,max = 2 ·∆χ · B0/3. (6.2)

This characteristic dipole shape is rendered as a 3D isosurface in Fig. 6.1.
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Figure 6.1: Visual representations of magnetic dipole in (a) 2D and (b) 3D.
For both representations, dark areas generate a negative phase offset and bright areas a positive phase offset. These
templates were computed using Eq.(6.1). (Figure taken from Fig. 2 of Mills et al. [123].)

Substituting an estimated radius, a, for an SPIO deposit into Eqs. (3.19) and (6.1), allows one

to calculate the mean ∆χ of the deposit by sampling many of its surrounding phase-offset (∆φ)

values. From ∆χ, one can calculate a representative, uniform magnetic susceptibility, χA, for an

SPIO deposit, provided the background susceptibility (χB) is known, using:

χA = ∆χ+ χB (6.3)

Note that in the case of magnetocapsules, we assume SPIO is homogeneously distributed

throughout the volume of each capsule.

The radius parameter, a, is measured by optical microscopy for each batch of magnetocapsules,

and ranges from 230–330 µm. In the case of SPIO-labeled cells, we assume each cell is spherical

and a approximates the cell radius. Since cells are sub-voxel-sized, details of the actual intracellular

SPIO distribution are inconsequential for this analysis.

Common values for χB (unitless) include water at 37 ◦C (χ = −9.051 × 10−6) [80], agarose

(χ ≈ χwater) [51], human tissues (−11.0 × 10−6 < χ < −7.0 × 10−6), liver (χ = −8.8 × 10−6),

deoxygenated whole blood (χ = −7.9×10−6), and air (χ = +0.36×10−6) [80]. Even in tissues with

severe pathological iron loading (e.g., hemochromatosis), it has been estimated that χ ≈ 0.0; thus,

the most extreme natural tissue susceptibility value in organs is only a few ppm more paramagnetic

than water [80].

After finding χA for an SPIO deposit, this can be used to estimate the bulk volume magnetiza-
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tion of the deposit using

−→
MA = χA

(
1

µ0

−→
B −

−→
MA

)
(6.4)

where
−→
MA is the volume magnetization of the sphere (in units A ·m−1), µ0 = 4π×10−7 T ·m ·A−1,

and
−→
B is the surrounding magnetic field strength (in T units) [129]. We model each SPIO deposit

as a uniform sphere with a magnetic moment given by

−→mA =
4

3
πa3−→MA (6.5)

where −→mA is magnetic moment (in units A·m2) and a is sphere radius in meters. Combining Eqs.

(6.4) and (6.5) and substituting
−→
B =

−→
B 0, the magnetic moment for each deposit can be expressed

as

−→mA = 1019 ·
−→
B 0

a3

3

(
χA

1 + χA

)
(6.6)

where −→mA is the magnetic moment (units pA·m2) and χA is sphere susceptibility from Eq. (6.3).

Cells and magnetocapsules are predominantly water by volume. Thus, the uniform susceptibility

for these deposits, χA, calculated from Eq. (6.3), represents both aqueous (χwater) and anhydrous

(χan) susceptibility components. If we assume that a spherical SPIO vehicle is almost entirely water

by volume, and that its anhydrous content (e.g., SPIO) is of negligible volume (i.e., vwater � van),

we can estimate the anhydrous susceptibility component of the SPIO deposit (χan) by subtracting

the aqueous susceptibility component (χwater) from the χA value of the deposit:

χan ≈ χA − χwater. (6.7)

By removing the susceptibility contribution from water, this aqueous SPIO deposit is modeled

as a negligible volume of anhydrous material uniformly distributed throughout a spherical space

with radius a. The magnetic dipole moment for this rarefied anhydrous sphere (−→man) is calculated

by substituting χan for χA in Eq. (6.6). Moreover, if the SPIO dominates χan, one can estimate

iron content of the deposit using
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mFe = −→man/
−→
MFe (6.8)

where mFe is mass of iron, −→man is the magnetic moment of the SPIO deposit assuming χan, and

−→mFe is the mass magnetization of the SPIO (units emu/g or A·m2/kg).

An overview of the PDQ algorithm is shown in Fig. 6.2; this flowchart shows the progression

from raw k-space data to a list of quantified magnetic dipoles (i.e., SPIO deposits). First, the

phase image is unwrapped in 3D, which provides more information than 2D unwrapping, improves

accuracy [97], and avoids phase-unwrapping errors in the Z-stack dimension [98]. The unwrapped

phase data is high-pass filtered, resulting in the phase-offset image described by Eq. (3.18). The

SPIO deposits are detected using templates generated from Eqs. (3.19) and (6.1) as a model

function (i.e., template). Since many dipoles do not lie exactly on the Cartesian grid points of

acquired MRI data, 27 templates are generated, representing dipoles that are offset [ -0.4, 0.0, or

+0.4 ] voxels from the Cartesian grid, in each of x-, y-, and z-dimensions. The search templates

and the phase-offset data set are passed to a 3D normalized cross-correlation algorithm, which

systematically overlays the search template onto every template-sized patch across the phase-offset

image, calculating the similarity beween the template and each image patch while considering the

average image intensity in a region. This results in a two-dimensional (2D) or 3D similarity matrix

that can be visualized or used to pinpoint template matches using local maxima [130]. For the 2D

case of normalized cross-correlation, cross-correlating 2D template T with 2D source image S gives

the resulting image, R, given by [131]

R(u, v) =

∑
x,y[S(x, y)− S̄u,v][T (x− u, y − v)− T̄ ][∑

x,y[S(x, y)− S̄u,v]2
∑

x,y[T (x− u, y − v)− T̄ ]2
]1/2

(6.9)

where T̄ is the mean pixel value of the template, S̄u,v is the mean pixel value of the image patch

that is compared with the template, (u, v) is the position of the template on the image, and each

summation runs over the template-sized image region that is currently being compared with the

template. The result is a similarity matrix “image” that contains bright areas where the template

matches the image being analyzed (i.e., magnetic dipoles), gray areas where there is no similarity,

and dark areas where the template is dissimilar to the analyzed image.
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The algorithm output is a set of 27 template similarity (TS) matrices, where each voxel contains

a TS value between [–100%, 100%], representing the likelihood that a voxel in the phase image

represents the center of a magnetic dipole (i.e., SPIO deposit).

A 3D peak-finding algorithm is applied to each TS matrix to pinpoint the center of each dipole.

To reduce the chance of detecting false-positive dipoles, peak locations with TS < 30% are dis-

carded and deemed deviant from Eq. (6.1) theory, since many false-positive peaks with a TS < 30%

are found in random noise. To measure ∆χ for each SPIO deposit, a 3D least-squares fit is per-

formed between the phase-offset image impression and its search template. The uniform magnetic

susceptibility of the dipole, χA, is calculated from user-provided χB via Eq. (6.3) and its magnetic

moment from Eq. (6.6). If the spherical volume of the SPIO deposit is predominantly water, Eq.

(6.7) is used to calculate χan. If the SPIO mass magnetization (i.e., g/emu) is known, Eq. (6.8)

can be used to estimate the iron content of the SPIO deposit.
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Figure 6.2: PDQ algorithm flowchart.
The process turns raw k-space data into a list of suspected SPIO deposits (i.e., magnetic dipoles), along with their
locations and magnetic measurements. The process is automated except for user-provided estimates of SPIO deposit
radius (a), the magnetic susceptibility of the background media surrounding the SPIO deposits (χB), and a template
similarity (TS) threshold. Optionally, if magnetic properties of SPIO deposits are known and provided to PDQ
beforehand, this information is used to discard false-positive dipoles. (Figure taken from Fig. 1 of Mills et al., In
Press, Magnetic Resonance in Medicine.)
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6.3 Materials and Methods

6.3.1 MPIO Gel Phantoms

We acquired MR images of a 2% agarose gel phantom that was lightly doped with 1.6 µm-diameter

MPIO particles (Bangs Laboratories, Fishers, IN) to generate localized dipolar field perturbations.

Phantoms were imaged using an 11.7 T Bruker AVANCE micro-imaging system using a standard

3D gradient-echo pulse sequence with TE/TR=7/1500 ms and an isotropic resolution of 40 µm.

Raw echo data were reconstructed to create a volume phase image. A cost minimization-based

phase-unwrapping algorithm was applied to each 2D sagittal section in the 3D volume [121]. Phase

unwrapped data were then imported into MATLAB and high-pass filtered with a kernel that ex-

cluded the lowest 10% of frequencies. The theoretical dipole phase pattern (Eq. (6.1)) was used to

generate 2D and 3D dipole templates for the cross-correlation analysis. Two different templates

having dimensions of 8 and 16 voxels per side were used; these corresponded to image distances of

0.3 mm and 0.7 mm, respectively. When analyzing this relatively homogeneous gel phantom, only

template sizes of 3×3 and smaller resulted in a large number of false positives. For templates larger

than 3×3, the number of false positives was independent of template size. MATLAB’s 2D normal-

ized cross-correlation function was then applied between the phase offset image of the phantom

and both templates separately. A 3D implementation was used for 3D normalized cross-correlation

analysis, which is similar to Eq. (6.9), but extended to three dimensions (3-D).

The similarity matrices resulting from this 2D cross-correlation were automatically thresholded

to locate each dipole. The threshold was determined by applying the cross-correlation to both the

plane orthogonal to B0 and then to the plane parallel to B0. Theoretically, the cross-correlation

analysis should find zero dipoles in the orthogonal plane, while the parallel plane analysis should

identify many dipolar patterns. Using this property, the similarity matrix cutoff threshold for

both images was systematically increased iteratively by the computer until the ratio of dipoles

found in the parallel plane, to dipoles found in the orthogonal plane, was maximized. A global

maximum was found for this ratio by sampling all threshold values since this relationship had a few

local maxima in our analysis. Optionally, adjusting the threshold manually is straightforward by

visually inspecting an image because the similarity matrix response to dipoles is robust and highly

selective.
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The thresholded similarity matrix was used to generate the final ‘pinpoint’ images showing

the locations of apparent dipoles. The dipoles were counted automatically using a MATLAB (The

MathWorks Inc., Natick, MA) connected-region-counting function and volume-rendered in 3D using

Amira software (Mercury Computer Systems, Chelmsford, MA). On our 2.4 GHz Intel Pentium 4

platform, the computing time for the 2D/3D cross-correlation takes on the order of minutes for a

high-resolution 3D data set, and dipole counting is instantaneous.

Performance of the 3D PDQ method was estimated by a four step process: (i) a multi-slice

volume from a central region of the gel phantom (∼10% of total volume) was selected to be rep-

resentative of a 3D PDQ analysis on the entire sample; (ii) dipoles found by visual inspection in

the phase image for that volume were tabulated; (iii) the number of dipoles that appeared both

in the 3D PDQ pinpoint image and by visual inspection were counted; and (iv) the number of

apparent dipoles marked in the pinpoint image that were not detected by visual inspection (i.e.,

false positives) were also counted.

6.3.2 Detection Limits using Low-SNR Simulated Dipole Field

To investigate how the PDQ algorithm performs with noisy data, it was applied to a synthetic

dataset where noise was systematically varied. The synthetic dataset consisted of a phase-offset

image containing 40 virtual paramagnetic particles against a uniform diamagnetic background.

The 40 particles consisted of 8 dipoles from each of the following template sizes: 3×3, 8×8, 12×12,

16×16, and 20×20. The templates listed corresponded to the unitless susceptibility values 1, 2, 3,

4, and 5, respectively. Without any noise added, the system started with CNRφ = 7.0 for all dipole

sizes. To systematically reduce the phase image signal-to-noise ratio, CNRφ , Gaussian noise was

added to the real and imaginary components of the Fourier transform of the image to generate

CNRφ levels of 0.23, 0.25, 0.27, 0.29, 0.32, 0.35, 0.39, 0.45, 0.5, 0.58, 0.7, 0.88, 1.17, 1.75, and 3.5.

At each noise level, a 2D normalized cross-correlation was performed between the simulated image

and each of the two templates, sized 8×8 and 16×16 voxels. These two template sizes were chosen

because they were slightly smaller and larger, respectively, than the median dipole in the simulated

image, and thus it is expected that they will produce a different cross-correlation response. Our aim

was to explore the sensitivity to dipole detection for different template sizes, with the systematic

addition of noise. A serial application of the cross-correlation analysis was performed; the small
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template was first applied to obtain a high-sensitivity similarity matrix. Next, the response of the

large template was used to further reduce false positives and filter out any dipoles that the small

template may have detected in random noise. For SNR simulations the resulting similarity matrices

for each noise level were not thresholded automatically and a single confidence cutoff threshold for

all simulations was determined by eye; this was accomplished by increasing the cutoff until only

well-defined peak-valued pixels remained in the original, noiseless image. PDQ performance on

the noisy synthetic data using the two-template approach was scored by comparing the resulting

pinpoint images with prior knowledge of the simulated dipole locations. This comparison allowed us

to extract two important measurements for each level of CNRφ. First, we extracted the probability

that a pinpoint (single dot) is actually a dipole by calculating P=(# of dots marking a dipole)/(total

# of dots). Second, we extracted the probability that any given dipole is found by calculating

P=(# dipoles marked by dot)/(total # of dipoles). These probabilities were plotted for every level

of CNRφ tested. The dual template method was not needed for either the agarose gel phantom

analysis or the allograft heart analysis (below). Two templates were tested in the synthetic dataset

only to evaluate the maximum performance ability of PDQ when confronted with data sets with

exceedingly high noise levels.

6.3.3 MPIO-Labeled Macrophages in Rat Heart Acute Rejection Model

We investigated intact ex vivo rat hearts that had been infiltrated by MPIO-labeled macrophages.

The hearts are from an allogenic heart rejection model, and the details of this model are described

by Wu et al. [19]. Briefly, for allogeneic transplantation, the heart from a Dark Agouti rat was

transplanted to the abdominal region of a Brown Norway rat, whereas, for syngeneic transplanta-

tion, the heart from the same strain was used. When MPIO is injected intravenously (i.v.), the

particles are endocytosed by resident macrophages, effectively labeling these cells in situ [19]. Be-

cause macrophages play a crucial role in early organ rejection, they will infiltrate engrafted tissues

in a number that has been observed to be proportional to the severity of organ rejection [19]. The

MPIO, consisting of 0.9 µm polymer-coated microspheres with a magnetite core (Bangs Labora-

tories, Fishers, IN), was injected i.v. four days after organ transplant. After 24 hours, the rat

was sacrificed, perfused, and the intact heart tissues were fixed in a 4% paraformaldehyde and 1%

gluteraldehyde solution and then placed in PBS. Data were also acquired in control isogenic rat
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heart transplants that do not undergo rejection. All animals received humane care in compliance

with the Guide for the Care and Use of Laboratory Animals, published by the National Institutes

of Health, and the animal protocol was approved by our University’s Institutional Animal Care and

Use Committee.

High-resolution 3D T ∗2 -weighted, gradient-echo images of the intact organ were acquired at 11.7

T with TE/TR=8/500 ms and a resolution of 40 × 40 × 80 µm. Before PDQ analysis, data were

zero-filled to generate approximately isotropic voxels. After reconstructing and unwrapping the

phase images, a 2D cross-correlation analysis was performed on each image slice of the 3D data

stack using only the 16× 16 template. When analyzing this relatively inhomogeneous heart tissue,

template sizes of 8×8 and smaller resulted in a large number of false positive results. For templates

larger than 8 × 8, the number of false positive results was not found to vary with template size.

The slice plane was chosen to be parallel to B0. A 3D analysis was also performed, where the

confident cutoff threshold of the similarity matrix was automatically determined using the same

B0-parallel versus B0-orthogonal slice comparison as described for the gel phantom (above). Once

the threshold parameter was determined computationally, it was applied globally throughout the

volume. The dipoles in the tissue volume were counted using a connected-region-counting algorithm

in MATLAB. Images were rendered for 3D visualization, and method accuracy and sensitivity were

calculated using the same analysis procedure described for the gel phantom (above).

6.3.4 Magnetocapsules in Agarose Gel

PDQ was initially evaluated in a set of phantoms, each containing 103 magnetocapsules suspended

in 13± 3 mL of 2% agarose gel (∼70 capsules/mL). In brief, magnetocapsules were synthesized by

crosslinking alginate with poly-L-lysine and 2.5%, 5%, or 10% v/v Feridex SPIO (11.2 mg [Fe]/ml,

Berlex Laboratories, Montville, New Jersey). A coating layer of alginate was added to the surface

of the initial capsules. Capsules had uniform Feridex labeling and a diameter of 570 ± 60 µm

(preparation details described elsewhere [124]).

MRI data were acquired for 12 agarose gel phantoms containing suspended 2.5%, 5%, and 10%

v/v Feridex magnetocapsules (n=3, 5, and 4, respectively). A typical magnetocapsule phantom is

shown in 6.3 All samples were imaged using a 4.7 T, 40 cm horizontal bore Bruker AVANCE AVI

scanner (Bruker BioSpin, Billerica, MA) using a 3D GRE pulse sequence with imaging parameters:
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TE/TR=1.2/300 ms, averages = 18, and 280 µm isotropic resolution.

Figure 6.3: Typical Magnetocapsule Phantom.
A concentration of 10% v/v Feridex magnetocapsules are suspended in 10mL of 1% agarose gel within a 50mL
centrifuge tube. Magnetocapsule density followed a gentle gradient from lower density at the top of the suspension
to a higher density at the bottom.

The accuracy of PDQ magnetic measurements in low-SNR images was also tested. One 10% v/v

Feridex magnetocapsule phantom was imaged with decreasing scan times to generate images with

SNR = 29, 18, 14, and 11. Addition of Gaussian noise to the datas real and imaginary components

simulated images with SNR = 4.5 and 2.5. PDQ was run on each image to count the detected

magnetocapsules and calculate apparent magnetic properties.

6.3.5 Magnetocapsule Magnetometry

The magnetic moment of the magnetocapsules was measured using SQUID magnetometry. Trip-

licate samples were prepared, each containing 100 dehydrated 10% Feridex v/v magnetocapsules.

Dehydration was performed via immersion in 100% ethanol followed by desiccation under vac-

uum for 10 minutes. To ensure that this process did not degrade the magnetocapsules, samples

were challenged with ethanol immersion for 72 hours, resulting in no noticeable loss of integrity.
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For magnetometry, desiccated magnetocapsules were counted (100 ± 1) and placed into an empty

two-piece gelatin capsule. Each gelatin capsule sample was held in a plastic drinking straw by

a small amount of quartz wool and placed into a SQUID magnetometer (Quantum Design, San

Diego, CA). Measurements were made at 310 K as a function of magnetic field ranging from 0–7 T;

magnetic moment values were averaged across the three samples and corrected for the diamagnetic

contributions from the gelatin capsule and quartz wool.

6.3.6 Magnetocapsules in Porcine Liver

Using a porcine model, PDQ was used to analyze 10% v/v Feridex magnetocapsules lodged in the

vasculature of a porcine liver. Approximately 1.4 × 105 magnetocapsules were injected via portal

vein into a swine using methods described elsewhere [124]. On the same day as transplant the swine

was sacrificed, the liver was harvested, and a 58 cm3 section was fixed in 4% paraformaldehyde for

ex vivo imaging. A 3D GRE image of the liver section was acquired at 4.7 T with TE/TR=3.5/200

ms, averages = 5, and a resolution of 180×280×140 µm.

6.3.7 MPIO-Labeled Macrophages in Murine Traumatic Brain Injury Model

PDQ was used to analyze macrophage infiltration in mouse brains following TBI induced by a

controlled cortical injury (CCI). Male C57BL/6J mice (Charles River Laboratories, Wilmington,

MA) aged between 11-15 weeks were anesthetized and injected with 4.5 mg [Fe]/kg of 0.9 µm-

diameter microspheres containing 62% magnetite (w/w) and fluorescein-5-isothiocyanate dye cross-

linked within polystyrene/divinylbenzene (Bangs Laboratories, Fishers, IN). These MPIO particles

are endocytosed by circulating monocytes and macrophages, thereby labeling these cells in situ

[19]. Control mice received no MPIO injection. Between 24–48 hours after MPIO injection a CCI

was delivered as previously described [125]. Mice were imaged 24 and 96 hours post-TBI using a 7

T, 21 cm horizontal bore Bruker AVANCE AV3 system using a standard 3D GRE pulse sequence

with parameters: TE/TR = 7/100 ms, averages = 4, and a resolution of 58×79×79 m. After the

final in vivo session mice were perfused, fixed with 4% paraformaldehyde, and the brains excised.

3D volume images were acquired in the fixed brains using an 11.7 T, 89-mm vertical bore Bruker

AVANCE micro-imaging system with parameters: TE/TR=6/500 ms, averages=4, and 58×39×39

µm resolution.

90



CHAPTER 6. PHASE MAP CROSS-CORRELATION DETECTION AND
QUANTIFICATION (PDQ)

6.3.8 MPIO-Labeled Macrophages in Rat Heart Chronic Rejection Model

PDQ investigated MPIO-labeled macrophages infiltrating cardiac tissue in a working-heart model

of chronic cardiac rejection. In this model, the heart and lung from a PVG.1U rat are transplanted

en bloc into the abdomen of a PVG.R8 rat, where the experimental details are described elsewhere

[132]. One day before transplant, or 1-5 weeks after transplant, each of the 27 transplant recipients

was injected i.v. with 4.5 mg [Fe] per rat of 0.9 µm-diameter MPIO (Bangs). These 0.9-µm-diameter

MPIO have a blood half-life of 1.2 ± 0.6 minutes in Brown Norway rats [132]. At different time

points after transplantation (2-26 weeks), rats were sacrificed, perfused, and the intact heart tissues

were fixed in 4% paraformaldehyde. Hearts were imaged at 11.7 T using a standard 3D GRE pulse

sequence with parameters TE/TR = 8/500 ms, averages = 2, and an isotropic resolution of 40

µm. All animal experiments throughout this methods section were approved by the Carnegie

Mellon Institutional Animal Care and Use Committees (IACUC), or the Johns Hopkins IACUC,

and animals received care in compliance with the National Institute of Health Guide for the Care

and Use of Laboratory Animals.

6.3.9 10 µm-diameter SPIO Particles in Agarose Gel

A 2% w/v agarose gel phantom was doped with a high concentration of large SPIO particles, in

order to challenge the PDQ algorithm with a high spatial density of dipole impressions. The SPIO

particles have a 10 µm-diameter and are composed of 90% magnetite by weight (Bangs Laboratories,

Fishers, IN). A typical phantom for this type of iron oxide is shown in Figure 6.4. The phantom

was imaged at 11.7 T using a standard 3D gradient-echo pulse sequence with TE/TR = 5/75 ms,

θ ≈ 90◦, Averages = 44, and an isotropic resolution of 40 µm.
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Figure 6.4: Typical 10µm-diameter SPIO agarose phantom.
Light micrograph (left) and MRI phase image (right) of mixed-size SPIOs with an average diameter of 10µm. Particles
are 90% magnetite by weight.

6.3.10 PDQ Data Analysis

An overview of the PDQ algorithm is displayed in Fig. 6.2, and the details are described below.

First, PDQ reconstructed the raw k-space data into magnitude and phase images, where unwrapping

of the 3D phase data was performed using PRELUDE [98]. Phase-unwrapped data were imported

into MATLAB (The MathWorks, Inc., Natick, MA) and high-pass filtered with a kernel designed

to exclude the lowest 10% of frequencies, which is the smallest percentage of frequencies that must

be removed in order to eliminate large-scale magnetic inhomogeneity, as described by Eq. (3.18).

As described above, Eqs. (3.19) and (6.1) were used to generate 27 templates, sized 7 × 7 × 7

voxels, with each template representing dipoles shifted [ –0.4, 0.0, or +0.4 ] voxels in x-, y-, and

z-dimensions. 3D normalized cross-correlation was applied between each of the 27 templates and
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the high-passed phase data, resulting in 27 similarity matrices. A 3D peak detection algorithm was

applied to the non-shifted similarity matrix to pinpoint the location of each dipole. To account for

dipole shifts off the Cartesian grid, each dipole was assigned its maximum TS value from the 27

shifted similarity matrices, and peaks with TS ≤ 30% were discarded.

∆χ for SPIO deposits with TS ≥ 70% was measured using a 3D least-squares fit between the

phase-impression in the high-passed phase image and a dipole template. The 70% TS threshold is

used since PDQ was found to underestimate magnetic moments by >15% when applied to dipoles

with TS < 70%, (see Results). The χA of each dipole was calculated from user-provided χB using

Eq. (6.3) and its magnetic moment from Eq. (6.3). For each SPIO deposit, we calculated χan using

Eq. (6.7), −→man using Eq. (6.6), and −→mFe using Eq. (6.8). The final result of the PDQ process is a

list of high-confidence SPIO deposit locations and their magnetic and iron measurements.

PDQ analyzed the experimental datasets assuming the following χB parameters: Magnetocap-

sules or SPIO in agarose χB = −9.05× 10−6 [80, 51], magnetocapsules in liver χB = −8.8× 10−6

[80], and macrophages in mouse brain and rat heart χB = χwater − 9.05 × 10−6 [80]. The PDQ

radius parameter for macrophage was assumed to be a ≈ 8.5 µm [133].

6.3.11 Dipole Density versus Distance from Injury in Murine TBI Model

The distribution of SPIO-labeled cells in a tissue volume may be a biomarker for different disease

conditions. For example, in cardiac tissue undergoing immune rejection, macrophages have been

observed to progress from pericardium to endocardium at different stages of rejection. PDQ ana-

lyzed a mouse brain infiltrated by MPIO-labeled macrophages as a result of a controlled cortical

impact traumatic brain injury (TBI). The TBI region (damaged brain tissue) was segmented from

the rest of brain tissue and designated as a region-of-interest (ROI). The number of dipoles were

plotted as a function of distance from this ROI to investigate whether there exists a density gradient

of MPIO-labeled cells (i.e., macrophages) in the tissue surrounding the area of injured tissue.

6.3.12 Comparison between PDQ and ImageJ Dark Spot Counting in Murine

TBI model

To compare the results from PDQ to the current standard for automated hypointense spot count-

ing, MPIO-labeled macrophages were counted using ImageJ software in 15 different ex vivo mouse
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brains following TBI. Methods for obtaining the high-resolution ex vivo TBI mouse brain datasets

are described above. PDQ was applied to the same samples analyzed by ImageJ, and macrophage

counts from PDQ were compared against the ImageJ counts. The ImageJ “analyze particles” fea-

ture was used to perform the automatic hypointense spot counting, using parameters that searched

for spots 4–50 pixels in size with a circularity of 75–100%. PDQ parameters were run assuming a

macrophage radius of a = 8.5 µm and a template similarity (TS) of TS > 45%. Both PDQ and

ImageJ analyzed the entire heart volume, providing 100% coverage of the tissue samples.

6.3.13 Comparison between PDQ, ED1+ Cell Counts, and Manual Dark Spot

Counts in Rat Heart Chronic Rejection Model

Three different cell quantification methods were compared by applying them to datasets for 21 rat

hearts undergoing chronic rejection (see above methods for rejection model details). Eight of the

21 rat heart samples were categorized as incompletely-perfused, as they had numerous instances of

blood in vessels following the perfusion process. This blood appears as hypointense spots, regions,

or lines in the magnitude image of the heart tissue. Figure 6.5a and 6.5b shows typical heart samples

that are incompletely-perfused. Of the 21 rat heart samples, 13 were categorized as completely-

perfused, since they are nearly devoid of blood in vessels following tissue perfusion (seen in Figure

6.5c and 6.5d).
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Figure 6.5: MR images of four rat hearts undergoing chronic rejection that were analyzed by three
different cell quantification methods: PDQ, manual dark spot counting, and ED1+ cell counting.
Shown are (a) sagittal view of incompletely-perfused heart P48, (b) axial view of incompletely-perfused heart P27, (c)
sagittal view of completely-perfused heart P30, and (d) axial view of completely-perfused heart P41. Incompletely-
perfused heart samples show hypointense spots and regions that confound manual cell counting in these 3D heart
tissue volumes. The completely-perfused heart samples show a few large-scale artifacts, but dark spots that indicate
the presence of MPIO-labeled macrophages or macrophage clusters are isolated and able to be distinguished from
tissue features by manual inspection.

The first quantification method was PDQ counting of magnetic dipoles within the phase image

of each heart sample. Only dipoles with a template similarity (TS) value of TS > 45% were counted,

so as to include only those that had a high similarity to the dipole pattern expected for a spherical

deposit of MPIO (i.e., individual MPIO-labeled cell).

The second quantification method was manual counting of ED1+ cells within an 8-µm thick
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histological section from the center of each heart sample. Figure 6.6 shows one of these histological

sections. This ED1+ cell count represented a total area of 2.89 mm2 within the histological section,

and was performed by summing the cells counted within five disparate 0.578 mm2 tissue regions.

Calculating the number of ED1+ cells per mm2 of heart tissue is straightforward, but estimating a

volumetric value of ED1+ cells per mm3 of heart tissue is desirable for comparison with the PDQ

method, which reports cell counts normalized to tissue volume (i.e., dipole count per mm3 of heart

tissue). To estimate the density of ED1+ cells per mm3 of heart tissue, we make two assumptions

about the spatial arrangement of macrophages in tissue. First, we assume that rat macrophages

have a diameter of 19 ± 4 µm [133]. Second, we assume that at least 4 µm of the cell body diameter

of a macrophage must be present within an 8 µm-thick histological section for a successful ED1+

immunostaining. Using these assumptions, an isolated 8 µm-thick histological section will detect

macrophages whose centers are located within ± 9.5 µm of the center of the section. Hence, we

estimate an 8 µm-thick histological section detects macrophages present within a 19 µm-thick slab

of tissue in the slice-stack dimension. Using this detection estimate, we further estimate that the

2.89 mm2 region that we inspect for each heart sample, will detect ED1+ cells present within a

total tissue volume of 0.055 mm3.
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The third quantification method was hypointense spot counting within magnitude images of

each heart sample. For each heart, 6 sections displaying the axial plane were selected along the

long axis of the heart. Each section consisted of three contiguous 40 µm-thick slices, resulting in a

total of 18 manually-inspected slices per heart (approximately 10% heart volume coverage). Within

each inspected slice, hypointense spots that indicate the presence of an MPIO-labeled macrophage

(or macrophage cluster) were counted, with care taken to exclude hypointensities due to other

apparent structures (e.g., blood vessels).

To compare these three different quantification methods, linear fits were performed between the

results of each quantification method.

6.3.14 Longitudinal in vivo multi-dipole tracking in Mouse TBI Model

To test the feasibility of PDQ for in vivo serial longitudinal tracking of MPIO-labeled cells, the

method was applied to mouse brains at different time points following TBI. Male C57Black/6J

mice aged between 11–15 weeks were anesthetized with isoflurane in N2O:O2 (1:1), intubated, and

mechanically ventilated; a femoral venous catheter was then surgically placed for MPIO injection

(4.5 mg[Fe]/kg). Mice were injected with 0.96 µm-diameter MPIO (Bangs Labs, Fishers, IN). The

mouse controlled cortical impact (CCI) model was used as previously described [125]. Mice were

imaged at different time points using a Bruker 7-Tesla/21-cm AVANCE AV3 scanner equipped with

a 35 mm mouse birdcage coil or a 2-cm T/R surface coil. High resolution T∗2-weighted 3D images

were obtained with the following parameters: TE/TR=7/100 ms, Averages = 4, and a resolution of

70× 95× 95 µm (volume coil) or 58× 79× 79 µm (surface coil). After the final MRI session, brains

were perfused, fixed with 4% paraformaldehyde and imaged with MRM at 11.7-T with a resolution

of 58 × 39 × 39 µm, as described previously [125]. Dipole moments were calculated assuming a

radius of a = 7.5 µm for each MPIO-labeled phagocyte.

To track individual dipoles between scans performed on different days, each time point for

a particular mouse brain was registered in the same coordinate system using an iterative rigid

body transformation. A rigid transformation assumes that the brain stays the same shape and

volume, but severe tissue deformations are present at the site of injury (Fig. 6.27), and mild

deformations of tissue geometry occur in the area surrounding the site of injury. Because the

injury is at a controlled depth of 1 mm, an estimated 70-90% of tissue did not undergo deformation
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exceeding one voxel (25-50µm), allowing for rigid transformation to be used as an approximate

method to register brain volumes. Registration error may be present when registering pre-TBI

brains with post-TBI brains, causing a dipole exhibit apparent movement upon rigid registration

if it is present near the region where the controlled cortical impact is delivered. In this scenario,

dipole registration would report a detected dipole movement, while instead only tissue moved.

However, rigid registration performance between the same brain post-TBI posed no confounding

tissue deformations as the injury healing process progressed. Over time period exceeding the scale

of this study (maximum of 96 hours), it is possible that progressive healing of the brain injury

may deform brain tissues sufficiently for non-rigid transformation to provide more accurate dipole-

tracking results. To register dipoles between two time points, a cost value was calculated between

all detected dipoles at the earlier time point (M dipoles at t=t1) and all dipoles at the later time

point (N dipoles at t=t2). The cost value between dipole m at t=t1 and dipole n at t=t2 was

calculated as: costmn = r/rmax + ∆m/∆mmax where r represents the distance between the two

dipoles, rmax represents the maximum possible distance that a dipole is expected to travel, ∆m

represents the difference in magnetic moment between the two dipoles, and ∆mmax represents the

maximum possible change in the magnetic moment value measured by PDQ. Dipole pairs with

r > rmax or ∆m > ∆mmax were discarded. For this experiment, the parameter rmax was set to be

480 µm for 24 hours (assumes a maximum movement speed of 20 µm per hour) and the parameter

∆mmax was set to be 0.4pA ·m2. Dipoles were then matched using the Hungarian algorithm, which

calculates the optimal assignment between all dipoles at t = t1 and all dipoles at t = t2, given the

above constraints.

6.4 Results

6.4.1 MPIO Gel Phantoms

As an initial evaluation of the PDQ method, we performed 3D imaging studies of an agarose gel

phantom doped with MPIO particles to generate localized dipolar field perturbations. A magnitude

MR image slice of the phantom (Fig. 6.7a) shows numerous hypointense spots that are consistent

with the presence of MPIO particles, microscopic air bubbles, and perhaps undissolved agarose

particles. Figures 6.7b-c show the phase image of the same slice before and after phase unwrapping,

99



CHAPTER 6. PHASE MAP CROSS-CORRELATION DETECTION AND
QUANTIFICATION (PDQ)

respectively. Applying a high-pass filter to the slice reveals numerous dipolar magnetic field patterns

(Fig. 6.7d). Most dipoles are due to localized paramagnetic entities (e.g., MPIO or air bubble),

however a few dipoles appear diamagnetic (Fig. 6.7d, white arrows). We speculate that these

diamagnetic dipoles could possibly be small crystals of undissolved agarose, since these would be

more diamagnetic than the aqueous agarose gel.

Figure 6.7: Various representations of the same MR image of a gel phantom containing a mixture
of MPIO particles, air bubbles, and undissolved agarose crystals.
The image types displayed include (a) magnitude image, (b) phase image, (c) unwrapped phase image, and (d) phase
offset image. Arrows indicate diamagnetic dipoles. Each dipole in the magnitude image (a) appears as a dark spot
against the background while those in the phase offset image (d) have a clear dipolar impression. (Figure taken from
Fig. 1 of Mills et al. [123])

The templates used for the cross-correlation analysis were calculated using Eq. (6.1), where

Fig. 6.1a shows a 16 × 16 voxel 2D template, and Fig. 6.1b shows a generic 3D version. Figure
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6.8 shows portions of a phase MR image of six different dipolar profiles found in the gel phantom,

along with a one-dimensional cross section through the similarity matrix response following a 8× 8

and 16× 16 template cross-correlation serial analysis. The larger dipole template is insensitive to

noise (Fig. 6.8a). The smaller dipole template is more sensitive to small and weak dipoles (Figs.

6.8b-c), but is more likely to generate false-positives when cross-correlated against noise. The large

response of the 3D template alone was used to generate the final PDQ output (Fig. 6.13a).

We note that cross-correlating either template with the diamagnetic particle (Fig. 6.8e) resulted

in a strong negative response in the similarity matrix; thus, the PDQ method can provide stringent

differentiation between paramagnetic and diamagnetic dipoles, a feature not offered by conventional

magnitude images.
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Figure 6.8: Normalized cross-correlation analysis applied to various dipole impressions found in
the gel phantom phase offset images.
The gray and black lines are the maximum similarity when an 8 × 8 and 16 × 16 template, respectively, are cross-
correlated with- (a) region of noise, (b-d) paramagnetic objects of various strengths, and (e) unidentified diamagnetic
object. The larger dipole template is impervious to noise (a), while the smaller dipole template detects noise but is
more sensitive to small, weak dipoles (b-c). Note that cross-correlating the template with the diamagnetic object (e)
results in a strong negative response. (Figure taken from Fig. 3 of Mills et al. [123])
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A summary of results showing the efficacy of the PDQ method when compared to visual inspec-

tion is tabulated in Table 6.1. The 3D cross-correlation methods showed no statistically significant

improvement over a 2D analysis, implying that imperfectly-shaped dipoles in the sample may be a

limiting factor when using this method against homogeneous backgrounds such as agarose. Using

a representative sample size of 625 mm3 of agarose gel, the dipole density was calculated in Table

6.1 under the heading “infiltration index.”

Dataset Dipoles found by
visual inspection

Dipoles found
by PDQ

Dipoles missed Infiltration Index
(dipoles/mm3)

Gel Phantom 50 47 6% 12.8
Heart Allograft 29 23 21% 7.36
Heart Isograft 31 28 10% 3.22

Table 6.1: Results applying 3D PDQ to the gel phantom and allograft and isograft heart tissues.
Visual inspection was performed by manually searching for dipolar patterns in MRI phase-offset images. ‘Dipoles
missed’ represents the fraction of dipoles found by visual inspection that were missed by PDQ. The infiltration index
represents the number of dipoles detected per unit tissue volume. (Table taken from Table 1 of Mills et al. [123])

Figure 6.13a shows the 3D-rendered distribution of dipoles using the 3D PDQ method in the

gel phantom. Figure 6.13b shows the 3D-rendered distribution of false positive “dipoles” found by

analyzing 2D slices through the volume orthogonal to B0 at the same threshold; theoretically this

field orientation should result in no detectable dipoles, however, several false positives are clearly

visible.

6.4.2 Detection Limits Using Low-SNR Simulated Dipole Field

To test the robustness of the PDQ method in low SNR images, a simulated dipole field was ana-

lyzed. Figure 6.9a shows the noise-free synthetic phase image, and Figs. 6.9b-d show the effects

of incrementally increasing noise. Smaller (i.e., weaker) dipoles are the first to be dropped from

detection with the addition of noise. At CNRφ = 0.3, 50% of the large dipoles are still detectable

by this method. To summarize the effect of noise, Fig. 6.10 plots the probability of finding a given

dipole using the PDQ method in addition to the probability that a ”positive” is actually a dipole.

The figure shows detection accuracy remains between 85-95% for all values of CNRφ studied. For

values of CNRφ > 1.5, all dipoles are found. Notably, at CNRφ = [0.23, 0.25, 0.29], even though

the CNRφ is held nearly constant, the probability that a single dot is a dipole varies by ± 0.05.
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This variance appears because a different noise field is generated and imposed on the dipole field

image for each value of CNRφ. Therefore, two different noise fields can be generated for the same

CNRφ value, but the contrast of individual dipoles may vary between the two noise-field images,

causing dipole detection probabilities to vary within a small range of values. This likely explains

the drop in dipole detection probability at CNRφ = 0.32 (Fig. 6.10). The magnitude of this drop

is comparable to the intrinsic probability variance of ± 0.05.
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Figure 6.9: Synthetic dipole field images (left column) and the corresponding results of
cross-correlation analysis with varying amounts of noise (right column).
Each dot indicates the location of a dipole. The same simulated image is analyzed at CNRφ= (a) 7.0, (b) 0.7, (c)
0.35, and (d) 0.23. As noise increases, small dipoles drop from detection, but the largest dipoles remain detectable
to the highest values of noise. At noise levels where dipoles are nearly undetectable by eye, the algorithm is able to
locate half of dipoles present. (Figure taken from Fig. 4 of Mills et al. [123])
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Figure 6.10: Plot of (i) probability of finding a given dipole in the synthetic dipole field when
using PDQ analysis and (ii) probability that a dot in the similarity matrix image is a dipole.
Both probabilities are plotted versus CNRφ. At CNRφ=0.3, 50% of the large dipoles are still detectable by this
method. Detection accuracy remains between 85-95% for all noise values studied. For values of CNRφ > 1.7 (not
shown) all dipoles are found. (Figure taken from Fig. 5 of Mills et al. [123])

6.4.3 MPIO-Labeled Macrophages in Rat Heart Acute Rejection Model

The PDQ method was found to be effective in detecting and quantifying magnetic dipoles in het-

erogeneous tissue, many of which represent MPIO-labeled cells and cell clusters. These experiments

used an allogenic rat heart transplant that was excised and fixed following acute organ rejection.

Prior to sacrificing the rat, its macrophages, destined to participate in the organ rejection, were

labeled in situ with MPIO [19]. Figure 6.11 shows T ∗2 -weighted magnitude slices (left column) and

the corresponding phase offset images (right column) through the rejecting heart viewed from both

orthogonal and parallel planes to B0 (Figs. 6.11a-b, respectively). The characteristic 2D dipole

impressions are scattered throughout the heart slice parallel to B0 in the phase images (bottom,

Fig. 6.11b), but are mostly absent in the slice orthogonal to B0 (top, Fig. 6.11a). This prop-

erty was used to automatically threshold the cross-correlation similarity matrix results; the PDQ

algorithm minimizes false positives by choosing a similarity matrix threshold such that minimal

dipoles appear in the B0-orthogonal slices, while simultaneously maximizing the number of dipoles

detected in the B0-parallel slices.
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Figure 6.11: Magnitude images (left column) and phase offset images (right column) of the same
heart allograft tissue sample when viewed from (a) a plane orthogonal to B0 and (b) a plane
parallel to B0.
As predicted by Eq. (6.1), phase impressions matching the 2D dipole template are scattered throughout the slice
parallel to B0 (b), but are absent in the slice orthogonal to B0 (a). (Figure taken from Fig. 6 of Mills et al. [123])

Figures 6.12a-b show allograft tissue with numerous macrophages infiltrating deep tissue as

expected for this heart transplant model. Figure 6.12a shows putative macrophages labeled by 2D

PDQ analysis (red dots) after analyzing a single 2D tissue section. Figure 6.12b shows the same

slice after applying 3D PDQ analysis. A comparison between these 2D and 3D results indicate
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that more dipoles are detected in the 3D analysis at the expense of only a few additional false

positives. Thus, the additional redundancy provided by neighboring image slices improves the

overall performance of the 3D PDQ method. As a control, the 3D PDQ method was applied to

the heart isograft samples (Fig. 6.12c). As expected for this isogenic transplant, fewer dipoles are

detected in tissue (Table 6.1). Histological assays of the transplanted tissues examining macrophage

infiltration are qualitatively consistent with the results of the PDQ analysis for both the allograft

and isograft tissues [19].

Figure 6.12: MPIO-labeled macrophages infiltrating heart tissue detected by (a) 2D and (b) 3D
PDQ analysis on heart allograft tissue and (c) 3D PDQ analysis on heart isograft control.
Each red dot marks a dipole found. The white arrow shows an example of artifact highlighted by the PDQ method,
which is presumed to be a blood vessel. Dipoles found in the allograft are dispersed throughout the myocardium,
while the isograft control has a lower dipole density in tissue. (Figure taken from Fig. 7 of Mills et al. [123])
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Unlike the dipoles detected in the gel phantom that appear mostly punctate after PDQ analysis

(Fig. 6.13a), the 3D-rendered PDQ output for the entire allograft heart volume (Fig. 6.13c) often

displays irregular and linear shapes, possibly indicating clusters of labeled macrophages, intra- or

peri-vascular macrophage deposits, or perhaps residual blood in vessels.

Figure 6.13: 3D renderings of PDQ-detected dipoles.
Shown is the gel phantom analyzed with (a) B0-parallel slices and (b) B0-orthogonal slices. Panel (c) shows the
3D PDQ analysis for the allograft rat heart infiltrated by MPIO-labeled macrophages. Gel and heart volumes are
outlined in translucent blue, while dipoles are rendered as white spots. The arrow denotes dipoles found in a typical
tissue slice. All dipole marks in the gel phantom appear spherical, but a fraction of marked areas in the heart tissue
have linear shapes and may indicate curvilinear distributions of labeled macrophages or blood vessels with trajectory
components parallel to B0. (Figure taken from Fig. 8 of Mills et al. [123])
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Table 6.1 shows the accuracy and sensitivity of the PDQ method, compared to visual inspection,

when applied to the allograft and isograft heart tissue using representative sample sizes of 314 mm3

and 288 mm3 respectively. In the allograft heart, the dipole density, or the infiltration index, was

calculated to be 7.36 dipoles/mm3 (Table 6.1) and may represent the magnitude of macrophage

infiltration in the heart tissue at this post-operational stage. A fraction of the dipoles counted

are expected to be false positives (∼15%, see Methods). However, we note that since continuous

regions in the PDQ output, such as due to blood vessels or edge artifact, will only be counted as a

single dipole, thus these artifacts represent a small contribution to the total dipole count.

6.4.4 Magnetocapsules in Agarose Gel Phantoms

Figure 6.14a shows a magnitude and phase image of an agarose phantom containing a uniform

distribution of magnetocapsules. Table 6.2 lists the PDQ calculated magnetic measurements derived

from this data. Note that the 2.5% magnetocapsules are diamagnetic overall, due to their low SPIO

content. Figure 6.15 shows a plot of the anhydrous magnetic moment (−→man) calculated from Eqs.

(6.6) and (6.6) versus template similarity for ∼2,000, 10% v/v Feridex magnetocapsules. Notably,

the measured magnetic moment of the magnetocapsule is correlated to its template similarity (TS)

value. Figure 6.16 shows estimated magnetic moments for ∼4,000 magnetocapsules with a TS

≥70%. Across all magnetocapsules, iron content estimated using Eq. (6.8) ranged from 15-125 ng.

These iron estimates assume a saturation magnetization for Feridex of 68 emu/g [Fe] [134, 135].
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Figure 6.14: Magnitude and corresponding phase images of datasets analyzed by PDQ.
Shown are 10% Feridex v/v magnetocapsules in (a) agarose gel and (b) porcine liver; MPIO-labeled macrophages
in mouse brain after TBI imaged (c) ex vivo (axial view) and (d) in vivo (para-sagittal view); (e) MPIO-labeled
macrophages in rat cardiac tissue undergoing chronic rejection. In the phase image for each sample, many charac-
teristic dipole shapes are present, each corresponding to a hypointense spot in the conventional magnitude images.
PDQ counts instances of these dipole patterns, estimating their susceptibility and magnetic moment. (Figure taken
from Fig. 2 of Mills et al. In Press within Magnetic Resonance in Medicine.)
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Figure 6.15: PDQ-measured anhydrous magnetic moment (−→man) versus template similarity (TS)
for ∼2000, 10% Feridex v/v magnetocapsules in agarose gel.
Magnetocapsules with greater TS values more closely match the theoretical phase impression for a magnetic dipole.
The non-linear correlation between TS and magnetic moment is presumed to be related to magnetocapsule deviation
from sphericity and long-axis orientation relative to B0 (see inlay). The black line is a best-fit polynomial projection
of this correlation. At TS=100%, the projection predicts a anhydrous magnetic moment of 8,300 pA·m2 per magne-
tocapsule which is in reasonable agreement with the SQUID-measured dehydrated value of 8,100 ± 200 pA·m2. At
TS=50%, PDQ measures a mean magnetic moment of 5,900 ± 200 pA·m2, which is 27% below the SQUID-measured
value, suggesting that TS thresholding should generally be employed. (Figure taken from Fig. 3 of Mills et al. In
Press within Magnetic Resonance in Medicine.)
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Figure 6.16: Distribution of magnetic moment results from all gel phantoms (n=12) containing
magnetocapsules.
Plot shows the detection of ∼4,000 magnetocapsules with a TS ≥ 70%. The magnetocapsules were suspended in
12 separate agarose gel phantoms imaged containing 2.5% (n=3), 5% (n=5), and 10% (n=4) v/v Feridex. The
average magnetic moment values for these capsules are recorded in Table 6.2 and is strongly correlated with Feridex
concentration. Estimated iron content (top axis) is calculated assuming a saturation magnetization for Feridex of 68
emu/g [Fe]. (Figure taken from Fig. 4 of Mills et al. In Press within Magnetic Resonance in Medicine.)

The PDQ-derived magnetocapsule magnetic moment was compared to values obtained from

direct SQUID magnetometry measurements. Figure 6.17 shows the mean magnetic moment for 300

magnetocapsules as a function of applied magnetic field. As expected, above 3 T the magnetite in

the magnetocapsules shows saturation. The mean magnetic moment, 8,100 ± 200 pA·m2, was used

to estimate the saturation magnetization of Feridex in units emu/g [Fe]; we substituted this value

into Eq. (6.8) along with the Feridex iron concentration (11.2 mg [Fe]/ml) and the magnetocapsule

radius (298 µm). The result gives a saturation magnetization of 65 ± 13 emu/g [Fe], in agreement

with published magnetite magnetization values between 68-130 emu/g [Fe] [134, 135]. From PDQ,

the magnetocapsule anhydrous magnetic moment was calculated to be 8,300 pA·m2 when the TS
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value is extrapolated to 100%, which agrees with the SQUID-measured value (8,100 ± 200 pA·m2).

At TS=50%, PDQ appears to underestimate the magnetic moment by 27% of the SQUID-measured

value, whereas for TS ≥ 70%, PDQ underestimates the value by only 15%. We note that no

similar accuracy trend with decreasing TS was found for sub-voxel-sized SPIO deposits in labeled

cells (below), possibly implying that the magnetic moment underestimates are due to aspherical

variations in magnetocapsule shape and partial magnetocapsule alignment along B0 (see Fig. 6.15,

inlay).

Figure 6.17: SQUID-based magnetic moment measurements for desiccated 10% v/v Feridex
magnetocapsules.
The mean magnetic moment for 300 magnetocapsules is plotted as a function of the applied magnetic field. As
expected, the magnetic moment of the magnetocapsules saturates above 3 T, yielding a value of 8,100 ± 200 pA·m2

per magnetocapsule. All data were acquired at 310 K. Error bars represent contributions from both the standard
deviation for measured samples (n=3) and the uncertainty introduced by diamagnetic correction. (Figure taken from
Fig. 5 of Mills et al. In Press within Magnetic Resonance in Medicine.)

The PDQ magnetic measurement accuracy in low-SNR images was also tested using the 10% v/v

Feridex magnetocapsule phantom. Table 6.3 lists the results of this test. For SNR > 11, magnetic

susceptibility and moment measurements were stable and equivalent to the reference scan (SNR

= 30). Magnetic measurements remain largely independent of noise levels since sampling 343

voxels surrounding each dipole deemphasizes noise error contributions. For SNR < 4.5, magnetic
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measurements were erroneous (Table 6.3), even when averaged over 200-600 magnetocapsules. Also,

the fraction of magnetocapsules detected decreased as SNR decreased, with 71% detected for SNR

= 4.5 and 25% detected for SNR = 2.5. Previously, PDQ detection accuracy was analyzed for low-

SNR 2-dimensional images and exhibited accuracy comparable to that found in this 3-dimensional

analysis [123].

6.4.5 Magnetocapsules in Porcine Liver

PDQ was used to detect and analyze 10% v/v Feridex magnetocapsules implanted in vivo in

the porcine liver via intraportal infusion. A portion of the resected liver was imaged, and PDQ

detected ∼700 isolated magnetocapsules in a 58 cm3 sample (12 isolated capsules/cm3). Figure 2b

shows representative magnitude and phase images of the liver lobe. We observed that numerous

magnetocapsules clustered within the liver blood vessels with a curvilinear distribution. PDQ

assigned low TS values to these strings of magnetocapsules, often excluding them from magnetic

measurement, since the magnetic impression due to abutting magnetocapsules is dissimilar to that

for an isolated sphere of SPIO. Histological analyses of similar porcine livers with portal vein

injections of large numbers of magnetocapsules showed qualitatively similar results [124].

6.4.6 MPIO-Labeled Macrophages in Murine Traumatic Brain Injury Model

PDQ was used to analyze mouse brains (n=27) following TBI to detect MPIO in inflammation-

associated macrophages that infiltrated lesioned areas. Macrophages migrate and accumulate both

near the site of injury and elsewhere in the brain following TBI, and recruit other immune cells.

Prior work in the same model [125] showed that the F4/80+ macrophages contain a variable number

of 0.9 µm-diameter MPIO particles [125]. Figure 6.18 shows fluorescence microscopy of murine

macrophages colocalized with these MPIO particles within the dorsal hippocampus following TBI.

Control TBI mice with no injected MPIO had no dipole patterns present in MR images of their

brain volume. Figures 6.14c-d show ex vivo and in vivo magnitude and phase images of mouse

brains, and Table 6.2 lists the magnetic measurement results.
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Figure 6.18: Fluorescence microscopy of mouse dorsal hippocampus beneath TBI contusion site.
Image was taken following in situ macrophage labeling with 0.9 µm-diameter MPIO.
Shown are (a) labeling of murine macrophages with F4/80 antibody (red), (b) individual MPIO particles (Dragon
Green), and (C) triple-labeling by overlaying DAPI nuclear stain (blue). In this field of view, most F4/80+ cells
colocalize with many MPIO particles (10+), indicating that MPIO particles accumulate within these macrophages.
Some F4/80+ cells contain few or no MPIO particles. Scale bar represents 40 µm. (Image courtesy of Lesley Foley
and T. Kevin Hitchens; Published as Figure 6 in Journal of Neurotrauma 2009, 26:1509-1519).

Figure 6.19 shows the estimated magnetic moment for all macrophages detected in brains

scanned ex vivo. Magnetic moments ranged from 0.2–2.7 pA·m2, corresponding to an estimated

iron content of 3–38 pg, assuming MPIO particles have a saturation magnetization of 68 emu/g

[Fe] [134, 135]. This range of iron content is comparable to published values of ex vivo labeled

macrophage, where rat or human macrophages incubated in media containing 0.9 µm or 1.6 µm-

diameter MPIO internalize between 27–39 pg of iron [20, 78]. The wide distribution of magnetic

moments shown in Figure 6.19 for these MPIO-labeled cells is presumably due to different num-

bers of internalized MPIO particles. Iron content can be used to estimate the number of MPIO

particles within these cells, since each 0.9 µm-diameter MPIO particle contains on average ∼0.47

pg [Fe] (62% magnetite w/w). This implies that PDQ detected macrophages labeled with as few

as ∼6 MPIO particles and as many as ∼76 MPIO particles. Also, there appears to be an inverse

relationship between magnetic moment and the number of macrophages. Macrophages containing

no or only a few particles have weak magnetic moments (<0.2 pA·m2) and were not detected by

the PDQ analysis.

Figure 6.20 shows the estimated magnetic moment for all macrophages detected in brains

scanned in vivo. Magnetic moments ranged between 0.4–2.6 pA·m2 per cell, corresponding to

an estimated iron content of 5–38 pg or 10–76 MPIO particles under the same assumptions listed
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above for the set of ex vivo brain scans. Fewer dipoles are detected in vivo due to reduced scan time,

SNR, and resolution. Across all brain scans analyzed, only ∼33% of dipoles are detected in vivo

compared to ex vivo scans. Also, Fig. 6.20 shows that dipoles with magnetic moments below ∼ 0.5

pA·m2 were often too weak relative to image noise levels to be detected by PDQ in vivo. Therefore,

although ex vivo scans show the number of dipoles increase as magnetic moment decreases below

0.5 pA·m2, the opposite happens in vivo in this range – the number of dipoles detected decreases

as magnetic moments decrease below 0.5 pA·m2. This effect causes the average magnetic moment

detected in vivo to be higher than that detected in the more-sensitive ex vivo scenario.

Figure 6.19: PDQ measured magnetic moment distribution for MPIO-labeled macrophages in
mouse brain imaged ex vivo following TBI.
Shown are composite results from 27 brain samples imaged ex vivo and represent ∼3,000 total macrophages. Magnetic
moments ranged between 0.2-2.7 pA·m2 per cell, corresponding to an estimated iron content of 3–38 pg (top axis)
or 6–76 MPIO particles. The number of macrophages detected decreases linearly with increasing magnetic moment,
suggesting that macrophages are more likely to internalize fewer MPIO particles. Dipoles below 0.2 pA·m2 were too
weak relative to image noise levels to be detected by PDQ. Dipoles shown have a TS > 40%. (Figure taken from Fig.
6 of Mills et al. In Press within Magnetic Resonance in Medicine.)
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Figure 6.20: PDQ measured magnetic moment distribution for MPIO-labeled macrophages in
mouse brain imaged in vivo following TBI.
Shown are composite results from 19 brain samples imaged in vivo and represent ∼600 total macrophages. Magnetic
moments ranged between 0.4-2.6 pA·m2 per cell, corresponding to an estimated iron content of 5–38 pg (top axis) or
10–76 MPIO particles. The number of macrophages detected decreases linearly with increasing magnetic moment,
suggesting that macrophages are more likely to internalize fewer MPIO particles. Dipoles below 0.3 pA·m2 were too
weak relative to image noise levels to be detected by PDQ. Compared to ex vivo scans, fewer dipoles overall were
detected per mouse brain sample, and dipoles below 0.5 pA·m2 were more likely to go undetected by PDQ, thereby
increasing the average measured magnetic moment. Dipoles shown have a TS > 40%.

PDQ was also able to detect and measure magnetic moments of MPIO-labeled macrophages

in vivo in the TBI model. Comparing the same cohort of brains scanned in vivo and ex vivo (i.e.,

fixed), approximately 75% of labeled macrophages were detected in vivo. The in vivo scans were

acquired with lower resolution and SNR than in the excised brains. In vivo, macrophages with

low magnetic moments went undetected, and thus the average magnetic moment measured in vivo

was greater than ex vivo (Table 6.2). When in vivo isotropic resolution was reduced further, from

63 µm to 100 µm, only 25% of labeled cells were detected, relative to ex vivo. Figure 6.21 shows
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co-registrated images of a comparable slice acquired in vivo (Fig. 6.21a) and ex vivo (Fig. 6.21b);

the slice contains two prominent MPIO clusters, presumed to be concentrated within macrophages

or macrophage clusters. In vivo, the measured magnetic moments of these deposits where 1.1

and 1.2 pA·m2 (top to bottom, respectively), while ex vivo PDQ measured 0.7 and 1.0 pA·m2

for the same deposits. We note that this small discrepancy may be due to different background

tissue susceptibilities between the live and fixed tissues. Figure 6.21c shows a second mouse brain

imaged 24 and 96 hours following MPIO injection. Both images show a cell or cell cluster in the

same anatomical location, with a magnetic moment of 2.5 and 2.4 pA·m2 at 24 and 96 hours,

respectively.
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Figure 6.21: In vivo studies of MPIO-labeled macrophages infiltrating mouse brains following TBI.
Registration was performed between (a) in vivo and (b) ex vivo magnitude and phase images of the same slice. Black
arrows indicate two prominent MPIO clusters that may be concentrated within macrophages and/or macrophage
clusters. In vivo, PDQ measured the two clusters to have magnetic moments (top to bottom) of 1.1 and 1.2 pA·m2.
Ex vivo, PDQ measured the same deposits as having magnetic moments of 0.7 and 1.0 pA·m2, respectively. A second
in vivo mouse brain, (c), demonstrates serial detection of the same clusters between scans performed 24 and 96 hours
following TBI. In addition to being in the same anatomical location, the dipole had a similar measured magnetic
moment of 2.5 and 2.4 pA·m2 after 24 and 96 hours, respectively. (Figure taken from Fig. 7 of Mills et al. In Press
within Magnetic Resonance in Medicine.) 121
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6.4.7 MPIO-Labeled Macrophages in Rat Heart Chronic Rejection Model

PDQ investigated MPIO-labeled macrophages infiltrating cardiac tissue in a heterotopic working

heart transplant model of chronic cardiac rejection. Macrophages are observed to migrate and

accumulate in regions of solid organ rejection, often performing secretory and phagocytic functions

[4, 20, 19]. In this experiment, macrophages were labeled in situ with 0.9 µm-diameter MPIO

following i.v. injection. Figure 6.14e shows magnitude and phase images of macrophage-infiltrated

heart tissue, where the corresponding magnetic measurements from PDQ are listed in Table 6.2.

The mean (n=27) magnetic moment of MPIO-labeled macrophages in heart tissue was approxi-

mately equal to that measured for macrophages in mouse brains following TBI (see above). Both

models label macrophages through i.v. injection of 0.9 µm-diameter MPIO.

SNR
(A/σN )

Acquisition
Time

Dipoles De-
tected

χA
(×10−6)

Magnetic Mo-
ment (pA·m2)

30 18 min 829 (100%) 8 ± 4 3300 ± 600
18 5 min 769 (93%) 8 ± 4 3200 ± 800
14 1 min 706 (85%) 8 ± 4 3200 ± 900
11 18 s 638 (77%) 7 ± 4 2900 ± 700
4.5 Simulated 591 (71%) 4 ± 4 1400 ± 400
2.5 Simulated 224 (27%) N/A N/A

Table 6.3: Effect of noise on magnetic measurement estimates for 10% Feridex v/v
magnetocapsules in agarose phantom.
Estimates remain stable when SNR > 11, since sampling 343 voxels surrounding each dipole deemphasizes noise error
contributions. (Table taken from Table 2 of Mills et al. In Press within Magnetic Resonance in Medicine.)

6.4.8 10 µm-diameter SPIO Particles in Agarose Gel

A 2% w/v agarose gel phantom was doped with a high density of large SPIO particles, in order to

challenge the PDQ algorithm with a high spatial density of dipole impressions. PDQ detected 2,192

dipole patterns from individual SPIO particles suspended within two agarose gel phantoms. SPIO

particles were reported by the manufacturer to have an average diameter of 10 µm. Actual particle

size was not measured, as the phantom was used primarily to challenge the PDQ method algorithms

with an extremely high density of dipole impressions. A phase and magnitude image of a phantom

is shown in Figure 6.14f. A few large artifacts were observed in each gel phantom, most likely due

to contamination by a foreign particle or an air bubble. Artifacts were excluded from the aggregate

estimated magnetic moment measurement of 0.9 ± 0.3 pA·m2. Additional magnetic measurements
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are in Table 6.2. Interestingly, this value is comparable to the average magnetic moment values

found for MPIO-labeled macrophages in mouse brain and rat heart tissues. In those two models,

macrophages were estimated to endocytose 10–76 MPIO particles with a diameter of 0.9-µm. These

estimates suggest that each 10-µm diameter particle has a similar magnetic moment to cells labeled

with 10–76 of the smaller 0.9 µm diameter MPIO particles. Because the size of these large SPIO

particles varies considerably (Fig. 6.4), and was not measured independently, a full comparison

between PDQ-measured magnetic moments for these two types of iron-oxide particle cannot easily

be made.

6.4.9 Dipole Density versus Distance from Injury in Murine TBI Model

The distribution of SPIO-labeled cells in a tissue volume may be a biomarker for different disease

conditions. PDQ plotted the dipole density versus distance from the site of injury in a mouse brain

infiltrated by MPIO-labeled macrophages as a result of a controlled cortical impact traumatic brain

injury (TBI). Figure 6.22 shows the number of dipoles versus distance from the traumatic brain

injury ROI. When normalized for the geometry of the brain, no correlation was found between

number of dipoles and distance from the TBI ROI. However, PDQ may be underestimating dipole

number in the area directly around the injury site, due to confounding paramagnetic disturbances

due to the presence of blood and disrupted tissue interfaces. Outside the injury region, this result

implies that labeled cells are distributed evenly across the brain. Across multiple brain samples,

however, a correlation may become apparent.
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Figure 6.22: Number of Dipoles versus Distance from site of Traumatic Brain Injury in one mouse
brain.
The top panel shows a 3D rendering of the mouse brain in yellow, with the brain injury ROI in gray. The left plot
shows the number of dipoles present in mouse brain tissue as a function of distance from the TBI ROI. The right plot
displays the same data, but with dipole numbers normalized to the amount of tissue present at each distance from
the ROI. Each dipole represents a likely MPIO-labeled macrophage infiltrating the brain tissue. When normalized
for the geometry of the brain tissue, no correlation was found between number of dipoles and distance from the TBI
ROI. However, in the area directly surrounding and within the TBI region, dipole counts may be underestimated due
to confounding distributions of paramagnetic blood and disrupted tissue interfaces.

6.4.10 Comparison between PDQ and ImageJ Dark Spot Counting in Murine

TBI model

MPIO-labeled macrophages were counted using ImageJ software in 15 different ex vivo mouse

brains following TBI. Each heart was searched for hypointense spots of a user-defined radius. PDQ

was applied to the same samples and both methods analyzed the entire 3D heart volume (100%

coverage). Figure 6.23 shows the results of this comparison between PDQ and ImageJ methods. For
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all sample types, the number of dipoles detected by PDQ strongly correlated with the number found

using ImageJ. PDQ counted significantly fewer dipoles than ImageJ across all sample types (Fig.

6.23). Because PDQ counts only dipoles that have a template similarity (TS) value of TS>45%,

the method provides total counts that are ∼ 30% the magnitude that ImageJ counts. On the other

hand, we hypothesize that the dark-spot search performed by ImageJ is more likely than PDQ to

have some false-positive counts, due to other intrinsic sources of hypointense spots. The ImageJ

dark-spot counting method does not distinguish between spots due to MPIO or other sources of

tissue contrast (e.g., blood vessels), while the PDQ dipole search excludes any objects that create

a phase image impression that is ≤45% similar to the theoretical impression for a perfect sphere of

SPIO.

Figure 6.23: Dipoles counted by PDQ and ImageJ methods for different classes of
macrophage-infiltrated mouse brain sample from TBI model experiments.
Four classes of mouse brain sample are shown, with each labeled with time of injection (top label) and time of imaging
(bottom label) relative to the time of delivered Controlled Cortical Injury (CCI). The number of dipoles found by
ImageJ and PDQ correlate across all four sample types tested. PDQ counts fewer dipoles for all sample types due to
the discriminating ‘Template Similarity’ threshold (TS> 45%) used by the algorithm.
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6.4.11 Comparison between PDQ, ED1+ Cell Counts, and Manual Dark Spot

Counts in Rat Heart Chronic Rejection Model

Three different cell quantification methods were compared by applying them to 21 rat hearts un-

dergoing chronic rejection: PDQ counting of magnetic dipoles, manual counting of ED1+ cells, and

hypointense spot counting. Figure 6.24 shows the results of this comparison in the set of completely-

perfused heart samples. Notably, there is a strong linear correspondence between ED1+ cell counts

and PDQ dipole counts (Fig. 6.24a; R2=0.79) and (Fig. 6.24b; R2=0.79), even though ED1+

count represents only a small fraction of the heart volume, and the PDQ count represents only

the small fraction of ED1+ cells that phagocytized a sufficient number of MPIO particles for MRI

detection. Interestingly, the hypointense spot count also linearly corresponded with both ED1+

cell counts and PDQ dipole counts (Fig. 6.24c-d). The manual counts were not as correlative

however (Fig. 6.24c; R2=0.59) and (Fig. 6.24d; R2=0.42), presumably due to the partial volume

coverage of manual counting (∼10%) and challenge of distinguishing MPIO-labeled cells from other

endogenous sources of tissue hypointensity (Fig. 6.5). Overall, if ED1+ cell counts are taken as a

gold standard, PDQ moderately outperforms hypointense spot counting methods.
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Figure 6.24: Comparison between three different cell quantification methods applied to 13
completely-perfused rat hearts undergoing chronic rejection.
Each panel shows a linear fit to 13 plotted points, each representing one of the 13 heart samples. Panel (a) shows
ED1+ cell count versus PDQ dipole count. The ED1+ cell count was performed manually using a 2.89 mm2 region
of an 8-µm thick histological section from the center of each heart. The PDQ count was performed by detection
of magnetic dipoles with TS>45% throughout the phase image of each heart volume. Panel (b) shows the same
counts from (a), but normalized to mm3 of heart tissue. Panel (c) shows hypointense spot count versus ED1+ cell
count. The hypointense spot count was performed by manually inspecting ∼10% of the magnitude image for each
heart volume. Panel (d) shows hypointense spot count versus PDQ dipole count. Notably, there is a strong linear
correspondence between ED1+ cell counts and PDQ dipole counts (Panel a; R2=0.87) and (Panel b; R2=0.79), even
though ED1+ count represents only a small fraction of the heart volume, and the PDQ count represents only the small
fraction of ED1+ cells that phagocytized a sufficient number of MPIO particles for MRI detection. Interestingly, the
hypointense spot count also linearly corresponded with both ED1+ cell counts and PDQ dipole counts (c-d). The
manual counts were not as correlative however (Panel c; R2=0.59) and (Panel d; R2=0.42), presumably due to the
partial volume coverage for manual counting (∼10%) and challenge of distinguishing MPIO-labeled cells from other
endogenous sources of tissue hypointensity (Fig. 6.5).

Figure 6.25 shows the results of the quantification method comparison in the set of incompletely-

perfused heart samples. Notably, there is a weaker linear correspondence between ED1+ cell counts

and PDQ dipole counts (Fig. 6.25a; R2=0.53) and (Fig. 6.25b; R2=0.49), than when these methods
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were used on completely-perfused hearts (Fig. 6.24). Interestingly, the hypointense spot count did

not linearly correspond with either ED1+ cell counts or PDQ dipole counts (Fig. 6.25c; R2=−0.16)

and (Fig. 6.25d; R2=−0.16). This is presumably due to difficulty distinguishing MPIO-labeled cells

from other endogenous sources of tissue hypointensity in these incompletely-perfused hearts (Fig.

6.5). Overall, if ED1+ cell counts are taken as a gold standard, PDQ significantly outperforms

hypointense spot counting methods in these incompletely-perfused heart samples, due to the ability

of the method to distinguish dipoles from other sources that generate endogenous contrast.
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Figure 6.25: Comparison between three different cell quantification methods applied to 8
incompletely-perfused rat hearts undergoing chronic rejection.
Each panel shows a linear fit to 8 plotted points, each representing one of the 8 heart samples. Panel (a) shows
ED1+ cell count versus PDQ dipole count. The ED1+ cell count was performed manually using a 2.89 mm2 region
of an 8-µm thick histological section from the center of each heart. The PDQ count was performed by detection
of magnetic dipoles with TS>45% throughout the phase image of each heart volume. Panel (b) shows the same
counts from (a), but normalized to mm3 of heart tissue. Panel (c) shows hypointense spot count versus ED1+ cell
count. The hypointense spot count was performed by manually inspecting ∼10% of the magnitude image of each
heart volume. Panel (d) shows hypointense spot count versus PDQ dipole count. Notably, there is a weaker linear
correspondence between ED1+ cell counts and PDQ dipole counts (Panel a; R2=0.53) and (Panel b; R2=0.49), than
when these methods were used on completely-perfused hearts (Fig. 6.24). Interestingly, the hypointense spot count
did not linearly correspond with either ED1+ cell counts or PDQ dipole counts (Panel c; R2=−0.16) and (Panel d;
R2=−0.16). This is presumably due to difficulty distinguishing MPIO-labeled cells from other endogenous sources of
tissue hypointensity in these incompletely-perfused hearts (Fig. 6.5).

Figure 6.26 shows the results of the quantification method comparison in the set of all heart

samples, both those categorized as incompletely-perfused and completely-perfused. As expected

for this union of these two sets, because all 21 heart samples are analyzed together (13 completely-

perfused and 8 incompletely-perfused), the linear correspondences found between the three different
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cell quantification methods are a moderation between the results for completely-perfused (Fig. 6.24)

and incompletely-perfused (Fig. 6.25) heart sets.

Figure 6.26: Comparison between three different cell quantification methods applied to the union
of the 8 incompletely-perfused and the 13 completely-perfused rat hearts undergoing chronic
rejection.
Each panel shows a linear fit to 21 plotted points, each representing one of the 21 heart samples. Panel (a) shows
ED1+ cell count versus PDQ dipole count. The ED1+ cell count was performed manually using a 2.89 mm2 region
of an 8-µm thick histological section from the center of each heart. The PDQ count was performed by detection
of magnetic dipoles with TS>45% throughout the phase image of each heart volume. Panel (b) shows the same
counts from (a), but normalized to mm3 of heart tissue. Panel (c) shows hypointense spot count versus ED1+ cell
count. The hypointense spot count was performed by manually inspecting ∼10% of the magnitude image of each
heart volume. Panel (d) shows hypointense spot count versus PDQ dipole count.

Interestingly, although PDQ counts ED1+ cells throughout each entire heart volume [(mean ±

stdev) = 349 ± 80 mm3], only a small fraction of these cells contain MPIO in quantities sufficient

for detection by MRI. We estimate this fraction from Figure 6.26 to be ∼1 in 4,000 ED1+ cells are
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labeled with MPIO sufficient for detection, or alternatively, ∼1 in 2,000 ED1+ cells are sufficiently

labeled, if we assume that each dipole represents a cluster of on average 2.0 ED1+ cells). Conversely,

the immunohistological ED1+ cell counting covers a single 8 µm-thick section of the central heart

volume, but nearly every ED1+ cell is counted regardless of whether it contains sufficient MPIO

for MRI detection. Because the PDQ cell count and ED1+ cell counts strongly correlate, this

implies that because ED1+ cells are so sparsely-labeled, that a count performed by PDQ is actually

representative of the number of ED1+ cells present in cardiac tissue undergoing chronic rejection.

As a final consideration, manual counting methods (histological or hypointense spot counting) are

time-consuming, with each heart image taking approximately 30 minutes to analyze. PDQ may offer

significant time savings when quantifying heart rejection, as the method required ∼ 4 minutes per

sample, and will see further time reductions as computer processors become increasingly capable.

6.4.12 Longitudinal in vivo Multi-Dipole Tracking in Mouse TBI Model

To test the feasibility of PDQ for in vivo longitudinal tracking of MPIO-labeled cells, the method

was applied to mouse brains at different time points following TBI. Figure 6.27 shows image data

acquired from one of these single-brain longitudinal studies. TBI-naive brains, which received no

MPIO injection or brain injury, showed no hypointense spots in their magnitude image, and no

dipole patterns in their phase image (Fig. 6.27). When PDQ was run on TBI-naive/MPIO-naive

brains in vivo, the method detected on average 9 false-positive dipoles throughout each naive brain

volume, usually at locations where blood vessels or phase-unwrapping artifacts were present. At

48 h post-TBI in MPIO-labeled mice, PDQ detected hundreds of dipoles within each brain volume

(Fig. 6.27). Interestingly, at 92 h and 72 h post-TBI, PDQ often detected a reduced number of

dipoles relative to the 48 h time point, which we might expect since the concentration of quinolinic

acid produced by infiltrating macrophages has previously been found to begin declining 72 h post-

injury [127].
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Figure 6.27: Longitudinal in vivo MR imaging of same mouse brain at three different time points:
Before TBI, 48 h post-TBI, and 72 h post-TBI.
Shown are two sagittal slices from the same brain volume at different depths in the tissue (top panel set and bottom
panel set). For each set, magnitude(top) and phase (bottom) images are displayed. These images were manually
registered across the three time points. The first time point, TBI Naive, shows no hypointense spots in the magnitude
image, and no dipole patterns in the phase image, since no MPIO particles have been injected. The second time point,
48 h post-TBI, shows many hypointense spots and dipole patterns in magnitude and phase images, respectively, with
each representing an MPIO-labeled macrophage or macrophage cluster. The third time point, 72 h post-TBI, shows a
reduced number of dipoles relative to the 48 h time point, which follows the expected progression following traumatic
injury. PDQ automatically registers these datasets, allowing for preliminary cell tracking of the many MPIO-labeled
macrophages or macrophage clusters present at 48 h and 72 h time points.

After applying PDQ to brain scans at different time points, the method was extended to attempt

longitudinal tracking of individual dipoles from 48 h to 72 h post-TBI, and from 72 h to 96 h post-

TBI. Figure 6.28 shows a 3D rendering that visualizes the results of this tracking experiment. 45%
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of dipoles (57/127) coregistered between the 48 h and 72 h time points did not move > 5 voxels

(∆x > 360 µm) during the 24 hours until the 72 h time point. These dipoles were considered to

be stationary, given an expected registration error of ∼ 2 voxels between brain time points. The

change in magnetic moment measured by PDQ for these ‘stationary’ dipoles was a small value of

∆−→m = 0.07 ± .17 pA·m2. This represents a change in magnetic moment relative to the measured

magnetic moment of only 7 ± 27% (i.e., ∆−→m = .07 · −→m48h ± .17 · −→m48h). 55% of registered dipoles

(70/127) moved between 5–34 voxels (360 µm ≤ ∆x < 2448 µm). Notably, many dipoles appeared

at 72 h that were not detected at 48 h. The dipoles that ‘appeared’ can be classified into two

categories: dipoles with strong magnetic moments that truly appeared in tissue, and dipoles with

weak magnetic moments that were actually present in tissue at 48 h, but missed detection by PDQ

due to prevailing image noise levels combined with the PDQ template similarity (TS) threshold of

TS>0.31. These apparent appearances are due to the PDQ algorithm missing the dipoles at 48

h. Similarly, many dipoles disappeared between 48 h and 72 h. Again, these disappearances can

be classified as either dipoles with strong magnetic moments that truly disappeared from tissue,

and dipoles with weak magnetic moments that did not really vanish between time points, they just

were above the PDQ cutoff threshold at the earlier timepoint (detected), then were below the PDQ

cutoff threshold at the later timepoint (not detected), causing apparent disappearance. Between

72 h and 96 h, more dipoles disappeared than appeared (Fig. 6.27). An additional consideration

is the possibility that macrophages may proliferate (undergo mitotic division), as they have been

observed to do provided they are not activated, in murine testes and lung tissue [136, 137]. Also,

apparent moving dipoles in the area surrounding and within the traumatic brain injury may be due

to tissue herniation as a result of injury, or tissue movement as a result of resolving inflammation

processes. By using a non-rigid transformation to register brains between time points, instead of a

rigid transformation, these potential errors might be mitigated. Overall, a way to address questions

about cell movement, herniation, tissue movement, or cell appearance and disappearance would be

to increasing the time resolution between scans. Fewer than 24 hours elapsed between scans may

help resolve some of the questions about the dynamics of these MPIO-labeled macrophages.
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Figure 6.28: In vivo tracking of MPIO-labeled macrophages/macrophage clusters within same
mouse brain imaged longitudinally at 48 h, 72 h, and 96 h post-TBI.
The 3D volume rendering panels show (a) dorsal, (b) lateral, (c) cranial, and (d) oblique views. White spheres
represent magnetic dipoles detected at 48 h; sphere radius is proportional to the magnetic moment of the dipole.
White arrows protruding from white spheres indicate suspected cell movements of the same cell between 48 h and 72
h. Yellow spheres indicate dipoles detected at 72 hours post-TBI, that were not detected at 48 h; sphere radius is
proportional to the magnetic moment of the dipole. Yellow arrows protruding from yellow spheres indicate suspected
cell movements between 72 h and 96 h. Hence, all spheres with no (or short) arrows are considered stationary.
Substantial numbers of dipoles were found to appear, disappear, or move short distances. Some matches may be
false-positives, for example, if between 48 h and 72 h, a dipole disappears, and a new dipole with a similar magnetic
moment appears close-by, it might be displayed in this rendering as being the same dipole. Automatic dipole
matches between timepoints were done under two constraints: dipoles must move less than 20 µm/hour and must
have a magnetic moment that differs by ≤ 0.3 pA· m2.
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To test PDQ registration and tracking abilities, the same mouse brain 96 h post-TBI was scanned

twice (in vivo then ex vivo) and run through the registration and tracking process using the same

parameters used for the 48 h–72 h–96 h tracking experiment shown in Fig. 6.28. Figure 6.29 shows

the result of this brain auto-registration. Notably, no dipole movements > 5 voxels (> 360 µm)

were detected, implying that false positive dipole movements are not due to the registration and

tracking process itself, but are due to either actual dipole movements, or false-positive movements

when one dipole disappears and a different dipole with a dipole moment within ±0.4 pA·m2 appears

within 2448 µm of the disappeared dipole.

Figure 6.29: Control application of tracking system on MPIO-labeled macrophages/macrophage
clusters within same mouse brain imaged in vivo, then ex vivo, at 96 h post-TBI.
The 3D volume rendering panels shows a dorsal view. White spheres represent magnetic dipoles detected in vivo;
sphere radius is proportional to the magnetic moment of the dipole. White arrows protruding from white spheres
indicate detected cell movements between in vivo scans and ex vivo scans. Because this is the same brain imaged
twice, any detected movement is suspected to be due to algorithm error. Notably, large distance movements were
not detected, implying that errors due to the registration and tracking process itself are small. Alternatively, error
may be due to the in vivo brain being alive, whereas ex vivo brain was imaged following paraformaldehyde fixation.
Automatic dipole matches between timepoints were done under two constraints: dipoles must move less than 20
µm/hour and must have a magnetic moment that differs by ≤ 0.3 pA·m2.
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6.5 Discussion

Here, we present a post-processing method that uses phase MR images to automatically identify

and count spherical SPIO deposits and estimate their volume magnetic susceptibility and magnetic

moment. The PDQ algorithm can automatically scan, detect and quantify individual MPIO-labeled

cells, cell clusters or therapeutic magnetocapsules in tissue volumes, with significant discrimination

capacity. Moreover, the PDQ algorithm provides an estimation of the volume magnetic suscepti-

bility and magnetic moment of these detected paramagnetic deposits, which may enable greater

discrimination against false positives.

The PDQ method can potentially improve the detection of spheroid deposits of paramagnetic

agents in several ways. Like other positive contrast methods, this approach enhances the ability

to detect and differentiate paramagnetic agents from intrinsic sources of hypointensity such as

regions of short T2 and T ∗2 , low proton density, and susceptibility artifacts across interfaces. It can

also improve the ability to detect smaller, weaker, or partial-volume deposits of contrast agent,

and decrease the number of false negatives. Importantly, we show that the PDQ method remains

robust when applied to low SNR images.

The PDQ method becomes useful for numerous applications where paramagnetic deposits are

quantified and visualized in 3D. For example, in the heart rejection model, the number and spatial

distribution of cellular infiltrates provides information about the degree to which the heart allograft

is undergoing organ rejection [19]. The number of infiltrating macrophages is related to post-

operative day (POD). Macrophages progress from pericardium to endocardium in the left ventricle

of the heart, reaching different distances from the edge of the heart as the POD increases [19].

The utility of the PDQ algorithm is demonstrated in several diverse MRI data sets. We tested

these methods in 3D using gel phantoms doped with isolated paramagnetic dipoles and apply the

methods to simulated data to determine how much noise one can introduce before the method fails.

We also test our methods in heterogeneous tissue; a 3D dataset from an ex vivo allograft rat heart

infiltrated by numerous MPIO-labeled macrophages. The heart was part of a study that aims to

develop a non-invasive MRI alternative to biopsy, which is the current gold standard for diagnosing

and staging rejection after organ transplantation [19]. We demonstrate that it is feasible to derive

quantitative markers based on the density of dipoles present in tissue, and we speculate that the

136



CHAPTER 6. PHASE MAP CROSS-CORRELATION DETECTION AND
QUANTIFICATION (PDQ)

infiltration index may be a useful biomarker for quantifying the degree of cellular infiltration into

tissue and thus the extent of organ rejection. PDQ magnetic measurements were performed in

animal models of therapeutic magnetocapsule engraftment, TBI, and organ transplant rejection,

both in fixed tissues and in vivo.

6.5.1 Sources of Error

There are a several sources of error in PDQ magnetic measurements. First, phase unwrapping can

assign an incorrect multiple of 2π to a pixel, especially if phase is spatially undersampled (i.e., two

adjacent pixels have an actual phase difference greater than π) [97]. The unwrapping algorithm

used has an error rate of 0.4% when SNR = 2.5 [98], but SNR < 2.5 is common at the center

of dipoles, where signal-free pixels contain random phase values [58]. To mitigate this effect, one

may weigh or mask out pixels with SNR < 2.5 to deemphasize these in the PDQ analysis [58],

or acquire phase maps using multi-echo GRE pulse sequences that replace phase unwrapping with

‘temporal unwrapping.’ Second, there is often imprecise knowledge of the background χ-values

among different tissues. This fact was acknowledged in comparing magnetic moment values of the

same paramagnetic deposit acquired in vivo versus in fixed tissue in the TBI model (Fig. 6.21);

fixed, perfused brain specimens have the blood removed and undergo dehydration in the fixation

process that may alter χ. Finally, in order for PDQ dipole counts to be comparable across different

datasets, each must be acquired at similar resolution and SNR. Datasets with low resolution and/or

SNR may have many dipoles omitted from final counts, due to thresholding of the TS parameter;

in the analysis presented, dipoles with TS<30% were ignored. As expected, more false negatives

and positives are found in heterogenous tissues than in homogeneous tissues, and more false results

are found in any tissue, compared to gel phantoms.

6.5.2 Overlapping Dipole Impressions

If labeled cells or magnetocapsules are very close or touching, PDQ will detect these as a single entity

yielding an aggregate magnetic susceptibility and moment. If cells or magnetocapsules are further

apart, but within a template-sized region of one another, their phase image profiles overlap, and

TS values will tend to decline. A possible extension of the algorithm could measure the magnetic

properties of neighboring dipoles simultaneously. One can model dipoles as vertices (v ∈ V ) in
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a graph G = (V,E), with edges (e = (v1, v2) ∈ E) representing dipole pairs that share the same

7× 7× 7 voxel space. Then, for each connected subgraph of G, one would perform a least squares

fit to account for all dipoles in that subgraph.

When considering neighboring magnetic dipoles, one may also consider how each neighboring

field changes the effective B0 experienced at the other location. Calculations using Eq. (6.1) show

that this effect is very small for adjacent magnetocapsules (∆B0= ∼16ppm) and for adjacent MPIO-

labeled cells (∆B0= ∼190 ppm). Other materials and SPIO configurations may have a larger effect

requiring appropriate correction.

In the case of magnetocapsules, these paramagnetic objects are slightly oblong and are not

perfect spheres. The PDQ method can be modified to consider arbitrary, non-spherical distributions

of SPIO agent. This modification would require the replacement of the phase-offset template

generated using Eq. (6.1) with one that models the magneto-static field of a specific paramagnetic

geometry of interest. One way to generate these new composite templates would be to convolve Eq.

(6.1) with a 2D image that represents the distribution of multiple spherical paramagnetic deposits.

6.5.3 Readout Dimension Spatial Shifts

SPIO deposits change the precession frequency of surrounding protons, distorting the phase image

along its readout dimension. If scan parameters are not configured to minimize this effect, SPIO

deposits will not exhibit the expected geometry for detection and measurement (e.g., Eq. (6.1)).

Specifically, a proton spin experiencing a magnetic field deviation of ∆BZ exhibits a spatial shift

in the readout dimension in a phase image of amount [80]:

∆p =
Nx ·∆BZ

FOVx ·Gx
=
Nx · γ ·∆BZ

BW
(6.10)

where ∆p is the distance the proton is shifted in pixels, Nx is the number of pixels in the readout

dimension, ∆BZ is magnetic field deviation from B0 (T), FOVx represents readout field of view

(m), Gx represents readout gradient amplitude (T/m), γ represents proton gyromagnetic ratio

(Hz/T), and BW represents readout bandwidth (Hz/T). Equation (6.10) teaches that the spatial

shift artifact is minimized by increasing bandwidth, which also reduces image SNR. Equations (6.1)

and (6.10) can be used to calculate the minimum BW required to avoid image distortion.
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6.5.4 Optimal Image Acquisition

In general, increased SNR and resolution will benefit PDQ: more dipoles should be detected as

image SNR/CNR increases, and precision increases as image resolution increases, since a larger,

more detailed cross-correlation template can be used. The echo time, TE, should be sufficiently

long to allow for dephasing around SPIO deposits to occur, but not so long that SNR declines

substantially. When dipoles are in highly heterogeneous backgrounds, dual-echo GRE scans may

enable more accurate measurements than single-echo GRE scans [58]. In samples where SPIO

deposits reside within homogenous tissue backgrounds (e.g., brain, liver) a single TE gradient-echo

image is sufficient. Short-T2 tissues (e.g., liver) may require higher cell-labeling contrast agent

relaxivity or concentrations, since sub-voxel dephasing occurs rapidly in these organs, thereby

reducing the CNR available for accurate dipole detection.

Template sizes should be larger than 3×3×3 voxels, so that no dipoles are found in random noise

(many 3-pixel-wide dipole-like arrangements are present in random noise). The template should be

sized so that voxels on its periphery have a phase offset of greater magnitude than phase image noise.

Oversized templates may start to overlap neighboring dipoles. Users must set a template similarity

(TS) threshold above 30%, as lower thresholds generally detect dipoles in random noise. PDQ

underestimates magnetic measurements when applied to SPIO deposits with different orientations

or slightly aspherical geometries. Therefore to maximize magnetic measurement accuracy, one

should measure dipoles with the highest TS values available for a particular dataset, or modify the

templates generated by Eq. (6.1) to reflect non-spherical geometries.

6.5.5 Using PDQ with 2D Slice Stacks and 2D Slices

For a 2D MR image to be analyzed using PDQ, the in-plane orientation of the slice must have

a significant parallel component to the applied magnetic field (B0), as required by Eq. (6.1). If

the slice orientation is orthogonal to the direction of B0, the dipolar profile will appear circular in

the phase offset image and will not exhibit the lobe pattern needed for a quality cross-correlation

analysis. At lower magnetic field strengths, high-resolution images may be difficult to achieve and

2D slice thickness may also be larger. As the slice thickness increases so does partial-voluming,

thereby reducing the impact of magnetic field disturbance in the phase map due to a dipole. The
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PDQ method works ideally with a slice thickness no greater than the extent to which the magnetic

field perturbation of a dipole is significant versus the background noise.

A potential pitfall of applying the PDQ method to 2D tissue slices is that blood vessels are

often detected when they curve parallel to B0. The detection of blood vessels may be reduced

or eliminated by raising the template similarity (TS) threshold, but one risks eliminating the

weakest dipoles present in the tissue. Alternatively, 3D PDQ analyses give improved blood vessel

discrimination; vessels within 2D images have cross-sections that may be indistinguishable from

iron-oxide labeled cells.

6.5.6 Future Applications

PDQ detects single cells or cell clusters in vivo, measuring magnetic moments as low as 0.8 pA·m2

(∼12 pg[Fe]) at 7 Tesla. Previously, single macrophages were detected when labeled with 100

pg [Fe] at clinical field strengths as low as 1.5 Tesla [78]. Magnetic measurements provided by

PDQ, in addition to location data, may provide more certainty when identifying labeled cells at

different time points in longitudinal studies. For in vivo PDQ, sufficient resolution is critical, as

the magnetic field rapidly attenuates with distance from the center of an SPIO deposit (∼1/r3). In

vivo imaging also presents challenges including movement from breathing and cardiac function, as

well as cellular motion. Many cells may migrate during multi-hour scans, confounding PDQ. For

example, multipotent neuroblasts can move 100 µm/hour in vivo [8]. Problems can be avoided by

performing sufficiently short scans so cells move no more than one voxel.

Tracking of single cells by PDQ should be increasingly feasible through motion correction, cell-

registration methods, increased magnetic field strengths, and development of sensitive hardware

and contrast agents. In vivo cell tracking studies may potentially be used to detect the arrival

of immune cells at sites of disease, define optimal cell populations and delivery methods in the

emerging field of cellular therapeutics, and understand basic biological phenomena in vivo. For ex-

ample, in cardiac tissue undergoing immune rejection, macrophage numbers reflect different stages

of rejection [19] and can be used to titrate dosage and monitor the efficacy of immunosuppressive

therapy [4]. Magnetic moment measurement can also be used for theranostic magnetocapsule appli-

cations to assay magnetocapsule integrity (i.e., intact versus ruptured), which can be an important

predictor of encapsulated pancreatic islet survival [124], for example. Moreover, labeling capsules
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with different iron contents may allow for unambiguous magnetic moment signatures enabling, for

example, identification of multiple encapsulated therapeutic cell types, or transplants occurring at

different times.

6.6 Conclusion

Superparamagnetic MRI contrast agents are increasingly being used to label cells and theranostic

vehicles for in vivo imaging applications. This study addresses an urgent need in this emerging

field which is the analysis and quantification of the resulting MR images. The PDQ algorithm

offers great sensitivity by specifically searching for localized SPIO deposits in phase images. After

detecting SPIO deposits, PDQ measures their magnetic moment, which is a quantity that can be

used to improve detection specificity, reducing false positives and negatives. PDQ-detected dipole

locations can be rendered as positive-contrast images for overlaying onto conventional magnitude

images to quickly highlight contrast agent deposits.PDQ is capable of detecting single cells and cell

clusters in vivo, and provides reliable magnetic measurements.

Like other positive contrast methods, PDQ helps differentiate dark areas due to SPIO from

other intrinsic sources of hypointensity, but unlike these methods it requires no prior knowledge of

agent concentration or distribution, no special imaging pulse sequences, no extra scan time, only a

few user-set parameters, and can be applied retrospectively to previously acquired data. PDQ may

have future applications for monitoring therapies, measuring cellular iron content, and observing

cell behaviors.
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Chapter 7

Fluorine-19 imaging using
Compressed Sensing

7.1 Introduction

When imaging sparse fluorine tracer agents, signal deposits can sometimes appear indistinguishable

from image noise, or imaging may require MRI scan times that are prohibitively long for use during

in vivo experiments. In order to maximize the utility of in vivo fluorine-labeled cell tracking and

quantification methods, there is a need for MRI procedures that maximize sensitivity to fluorine

tracer agents by increasing the SNR per unit time (SNR/t) when acquiring image data.

Recently, compressed sensing methods have been used to reduce MRI scan times, in situa-

tions where images that result from a scan are expected to be ‘information-sparse’ or ‘sparsely-

representable.’ Compressed sensing is a modality-independent class of methods for digitally un-

dersampling a subject in a fashion that takes into account the compressibility of the image that

will be reconstructed. In other words, by knowing to what degree an image is compressible after

acquisition (its “sparsity”), yet still retain all its salient features and integrity, one can reduce

acquisition time by digitally undersampling and reconstruct the image in a fashion that takes its

sparsity into account. Examples of sparse images in MRI include those that have a small fraction

of voxels containing signal (e.g., 19F or other sparse nuclei), dynamic MR images where each time

point is expected to change little from its previous time point, and images that contain objects that

have geometries known a priori (e.g., catheters).

Compressed sensing has been previously used for different MR applications, including: acceler-

ated dynamic imaging (k-t imaging) [138]; mapping relaxation parameters T1 and T2 [139]; viewing
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pixel-sparse flow patterns in microfluidic devices [140] and angiography [141]; increasing temporal

resolution when visualizing catheters [142, 143]; accelerating 3D upper-airway MRI imaging [144];

rapidly acquiring hyperpolarized 3He lung MR images [145]; and 3D 19F chemical shift imaging

[146]. Compressed sensing MRI has also been used in conjunction with parallel coil imaging meth-

ods (e.g., SENSE) to exploit hardware acceleration [147]. For most of these applications, the k-space

undersampling pattern and image reconstruction constraints are customized for each application.

Notably, MR images of cells labeled with fluorine tracer agent are sparse in the image pixel

domain. The number of voxels that contain fluorine signal is small relative to the total number

of voxels in the image grid. Typically when 19F images are acquired using a 3D large field of

view to incorporate a subject’s full body anatomy, only 0.5–3.0% of image voxels contain fluorine

signal. As sparsity is a requirement for compressed sensing methods, it is directly applicable to

imaging sparse distributions of fluorine tracer agents, and promises a distinct SNR/t advantage

over conventional imaging methods. Compressed sensing also naturally denoises images, avoiding

the need for a noise-removal following image formation.

Here, we simulate compressed sensing image reconstruction by undersampling MR data of a

19F phantom that has already been fully acquired (100% k-space sampling). We also test fluorine-

19 imaging using compressed sensing by employing a custom Bruker pulse sequence that directly

undersamples 3D k-space. We apply this pulse sequence to the same fluorine phantom used for

the simulations, as well as a rat brain injected with 9L glioma cells labeled with 19F tracer agent.

Overall, acquisition of 3D sparse 19F images were accelerated by 4 × − 8× with little qualitative

degradation in resulting image quality.

7.2 Theory

The theoretical foundations for compressed sensing are described in full detail elsewhere [148,

149, 141]. Briefly, k-space is undersampled in a random fashion with variable density to include

k-space lines with high SNR, while simultaneously avoiding the generation of spatially-coherent

artifacts that occur when undersampling patterns are uniform. Reconstruction of the image is

done by solving the following equation, involving the convex combination of L1-norm and TV-

norm regularization:
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ρ̂TV L1 = arg min [α|ρ|TV + (1− α)|ρ|1] s.t. ||Fρ− d||22 ≤ ε (7.1)

where

|ρ|TV =
P∑
p=1

√
|[Dhρ]p|2 + |[Dvρ]p|2 (7.2)

and |ρ|1] represents the L-1 norm operation, F is the Fourier encoding matrix, d is the sampled data

vector (k-space samples), ρ is the image of interest to be reconstructed, α is a weighting parameter

between L1-norm and TV-norm constraints, ε is the threshold constraint on data consistency, and

Dh and Dv represent the differential operators along horizontal and vertical dimensions, respec-

tively. The sparsifying transform used here is the identity transform, since 19F images are sparse in

the pixel domain. Other sparsifying transforms can be used, including spatial finite differences and

wavelet transforms. The L1-norm minimization constrains reconstruction under the assumption

that the fluorine images can be represented by a small number of numerical values (i.e., few pix-

els actually contain significant fluorine spins). The Total Variation (TV) minimization constrains

under the assumption that fluorine images have limited intensity variation between neighboring

pixels (i.e., difference between pixel values between rows and columns of the fluorine image). The

TV constraint naturally suppresses image noise, as random noise has a much higher local total

variation than deposits of fluorine signal do.

When deciding what 3D image size to acquire and which k-space lines to sample when imaging

19F with compressed sensing, it is generally desirable to maximize SNR/t. The signal-to-noise ratio

(SNR) for a conventionally-acquired 3D image can be modeled as:

SNR =
ρ

σ

√
NEX ·Nx ·Ny ·Nz

BW
· FOVx

Nx
· FOVy

Ny
· FOVz

Nz
(7.3)

where ρ represents average 19F spin density, σ represents the standard deviation of measured image

noise from the apparatus and sample, NEX represents the number of excitations (repeated samplings

of sampled k-space lines) performed, Nx, Ny, and Nz represent the number of samples acquired

in the X-,Y-, and Z-dimensions of k-space respectively, FOVx, FOVy, and FOVz represent the

field of view in X-,Y-, and Z-dimensions respectively, and BW represents bandwidth of the readout
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direction (X-dimension) [96]. The total imaging time (tacq) required for a fast spin echo pulse

sequence is:

tacq = TR ·NEX ·Ny ·Nz/N(s) (7.4)

where TR is repetition time and N(s) is the number of k-lines acquired per TR period. Combining

Equations (7.3) and (7.4), SNR/tacq can be expressed as:

SNR

tacq
=
ρ

σ
· N(s) · FOVx · FOVy · FOVz

TR ·
√

BW ·Nx
·

√
Ny ·Nz

N2
y ·N2

z ·
√
NEX

(7.5)

Combining ρ, σ, N(s), FOV, TR, BW, and Nx into a single constant (cscan) that represents a

specific subject, fluorine tracer agent, and apparatus,

cscan =
ρ

σ
· N(s) · FOVx · FOVy · FOVz

TR ·
√

BW ·Nx
, (7.6)

This scan-specific constant allows us to simplify Equation (7.5) to represent only acquired k-

space lines and signal averages:

SNR

tacq
= cscan

√
Ny ·Nz

N2
y ·N2

z

√
NEX

(7.7)

Finally, since we plan to undersample k-space lines within the Y-Z plane (i.e., Nsamp 6= Ny ·Nz),

we reduce Ny and Nz from Eq. (7.7) to a single term, Nsamp, representing the total number of k-

space samples acquired:

SNR

tacq
=

cscan

N
3/2
samp ·N1/2

EX

(7.8)

From Equation (7.8) we see that in order to maximize SNR/tacq, it is better to increase the num-

ber of excitations (NEX), than to increase the number of k-line samples in either Y- or Z-dimensions.

Therefore, when imaging low-SNR, sparse 19F distributions using 3D Cartesian compressed sensing,

optimal SNR/t is obtained by selecting the minimum number of k-space lines (Nsamp) that will

result in an adequately-resolved reconstructed image, then sampling those k-space lines repeatedly

(NEX) to increase SNR to the point where noise is completely suppressed by signal. If SNR is
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already sufficiently high, noise is suppressed, and sufficient scan time is available, then increasing

the number of samples (Nsamp) to increase image resolution becomes an appropriate strategy.

7.3 Methods

7.3.1 Simulated CS Reconstruction of 19F Phantom

Compressed sensing reconstruction was tested by simulated k-space undersampling of previously-

acquired fluorine phantom data. The fluorine phantom was created by filling 7 glass capillaries with

diameters of 1.8, 1.4, 1.1, 0.9, 0.7, 0.4, and 0.3 mm with neat perfluoro-15-crown-5-ether (PCE).

Glass capillaries were taped around the circumference of a plastic 50 mL centrifuge tube. A 7 T, 21

cm horizontal bore Bruker AVANCE AV3 system was used to image the phantom using a 128 ×128

resolution and 4 cm field of view. Three pulse sequences were used to generate images with different

SNR characteristics: 1) Spin echo pulse sequence with parameters TE/TR=7/1500 ms, slice thick-

ness = 0.5 mm, averages = 1; 2) Gradient echo pulse sequence with parameters TE/TR=7/190

ms, θ=60◦, slice thickness = 0.5 mm, averages = 8; and 3) Fast-spin-echo pulse sequence with pa-

rameters TE/TR=7/1500 ms, slice thickness = 1 mm, echo train length = 8 echoes, averages = 8.

After conventional acquisition, raw k-space data were undersampled by 2×, 4×, 8×, 16×, and 32×

using randomly-generated k-space sampling patterns generated by the SparseMRI software package

developed by Michael Lustig [141]. Figure 7.1 shows a few of the different compressed sampling

schemes used for these simulated reconstructions. Image reconstruction from undersampled k-space

data was then done by solving Eq. (7.1) using a nonlinear conjugate gradient descent algorithm

with back-tracking line search [141].
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Figure 7.1: Sample undersampling schemes used for 3D compressed sensing acquisition and
reconstruction.
Shown are (top row) schemes for images sized Y=64, Z=64 voxels and (bottom row) schemes for images sized Y=128,
Z=128 voxels. The readout dimension (X) is fully-sampled and can assume any size. For each image size, sampling
schemes for (left) 16× undersampling, (middle) 8× undersampling, and (right) 4× undersampling are shown. Every
dark point represents a 3D k-space line that is acquired, while white space represents data not acquired.

7.3.2 CS Acquisition of 19F Phantom and 19F-Labeled Glioma Cells in Rat Brain

Compressed sensing acquisition and reconstruction was applied to the fluorine phantom used for

simulations (phantom creation details are above), as well as to a rat brain injected with 9L glioma

cells labeled with a PCE emulsion. 9L glioma cells were coincubated with a 7.5 mg/ml PCE emul-

sion, with cell culture details described elsewhere [75]. Labeled 9L cells (2×106) suspended in 10 µl

PBS were injected into the right striatum of a female Fischer 344 rat. Unlabeled cells were injected

into the contralateral side as a negative control. The rat was sacrificed and perfused transcardially

with PBS followed by 4% paraformaldehyde in PBS. The brain was carefully excised and stored

in 4% paraformaldehyde overnight for preservation. Additional details for this experimental model

are described in Kadayakkara et al. [75]. Animal protocols were approved by the Institutional
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Animal Care and Use Committee of Carnegie Mellon University and all animals received humane

care in compliance with the NIH Guide for the Care and Use of Laboratory Animals. The phantom

was imaged using an 11.7 T, 89-mm vertical bore Bruker AVANCE micro-imaging system using

a Bruker fast spin echo (RARE) pulse sequence that had been modified to read in a file that de-

tailed a randomly-generated k-space undersampling pattern (shown in Fig. 7.1) and acquire these

k-space lines. The phantom was first imaged using a conventional RARE, followed by the custom

CS-RARE pulse sequence, undersampling by factors of 2×, 4×, 8×, and 16×. Scan parameters

were a resolution of 64×64×64 voxels, TE/TR=7/250 ms, echo train length = 4 echoes, averages

= 1. Using the same apparatus and pulse sequence, the rat brain with labeled 9L glioma cells was

also imaged using a conventional RARE with 64 averages, then by the custom CS-RARE pulse

sequence with a single undersampling factor of 8x and differing numbers of signal averages (64, 16,

and 8 averages). The rest of the scan parameters for the rat brain were a resolution of 64×64×64

voxels, TE/TR=7/600 ms, and echo train length = 4 echoes. Image reconstruction for both phan-

tom and rat brain undersampled k-space data was then done by solving Eq. (7.1) using a nonlinear

conjugate gradient descent algorithm with back-tracking line search [141].

7.4 Results

In general, images reconstructed using only L1-norm regularization contained noise resembling

salt-and-pepper noise spread throughout the image. Images reconstructed using only TV-norm

regularization contained blurring artifacts at the edges of signal-containing regions. Images were

therefore all reconstructed using a convex combination of L1-norm and TV-norm constraints (TV-

L1). Combining these constraints resulted in images with fewer false-positive results by reducing

the noise artifact generated by L1-norm reconstruction, as well as alleviated the blurring effect from

TV-norm reconstruction.

7.4.1 Simulated CS Reconstruction of 19F Phantom

Compressed sensing reconstruction was tested by simulated k-space undersampling of previously-

acquired fluorine phantom data. Figure 7.2 shows these reconstructions for the low-SNR spin

echo image (SNR=3), medium-SNR gradient-echo image (SNR=7) and high-SNR fast spin echo

148



CHAPTER 7. FLUORINE-19 IMAGING USING COMPRESSED SENSING

image (SNR=26). For the low-SNR (SNR=3) case, 2× undersampling had a better appearance

(Fig. 7.2) than full sampling, allowing 5 capillaries to be resolved. This improved appearance

over full sampling is due to the inherent noise-removal properties of the compressed sensing total

variation constraint (Eq. (7.1)). 4×, 8×, and 16× undersampling for the low-SNR case resolved

only three of the 7 capillaries, and 32 × undersampling presented confounding levels of image

noise. For the medium-SNR (SNR=7) case, undersampling by between 2×-16× preserves visibility

of 5–6 of 7 capillaries, with capillary edge blurring occurring for 8× and 16× undersampling, and

32× undersampling caused only 4 capillaries to be unambiguously present. For the high-SNR case

(SNR=26), undersampling by 2×–16× creates almost perfect reproductions of the fully-sampled

case (Fig. 7.2), while capillary edge blurring only occurs as undersampling reaches 32×.
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Figure 7.2: Compressed sensing reconstructions of fluorine phantom data by simulated k-space
undersampling.
Shown are slices from three fully-acquired MRI scans: (left column) a spin-echo image with SNR=3, (middle column)
a gradient echo image with SNR=7, and (right column) a fast spin echo image with SNR=26. The top row for the
three scans shows each scans data reconstructed using a conventional 2D Fourier transform. Each successive row
shows compressed sensing reconstructions of the three scans using simulated k-space undersampling by a factor of
2×, 4×, 8×, 16×, and 32x×. For the SNR=3 case (left column), 2× undersampling has a better appearance than
full sampling, due to compressed sensing’s inherent noise-removal properties its total variation constraint. 4×, 8×,
and 16x undersampling for this case continue to resolve three capillaries, while 32× presents too much image noise.
For the SNR=7 case (middle column), undersampling by 2×-16× preserves five capillaries, capillary edge blurring
occurs for 8× and 16× cases, and 32× causes one capillary to be ambiguous. For the SNR=26 case, undersampling
by 2×-16× creates almost perfect reproductions of the fully-sampled case, while capillary edge blurring only occurs
as undersampling reaches 32×. Image dimensions are 128×128 pixels with a 4 cm image field-of-view.
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7.4.2 CS Acquisition of 19F Phantom and 19F-Labeled Glioma Cells in Rat Brain

Compressed sensing acquisition and reconstruction were applied to the fluorine phantom used for

simulations, as well as to a rat brain injected with 9L glioma cells labeled with a PCE emulsion.

Figure 7.3 shows 3D compressed sensing acquisitions of the fluorine phantom. Panels (top to

bottom) show conventional 3D fast spin echo (RARE; SNR > 10) and 2×, 4×, 8×, and 16×-

undersampled acquisitions of the same phantom made using the custom compressed sensing fast

spin echo sequence (CS-RARE). The 2× and 8× acquisitions maintain an image quality that is

qualitatively similar to the RARE acquisition, while the 8× and 16× acquisitions begin to show a

blurring artifact in the X-dimension of the image. Because the phantom exhibits high signal and

fluorine concentration, the 8× and 16× artifact is likely due to the sampling pattern used (Fig.

7.1), and not prevailing noise levels.
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Figure 7.3: 3D compressed sensing acquisitions of fluorine phantom.
The top panel shows the central slice through a conventional 3D fast spin echo (RARE) acquisition of the fluorine
phantom, with an SNR > 10. Subsequent panels (top to bottom) show 2×, 4×, 8×, and 16×-undersampled acqui-
sitions of the same phantom made using a compressed sensing fast spin echo sequence (CS-RARE). The 2× and 8×
acquisitions maintain an image quality that is qualitatively similar to the RARE acquisition, while the 8× and 16×
acquisitions begin to show a blurring artifact in the image X-dimension. Because the phantom exhibits high signal
and fluorine concentration, the 8× and 16× artifact is likely due to the sampling pattern used, and not prevailing
noise levels (Fig. 7.1). All shown data was acquired in 3D with a resolution of 64×64×64 and isotropic voxels.
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Figure 7.4 shows 3D compressed sensing acquisitions of rat brain injected with 2 × 106 9L

glioma cells labeled with PCE emulsion. The first two rows in Fig. 7.4 show a 3D conventionally-

acquired anatomical proton image and a 3D fast spin echo (RARE) fluorine acquisition (SNR

= 4.7) of the same brain slice. Subsequent rows show the same brain acquired using an 8×-

undersampled compressed sensing fast spin echo sequence (CS-RARE), using a decreasing number

of signal averages. As expected from simulation results with the fluorine phantom, undersampling

by 8× using the same number of signal averages produced an image with slight blurring of the

fluorine deposit, but increased SNR due to suppression of image noise by the compressed sensing

total variation constraint (Eq. (7.1)). Using the 8× undersampled CS-RARE sequence with fewer

than 64 averages for this sample (Fig. 7.4) results in increasing incoherent image noise. Remarkably

the size and general shape of the fluorine deposit remains intact when acquisition time is 1/60th

that required by the conventional 3D fast spin echo acquisition. False-positive signal appears as

speckles, reducing the chance it could be mistaken as actual signal clusters.
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Figure 7.4: 3D compressed sensing acquisitions of rat brain injected with 2× 106 9L glioma cells
labeled with PCE emulsion.
The top panel shows brain anatomy in a conventional 3D proton acquisition. 9L glioma cells labeled with PCE
emulsion were injected into the striatum on the right side of this image perspective, while unlabeled cells were
injected as a control into the striatum on the left side. The second row shows a conventional 3D fast spin echo
(RARE) fluorine acquisition (SNR = 4.7) of the same brain slice, alongside an image that fuses this fluorine image
with the anatomical proton image. For ‘fusion’ images, proton signal is shown in grayscale, while fluorine signal is
shown in a red and yellow ‘hot’ colorscale. Subsequent rows show the same brain acquired using an 8x-undersampled
compressed sensing fast spin echo sequence (CS-RARE), using a decreasing number of signal averages. Notably,
undersampling by 8× using the same number of signal averages produced an image with slight blurring of the fluorine
deposit, but increased SNR due to suppression of image noise by the compressed sensing total variation constraint.
The bottom two rows show that using the 8x undersample CS-RARE sequence with fewer than 64 averages for this
sample results in increasing, yet incoherent, image noise. Remarkably the size and general shape of the fluorine
deposit remains when acquisition time is 1/60th that required by the conventional 3D fast spin echo acquisition.
False-positive signal appears as speckles, reducing the chance it could be mistaken as actual signal clusters. All
shown data was acquired in 3D with a resolution of 64×64×64 and isotropic voxels of side length 250µm.
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Figure 7.5 shows a prominent artifact in a 3D 19F image presumably due to a k-space line

contaminated by a constant offset DC receiver voltage. Because compressed sensing reconstruc-

tion aggressively undersamples k-space, it relies on correct values. Incorrect k-space values result

in artifacts that appear more severe than when imaging using conventional imaging techniques.

Therefore, this constant offset DC receiver voltage artifact is much less significant in this dataset’s

corresponding conventional RARE acquisition, and can be seen in the second row of Figure 7.4.

Figure 7.5: Prominent artifact unique to compressed sensing acquisition.
Shown are conventional proton, 19F, and fused 1H-19F images of a rat brain injected with 19F-tracer labeled 9L
glioma cells. A central point artifact present in the acquired k-space data, apparently due to a constant offset DC
receiver voltage, causes this 3D image reconstructed by compressed sampling to exhibit a prominent artifact. Because
this reconstruction technique works by undersampling k-space lines, it is sensitive to incorrect sampled data, and can
cause artifacts that are more severe than when imaged with conventional techniques. Notably, this artifact does not
appear if reconstructed without the contaminated k-space line. This image data was acquired using the CS-RARE
pulse sequence with 16× undersampling, 64×64×64 resolution, isotropic voxels with length 250µm, Averages=64,
Acquisition time=50 min.

7.5 Discussion

Using standard compressed sensing acquisition and reconstruction methods greatly increased SNR/t

when performing 3D imaging of sparse distributions of neat and intracellular 19F tracer agents.

Further improvements can be made at both the signal sampling acquisition stage and the image

reconstruction stage. For the signal sampling stage, up to a 2-fold improvement in scan time has

been reported through the use of Bayesian methods that compute optimal k-space trajectories for

classes of image that exhibit similar characteristics [150]. The fluorine images analyzed here may

have similar characteristics that could take advantage of dynamic k-space sampling using Bayesian
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or other optimization methods. For the image reconstruction stage, additional constraints can be

added, depending on whether they are appropriate for a particular image to be acquired. For

images where signal-containing pixels appear in clusters, the use of Markov random fields (MRF)

as part of the image reconstruction process been found to require only half the sparse samples

relative to conventional L1-norm reconstruction methods [151]. Fluorine-19 images frequently have

signal-containing pixels clustered together, making MRF a potentially strong constraint for images

containing 19F tracer agents. Another useful type of constraint would be anatomical constraints

that model the amount of signal that is lost from the point-spread function, thereby restoring

signal in anatomical regions where signal is present while maintaining image structure [152]. Other

constraints that may be valuable include: a phase constraint for when phase angle is not expected

to vary spatially [144]; object shape constraints such as object length and the total number of

pixels the object occupies in an image [143]; object motion constraints, such as maximum allowed

changes in position from previous locations in an image [143]; second-derivative total variation

(TV2) constraint in order to smooth out the “staircasing” artifacts and patchy appearance of

some TV-L1 reconstructed images [153]; and L0 norm minimization to large elements above a

user-specified threshold (and regular L1-norm minimization to below-threshold small elements) in

order to improve image details and suppress noise and artifacts [154]. Different combinations of

these many constraints may accelerate 19F image acquisition and improve reconstructed image

quality, depending on the sample being imaged. In general, when fluorine-tracer distribution in an

image is completely unknown, a general approach such as the one we demonstrated here would be

appropriate, as the addition of constraints that do not represent the underlying signal distribution

may result in images of a decreased quality.

When assessing different compressed sensing image reconstruction constraints, image quality

metrics are a useful feedback mechanism, especially to computational systems that search for the

optimal weighting parameters between these different constraints. The most common error metric

when comparing two images is mean squared error (MSE), which calculates the absolute difference

between pixel values of two images, regardless of how the images are numerically scaled. MSE has

the disadvantage of calculating large errors between images that qualitatively look identical to a

human viewer. Therefore, to complement MSE other error metrics have been developed that take

into account how the human eye perceives images. One of the most popularly-used metrics in this
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class is the structural similarity index (SSI), which computes the difference between two images

based on how different structures within the image appear when considering human perception.

With the many different possible combinations of available image reconstruction constraints, image

quality metrics are poised to be an important component for developing pipelines for compressed

sensing MRI.

There are a few additional constraints that may be directly applicable to the case of sparse

fluorine tracer imaging. A constraint that prohibits the appearance of signal outside of anatomical

boundaries of a subject would aid image reconstruction since such signal would certainly be false-

positive signal. A second constraint that factors in foreknowledge about the fraction of pixels that

contain signal in 3D 19F images may be valuable, as would constraints that factor in the probability

that a pixel contains 19F signal, provided one or more of its neighbors contain signal. Proper and

optimal weights for the convex combination of these and other constraints would need to be chosen,

so that no one constraint completely obviates others. Finally, the use of non-Cartesian k-space

sampling methods such as spiral or radial sampling may offer higher SNR/t than conventional

Cartesian methods, since they naturally sample points near the center of 3D k-space with a higher

density than points on the edge of k-space, which is how the compressed sensing sampling patterns

behave (Fig. 7.1).

7.6 Conclusion

Using standard compressed sensing acquisition and reconstruction methods greatly increased SNR/t

when performing 3D imaging of sparse distributions intracellular 19F tracer agents. Increases in

SNR/t are subject to subjective evaluation, but here we found that SNR/t improvements of 4× –

8× produced high-quality images when 19F tracer agent was sufficiently sparse in the pixel domain.

Future improvements will likely be made through dynamic generation of k-space sampling patterns

and the addition of new image reconstruction constraints.
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Chapter 8

Conclusion

8.1 Two-Compartment T2 Contrast Model (T2CM)

Emerging cellular-molecular MRI methods often utilize T2 contrast agents for in vivo detection. We

present a general theoretical model to predict minimal contrast agent concentration requirements.

This model can be used to aid the development of new generations of contrast agents and their

applications, and may be an effective alternative to empirical concentration determinations in

phantoms or in vivo. It is applicable to a wide range of T2-type agents and delivery scenarios,

requiring only a few readily-evaluated parameters.

8.2 Phase Slope Magnitude Imaging (PSM)

Emerging cellular-molecular MRI applications can benefit from improved sensitivity to paramag-

netic CA distributions. The PSM approach generates positive contrast images that help to differ-

entiate CAs from endogenous sources of tissue hypointensity. Unlike many other positive contrast

imaging methods, PSM-image generation requires no prior knowledge of magnetic agent strength

or distribution, no special pulse or gradient sequences, no extra scan time, and can be applied

retrospectively to already-acquired data. Finally, these image generation methods can be made

into an automated routine with few or no input parameters.
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8.3 Phase Map Cross-Correlation Detection and Quantification

(PDQ)

Superparamagnetic MRI contrast agents are increasingly being used to label cells and theranostic

vehicles for in vivo imaging applications. This study addresses an urgent need in this emerging

field which is the analysis and quantification of the resulting MR images. The PDQ algorithm

offers great sensitivity by specifically searching for localized SPIO deposits in phase images. After

detecting SPIO deposits, PDQ measures their magnetic moment, which is a quantity that can be

used to improve detection specificity, reducing false positives and negatives. PDQ-detected dipole

locations can be rendered as positive-contrast images for overlaying onto conventional magnitude

images to quickly highlight contrast agent deposits. PDQ is capable of detecting single cells and

cell clusters in vivo, and provides reliable magnetic measurements.

Like other positive contrast methods, PDQ helps differentiate dark areas due to SPIO from

other intrinsic sources of hypointensity, but unlike these methods it requires no prior knowledge of

agent concentration or distribution, no special imaging pulse sequences, no extra scan time, only a

few user-set parameters, and can be applied retrospectively to previously acquired data. PDQ may

have future applications for monitoring therapies, measuring cellular iron content, and observing

cell behaviors.

8.4 Fluorine-19 Imaging using Compressed Sensing

The use of standard compressed sensing acquisition and reconstruction methods greatly increased

SNR/t when performing 3D imaging of sparse distributions of intracellular 19F tracer agents. Image

quality is subject to subjective evaluation, but we found that SNR/t improvements of 4× to 8× were

achievable while maintaining high-quality 3D images, provided 19F tracer agent was sparse in the

pixel domain. Future improvements will likely be made through dynamic generation of optimized

k-space sampling patterns during the image acquisition stage and addition of new constraints to

the image reconstruction stage.
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Appendix 1

Source Code

9.1 PSM - Phase Slope Magnitude Imaging

9.1.1 PSM.m

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% @f i l e PSM.m
% @author Parker Mi l l s , Ahrens Lab , Carnegie Mellon
% @br ie f Creates phase s l ope magnitude (PSM) , angle (PSA) , Angle Coherence (AC)
% and Composite images based on provided phase image . 2nd and 3rd d e r i v a t i v e s
% were not found to be u s e f u l f o r ana l y s i s o f phase changes in MR images , but
% perhaps t ry ing i t with other image types or b i o l o g i c a l samples my prove o f use .
%
% ==================== INPUT PARAMETERS ======================
% @param image (2D/3D Float ) Phase−unwrapped , op t i ona l l y high−pass f i l t e r e d image
% @param dimens i ona l i ty ( St r ing ) ’2d ’ : Ca l cu la t i on performed s l i c ew i s e in 2D
% ’3d ’ : Ca l cu la t i on performed in f u l l 3D
%
% ==================== RETURNED DATA =========================
%
% ====Conventional PSM Products (Magnitude , x−,y−,z−components ) ====
% @return PSMrun .PSM.mag (2D/3D Float ) Phase s l ope magnitude image (∗Main product∗ − Magnitude

o f phase change over space )
% PSMrun .PSM. x (2D/3D Float ) X−d i r e c t i o n phase s l ope magnitude image (X−component o f

phase change over space (1 s t d e r i v a t i v e ) )
% PSMrun .PSM. y (2D/3D Float ) Y−d i r e c t i o n phase s l ope magnitude image (Y−component o f

phase change over space (1 s t d e r i v a t i v e ) )
% PSMrun .PSM. z (2D/3D Float ) Z−d i r e c t i o n phase s l ope magnitude image (Z−component o f

phase change over space (1 s t d e r i v a t i v e ) )
%
% ====Unpublished/Experimental PSM Products ( Phase s l ope angle , ang le coherence , and composite images )====
% @return PSMrun .PSA (2D/3D Float ) Phase s l ope angle image (The angle ( in rad ians ) o f the

d i r e c t i o n in which phase i s changing over space )
% @return PSMrun .AC (2D/3D Float ) Phase angle coherence image (Measure o f how con s i s t e n t the

phase s l ope angle (PSA) i s in a 3x3 p i x e l r eg i on . Calcu lated only f o r x−y plane , and not f o r z . )
% @return PSMrun . Composite (2D/3D Float ) Composite image ( Product o f PSM.mag and AC

images (PSM .∗ AC) . In theory , h i g h l i g h t s rapid s p a t i a l changes in phase that are a l l happening in the
same d i r e c t i o n ! )

%
%
% ==================== ASSUMPTIONS ======================
% @assume Input data i s phase data that has been unwrapped ( [ 0 , 2∗ pi ] boundar ies removed ) , and op t i ona l l y

high−pass f i l t e r e d
%
% ==================== DEPENDENCIES ==================
% @depend myfun .m
% @depend
%
% ==================== EXAMPLE USAGE ========================
% PSMrun = PSM( image , d imens i ona l i ty )
% PSMrun = PSM( unwrapped phase , ’2d ’ )
% PSMrun = PSM( unwrapped phase , ’3d ’ )
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

funct i on PSMrun = PSM( image , d imens i ona l i ty )

%% Pre f e r ence s
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Appendix 1. Source Code

p r e f d i f f l e v e l = 1 ; %Which d e r i v a t i v e to c a l c u l a t e (1 = f i r s t de r i va t i v e , 2 = 2nd de r i va t i v e , e t c . )
p r e f c a l c u l a t e e xp e r imen t a l = 0 ; % Ca lcu la t ing exper imenta l images computat iona l ly i n t e n s i v e f o r l a r g e 3D

volumes

%% Gather in format ion and perform san i ty checks

% Get dimensions
[ x dim y dim z dim ] = s i z e ( image ) ;

% I f 2D image i s g iven and user requested 3D PSM
i f ( ndims ( image ) == 2 && strcmp ( d imens iona l i ty , ’ 3 d ’ ) )

e r r o r ( ’PSM: 3D computation requested f o r 2D image . Quitt ing . ’ ) ;
end

% Ensure d imens i ona l i ty i s e i t h e r 2D or 3D
i f (˜ strcmp ( d imens iona l i ty , ’ 2 d ’ ) && ˜strcmp ( d imens iona l i ty , ’ 3 d ’ ) )

e r r o r ( ’PSM: d imens i ona l i ty must be ”2d” or ”3d ” . Quitt ing . ’ ) ;
end

%% Compute d i f f e r e n c e ( f i r s t d e r i v a t i v e by de f au l t p r e f e r en c e s ) between ne ighbor ing voxe l s in 2D or 3D
% Also reduces f l o a t i n g point p r e c i s i o n from double to s i n g l e
PSMrun .PSM. x = s i n g l e ( d i f f ( image , p r e f d i f f l e v e l , 1) ) ;
PSMrun .PSM. y = s i n g l e ( d i f f ( image , p r e f d i f f l e v e l , 2) ) ;
i f ( strcmp ( d imens iona l i ty , ’ 3 d ’ ) )

PSMrun .PSM. z = s i n g l e ( d i f f ( image , p r e f d i f f l e v e l , 3) ) ;
end

%% Prea l l o c a t e r e s u l t s
i f ( strcmp ( d imens iona l i ty , ’ 2 d ’ ) )

PSMrun .PSM.mag = ones ( x dim−p r e f d i f f l e v e l , y dim−p r e f d i f f l e v e l , z dim ) ;
PSMrun .PSA = ones ( x dim−p r e f d i f f l e v e l , y dim−p r e f d i f f l e v e l , z dim ) ;
PSMrun .AC = ones ( x dim−p r e f d i f f l e v e l , y dim−p r e f d i f f l e v e l , z dim ) ;
PSMrun . Composite = ones ( x dim−p r e f d i f f l e v e l , y dim−p r e f d i f f l e v e l , z dim ) ;

e l s e
PSMrun .PSM.mag = ones ( x dim−p r e f d i f f l e v e l , y dim−p r e f d i f f l e v e l , z dim − p r e f d i f f l e v e l ) ;
PSMrun .PSA = ones ( x dim−p r e f d i f f l e v e l , y dim−p r e f d i f f l e v e l , z dim − p r e f d i f f l e v e l ) ;
PSMrun .AC = ones ( x dim−p r e f d i f f l e v e l , y dim−p r e f d i f f l e v e l , z dim − p r e f d i f f l e v e l ) ;
PSMrun . Composite = ones ( x dim−p r e f d i f f l e v e l , y dim−p r e f d i f f l e v e l , z dim − p r e f d i f f l e v e l ) ;

end

%% Compute magnitude and angle f o r each row , f i l l i n g [mag , ang le ]
f o r j1 = 1 : x dim − p r e f d i f f l e v e l

f o r j2 = 1 : y dim − p r e f d i f f l e v e l

i f ( strcmp ( d imens iona l i ty , ’ 3 d ’ ) )
f o r j3 = 1 : z dim − p r e f d i f f l e v e l

PSMrun .PSM.mag( j1 , j2 , j 3 ) = sq r t ( PSMrun .PSM. x ( j1 , j2 , j 3 ) . ˆ2 + PSMrun .PSM. y ( j1 , j2 , j 3 ) . ˆ2 +
PSMrun .PSM. z ( j1 , j2 , j 3 ) . ˆ2 ) ;

end
PSMrun .PSA( j1 , j2 , : ) = atan2 (PSMrun .PSM. x ( j1 , j2 , 1 : z dim−p r e f d i f f l e v e l ) , PSMrun .PSM. y ( j1 , j2 , 1 :

z dim−p r e f d i f f l e v e l ) ) ; % Angle i s only done f o r X−Y plane and doesn ’ t f a c t o r in Z
e l s e

PSMrun .PSM.mag( j1 , j2 , : ) = sq r t ( PSMrun .PSM. x ( j1 , j2 , 1 : z dim ) .ˆ2 + PSMrun .PSM. y ( j1 , j2 , 1 : z dim )
. ˆ 2 ) ;

PSMrun .PSA( j1 , j2 , : ) = atan2 (PSMrun .PSM. x ( j1 , j2 , 1 : z dim ) , PSMrun .PSM. y ( j1 , j2 , 1 : z dim ) ) ; % Angle
i s only done f o r X−Y plane and doesn ’ t f a c t o r in Z

end

end
end

%% Compute Angle Coherence (AC) and Composite images
i f ( p r e f c a l c u l a t e e xp e r imen t a l )

i f ( strcmp ( d imens iona l i ty , ’ 3 d ’ ) )
f o r j3 = 1 : z dim − p r e f d i f f l e v e l

PSMrun .AC( : , : , j 3 ) = −n l f i l t e r (PSMrun .PSA( : , : , j 3 ) , [ 3 3 ] , @ne i ghbo r d i f f e r enc e s ) ;
end

e l s e
f o r j3 = 1 : z dim

PSMrun .AC( : , : , j 3 ) = −n l f i l t e r (PSMrun .PSA( : , : , j 3 ) , [ 3 3 ] , @ne i ghbo r d i f f e r enc e s ) ;
end

end
PSMrun . Composite = PSMrun .PSM.mag .∗ PSMrun .AC;

end

%%%%%%%%%%%%%%
% EOF
%%%%%%%%%%%%%%%%%

172



Appendix 1. Source Code

9.2 PDQ - Phase Cross-Correlation Detection and Quantification

9.2.1 PDQ.m

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% @f i l e PDQ.m
% @brie f Runs e n t i r e PDQ operat ion on an MRIdata ob j e c t
% @author Parker Mi l l s , Ahrens Lab , Carnegie Mellon 2009
%
% ==================== INPUT PARAMETERS ======================
% @param MRIdata (MRIdata ) MRI datase t to be analyzed by PDQ ( see README. txt f o r

datatype d e t a i l s )
% @param CHI background ( Float ) Magnetic s u s c e p t i b i l i t y o f background mate r i a l

surrounding SPIO depo s i t s .
% Necessary f o r accurate determinat ion o f d ipo le ’ s

s u s c e p t i b i l i t y and magnetic d ipo l e moment
%
% @param o r i e n t a t i o n ( Float ) OPTIONAL Or ientat ion axis , i f a l r eady known beforehand
% @param us e r r ad i u s ( Float ) OPTIONAL Estimated rad ius range o f sphere o f SPIO . 2

element vector i f upper−bound and lower−bound known
% 3 element vector i f op t ima l rad iu s a l s o known :

[ lower bound upper bound ] −OR− [ lower bound upper bound opt ima l rad iu s ]
%
% @param dua l gaus s i an ( Float ) OPTIONAL
%
% ==================== RETURNED DATA =========================
% @return MRIdata (MRIdata ) PDQ r e s u l t ( s ee README. txt )
%
% ==================== ASSUMPTIONS ===========================
% @assume I f a data item i s a l ready present in the MRIdata s t ruc ture , PDQ w i l l not re−c a l c u l a t e those

items .
% You must d e l e t e them in order f o r them to be r e c a l c u l a t e d .
% For example , ”MRIdata = rmf i e l d (MRIdata , ’PDQ’ ) ; ” w i l l e r a s e a l l PDQ r e s u l t s so they may be

ca l cu l a t ed from sc ra t ch .
%
% ==================== EXAMPLE USAGE =========================
% MRIdata = PDQ(MRIdata , CHI background , o r i en ta t i on , u s e r rad iu s , dua l gaus s i an ) ;
% jhu ge l 3 = PDQ( jhu ge l3 , −9.035e−6, 1 , [ 65 540 ] , 0) ;
% l e s l e y b r a i n 0 = PDQ( l e s l e yb r a i n0 , −9.035e−6, 1 , [ 0 60 32 ] , 0) ;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

funct i on MRIdata = PDQ(MRIdata , CHI background , o r i en ta t i on , u s e r rad iu s , dua l gaus s i an )

%% Pre f e r ence s
plat form = ’ unix ’ ; % Set to e i t h e r ’windows ’ or ’ unix ’ . On unix , automatic phase−unwrapping w i l l be

attempted . On windows ,
% phase maps w i l l be exported f o r manual unwrapping

x c o r r c u t o f f = 0 . 3 ; % Dipo les with XCORR s im i l a r i t y va lues below th i s th re sho ld are ignored .
% Typica l ly s e t to 0 .3 (30% s im i l a r ) . Must be between [ 0 . 0 1 . 0 ] ( p o s i t i v e s im i l a r i t y ) .
% Set t ing below 0 .1 i s a f a l s e−po s i t i v e d i s a s t e r . Se t t ing below 0 .3 causes a moderatly

−dense c l a s s o f f a l s e−po s i t i v e r e s u l t s .

x c o r r c u t o f f mu l t i r a d i i = 0 . 6 ; % Dipo les with XCORR values below th i s th re sho ld are not inc lude in the
d ipo l e r a d i i f i t .

% Typica l ly s e t to 0 . 6 , meaning d i po l e s with < 60% resemblance to the
template won ’ t be f i t

% This i s because we assume that any d ipo l e with <60% resemblance w i l l get
an inaccura t e rad ius f i t

maximum unwrap hours = 24 ; % At most we want to wait t h i s many hours f o r a phase datase t to be
unwrapped by PRELUDE. This may r e s u l t in

% some phase unwrapping e r ro r s , but i t keeps the maximum time down

pre f run phase ramp = 0 ; % Run PDQ on phase−ramp−removed data . Worth doing to s e e ing how r e s u l t s d i f f e r
from high−passed

% phase i f ramp i s very homogenous . But o f course , takes twice as long .

% Technica l Parameters
p eak de t e c t i on th r e sho ld = 0 . 0 ; % Peaks in XCORR s im i l a r i r y below th i s value w i l l not be cons ide red . We

only d e s i r e peaks
% with a p o s i t i v e s im i l a r i t y , so t h i s i s s e t to 0 .0

p r e f pha s e s t d = 0 . 0 ; % When genera t ing mask , th re sho ld out phase incoherence below th i s
th r e sho ld ( d e f au l t i s 0 . 0 )

p r e f d e f a u l t n o i s e s t d = 1 . 0 ; % When generat ing mask , t h i s i s the d e f au l t sigma value f o r e l im inated
no i s e

p r e f num o f r ad i i = 50 ; % When i t comes to f i t t i n g d ipo l e radius , how many would you l i k e to t e s t ?
p r e f t emp l a t e s h i f t = sq r t (3 ) / 4 . 0 ; % What f r a c t i o n o f a p i x e l do you want to s h i f t the templates f o r

de t e c t i ng o f f−cente r d i p o l e s ?
% This value i s approximately 0 .433 ( sq r t (3 ) /4 . 0 )
% Choose t h i s number to be i r r a t i o n a l may reduce chance o f

a r t i f a c t s .

%% I n i t i a l i z a t i o n s
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% Reboot matlab pool , i f ava i l ab l e , to a l low f o r p a r a l l e l f unc t i on execut ion
di sp ( ’PDQ: I n i t i a l i z i n g ’ ) ;
matlabpool c l o s e f o r c e
matlabpool open

% Add PDQ f i e l d to MRIdata , i f not pre sent
i f (˜ i s f i e l d (MRIdata , ’PDQ’ ) )

MRIdata .PDQ = [ ] ;
end

% Store dimensions
[ x dim y dim z dim ] = s i z e (MRIdata .mag) ;
MRIdata .PDQ. x c o r r c u t o f f = x c o r r c u t o f f ;

% Prompt user f o r key va r i ab l e s , i f not g iven in func t i on c a l l
i f (˜ e x i s t ( ’ o r i en ta t i on ’ , ’ var ’ ) )

i f ( i s f i e l d (MRIdata , ’ unwrapped ’ ) )
f i g 1 = images (MRIdata . unwrapped ) ; t i t l e ( ’MRI data raw phase image ’ ) ;

e l s e
f i g 1 = images (MRIdata . phase ) ; t i t l e ( ’MRI data raw phase image ’ ) ;

end
o r i e n t a t i o n = input ( ’What d i r e c t i o n i s B0? 1 : Up−Down 2 : In−Out 3 : Left−Right [1 −3 ] : ’ ) ;
c l o s e ( f i g 1 ) ;

end
i f (˜ e x i s t ( ’ u s e r rad iu s ’ , ’ var ’ ) )

u s e r r ad i u s = input ( ’What i s est imated rad ius range o f SPIO spheres ? [ microns microns ] : ’ ) ;
end

%% Calcu la te mask from magnitude image
di sp ( ’PDQ: Ca l cu la t ing masks ’ ) ;
i f (˜ i s f i e l d (MRIdata , ’ mask ’ ) )

% Estab l i sh whether the datase t i s a s i n g l e or dual−Gaussian image
i f (˜ e x i s t ( ’ dua l gauss ian ’ , ’ var ’ ) )

dua l gaus s i an = 0 ;
r ep l y dua l g au s s i an = input ( ’ I s t h i s a dual−Gaussian image ( e . g . , sample in l i q u i d ) ? y/n [ n ] : ’ , ’ s

’ ) ;
i f ( strcmp ( r ep ly dua l gau s s i an , ’ y ’ ) )

dua l gaus s i an = 1 ;
end

end

MRIdata . mask = generate mask (MRIdata , p r e f d e f a u l t n o i s e s t d , p r e f pha s e s td , dua l gauss ian , 1 ) ;
end

%% Unwrap phase images
d i sp ( ’PDQ: Unwrapping phase images ’ ) ;
i f (˜ i s f i e l d (MRIdata , ’ unwrapped ’ ) )

MRIdata = unwrap phase image (MRIdata , platform , maximum unwrap hours ) ;
i f ( strcmp ( platform , ’ windows ’ ) )

e r r o r ( ’PDQ: You are us ing Windows . Data has been exported us ing pre lude expor t . You must manually
unwrap your images us ing PRELUDE. Data saved to d i s c as MRIdata .mat . Quitt ing . ’ ) ;

end
end

%% I f phase images were unwrapped in 2D, normal ize phase through 3rd dimension
i f ( strcmp (MRIdata . k space type , ’2d ’ ) )

MRIdata . unwrapped = Normalize3Dunwrap (MRIdata . unwrapped ,MRIdata .mag) ;

% Prompt user f o r san i ty check
images ( reshape (MRIdata . unwrapped ( : , c e i l ( y dim /2) , : ) , x dim , z dim ) ) ; t i t l e ( ’ Normalized volume ’ ) ; % Show

normal ized volume as san i ty check
rep ly = input ( ’ Stack Normal izat ion OK? Y/N [Y ] : ’ , ’ s ’ ) ;
i f strcmp ( reply , ’ n ’ )

e r r o r ( ’PDQ: Stack normal i za t ion f a i l e d − r e qu i r e s some so r t o f user i n t e r v en t i on . Quitt ing . ’ ) ;
end

end

%% Calcu la te high−passed , Rausher , and ramp−removed phase images
d i sp ( ’PDQ: Removing low−f requency phase changes from phase images ’ ) ;
i f (˜ i s f i e l d (MRIdata , ’ h igh pass ’ ) ) MRIdata . h igh pas s = hp(MRIdata . unwrapped ) ; end
i f ( pre f run phase ramp )

i f (˜ i s f i e l d (MRIdata , ’ ramp ’ ) ) MRIdata = phase ramp remove (MRIdata , 1) ; end
end

% Temporary Checkpoint
save PDQ checkpoint MRIdata ;

%% Generate templates f o r l a r g e range o f r a d i i and template s h i f t s
d i sp ( ’PDQ: Generating templates spanning range o f r a d i i based on user−est imate ’ ) ;
approx template = PDQ generate template (MRIdata . r e s o l u t i on , o r i en ta t i on , mean( u s e r r ad i u s ) , MRIdata .B0 ,
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MRIdata .TE, 1 .0 e−5, [ 0 0 0 ] ) ;
i f (˜ i s f i e l d (MRIdata , ’ template spectrum ’ ) )

MRIdata . template spectrum = PDQ generate template spectrum ( approx template , p r e f num o f r ad i i ,
u s e r rad iu s , p r e f t emp l a t e s h i f t ) ;

end

% Temporary Checkpoint
save PDQ checkpoint MRIdata ;

%% Run d ipo l e search us ing the ’ approximate template ’ , us ing i t to c r ea t e the ’ d e t e c t i on template ’
d i sp ( ’PDQ: Performing pre l im inary d ipo l e search based on user−provided est imates ’ ) ;
i f (˜ i s f i e l d (MRIdata .PDQ, ’ de tec t i on template ’ ) )

i f ( l ength ( u s e r r ad i u s ) == 3)
MRIdata .PDQ. de t e c t i on t emp la t e =PDQ generate template (MRIdata . r e s o l u t i on , o r i en ta t i on , u s e r r ad i u s

(3 ) , MRIdata .B0 , MRIdata .TE, 7 .0 e−5, [ 0 0 0 ] ) ;
e l s e

x c o r r e l a t e hp = r e a l ( normxcorr3 ( approx template . template , MRIdata . h igh pass , ’ same ’ ) ) .∗ MRIdata .
mask ; % Command order ing : ( template , image , shape )

raw peaks hp = l o g i c a l ( peaks3d ( x co r r e l a t e hp , p eak de t e c t i on th r e sho ld ) ) .∗ x c o r r e l a t e hp ;
d i p o l e s = PDQ dipo le ana lys i s (MRIdata . h igh pass , raw peaks hp , x c o r r cu t o f f , approx template ,

CHI background ) ;
d i sp ( ’PDQ: Generating optimized d ipo l e de t e c t i on template from pre l iminary search r e s u l t s ’ ) ;
MRIdata .PDQ. de t e c t i on t emp la t e = PDQ generate optimal template ( d ipo l e s , approx template , MRIdata .

template spectrum ) ;
end

end

%% Calcu la te 3D XCORR volumes and f i nd peaks f o r high−passed phase and ( op t i ona l l y ) ramp−removed phase
% High−pass ( d e f au l t )
i f (˜ i s f i e l d (MRIdata .PDQ, ’ d ipo l e s hp ’ ) )

d i sp ( ’PDQ: Performing d ipo l e search on high−passed phase us ing optimized d ipo l e de t e c t i on template ’ ) ;
x c o r r e l a t e hp = r e a l ( normxcorr3 (MRIdata .PDQ. de t e c t i on t emp la t e . template , MRIdata . h igh pass , ’ same ’ ) )

.∗ MRIdata . mask ; % Command order ing : ( template , image , shape )
raw peaks hp = l o g i c a l ( peaks3d ( x co r r e l a t e hp , p eak de t e c t i on th r e sho ld ) ) .∗ x c o r r e l a t e hp ;
d i sp ( ’PDQ: Ca l cu la t ing s u s c e p t i b i l i t y o f high−passed d ipo l e s , assuming f i x ed radius ’ ) ;
MRIdata .PDQ. d ipo l e s hp = PDQ dipo le ana lys i s (MRIdata . h igh pass , raw peaks hp , x c o r r cu t o f f , MRIdata .

PDQ. detec t i on template , CHI background ) ;
end

% Ramp
i f ( pre f run phase ramp )

i f (˜ i s f i e l d (MRIdata .PDQ, ’ dipoles ramp ’ ) )
d i sp ( ’PDQ: Performing d ipo l e search on ramp−removed phase us ing optimized d ipo l e de t e c t i on

template ’ ) ;
x co r r e l a t e ramp = r e a l ( normxcorr3 (MRIdata .PDQ. de t e c t i on t emp la t e . template , MRIdata . ramp , ’ same ’ ) )

.∗ MRIdata . mask ; % Command order ing : ( template , image , shape )
raw peaks ramp = l o g i c a l ( peaks3d ( x cor re la te ramp , peak de t e c t i on th r e sho ld ) ) .∗ x co r r e l a t e ramp ;
d i sp ( ’PDQ: Ca l cu la t ing s u s c e p t i b i l i t y o f ramp−removed d ipo l e s , assuming f i x ed radius ’ ) ;
MRIdata .PDQ. dipo les ramp = PDQ dipo le ana lys i s (MRIdata . ramp , raw peaks ramp , x c o r r cu t o f f , MRIdata

.PDQ. de t e c t i on t emp la t e ) ;
end

end

%% Check to see i f any d i p o l e s were found . I f not , re turn !
i f ( isempty (MRIdata .PDQ. d ipo l e s hp ) )

re turn
end

%% Find ne ighbors o f d i p o l e s ( with in template dimensions , which are s i g n i f i c a n t p i x e l s i f they over lap )
d i sp ( ’PDQ: Finding ne ighbors f o r each dipo le ’ ) ;
i f (˜ i s f i e l d (MRIdata .PDQ, ’ ne ighbor consensus ’ ) )

[ MRIdata .PDQ. d ipo l e s hp ne ighbor consensus hp ] = PDQ calcu late ne ighbors (MRIdata .PDQ. d ipo l e s hp ) ;
i f ( pre f run phase ramp )

[MRIdata .PDQ. dipo les ramp neighbor consensus ramp ] = PDQ calcu late ne ighbors (MRIdata .PDQ.
dipo les ramp ) ;

end
MRIdata .PDQ. ne ighbor consensus = ne ighbor consensus hp ; % Consensus r e s u l t comes from high−passed

phase
end

%% Calcu la te Radi i and Chi f o r non−f i x ed r a d i i
d i sp ( ’PDQ: Ca l cu la t ing s u s c e p t i b i l i t y o f d ipo l e s , assuming va r i ab l e r ad i i ’ ) ;
i f (˜ i s f i e l d (MRIdata .PDQ, ’ d i p o l e s mu l t i r ad i i hp ’ ) )

MRIdata .PDQ. d i p o l e s mu l t i r a d i i h p = PDQ ca l cu l a t e rad i i and ch i (MRIdata .PDQ. detec t i on template ,
MRIdata .PDQ. d ipo le s hp , x c o r r c u t o f f mu l t i r a d i i , MRIdata . template spectrum , CHI background ) ;

end
i f ( pre f run phase ramp )

i f (˜ i s f i e l d (MRIdata .PDQ, ’ d ipo l e s mu l t i r ad i i r amp ’ ) )
MRIdata .PDQ. d ipo l e s mu l t i r ad i i r amp = PDQ ca l cu l a t e rad i i and ch i (MRIdata .PDQ. detec t i on template ,

MRIdata .PDQ. dipoles ramp , x c o r r c u t o f f mu l t i r a d i i , MRIdata . template spectrum , CHI background ) ;
end

end
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%% I f ROIs ( r e g i on s o f i n t e r e s t ) are s p e c i f i e d , count d i p o l e s with in each reg ion , and determine d i s t ance
o f d i p o l e s out s ide o f r e g i on s

d i sp ( ’PDQ: Ca l cu la t ing s t a t i s t i c s f o r user−s p e c i f i e d ROIs ( r e g i on s o f i n t e r e s t ) ’ ) ;
i f ( i s f i e l d (MRIdata , ’ r eg ions ’ ) )

MRIdata = PDQ process reg ions (MRIdata , x c o r r c u t o f f mu l t i r a d i i ) ;
end

%% Display minimal output from PDQ Run
disp ( ’PDQ: ###### Finished ######’);
d i sp ( [ ’PDQ r e s u l t : ’ , num2str ( l ength (MRIdata .PDQ. d ipo l e s hp ) ) , ’ d i p o l e s found in high−passed phase with

XCORR grea t e r than ’ , num2str ( x c o r r c u t o f f ) ] ) ;
d i sp ( [ ’PDQ r e s u l t : Optimal f i x ed rad ius was found to be ’ , num2str (MRIdata .PDQ. de t e c t i on t emp la t e . rad iu s ) , ’

microns ’ ] ) ;
d i sp ( [ ’PDQ r e s u l t : ’ , num2str ( l ength (MRIdata .PDQ. d i p o l e s mu l t i r a d i i h p ) ) , ’ d i p o l e s found in high−passed

phase with XCORR grea t e r than ’ , num2str ( x c o r r c u t o f f mu l t i r a d i i ) ] ) ;

%% Close worker pool
matlabpool c l o s e f o r c e

%%%%%%%%%%%%%
% EOF
%%%%%%%%%%%%%

9.2.2 PDQ calc volume.m

%% Calcu la t e s volume o f MRIdata from r e s o l u t i o n and mask data f i e l d s

func t i on volume = PDQ calc volume (MRIdata , suppres s output )

vo lume cubic microns = MRIdata . r e s o l u t i o n (1) ∗ MRIdata . r e s o l u t i o n (2) ∗ MRIdata . r e s o l u t i o n (3) ∗ sum(sum(sum
(MRIdata . mask) ) ) ;

volume cc = volume cubic microns ∗ 1e−12;

i f (˜ e x i s t ( ’ suppress output ’ , ’ var ’ ) )
d i sp ( [ ’ ca lc vo lume : Dataset mask has volume o f ’ , num2str ( volume cc ) , ’ cubic cent imete r s . ’ ] ) ;

end

volume = volume cc ;

%%%%%%%%%%%%%
% EOF
%%%%%%%%%%%%%

9.2.3 PDQ calculate neighbors.m

f unc t i on [ d i p o l e s ne ighbor consensus ] = PDQ calcu late ne ighbors ( d i p o l e s )

%% I n i t i a l i z e
num dipoles = length ( d i p o l e s ) ;
template dims = s i z e ( d i p o l e s (1 ) . phase ) ;
x dim template = template dims (1) ;
y dim template = template dims (2) ;
z d im template = template dims (3) ;

%% Go through d ipo l e l i s t to f i nd ne ighbors o f each d ipo l e
f o r i = 1 : num dipoles

% Determine range as ha l f−template s i z e
low x = d ipo l e s ( i ) . x − ( x dim template −1) /2 ;
h igh x = d ipo l e s ( i ) . x + ( x dim template −1) /2 ;

% Go through l i s t f o r comparison with other d i p o l e s
num neighbors = 0 ;
f o r k = 1 : num dipoles

n e i g h l o c a t i o n x = d ipo l e s ( k ) . x ;

% Time−r educt ion san i ty check ( checks x−dimension f i r s t )
i f ( ( n e i g h l o c a t i o n x > low x ) && ( n e i gh l o c a t i o n x < high x ) )

low y = d ipo l e s ( i ) . y − ( y dim template−1) /2 ;
h igh y = d ipo l e s ( i ) . y + ( y dim template−1) /2 ;
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low z = d ipo l e s ( i ) . z − ( z dim template −1) /2 ;
h igh z = d ipo l e s ( i ) . z + ( z dim template −1) /2 ;

% I f the a l t e r n a t e d ipo l e i s unique , and within a template−s i z ed reg ion o f the f i r s t d ipo l e
i f ( ( i ˜= k) && ( d i po l e s ( k ) . y > low y ) && ( d i po l e s ( k ) . y < high y ) && ( d i po l e s ( k ) . z > low z ) &&

( d i po l e s ( k ) . z < h igh z ) )
% Neighbor found ! Put t h i s d ipo le ’ s index in to the o r i g i n a l d i p o l e s index l i s t
num neighbors = num neighbors + 1 ;
d i p o l e s ( i ) . ne ighbors ( num neighbors ) = k ;

end
d i po l e s ( i ) . num neighbors = num neighbors ;

end

end % Al l comparison d i po l e s

% Put in blank ne ighbors f i e l d i f has no ne ighbors
i f (˜ i s f i e l d ( d i p o l e s ( i ) , ’ ne ighbors ’ ) )

d i p o l e s ( i ) . ne ighbors = 0 ;
end

end % Al l d i p o l e s

% Put in blank ne ighbors f i e l d i f has no ne ighbors

%% Generate consensus
num bins = max ( [ d i p o l e s . num neighbors ] ) +1;
sum xcor r per b in = ze ro s (1 , num bins ) ;
sum d ipo l e s pe r b in = ze ro s (1 , num bins ) ;
ne ighbor consensus = s i n g l e ( z e ro s ( x dim template , y dim template , z dim template , num bins ) ) ;

f o r j 7 = 1 : num dipoles
temp num neighbors = d ipo l e s ( j 7 ) . num neighbors+1; %Of f s e t by one to avoid zero−index ing
sum d ipo l e s pe r b in ( temp num neighbors ) = sum d ipo l e s pe r b in ( temp num neighbors ) + 1 ;
ne ighbor consensus ( : , : , : , temp num neighbors ) = ne ighbor consensus ( : , : , : , temp num neighbors ) + d ipo l e s (

j 7 ) . phase ;
sum xcor r per b in ( temp num neighbors ) = sum xcor r per b in ( temp num neighbors ) + d ipo l e s ( j 7 ) . xcorr ;

end
f o r j 8 =1: l ength ( sum xcor r per b in )

sum xcor r per b in ( j 8 ) = sum xcor r per b in ( j 8 ) / sum d ipo l e s pe r b in ( j 8 ) ;
ne ighbor consensus ( : , : , : , j 8 ) = ne ighbor consensus ( : , : , : , j 8 ) / sum d ipo l e s pe r b in ( j 8 ) ;

end

%%%%%%%%%%%%%
% EOF
%%%%%%%%%%%%%

9.2.4 PDQ calculate radii and chi.m

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% @name c a l c l u l a t e r a d i i a n d c h i .m
% @author Parker Mi l l s , Ahrens Lab , Carnegie Mellon 2009
% @br ie f Ca l cu l a t e s r a d i i and ch i f o r a l l d i p o l e s in PDQ d ipo l e l i s t above x c o r r c u t o f f
% @trusted yes
% @robust no
% @commented no
% @optimized no
% @pa ra l l e l i z e d no
%
% ==================== INPUT PARAMETERS ======================
% @param template ( Template ) Or i g ina l template used to c r ea t e the l i s t o f d i p o l e s
% @param d ipo l e s (1D Dipole ) L i s t o f d i p o l e s to be analyzed
% @param x c o r r c u t o f f ( Float ) Radi i / s u s c e p t i b i l i t y w i l l not be c a l cu l a t ed f o r d i p o l e s with

XCORR below th i s value
% @param template spectrum (3D Template ) 3D matrix f i l l e d with Template datatypes , f o r comparison with

detected d i po l e s
%
% ==================== RETURNED DATA =========================
% @return d i p o l e l i s t (1D D ipo l e mu l t i r ad i i ) L i s t o f d i p o l e s f o r a l l r a d i i
%
% ==================== ASSUMPTIONS ===========================
% @assume
%
% ==================== EXAMPLE USAGE =========================
% d i p o l e l i s t = c a l c u l a t e r a d i i a n d c h i ( template , d ipo l e s , x c o r r cu t o f f , template spectrum )
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

funct i on d i p o l e l i s t = PDQ ca l cu l a t e rad i i and ch i ( template , d ipo l e s , x c o r r cu t o f f , template spectrum ,
CHI background )

%% Pre f e r ence s

p r e f r ad i i b o t t om th r e s h o l d = 0 . 0 2 ; % Percent o f lowest r a d i i in template spectrum that are not cons ide red
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%% I n i t i a l i z a t i o n s

% Dipole s t ru c tu r e
d i p o l e l i s t = s t r u c t ( ’ index ’ ,{} , ’ xcorr ’ ,{} , ’ radius ’ ,{} , ’ su scept sphere ’ ,{} , ’ su s c ept co r e ’ , {} , ’

m sphere ’ ,{} , ’ m core ’ , {} , ’ m vol sphere ’ , {} , ’ m vol core ’ ,{} , ’ s h i f t ’ ,{} , ’ spectrum ’ ,{} , ’ v e r i f i e d
’ ,{} ) ;

%% I f a d ipo l e i s above the x c o r r cu t o f f , and has no ne ighbors
pa r f o r i = 1 : l ength ( d i p o l e s )

i f ( ( d i p o l e s ( i ) . xcorr > x c o r r c u t o f f ) && (˜ d i po l e s ( i ) . num neighbors ) )

%% Fit d ipo l e
% Go through r a d i i
x c o r r l i s t = ze ro s (3 , 3 , 3 , l ength ( template spectrum (2 , 2 , 2 , : ) ) ) ;
i n d ex s t a r t = c e i l ( p r e f r ad i i b o t t om th r e s h o l d ∗ l ength ( template spectrum (2 , 2 , 2 , : ) ) ) ;
f o r x s h i f t = 1 :3

f o r y s h i f t = 1 :3
f o r z s h i f t = 1 :3

f o r r a d i i = i nd ex s t a r t : l ength ( template spectrum (2 , 2 , 2 , : ) )
x c o r r l i s t ( x s h i f t , y s h i f t , z s h i f t , r a d i i ) = normxcorr3 ( d i p o l e s ( i ) . phase ,

template spectrum ( x sh i f t , y s h i f t , z s h i f t , r a d i i ) . template , ’ va l id ’ ) ;
end

end
end

end

% Find optimal s h i f t s
[ op t ima l r ad iu s xco r r 1 , opt ima l index 1 ] = max( x c o r r l i s t ) ; % Find maximum x s h i f t
[ op t ima l r ad iu s xco r r 2 , opt ima l index 2 ] = max( op t ima l r ad i u s x c o r r 1 ) ; % Find maximum y s h i f t
[ op t ima l r ad iu s xco r r 3 , opt ima l index 3 ] = max( op t ima l r ad i u s x c o r r 2 ) ; % Find maxiumum z s h i f t
[ op t ima l r ad iu s xco r r , opt ima l index 4 ] = max( op t ima l r ad i u s x c o r r 3 ) ; % Find optimal rad ius !

% Find optimal index f o r the optimal s h i f t
matr ix index 4 = opt ima l index 4 ;
matr ix index 3 = opt ima l index 3 ( : , : , : , matr ix index 4 ) ;
matr ix index 2 = opt ima l index 2 ( : , : , matr ix index 3 , matr ix index 4 ) ;
matr ix index 1 = opt ima l index 1 ( : , matr ix index 2 , matr ix index 3 , matr ix index 4 ) ;

opt imal template = template spectrum ( matr ix index 1 , matr ix index 2 , matr ix index 3 ,
matr ix index 4 ) ;

%% Store d ipo l e and i t s var ious p r op e r t i e s

% Index , XCORR, etc .
d ipo l e = s t ru c t ;
d ipo l e . index = i ;
d ipo l e . xcorr = op t ima l r ad i u s x co r r ;
d ipo l e . rad iu s = opt imal template . rad iu s ;

% Magnetic p r op e r t i e s
r ad iu s 3 = ( d ipo l e . rad iu s ∗ 1e−6) ˆ 3 . 0 ;
volume = 4/3 ∗ pi ∗ r ad iu s 3 ;
d ipo l e . su s c ep t sphe r e = ( opt imal template . d Chi .∗ minsumsquares ( d i p o l e s ( i ) . phase ,

opt imal template . template ) ) + CHI background ;
d ipo l e . s u s c ep t c o r e = ( opt imal template . d Chi .∗ minsumsquares ( d i p o l e s ( i ) . phase ,

opt imal template . template ) ) ;
d i po l e . m sphere = 1e7 ∗ ( opt imal template .B0/3) ∗ r ad iu s 3 ∗ d ipo l e . su s c ep t sphe r e / (1 + d ipo l e .

su s c ep t sphe r e ) ;
d ipo l e . m core = 1e7 ∗ ( opt imal template .B0/3) ∗ r ad iu s 3 ∗ d ipo l e . s u s c ep t c o r e / (1 + d ipo l e .

s u s c ep t c o r e ) ;
d ipo l e . m vol sphere = d ipo l e . m sphere / volume ;
d ipo l e . m vo l core = d ipo l e . m core / volume ;

% Dipole rad ius f i t in format ion
d ipo l e . s h i f t = [ matr ix index 1 matr ix index 2 matr ix index 3 ] ;
d i po l e . spectrum = reshape ( x c o r r l i s t ( matr ix index 1 , matr ix index 2 , matr ix index 3 , : ) ,1 , l ength (

template spectrum (2 , 2 , 2 , : ) ) ) ;

% Ve r i f i c a t i o n f l a g
d ipo l e . v e r i f i e d = 0 ;

% Append to vector
d i p o l e l i s t = [ d i p o l e l i s t d ipo l e ] ;

end
end

%%%%%%%%%%%%%%
% EOF
%%%%%%%%%%%%%%

9.2.5 PDQ dipole analysis.m

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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% @name d i p o l e a n a l y s i s .m
% @author Parker Mi l l s , Ahrens Lab , Carnegie Mellon 2009
% @br ie f Analyzes XCORR peaks found throughout a phase volume , c r e a t i ng a l i s t o f d i p o l e s
% @trusted yes
% @commented yes
% @optimized probably
% @pa ra l l e l i z e d yes
%
% ==================== INPUT PARAMETERS ======================
% @param phase (2D/3D Float ) Phase datase t
% @param raw peaks (2D/3D Float ) Peaks found in phase datase t
% @param x c o r r c u t o f f ( Float ) Cutof f va lue f o r a peak to be cons ide red to be a d ipo l e
% @param template ( Template ) Template used to form the raw peaks
%
% ==================== RETURNED DATA =========================
% @return d i po l e s (1D Dipole ) L i s t o f d i p o l e s found in volume
%
% ==================== ASSUMPTIONS ===========================
% @assume
%
% ==================== EXAMPLE USAGE =========================
% opt imal template = d i p o l e a n a l y s i s ( phase , raw peaks , x c o r r cu t o f f , template )
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

funct i on d i po l e s = PDQ dipo le ana lys i s ( phase , raw peaks , x c o r r cu t o f f , template , CHI background )

%% I n i t i a l i z a t i o n s

%TEMPORARY PREF
t emp l a t e s h i f t = sq r t (3 ) / 4 . 0 ;

% Dimensions
phase dims = s i z e ( phase ) ;
template dims = s i z e ( template . template ) ;

% Dipole s t ru c tu r e
d i p o l e s = s t ru c t ( ’ x ’ ,{} , ’ y ’ ,{} , ’ z ’ ,{} , ’ radius ’ ,{} , ’ phase ’ ,{} , ’ xcorr ’ ,{} , ’ su scept sphere ’ ,{} , ’ su s c ept co r e

’ ,{} , ’ m sphere ’ ,{} , ’ m core ’ ,{} , ’ m vol sphere ’ ,{} , ’ m vol core ’ ,{} , ’ v e r i f i e d ’ ,{} ) ;

%Create s h i f t e d templates
f o r z s h i f t = 1 :3

f o r y s h i f t = 1 :3
f o r x s h i f t = 1 :3

opt imal templates ( x s h i f t , y s h i f t , z s h i f t ) = PDQ generate template ( template . r e s o l u t i on ,
template . o r i en ta t i on , template . radius , template .B0 , template .TE, template . d Chi , [
t emp l a t e s h i f t ∗( x s h i f t −2) t emp l a t e s h i f t ∗( y s h i f t −2) t emp l a t e s h i f t ∗( z s h i f t −2) ] ) ;

end
end

end

%% Go through a l l peaks , adding them as d i po l e s to the d ipo l e s t r u c tu r e
%f o r j 1 = 1 : phase dims (1)
f o r j 1 = 1 : phase dims (1) %doesn ’ t work with optimal templates matrix

f o r j 2 = 1 : phase dims (2)
f o r j 3 = 1 : phase dims (3)

i f ( raw peaks ( j 1 , j 2 , j 3 ) > x c o r r c u t o f f ) % I f peak magnitude ( d ipo l e ) i s over x c o r r c u t o f f
th r e sho ld

%Determine boundary coo rd ina t e s o f peak ( d ipo l e )
low x = j 1 − ( template dims (1) − 1) /2 ;
h igh x = j 1 + ( template dims (1) − 1) /2 ;
low y = j 2 − ( template dims (2) − 1) /2 ;
h igh y = j 2 + ( template dims (2) − 1) /2 ;
low z = j 3 − ( template dims (3) − 1) /2 ;
h igh z = j 3 + ( template dims (3) − 1) /2 ;

% Only address peaks ( d i p o l e s ) that are not perched on the edge o f the datase t
i f ( ( low x > 0) && ( low y > 0) && ( low z > 0) && ( high x <= phase dims (1) ) && (

high y <= phase dims (2) ) && ( h igh z <= phase dims (3) ) )

% Find optimal s h i f t
b e s t x c o r r = −1.0;
f o r z s h i f t = 1 :3

f o r y s h i f t = 1 :3
f o r x s h i f t = 1 :3

cu r r en t x co r r = r e a l ( normxcorr3 ( opt imal templates ( x s h i f t , y s h i f t , z s h i f t )
. template , phase ( low x : high x , low y : high y , low z : h igh z ) , ’ va l id ’ ) ) ;

i f ( c u r r en t x co r r > be s t x co r r )
template opt imal = opt imal templates ( x s h i f t , y s h i f t , z s h i f t ) ;
b e s t x c o r r = cu r r en t x co r r ;

end
end

end
end

% Store in format ion about t h i s d ipo l e in d ipo l e l i s t i n g
d ipo l e = s t ru c t ;
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d ipo l e . x = j 1 ;
d ipo l e . y = j 2 ;
d ipo l e . z = j 3 ;
d ipo l e . rad iu s = template opt imal . rad iu s ;
d ipo l e . phase = phase ( low x : high x , low y : high y , low z : h igh z ) ; % Store d ipo l e phase

impress ion
d ipo l e . xcorr = be s t x co r r ; % Store XCORR value

% Calcu la te d ipo le ’ s magnetic p r op e r t i e s
r ad iu s 3 = ( d ipo l e . rad iu s ∗ 1e−6) ˆ 3 . 0 ;
volume = 4/3 ∗ pi ∗ r ad iu s 3 ;
d ipo l e . su s c ep t sphe r e = ( template opt imal . d Chi ∗ minsumsquares ( phase ( low x : high x ,

low y : high y , low z : h igh z ) , template opt imal . template ) ) + CHI background ;
d ipo l e . s u s c ep t c o r e = ( template opt imal . d Chi ∗ minsumsquares ( phase ( low x : high x ,

low y : high y , low z : h igh z ) , template opt imal . template ) ) ;
d ipo l e . m sphere = 1e7 ∗ ( template opt imal .B0/3) ∗ r ad iu s 3 ∗ d ipo l e . su s c ep t sphe r e /

(1 + d ipo l e . su s c ep t sphe r e ) ;
d ipo l e . m core = 1e7 ∗ ( template opt imal .B0/3) ∗ r ad iu s 3 ∗ d ipo l e . s u s c ep t c o r e /

(1 + d ipo l e . s u s c ep t c o r e ) ;
d ipo l e . m vol sphere = d ipo l e . m sphere / volume ;
d ipo l e . m vo l core = d ipo l e . m core / volume ;

% Ve r i f i c a t i o n s t ru c tu r e
d ipo l e . v e r i f i e d = 0 ;

% Append t h i s d ipo l e to d ipo l e vec tor
d i p o l e s = [ d i p o l e s d ipo l e ] ;

end
end

end
end

end

%%%%%%%%%%%%%
% EOF
%%%%%%%%%%%%%

9.2.6 PDQ generate optimal template.m

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% @name genera te opt ima l t empla te .m
% @author Parker Mi l l s , Ahrens Lab , Carnegie Mellon 2009
% @br ie f Generates an optimal PDQ template based on d ipo l e l i s t and the template used to generate the

d ipo l e l i s t
% @trusted yes
% @robust yes
% @commented yes
% @optimized yes
% @pa ra l l e l i z e d yes
%
% ==================== INPUT PARAMETERS ======================
% @param d ipo l e s (1D d ipo l e ) L i s t o f d i p o l e s
% @param template ( template ) Template used to form d ipo l e l i s t
%
% ==================== RETURNED DATA =========================
% @return opt imal template ( template ) The optimal template
%
% ==================== ASSUMPTIONS ===========================
% @assume
%
% ==================== EXAMPLE USAGE =========================
% opt imal template = genera te opt ima l t empla te ( d ipo l e s , template )
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

funct i on opt imal template = PDQ generate optimal template ( d ipo l e s , template , template spectrum )

%% Pre f e r ence s

p r e f m in d i po l e s = 10 ; % Minimum number o f d i p o l e s a l lowed as cand idates f o r the optimal template
p r e f max d ipo l e s = 100 ; % Maximum number o f d i p o l e s a l lowed as cand idates f o r the optimal template

p r e f x co r r i n c r emen t = 0 . 0 25 ; % Value by which x c o r r c u t o f f i s incremented /decremented in order to
% reach a number o f d i p o l e s between [ p r e f m in d i po l e s p r e f max d ipo l e s ]

p r e f r ad i i b o t t om th r e s h o l d = 0 . 0 2 ; % Percent o f lowest r a d i i in template spectrum that are not cons ide red
%

%% I n i t i a l i z e

% Set a s t a r t i n g c u t o f f va lue . Value doesn ’ t matter s i n c e i t i s soon optimized
x c o r r c u t o f f = 0 . 7 ;

% I f there are more than pre f max d ipo l e s d i p o l e s at t h i s x c o r r c u t o f f value , make c u t o f f more s t r i c t
whi le ( sum( [ d i p o l e s . xcorr ] > x c o r r c u t o f f ) > pre f max d ipo l e s && ( x c o r r c u t o f f < 1 . 0 ) )

x c o r r c u t o f f = x c o r r c u t o f f + pr e f x co r r i n c r emen t ;
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end

% I f there are fewer than p r e f m in d i po l e s at t h i s x c o r r c u t o f f value , l oo sen th ings up !
whi le ( sum( [ d i p o l e s . xcorr ] > x c o r r c u t o f f ) < p r e f m in d i po l e s )

x c o r r c u t o f f = x c o r r c u t o f f − pr e f x co r r i n c r emen t ;
i f ( x c o r r c u t o f f < 0 . 3 )

warning ( [ ’ g ene ra te opt ima l t empla te : Need to f i nd more than ’ , num2str ( p r e f m in d i po l e s ) , ’ d i p o l e s .
Try a d i f f e r e n t es t imate . Returning same template . ’ ] ) ;

opt imal template = template ;
re turn ;

end
end

%% Find d i po l e s with XCORR grea t e r than the e s t ab l i s h ed cu t o f f .
num dipoles = length ( d i p o l e s ) ;
g r e a t d i p o l e c oun t = sum ( [ d i p o l e s . xcorr ] > x c o r r c u t o f f ) ;
g r e a t d i p o l e s = ze ro s ( g r ea t d ipo l e count , 1) ;
g r e a t d i p o l e x c o r r = ze ro s ( g r ea t d ipo l e count , g r e a t d i p o l e c oun t ) ;
g r e a t d i p o l e i nd ex = 0 ;
f o r j1 = 1 : num dipoles

i f ( d i p o l e s ( j1 ) . xcorr > x c o r r c u t o f f )
g r e a t d i p o l e i nd ex = g r e a t d i p o l e i nd ex + 1 ;
g r e a t d i p o l e s ( g r e a t d i p o l e i nd ex ) = j1 ;

end
end

%% Xcorr each ’ g reat d ipo le ’ with every other ’ g reat d ipo le ’ . Store r e s u l t s .
f o r j1 = 1 : g r e a t d i p o l e c oun t

f o r j2 = j1 : g r e a t d i p o l e c oun t
g r e a t d i p o l e x c o r r ( j1 , j 2 ) = normxcorr3 ( d i p o l e s ( g r e a t d i p o l e s ( j1 ) ) . phase , d i p o l e s ( g r e a t d i p o l e s ( j2 )

) . phase , ’ va l id ’ ) ;
end

end

%% Find top 3 pa i r s and combine each pa i r to c r ea t e ” top 3 template types ”

% Sort pa i r s
[mm, im ] = max( g r e a t d i p o l e x c o r r ) ;
[ ss , i s ] = so r t (mm) ;

% Fir s t , Second , and Third p lace pa i r s
f i r s t p a i r = d ipo l e s ( g r e a t d i p o l e s ( im( length ( s s ) ) ) ) . phase + d ipo l e s ( g r e a t d i p o l e s ( i s ( l ength ( s s ) ) ) ) .

phase ;
secondpa i r = d ipo l e s ( g r e a t d i p o l e s ( im( length ( s s )−1) ) ) . phase + d ipo l e s ( g r e a t d i p o l e s ( i s ( l ength ( s s )−1) ) ) .

phase ;
t h i r dpa i r = d ipo l e s ( g r e a t d i p o l e s ( im( length ( s s )−2) ) ) . phase + d ipo l e s ( g r e a t d i p o l e s ( i s ( l ength ( s s )−2) ) ) .

phase ;

% Normalize each d ipo l e pair , s i n c e they were added toge the r
f i r s t p a i r = f i r s t p a i r . / 2 . 0 ;
s econdpa i r = secondpa i r . / 2 . 0 ;
t h i r dpa i r = th i r dpa i r . / 2 . 0 ;
combined = ( f i r s t p a i r + secondpa i r + th i r dpa i r ) . / 3 . 0 ;
images ( combined ) ; t i t l e ( ’Top three d ipo l e pa i r s , combined in to one template ’ ) ;

%% Fit the top 3 pa i r s us ing the d ipo l e genera t i on engine
value spectrum = [ ] ;
i n d e x s t a r t = c e i l ( p r e f r ad i i b o t t om th r e s h o l d ∗ l ength ( template spectrum (2 , 2 , 2 , : ) ) ) ;
pa r f o r r a d i i = i nd ex s t a r t : l ength ( template spectrum (2 , 2 , 2 , : ) )

value = normxcorr3 ( combined , template spectrum (2 ,2 , 2 , r a d i i ) . template , ’ va l id ’ ) ;
va lue spectrum = [ value spectrum value ] ;

end

[ op t ima l rad iu s xco r r , opt imal index ] = max( value spectrum ) ;
opt ima l rad iu s = template spectrum (2 ,2 , 2 , opt imal index + ind ex s t a r t − 1) . rad ius ;

%% Create optimal template with de s i r ed rad ius
opt imal template = PDQ generate template ( template . r e s o l u t i on , template . o r i en ta t i on , opt ima l rad ius ,

template .B0 , template .TE, 1 .0 e−5, [ 0 0 0 ] ) ;

end

%%%%%%%%%%%%%%%%
% EOF
%%%%%%%%%%%%%%%%

9.2.7 PDQ generate template.m

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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% @name generate PDQ template .m
% @author Parker Mi l l s , Ahrens Lab , Carnegie Mellon 2009
% @br ie f Creates 3D matrix o f magnetic d ipo l e phase impress ion
% @trust yes
% @robust yes
% @commented yes
% @optimized no ( oversampl ing s i z e may be too l a r g e )
% @pa ra l l e l i z e d no
%
% ==================== INPUT PARAMETERS ======================
%
% @param r e s o l u t i o n (1D Float ) P ixe l r e s o l u t i o n ( microns ) : [ x r e s y r e s z r e s ]
% @param o r i e n t a t i o n ( Float ) D i r e c t i on o f B0 : 1=Up−down (Along X−ax i s (MATLAB) )
% 2=In−out ( Along Z−ax i s )
% 3=Left−r i gh t ( Along Y−ax i s (MATLAB) )
%
% @param rad ius ( Float ) Spheroid rad ius ( microns )
% @param B0 ( Float ) F i e ld s t r ength ( Tesla or MHz)
% @param TE ( Float ) Echo time (ms)
% @param d Chi ( Float ) Volume magnetic s u s c e p t i b i l i t y o f spheroid ’ s mater ia l ,

surrounded by background media ( u n i t l e s s )
% @param s h i f t (1D Float ) [ x s h i f t y s h i f t z s h i f t ] Sh i f t , in p ix e l s , o f d i po l e from

cente r o f template
% Typica l ly , s h i f t s are <= 0.5 , s i n c e a s h i f t o f more than that

would mean the d ipo l e i s at a l o c a t i o n one p i x e l away
%
% ==================== RETURNED DATA =========================
% @return template ( template ) The de s i r ed template ( f o r Template data s t ru c tu r e see

README. txt )
%
% ==================== ASSUMPTIONS ===========================
% @assume B0 i s assumed to be in : Tesla i f B0 <= pr e f t e s l a mhz d e c i s i o n
% MHz i f B0 > p r e f t e s l a mhz d e c i s i o n
%
% @assume Gyromagnetic r a t i o i s f o r Hydrogen , not 19F or some other nuc leus
%
% ==================== DISPLAYED PRODUCTS ====================
% @product
%
% ==================== SAMPLE USAGE ==========================
% template = generate PDQ template ( r e s o l u t i on , o r i en ta t i on , radius , B0 , TE, d Chi , s h i f t ) ;
% template = generate PDQ template ( [ 5 1 51 98 ] , 3 , 300 , 11 . 7 , 11 , 1 .03 e−4, [ 0 0 0 ] ) ;
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

funct i on template = PDQ generate template ( r e s o l u t i on , o r i en ta t i on , radius , B0 , TE, d Chi , s h i f t )

%% User−s e t p r e f e r en c e s
p r e f g r i d s i z e = 7 ; % S i ze o f d ipo l e template , in p i x e l s ( e . g . d e f au l t i s 7 , r e s u l t i n g in template s i z ed 7

x7x7 )
% Usual ly s e t to N=7 or N=9, as d ipo l e impress ion f a l l s o f f l i k e r ˆ3 . Should be s e t to
% sma l l e s t r ea sonab l e value so that the template doesn ’ t f a c t o r in phase pe r tu rba t i on s in other areas !

p r e f i n v e r t d i p o l e t emp l a t e = 1 ; % For some reason , the e n t i r e d ipo l e template must be inve r t ed .

p r e f samp l e s = 10000; % Samples per p i x e l in template . 25 ,000 f o r e x c e l l e n t sampling . 10 ,000 i s decent .
2 ,500 i s good f o r rough sampling . Assuming g r i d s i z e o f 7x7x7 , t o t a l s amp l e s = 343 ∗ pre f samp l e s ;

p r e f p r i n t magne t i c i n f o rma t i on = 0 ; % Print out template ’ s magnetic s p e c i f i c a t i o n s

p r e f d i s p l a y f i g u r e s = 0 ; % V i sua l i z e template by showing f i g u r e s f o r user

p r e f mode l i n s i d e = ’ nothing ’ ; % Model Bz i n s i d e the sphere o f SPIO? Set to ’ g r i f f i t h s ’ or ’ nothing ’
% S igna l i s u sua l l y too low i n s i d e d i p o l e s to model t h e i r i n s i d e .
% Also , t h i s i s s e t only i f the mate r i a l i s homogeneous .

gamma = 2 ∗ pi ∗ 42576000; % Gyromagnetic r a t i o ( Defau l t i s f o r Hydrogen = 42 ,576 ,000 (2∗ pi ∗Hz) /T )
gamma 2pi = 42576000; % Gyromagnetic r a t i o ( Defau l t i s f o r Hydrogen = 42 ,576 ,000 Hz/T )

% Technica l s e t t i n g s
p r e f t e s l a mhz d e c i s i o n = 24 ; % B0 assumed to be in Tesla i f below th i s value , MHz i f above t h i s value

%% Set phys i c a l constants
mu 0 = 4 ∗ pi ∗ 1e−7; % Permeabi l i ty o f f r e e space ( Tesla ∗ meter / Amp)

%% Sanity checks
i f ( s i z e ( r e s o l u t i o n ) ˜=3) % Check r e s o l u t i o n

e r r o r ( ’ generate PDQ template : Reso lut ion must be vector with 3 elements . Quitt ing . ’ ) ;
end

% Check a , B0 , TE, d Chi are provided
i f (˜ e x i s t ( ’ radius ’ , ’ var ’ ) )

e r r o r ( ’ generate PDQ template : rad ius must be provided . Quitt ing ’ ) ;
end
i f (˜ e x i s t ( ’B0 ’ , ’ var ’ ) )
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e r r o r ( ’ generate PDQ template : B0 (MHz or T) must be provided . Quitt ing ’ ) ;
end
i f (˜ e x i s t ( ’TE’ , ’ var ’ ) )

e r r o r ( ’ generate PDQ template : TE ( m i l l i s e c ond s ) must be provided . Quitt ing ’ ) ;
end
i f (˜ e x i s t ( ’ d Chi ’ , ’ var ’ ) )

e r r o r ( ’ generate PDQ template : d Chi must be provided . Quitt ing ’ ) ;
end

%% Convert a l l un i t s in to meters , seconds , Tesla
r e s o l u t i o n = r e s o l u t i o n . / 1e6 ; % Convert r e s o l u t i o n from microns to meters
TE = TE ./ 1000 . 0 ; % Convert TE from mi l l i s e c ond s in to seconds
rad ius = rad ius . / 1e6 ; % Convert rad ius from microns to meters

% I f B0 i s in MHz, convert i t to Tesla .
i f ( abs (B0) > p r e f t e s l a mhz d e c i s i o n )

B0 = B0 .∗ 1e6 . / gamma 2pi ;
end

% I f we want to i nv e r t the d ipo l e
i f ( p r e f i n v e r t d i p o l e t emp l a t e )

i f (B0 > 0 . 0 )
B0 = −B0 ;

end
end

%% Perform magnetic c a l c u l a t i o n s r e l a t ed to template and i t s surrounding environment
volume = (4 . 0 / 3 . 0 ) ∗ pi ∗ rad ius ˆ 3 . 0 ; % Calcu la te volume o f a sphere (mˆ3)
mdm = 1e7 ∗ B0 ∗ ( rad ius ˆ3 .0 / 3) ∗ ( d Chi /(1 + d Chi ) ) ; % Magnetic Dipole Moment (Amp ∗ meter ˆ2)
M vol = mdm / volume ; % ASSUMES CHI BACKGROUND = 0 . Bulk magnetizat ion , magnetic d ipo l e moment per un i t

volume , (A/m)

%% I f pre f e r r ed , p r in t out a l l the magnetic c a l c u l a t i o n s
i f ( p r e f p r i n t magne t i c i n f o rma t i on )

d i sp ( ’You have created a d ipo l e with : ’ ) ;
d i sp ( [ ’ Volume s u s c e p t i b i l i t y ( d imens i on l e s s SI un i t s ) : ’ , num2str ( d Chi ) ] ) ;
d i sp ( [ ’ Volume : ’ , num2str ( volume ) , ’ (mˆ3) or ’ , num2str ( volume ∗ 1e18 ) , ’ ( microns ˆ3) ’ ] ) ;
d i sp ( [ ’ Bulk magnet izat ion : ’ , num2str (M vol ) , ’ A/m’ ] ) ;
d i sp ( [ ’ Magnetic d ipo l e moment : ’ , num2str (mdm) , ’ A∗mˆ2 ’ ] ) ;
d i sp ( ’ ’ ) ;

end

%% Create g r id r ep r e s en t i ng d ipo l e in space . X, Y, Z va lues are in meters
% For each voxel , generate a high−r e s o l u t i o n gr id conta in ing ’ p r e f s amp l i n g mu l t i p l i e r ’ po ints , then

average to make template
lower bound x = ((− p r e f g r i d s i z e + 2 .0 ∗ s h i f t (1 ) ) ∗ r e s o l u t i o n (1) ) / 2 . 0 ;
lower bound y = ((− p r e f g r i d s i z e + 2 .0 ∗ s h i f t (2 ) ) ∗ r e s o l u t i o n (2) ) / 2 . 0 ;
lower bound z = ((− p r e f g r i d s i z e + 2 .0 ∗ s h i f t (3 ) ) ∗ r e s o l u t i o n (3) ) / 2 . 0 ;

%% Calcu la te magnetic f i e l d i n s i d e sphere (OBSOLETE FOR THIS PROJECT, MAY BE OF VALUE IN FUTURE)
% Math note :
% Bz = (2/3) ∗ mu 0 ∗ M ( Gr i f f i t h s , SI un i t s )

% Set Bz i n s i d e o f sphere to user p r e f e r en c e
switch p r e f mode l i n s i d e

case ’ g r i f f i t h s ’
i n s i d e Bz = mu 0 .∗ (2/3) .∗ M vol ; % Bz i n s i d e o f sphere i f i t was a homogeneous media ( Tesla )

case ’ nothing ’
i n s i d e Bz = 0 . 0 ;

end

template . template = ze ro s ( p r e f g r i d s i z e , p r e f g r i d s i z e , p r e f g r i d s i z e ) ; % Al l o ca t e template
f o r j 1 = 1 : p r e f g r i d s i z e

x min = lower bound x + ( j 1 − 1) ∗ r e s o l u t i o n (1) ;
f o r j 2 = 1 : p r e f g r i d s i z e

y min = lower bound y + ( j 2 − 1) ∗ r e s o l u t i o n (2) ;
f o r j 3 = 1 : p r e f g r i d s i z e

z min = lower bound z + ( j 3 − 1) ∗ r e s o l u t i o n (3) ;

samples = c e i l ( p r e f samp l e s / ( abs ( j 1 −3.5)∗abs ( j 2 −3.5)∗abs ( j 3 −3.5) ) ) ;

f o r j 4 = 1 : samples
x = x min + rand ∗ r e s o l u t i o n (1) ;
y = y min + rand ∗ r e s o l u t i o n (2) ;
z = z min + rand ∗ r e s o l u t i o n (3) ;
rad ius2 = xˆ2 + yˆ2 + z ˆ2 ;
% Does not yet f a c t o r in ANYTHING about the mate r i a l ( e . g . , dCHI , B0 , 1/3 , or a ˆ3)
% Math note :
% r = sq r t (x .ˆ2 + y .ˆ2 + z . ˆ2 )
% cos ( theta ) .ˆ2 = z .ˆ2 / r .ˆ2
d ipo l e = (3 ∗ ( ( z ˆ2) / rad ius2 ) − 1) / ( sq r t ( rad ius2 ) ˆ3 ) ;

183



Appendix 1. Source Code

sp in = gamma ∗ TE ∗ d ipo l e ∗ d Chi ∗ ( rad ius . ˆ 3 . 0 ) ∗ B0 / 3 . 0 ;
switch o r i e n t a t i o n

case 1
i f ( sq r t ( rad ius2 ) >= rad ius )%&& abs ( sp in ) < 4∗ pi )

template . template ( j 3 , j 2 , j 1 ) = template . template ( j 3 , j 2 , j 1 ) + sp in ;
e l s e

template . template ( j 3 , j 2 , j 1 ) = template . template ( j 3 , j 2 , j 1 ) + gamma ∗ TE ∗
i n s i d e Bz ; % Units : 1/(T∗ s ) ∗ s ∗ T

end
case 2

i f ( sq r t ( rad ius2 ) >= rad ius )%&& abs ( sp in ) < 4∗ pi )
template . template ( j 1 , j 2 , j 3 ) = template . template ( j 1 , j 2 , j 3 ) + sp in ;

e l s e
template . template ( j 1 , j 2 , j 3 ) = template . template ( j 1 , j 2 , j 3 ) + gamma ∗ TE ∗

i n s i d e Bz ; % Units : 1/(T∗ s ) ∗ s ∗ T
end

otherwi se
i f ( s q r t ( rad ius2 ) >= rad ius )%&& abs ( sp in ) < 4∗ pi )

template . template ( j 1 , j 3 , j 2 ) = template . template ( j 1 , j 3 , j 2 ) + sp in ;
e l s e

template . template ( j 1 , j 3 , j 2 ) = template . template ( j 1 , j 3 , j 2 ) + gamma ∗ TE ∗
i n s i d e Bz ; % Units : 1/(T∗ s ) ∗ s ∗ T

end
end

end

switch o r i e n t a t i o n
case 1

template . template ( j 3 , j 2 , j 1 ) = template . template ( j 3 , j 2 , j 1 ) . / samples ;
case 2

template . template ( j 1 , j 2 , j 3 ) = template . template ( j 1 , j 2 , j 3 ) . / samples ;
o therwi se

template . template ( j 1 , j 3 , j 2 ) = template . template ( j 1 , j 3 , j 2 ) . / samples ;
end

% ADVANCED: Pos s i b l e fu tu r e f e a tu r e : I f s u s c e p t i b i l i t y i s WELL−KNOWN, then one can normal ize
f o r phase unwrapping ( i . e . , can ’ t have phase unwrapped beyond 2∗ pi )

% template . template = template . template + 2 ∗ pi ;
% template . template = mod( template . template , 4∗ pi ) ;
% template . template = template . template − 2 ∗ pi ;
%template . template (4 , 4 , 4 ) = 0 ;

end
end

end

%% Export template and template metadata so i t s parameters are known
% Convert back to microns , m i l l i s e c ond s from meters , seconds
template . template = s i n g l e ( template . template ) ;
template . r e s o l u t i o n = r e s o l u t i o n .∗ 1e6 ;
template . o r i e n t a t i o n = o r i e n t a t i o n ;
template . rad iu s = rad ius .∗ 1e6 ; % Convert meters back in to microns
i f ( p r e f i n v e r t d i p o l e t emp l a t e ) % Correct f o r i nv e r s i on

template .B0 = −B0 ;
e l s e

template .B0 = B0 ;
end
template .TE = TE .∗ 1000 ;
template . d Chi = d Chi ;
template . mode l in s ide = p r e f mode l i n s i d e ;

%% Vi sua l i z e high−r e s o l u t i o n d ipo l e model and c en t r a l s l i c e o f template
i f ( p r e f d i s p l a y f i g u r e s )

% 2D V i sua l i z a t i o n
images ( template . template ( : , : , 4 ) ) ;

% 3D V i sua l i z a t i o n
% f i g u r e ;
% p1 = patch ( i s o s u r f a c e ( template . template ,−max(max(max( template . template ) ) ) /20 .0 ) , ’ FaceColor ’ , ’

black ’ , ’ EdgeColor ’ , ’ none ’ ) ;
% p2 = patch ( i s o s u r f a c e ( template . template , max(max(max( template . template ) ) ) /20 .0 ) , ’ FaceColor

’ , [ 0 . 9 5 , 0 . 9 5 , 0 . 9 5 ] , ’ EdgeColor ’ , ’ none ’ ) ;
% isonormals ( template . template , p1 ) ;
% isonormals ( template . template , p2 ) ;
% view (2) ; % Set view in 2D plane so user can see d ipo l e o r i e n t a t i o n c l e a r l y
% ax i s t i gh t ; ax i s equal ; caml ight ; caml ight (−80,−10) ; l i g h t i n g phong ; t i t l e ( ’ Dipole ’ ) ; % Axis

s t u f f
end

%%%%%%%%%%%
% EOF
%%%%%%%%%%%

9.2.8 PDQ inspect.m

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% @name PDQ inspect .m
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% @author Parker Mi l l s , Ahrens Lab , Carnegie Mellon 2010
% @br ie f Allows user to manually v e r i f y d i p o l e s in t i s s u e volume .
%
% ==================== INPUT PARAMETERS ======================
% @param XXXXXXXXXXXXXXX
%
% ==================== RETURNED DATA =========================
% @return MRIdata with d ipo l e l i s t ’ ve r i ty ’ f i e l d with f o l l ow ing va lues :
% ’ unve r i f i ed ’ : Dipole unv e r i f i e d ( Defau l t a f t e r running PDQ)
% ’ probable ’ : Dipole automat i ca l ly determined to be probable d ipo l e
% ’ genuine ’ : Dipole manually v e r i f i e d as genuine
% ’ inva l i d ’ : Dipole automat i ca l ly or manually determined to be i n v a l i d
%
% ====================== ASSUMPTIONS =========================
% @assume
%
% ==================== DISPLAYED PRODUCTS ====================
%
% ==================== EXAMPLE USAGE =========================
% MRIdata = PDQ inspect (XXXXXXXXXXXXXXXXXXXXXXX)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

funct i on MRIdata = PDQ inspect (MRIdata , x c o r r cu t o f f , mdm range cutoff , i n s p e c t e v e r y d i po l e , f u l l s c r e e n )

%% Hard−coded p r e f e r en c e s
b o r d e r v a l i d i t y = 2 ; % i f d ipo l e with in t h i s many p i x e l s from border , i t i s dec la r ed i n v a l i d

%% I n i t i a l i z a t i o n s
d a t a s i z e = s i z e (MRIdata . h igh pas s ) ;
d i p o l e l i s t l e n g t h = length (MRIdata .PDQ. d ipo l e s hp ) ;
m u l t i r a d i i d i p o l e l i s t l e n g t h = length (MRIdata .PDQ. d i p o l e s mu l t i r a d i i h p ) ;

%% Mark a l l d i p o l e s as ’ unve r i f i ed ’
f o r i = 1 : d i p o l e l i s t l e n g t h

MRIdata .PDQ. d ipo l e s hp ( i ) . v e r i t y = ’ unve r i f i ed ’ ;
end

%% Go through d ipo l e l i s t , per forming automatic d i s q u a l i f i c a t i o n s
f o r i = 1 : d i p o l e l i s t l e n g t h

cu r r en t d i p o l e = MRIdata .PDQ. d ipo l e s hp ( i ) ;

% Di squa l i f y d i p o l e s on borders o f anatomy
w i t h i n t i s s u e = 1 ;

% Mark as not with in t i s s u e i f c l o s e to border
f o r j=cu r r e n t d i p o l e . x − bo r d e r v a l i d i t y : c u r r e n t d i p o l e . x + bo rd e r v a l i d i t y

f o r k=cu r r e n t d i p o l e . y − bo r d e r v a l i d i t y : c u r r e n t d i p o l e . y + bo rd e r v a l i d i t y
f o r l=cu r r en t d i p o l e . z − bo r d e r v a l i d i t y : c u r r e n t d i p o l e . z + bo rd e r v a l i d i t y

i f (˜MRIdata . mask(min ( abs ( j )+1, d a t a s i z e (1 ) ) ,min ( abs (k )+1, d a t a s i z e (2 ) ) ,min ( abs ( l )+1,
d a t a s i z e (3 ) ) ) )
w i t h i n t i s s u e = 0 ;

end
end

end
end

% Mark d ipo l e as i n v a l i d i f not with in t i s s u e
i f (˜ w i t h i n t i s s u e )

MRIdata .PDQ. d ipo l e s hp ( i ) . v e r i t y = ’ inva l id ’ ;

% Also mark d ipo l e in the high−qua l i t y d ipo l e l i s t
f o r j =1: mu l t i r a d i i d i p o l e l i s t l e n g t h

i f (MRIdata .PDQ. d i p o l e s mu l t i r a d i i h p ( j ) . index == i )
MRIdata .PDQ. d i p o l e s mu l t i r a d i i h p ( j ) . v e r i t y = ’ inva l i d ’ ;

end
end

% Otherwise mark d ipo l e as probable
e l s e

MRIdata .PDQ. d ipo l e s hp ( i ) . v e r i t y = ’ probable ’ ;
f o r j =1: mu l t i r a d i i d i p o l e l i s t l e n g t h

i f (MRIdata .PDQ. d i p o l e s mu l t i r a d i i h p ( j ) . index == i )
MRIdata .PDQ. d i p o l e s mu l t i r a d i i h p ( j ) . v e r i t y = ’ probable ’ ;

end
end

end

%% Di squa l i f y d i p o l e s that neighbor another d ipo l e ( d i s ca rd the one o f the pa i r with lower XCORR value
)

% Gather XCORR values f o r a l l ne ighbors
ne i ghbo r i ng xco r r s = ze ro s ( c u r r e n t d i p o l e . num neighbors+1 ,1) ;
n e i ghbo r i ng xco r r s (1 ) = cu r r e n t d i p o l e . xcorr ;
i f ( c u r r e n t d i p o l e . num neighbors )

f o r j = 2 : c u r r e n t d i p o l e . num neighbors+1
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ne i ghbo r i ng xco r r s ( j ) = MRIdata .PDQ. d ipo l e s hp ( cu r r e n t d i p o l e . ne ighbors ( j−1) ) . xcorr ;
end

end

% Determine which neighbor has the h ighe s t XCORR value
[ max xcorr max xcorr index ] = max( ne i ghbo r i ng xco r r s ) ;

% I f the o r i g i n a l d ipo l e i s not the l a r g e s t , l a b e l i t as i n v a l i d −− the l a r g e s t one w i l l l a t e r be
marked va l i d

i f ( max xcorr index ˜= 1)
MRIdata .PDQ. d ipo l e s hp ( i ) . v e r i t y = ’ inva l id ’ ;

end

%% Di squa l i f y d i p o l e s that have too smal l XCORR values
i f ( c u r r e n t d i p o l e . xcorr < x c o r r c u t o f f )

MRIdata .PDQ. d ipo l e s hp ( i ) . v e r i t y = ’ inva l id ’ ;
end

%% Di squa l i f y d i p o l e s that have MDM values that are out−of−bounds
i f ( ( c u r r e n t d i p o l e . m core < mdm range cutoff (1 ) ) | | ( c u r r e n t d i p o l e . m core > mdm range cutoff (2 )

) )
MRIdata .PDQ. d ipo l e s hp ( i ) . v e r i t y = ’ inva l id ’ ;

end

end

%% Go through d ipo l e l i s t and ask user to v e r i f y d i p o l e s that haven ’ t been automat i ca l ly e l im inated
i f ( i n s p e c t e v e r y d i p o l e )

f o r i = 1 : d i p o l e l i s t l e n g t h

cu r r en t d i p o l e = MRIdata .PDQ. d ipo l e s hp ( i ) ;

% I f cur rent d ipo l e hasn ’ t been l abe l ed inva l id , pre sent i t to user f o r manual i n sp e c t i on
i f (˜ strcmp (MRIdata .PDQ. d ipo l e s hp ( i ) . ve r i ty , ’ i nva l id ’ ) )

% Show s l i c e f o r cur rent d ipo l e
i n s p e c t i o n f i g u r e = PDQ v i sua l i z e s l i c e (MRIdata , c u r r e n t d i p o l e . z , 1 , x c o r r cu t o f f ,

mdm range cutoff , f u l l s c r e e n ) ;

% Prompt user to v e r i f y cur rent d ipo le ’ s v a l i d i t y
va l i d = input ( [ ’ I s d ipo l e # ’ , num2str ( i ) , ’ v a l i d ? (y/n) [Y ] : ’ ] , ’ s ’ ) ;
i f isempty ( va l i d )

va l i d = ’y ’ ;
end

% Store r e s u l t
i f ( strcmp ( va l id , ’ y ’ ) )

MRIdata .PDQ. d ipo l e s hp ( i ) . v e r i t y = ’ genuine ’ ;
e l s e

MRIdata .PDQ. d ipo l e s hp ( i ) . v e r i t y = ’ inva l id ’ ;
end

c l o s e ( i n s p e c t i o n f i g u r e ) ;

end
end

end

%%%%%%%%%%%
% EOF
%%%%%%%%%%%

9.2.9 PDQ process regions.m

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Calcu la t e s s t a t i s t i c s on reg ions , i f s p e c i f i e d
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

funct i on MRIdata = PDQ process reg ions (MRIdata , x c o r r c u t o f f )

%% Pre f e r ence s
pref num random points = 9000 ; % Number o f random po int s s e l e c t e d f o r c a l c u l a t i n g d i s t ance from ROI

%% I n i t i a l i z e

% Extract in format ion from MRIdata f i l e
r eg ions d ims = s i z e (MRIdata . r e g i on s (1 ) . mask ) ;
num regions = length (MRIdata . r e g i on s ) ;
num dipoles = length ( [ MRIdata .PDQ. d ipo l e s hp ] ) ;
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% Create coord inate g r id
c o o rd i n a t e g r i d x = 1 : r eg ions d ims (1) ;
c o o rd i n a t e g r i d y = 1 : r eg ions d ims (2) ;
c o o r d i n a t e g r i d z = 1 : r eg ions d ims (3) ;

%% For each reg ion , perform ana l y s i s
f o r c u r r r e g i on = 1 : num regions

% Inver t the reg ion ’ s mask
warning o f f MATLAB: divideByZero
inverted mask = 1./MRIdata . r e g i on s ( cu r r r e g i on ) . mask ;
warning on MATLAB: divideByZero

%% Generate random gr id o f po in t s in sample volume f o r l a t e r normal i za t ion
i f (˜ i s f i e l d (MRIdata . reg ions , ’ random grid ’ ) )

% Create random x , y , z coord inate po in t s
random points x = round ( rand ( pref num random points , 1) .∗ ( r eg ions d ims (1) − 1) ) + 1 ;
random points y = round ( rand ( pref num random points , 1) .∗ ( r eg ions d ims (2) − 1) ) + 1 ;
random points z = round ( rand ( pref num random points , 1) .∗ ( r eg ions d ims (3) − 1) ) + 1 ;

% For each random point
f o r j j = 1 : pref num random points

% I f the point i s with in e n t i r e MRIdata ’ s mask , but not in cur rent r eg ion
i f (MRIdata . mask( random points x ( j j ) , random points y ( j j ) , random points z ( j j ) ) && ˜MRIdata .

r e g i on s ( cu r r r e g i on ) . mask ( random points x ( j j ) , random points y ( j j ) , random points z ( j j ) ) )

% Generate 3D d i s tance g r id f o r t h i s s p e c i f i c po int
x d i s t = ( ( c o o rd i n a t e g r i d x − random points x ( j j ) ) . ˆ 2 ) ’∗ ones (1 , r eg ions d ims (1) ) ;
y d i s t = rot90 ( ( ( c o o rd i n a t e g r i d y − random points y ( j j ) ) . ˆ 2 ) ’∗ ones (1 , r eg ions d ims (2)

) ) ;
z d i s t = ( c o o r d i n a t e g r i d z − random points z ( j j ) ) . ˆ 2 ;
xy d i s t = x d i s t + y d i s t ;
f o r j 4 = 1 : r eg ions d ims (3) % Z−dim

random po int s xyz d i s t ( : , : , j 4 ) = sq r t ( xy d i s t + z d i s t ( j 4 ) ) ;
end

% Find t h i s point ’ s minimum di s tance to the cur rent r eg i on
distance masked = random po int s xyz d i s t .∗ inverted mask ;
MRIdata . r e g i on s ( c u r r r e g i on ) . random grid ( j j ) = min (min (min ( distance masked ) ) ) ;

end
end

end

%% Go through a l l d ipo l e s , counting those l o ca t ed with in t h i s r eg ion
i f (˜ i s f i e l d (MRIdata . reg ions , ’ d i po l e m in d i s t ’ ) )

% Set counts to zero
MRIdata . r e g i on s ( c u r r r e g i on ) . d ipo l e count = 0 ;
d i p o l e n o t i n r e g i o n = 0 ;

f o r c u r r d i p o l e = 1 : num dipoles

% Give s ta tu s r epor t
i f (mod( cu r r d ipo l e , 100 )==0)

di sp ( [ num2str ( c u r r d i p o l e ) , ’ Dipo les analyzed . ( ’ , num2str ( c u r r d i p o l e / num dipoles ∗ 100)
, ’% done with Region ’ , num2str ( c u r r r e g i on ) , ’ ) ’ ] )

end

% I f cur rent d ipo l e i s above x c o r r c u t o f f
i f (MRIdata .PDQ. d ipo l e s hp ( c u r r d i p o l e ) . xcorr > x c o r r c u t o f f )

l o c a t i o n = [MRIdata .PDQ. d ipo l e s hp ( c u r r d i p o l e ) . x MRIdata .PDQ. d ipo l e s hp ( c u r r d i p o l e ) . y
MRIdata .PDQ. d ipo l e s hp ( c u r r d i p o l e ) . z ] ;

% I f with in reg ion , j u s t add one to the d ipo l e count f o r t h i s d ipo l e and v i s u a l i z e that
s l i c e , s i n c e i t ’ s i n t e r e s t i n g

i f (MRIdata . r e g i on s ( cu r r r e g i on ) . mask ( l o c a t i o n (1) , l o c a t i o n (2) , l o c a t i o n (3) ) )
MRIdata . r e g i on s ( c u r r r e g i on ) . d ipo l e count = MRIdata . r e g i on s ( cu r r r e g i on ) . d ipo l e count

+ 1 ;
%%%PDQ v i sua l i z e s l i c e (MRIdata , MRIdata .PDQ. d ipo l e s hp ( c u r r d i p o l e ) . z , 0 , x c o r r cu t o f f

, 1) ;
%%%images (MRIdata .mag ( : , : , MRIdata .PDQ. d ipo l e s hp ( c u r r d i p o l e ) . z ) ) ;

% I f not with in reg ion , increment and determin d i s t ance o f t h i s d ipo l e to the reg ion
e l s e

d i p o l e n o t i n r e g i o n = d i p o l e n o t i n r e g i o n + 1 ;

% Generate 3D d i s tance g r id
x d i s t = ( ( c o o rd i n a t e g r i d x − l o c a t i o n (1) ) . ˆ 2 ) ’∗ ones (1 , r eg ions d ims (1) ) ;
y d i s t = rot90 ( ( ( c o o rd i n a t e g r i d y − l o c a t i o n (2) ) . ˆ 2 ) ’∗ ones (1 , r eg ions d ims (2) ) ) ;
z d i s t = ( c o o r d i n a t e g r i d z − l o c a t i o n (3) ) . ˆ 2 ;
xy d i s t = x d i s t+y d i s t ;
f o r j 4 = 1 : r eg ions d ims (3)

xy z d i s t ( : , : , j 4 ) = sq r t ( xy d i s t + z d i s t ( j 4 ) ) ;
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end

% Find neare s t d i s t ance to other r e g i on s
distance masked = xyz d i s t .∗ inverted mask ;
MRIdata . r e g i on s ( c u r r r e g i on ) . d i p o l e m in d i s t ( d i p o l e n o t i n r e g i o n ) = min (min (min (

distance masked ) ) ) ;

end
end

end
end

% Prepare vec to r s by removing ze ro s
MRIdata . r e g i on s ( c u r r r e g i on ) . random grid = vec to r i z e and r emove ze ro s (MRIdata . r e g i on s ( cu r r r e g i on ) .

random grid ) ;

% V i sua l i z e
random gr id h i s t = h i s t ( [ z e ro s (1 ,999) MRIdata . r e g i on s (1) . random grid max( reg ions d ims ) .∗ ones (1 ,999) ] ,

30) ;
d i s t r i b u t i o n g r i d h i s t = h i s t ( [ z e ro s (1 , 1 ) MRIdata . r e g i on s (1 ) . d i p o l e m in d i s t max( reg ions d ims ) .∗ ones

(1 , 1 ) ] , 30) ;
f i g u r e ; bar ( d i s t r i b u t i o n g r i d h i s t . / random gr id h i s t ) ;

random gr id h i s t = h i s t ( [ z e ro s (1 ,999) MRIdata . r e g i on s (1) . random grid max( reg ions d ims ) .∗ ones (1 ,999) ] ,
20) ;

d i s t r i b u t i o n g r i d h i s t = h i s t ( [ z e ro s (1 , 1 ) MRIdata . r e g i on s (1 ) . d i p o l e m in d i s t max( reg ions d ims ) .∗ ones
(1 , 1 ) ] , 20) ;

f i g u r e ; bar ( d i s t r i b u t i o n g r i d h i s t . / random gr id h i s t ) ;

random gr id h i s t = h i s t ( [ z e ro s (1 ,999) MRIdata . r e g i on s (1) . random grid max( reg ions d ims ) .∗ ones (1 ,999) ] ,
10) ;

d i s t r i b u t i o n g r i d h i s t = h i s t ( [ z e ro s (1 , 1 ) MRIdata . r e g i on s (1 ) . d i p o l e m in d i s t max( reg ions d ims ) .∗ ones
(1 , 1 ) ] , 10) ;

f i g u r e ; bar ( d i s t r i b u t i o n g r i d h i s t . / random gr id h i s t ) ;

end % End f o r each reg ion

%%%%%%%%%%%%%%%%
% EOF
%%%%%%%%%%%%%%%%

9.2.10 PDQ register.m

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% @name PDQ register .m
% @author Parker Mi l l s , Ahrens Lab , Carnegie Mellon 2010
% @author T. Kevin Hitchens , Pittsburgh NMR Center f o r Biomedical Research , Carnegie Mellon 2010
% @br ie f Performs r i g i d r e g i s t r a t i o n , d ipo l e r e g i s t r a t i o n , and d ipo l e movement measurement on a s e t o f MRI

data s e t s
% @trusted no
% @robust no
% @commented no
% @optimized no
% @pa ra l l e l i z e d no
%
% ==================== INPUT PARAMETERS ======================
% @param MRIdataSeries (1D MRIdata ) Datasets to be r e g i s t e r e d ac ro s s time
% @param max speed ( Float ) Maximum speed moved in microns /hour
% ( e . g . , 40 microns /hour = 960 microns /day )
% @param max mdm change ( Float ) Cutof f in maximum mdm change
% ( e . g . , Found to be 0 .4 e−12 A mˆ2 f o r in vivo mouse

bra in s at 256 x190x190 r e so lu ton )
%
% ==================== RETURNED DATA =========================
% @return r e g i s t e r e d (1D MRIdata ) S e r i e s o f co−r e g i s t e r e d data s e t s
% @return r e g i s t r a t i o n d a t a ( Reg i s t r a t i on ) St ructure conta in ing r e g i s t r a t i o n in format ion between

data s e t s
%
% ==================== ASSUMPTIONS ===========================
% @assume 3D volumes are a l ready roughly r e g i s t e r e d
% @assume 3D volumes have same dimensions
% @assume Al l MRIdata f i l e s must conta in a f i e l d e n t i t l e d ’ date ’ , which i s in un i t s o f hours
%
% ==================== EXAMPLE USAGE =========================
% [ TBI b ra i n s r e g i s t e r ed reg data ] = PDQ register ( TBI brains , 50 , 0 .4 e−12) ; % 50 microns /hour
% [ r e g i s t e r e d reg data ] = PDQ register ( [ data1 data2 ] , 35 , 0 .4 e−12) ;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

funct i on [ r e g i s t e r e d r e g i s t r a t i o n d a t a ] = PDQ register (MRIdataSeries , max speed , max mdm change )

%% Checks & I n i t i a l i z a t i o n s

% Star t p a r a l l e l i z a t i o n
%matlabpool c l o s e f o r c e
i f ( matlabpool ( ’ s i z e ’ ) == 0)

matlabpool open
end
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% Hard−Coded Pre f e r ence s
p r e f s h ow r e g i s t r a t i o n s t e p s = 0 ;
p r e f r e g i s t r a t i o n b a s i s = ’magnitude ’ ; % ’magnitude ’ f o r r e g i s t r a t i o n to be on mag images , ’mask ’ f o r i t

to be done on image masks

% Global Vars
t imepo ints = length (MRIdataSeries ) ;

%% Sanity Checks

% Check there ’ s more than one datase t in the s e r i e s
i f ( t imepo ints < 2)

e r r o r ( ’ PDQ register : Require more than one datase t . Quitt ing . ’ ) ;
end

% Compare d i f f e r e n t t imepo ints
f o r i =1: t imepoints−1

% Check data s e t s have same dimensions
i f ( s i z e ( MRIdataSeries ( i ) .mag) ˜= s i z e ( MRIdataSeries ( i +1) .mag) )

e r r o r ( ’ PDQ register : Input MRIdata data s e t s have d i f f e r e n t image dimensions . Quitt ing . ’ ) ;
end

% Check data s e t s have same r e s o l u t i o n s
i f ( MRIdataSeries ( i ) . r e s o l u t i o n ˜= MRIdataSeries ( i +1) . r e s o l u t i o n )

e r r o r ( ’ PDQ register : Input MRIdata data s e t s have d i f f e r e n t image r e s o l u t i o n s . Quitt ing . ’ ) ;
end

% Check data s e t s have d i f f e r e n t time stamps
i f ( MRIdataSeries ( i ) . date == MRIdataSeries ( i +1) . date )

e r r o r ( ’ PDQ register : Input MRIdata data s e t s have same time stamp . Quitt ing . ’ ) ;
end

% Check data s e t s have d ipo l e v e r i t y f i e l d marked
i f (˜ i s f i e l d ( MRIdataSeries ( i ) .PDQ. d ipo l e s hp , ’ ve r i ty ’ ) )

e r r o r ( ’ PDQ register : Input MRIdata data s e t s need d ipo l e v e r i t y s e t . Run PDQ inspect f i r s t . ’ ) ;
end

end

%% Perform r i g i d t rans fo rmat ions r e g i s t r a t i o n between datase t pa i r s , going from f i r s t datase t to l a s t
datase t

r e g i s t e r e d (1) = MRIdataSeries (1 ) ;
f o r i = 2 : t imepo ints

r e g i s t e r e d ( i ) = r e g i s t e r ( r e g i s t e r e d ( i −1) , MRIdataSeries ( i ) , p r e f r e g i s t r a t i o n b a s i s ,
p r e f s h ow r e g i s t r a t i o n s t e p s ) ;

end

%% Di squa l i f y d i p o l e s out s ide o f anatomy
f o r i = 1 : t imepo ints

r e g i s t e r e d ( i ) = PDQ inspect ( r e g i s t e r e d ( i ) , 0 . 3 , [ 0 3e−12] ,0 ,0) ;
end

%% Prepare d i p o l e s to be r e g i s t e r e d
f o r t imepoint = 1 : t imepoints−1

% I n i t i a l i z e d i s t ance matr i ces
d i s t a n c e ma t r i x s i z e = max( length ( r e g i s t e r e d ( t imepoint ) .PDQ. d ipo l e s hp ) , l ength ( r e g i s t e r e d ( t imepoint

+1) .PDQ. d ipo l e s hp ) ) ;
empty dis tance matr ix = i n f .∗ ones ( d i s t an c e ma t r i x s i z e , d i s t a n c e ma t r i x s i z e ) ;
theta = empty dis tance matr ix ;
phi = empty dis tance matr ix ;
r = empty dis tance matr ix ;
mdm change = empty dis tance matr ix ;
xcorr change = empty dis tance matr ix ;

f o r i = 1 : l ength ( r e g i s t e r e d ( t imepoint ) .PDQ. d ipo l e s hp ) % Early Dipo les
f o r j = 1 : l ength ( r e g i s t e r e d ( t imepoint+1) .PDQ. d ipo l e s hp ) % Late Dipo les

p1 = r e g i s t e r e d ( t imepoint ) .PDQ. d ipo l e s hp ( i ) ;
p2 = r e g i s t e r e d ( t imepoint+1) .PDQ. d ipo l e s hp ( j ) ;

% Calcu la te and s t o r e a l l changes (” d i s t anc e s ”)
spa t i a l change . x = (p2 . x − p1 . x ) ∗ r e g i s t e r e d (1) . r e s o l u t i o n (1) ;
s pa t i a l change . y = (p2 . y − p1 . y ) ∗ r e g i s t e r e d (1) . r e s o l u t i o n (2) ;
s pa t i a l change . z = (p2 . z − p1 . z ) ∗ r e g i s t e r e d (1) . r e s o l u t i o n (3) ;
% t b i i n i t i a l d i s t a n c e ( i , j ) = sq r t ( ( tb i p (1)−p1 . x ) ˆ2 + ( tb i p (2)−p1 . y ) ˆ2 + ( tb i p (3)−p1 . z ) ˆ2) ;
% t b i f i n a l d i s t a n c e ( i , j ) = sq r t ( ( tb i p (1)−p2 . x ) ˆ2 + ( tb i p (2)−p2 . y ) ˆ2 + ( tb i p (3)−p2 . z ) ˆ2) ;
% tbi movement ( i , j ) = t b i f i n a l d i s t a n c e ( i , j ) − t b i i n i t i a l d i s t a n c e ( i , j ) ;
mdm change ( i , j ) = p2 . m core − p1 . m core ;
xcorr change ( i , j ) = p2 . xcorr − p1 . xcorr ;
[ theta p , phi p , r p ] = cart2sph ( spa t i a l change . x , s pa t i a l change . y , s pa t i a l change . z ) ;
theta ( i , j ) = theta p ;
phi ( i , j ) = phi p ;

% Di squa l i f y d i s t an t d i p o l e s
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max distance = max speed ∗ ( r e g i s t e r e d ( t imepoint+1) . date − r e g i s t e r e d ( t imepoint ) . date ) ;
i f ( r p > max distance )

r ( i , j ) = i n f ;
e l s e

r ( i , j ) = r p ;
end

% Di squa l i f y d i p o l e s with l a r g e mdm changes
i f ( abs (mdm change ( i , j ) ) > max mdm change )

mdm change ( i , j ) = i n f ;
end

% Di squa l i f y i n v a l i d d i p o l e s
i f ( strcmp (p1 . ve r i ty , ’ i nva l id ’ ) | | strcmp (p2 . ve r i ty , ’ i nva l id ’ ) )

r ( i , j ) = i n f ;
end

end
end

we igh t ed d i s t mat r i x = r /max distance + mdm change/max mdm change ;

% Reverse s i gn o f d i s t ance matrix f o r p ro c e s s i ng by Hungarian Algorithm , s i n c e i t t r i e s to maximize ,
not minimize

we igh t ed d i s t mat r i x = −we ight ed d i s t mat r i x ;

% Feed d i s t ance matrix to Hungarian Algorithm to f i nd matching d i po l e s
matches = libmaxmatching ( we i gh ted d i s t mat r i x ) ;

%% Print out r e s u l t s f o r i n t e r p r e t a t i o n by user
export matr ix = ze ro s (max( length ( r e g i s t e r e d ( t imepoint ) .PDQ. d ipo l e s hp ) , l ength ( r e g i s t e r e d ( t imepoint+1) .

PDQ. d ipo l e s hp ) ) ) ;
f o r i =1: l ength ( r e g i s t e r e d ( t imepoint ) .PDQ. d ipo l e s hp ) % Early Dipo les

f o r j =1: l ength ( r e g i s t e r e d ( t imepoint+1) .PDQ. d ipo l e s hp ) % Late Dipo les

% Mark d ipo l e as not matched i f the d i s t ance equa l s i n f i n i t y
i f ( matches ( i , j ) && ( r ( i , j ) ˜= i n f ) )

d i sp ( [ ’ Dipole ’ , num2str ( j ) , ’ matches Early Dipole ’ , num2str ( i ) , ’ . Movement ( microns ) : ’ ,
num2str ( r ( i , j ) ) , . . .
’ , Theta : ’ , num2str ( theta ( i , j ) ) , ’ , Phi : ’ , num2str ( phi ( i , j ) ) , . . .
’ , mdm change : ’ , num2str (1 e12 ∗ abs (mdm change ( i , j ) ) ) , ’ , xcorr change : ’ , num2str ( abs (

xcorr change ( i , j ) ) ) ] ) ;
export matr ix ( i , 1 : 3 ) = [ r e g i s t e r e d ( t imepoint ) .PDQ. d ipo l e s hp ( i ) . x r e g i s t e r e d ( t imepoint ) .

PDQ. d ipo l e s hp ( i ) . y r e g i s t e r e d ( t imepoint ) .PDQ. d ipo l e s hp ( i ) . z ] ;
export matr ix ( i , 4 : 6 ) = [ r e g i s t e r e d ( t imepoint+1) .PDQ. d ipo l e s hp ( j ) . x r e g i s t e r e d ( t imepoint

+1) .PDQ. d ipo l e s hp ( j ) . y r e g i s t e r e d ( t imepoint+1) .PDQ. d ipo l e s hp ( j ) . z ] ;
export matr ix ( i , 7 ) = r e g i s t e r e d ( t imepoint ) .PDQ. d ipo l e s hp ( i ) . m core ;

end
end

end
csvwr i t e ( [ ’PDQ’ , num2str ( t imepoint ) , ’ . csv ’ ] , export matr ix ) ;

%% Store r e s u l t s in Reg i s t r a t i on s t ru c tu r e
r e g i s t r a t i o n d a t a ( t imepoint ) . matches = matches ;
r e g i s t r a t i o n d a t a ( t imepoint ) . theta = theta ;
r e g i s t r a t i o n d a t a ( t imepoint ) . phi = phi ;
r e g i s t r a t i o n d a t a ( t imepoint ) . r = r ;
r e g i s t r a t i o n d a t a ( t imepoint ) . mdm change = mdm change ;
r e g i s t r a t i o n d a t a ( t imepoint ) . xcorr change = xcorr change ;
r e g i s t r a t i o n d a t a ( t imepoint ) . d i p o l e s = matches .∗ ( r ˜= i n f ) ;

end

cu r r po in t = 1 ;
ou t l i n e = abs ( d i f f ( r e g i s t e r e d (1) . mask , 1 , 1 ) ) ;
f o r i = 1 : 1 : s i z e ( r e g i s t e r e d (1) . mask , 1 )−1
f o r j = 1 : 5 : s i z e ( r e g i s t e r e d (1) . mask , 2 )−1
f o r k = 1 : 5 : s i z e ( r e g i s t e r e d (1) . mask , 3 )−1
i f ( ou t l i n e ( i , j , k ) )
po in t s ( cur r po in t , 1 ) = i ;
po in t s ( cur r po in t , 2 ) = j ;
po in t s ( cur r po in t , 3 ) = k ;
cu r r po i n t = cu r r po i n t + 1 ;
end
end
end
end
csvwr i t e ( ’mask . csv ’ , po in t s )

% Discover which d i po l e s were r e g i s t e r e d ac ro s s a l l three da ta s e t s
%[x y ] = f i nd ( r e g i s t r a t i o n d a t a (1) . d i p o l e s )
% [ x y ] = f i nd ( r e g i s t r a t i o n d a t a (1) . d i p o l e s )
% acro s s3 = [ ] ;
% f o r ( i =1: l ength (y ) )
% f o r ( j =1: l ength ( x2 ) )
% i f ( y ( i ) == x2 ( j ) )
% acro s s3 = [ ac ro s s3 y ( i ) ]
% end

190



Appendix 1. Source Code

% end
% end

%%%%%%%%%%%%%
% EOF
%%%%%%%%%%%%%

9.2.11 PDQ visualize.m

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% @name PDQ visual ize .m
% @author Parker Mi l l s , Ahrens Lab , Carnegie Mellon 2009
% @br ie f V i s u a l i z e s the r e s u l t s o f an MRIdata that has been proces sed by PDQ
% @trusted no
% @robust no
% @commented no
% @optimized no
% @pa ra l l e l i z e d no
%
% ==================== INPUT PARAMETERS ======================
% @param MRIdata (1D MRIdata ) MRI datase t ( s ) to be v i s u a l i z e d by PDQ ( see README. txt

f o r datatype d e t a i l s )
%
% ==================== RETURNED DATA =========================
% @return
%
% ==================== ASSUMPTIONS ===========================
% @assume I f a vec tor o f MRIdata i s provided , visual ize PDQ w i l l v i s u a l i z e a l l da ta s e t s TOGETHER\
% @assume PDQ r e s u l t s f o r high−passed phase are used , not ramp−removed phase r e s u l t s or other phase

product r e s u l t s
%
% ==================== EXAMPLE USAGE =========================
% visual ize PDQ (MRIdata )
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

funct i on PDQ visual ize (MRIdata , f i x e d x c o r r c u t o f f , v a r x c o r r c u t o f f , f ixed mdm range , var mdm range ,
j u s t coun t )

%% Pre f e r ence s
p r e f f i x e d x c o r r c u t o f f d e f a u l t = 0 . 3 ;
p r e f v a r x c o r r c u t o f f d e f a u l t = 0 . 6 ;
p r e f f i x ed mdm range de fau l t = [− i n f i n f ] ;
p re f var mdm range de fau l t = [− i n f i n f ] ;
p r e f d i s p l a y g a u s s i a n f i t s = 1 ;

%% I n i t i a l i z a t i o n s and sanity−checks

% I f x c o r r c u t o f f va lues are not s p e c i f i e d , s e t them to de f au l t
i f (˜ e x i s t ( ’ f i x e d x c o r r c u t o f f ’ , ’ var ’ ) )

warning ( [ ’ Fixed XCORR cu t o f f not s p e c i f i e d , s e t t i n g to d e f au l t o f ’ , num2str (
p r e f f i x e d x c o r r c u t o f f d e f a u l t ) ] ) ;

f i x e d x c o r r c u t o f f = p r e f f i x e d x c o r r c u t o f f d e f a u l t ;
end
i f (˜ e x i s t ( ’ v a r x c o r r c u t o f f ’ , ’ var ’ ) )

warning ( [ ’ Var iab le XCORR cu t o f f not s p e c i f i e d , s e t t i n g to d e f au l t o f ’ , num2str (
p r e f f i x e d x c o r r c u t o f f d e f a u l t ) ] ) ;

v a r x c o r r c u t o f f = p r e f v a r x c o r r c u t o f f d e f a u l t ;
end
i f (˜ e x i s t ( ’ fixed mdm range ’ , ’ var ’ ) )

warning ( [ ’ Range o f acceptab l e f ixed−rad ius mdm values not s p e c i f i e d . Se t t ing de f au l t to ’ , num2str (
p r e f f i x ed mdm range de fau l t ) ] ) ;

f ixed mdm range = pre f f i x ed mdm range de fau l t ;
end
i f (˜ e x i s t ( ’ var mdm range ’ , ’ var ’ ) )

warning ( [ ’ Range o f acceptab l e var i ab l e−rad ius mdm values not s p e c i f i e d . Se t t ing de f au l t to ’ , num2str (
pre f var mdm range de fau l t ) ] ) ;

var mdm range = pre f var mdm range de fau l t ;
end
i f (˜ e x i s t ( ’ ju s t count ’ , ’ var ’ ) )

j u s t coun t = 0 ;
end

% Check to see i f t h i s i s a s i n g l e MRIdata , or mul t ip l e MRIdata
num datasets = length (MRIdata ) ;

% Check to see i f f i x ed r a d i i are c on s i s t e n t
f i x e d r a d i u s = MRIdata (1) .PDQ. de t e c t i on t emp la t e . rad iu s ;
a l l f i x e d r a d i i e q u a l = 1 ;
% f o r i =1: num datasets
% i f ( f i x e d r a d i u s ˜= MRIdata ( i ) .PDQ. de t e c t i on t emp la t e . rad iu s )
% a l l f i x e d r a d i i e q u a l = 0 ;
% end
% end

% For each MRIdata , check to ensure they ’ ve been analyzed by PDQ already
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f o r i = 1 : num datasets
i f (˜ i s f i e l d (MRIdata ( i ) , ’PDQ’ ) )

e r r o r ( ’ v isual ize PDQ : Provided MRIdata has no PDQ f i e l d . PDQ needs to be run f i r s t . Quitt ing . ’ ) ;
end

end

% Append a l l PDQ vec to r s
d i p o l e s = [ ] ;
d i p o l e s mu l t i r a d i i = [ ] ;
f o r i = 1 : num datasets

d i p o l e s = [ d i p o l e s MRIdata ( i ) .PDQ. d ipo l e s hp ] ;
d i p o l e s mu l t i r a d i i = [ d i p o l e s mu l t i r a d i i MRIdata ( i ) .PDQ. d i p o l e s mu l t i r a d i i h p ] ;

end

% Remove d i po l e s from both l i s t s that are below x c o r r c u t o f f s , and those that aren ’ t in mdm range
d i po l e s = vec to r i z e and r emove ze ro s ( d ipo l e s , ’ d ipo l e s ’ , f i x e d x c o r r c u t o f f ,

f ixed mdm range ) ;
d i p o l e s mu l t i r a d i i = vec to r i z e and r emove ze ro s ( d i p o l e s mu l t i r a d i i , ’ d ipo l e s ’ , v a r x c o r r c u t o f f ,

var mdm range ) ;

% Store lengths , s i z e s , and sc reen s i z e
num dipoles = length ( d i p o l e s ) ;
num d ipo l e s mu l t i r ad i i = length ( d i p o l e s mu l t i r a d i i ) ;
s c r s z = get (0 , ’ ScreenSize ’ ) ;

%% I f there ’ s only one dataset , show s p a t i a l d i s t r i b u t i o n o f d i p o l e s
i f (˜ j u s t coun t )

i f ( num datasets == 1)
data dims = s i z e (MRIdata (1) . mask ) ;
x dim = data dims (1) ;
y dim = data dims (2) ;
z dim = data dims (3) ;

[ aa bb cc ] = ndgrid ( 1 : x dim , 1 : y dim , 1 : z dim ) ;
x g r i d = aa .∗ MRIdata . mask ;
y g r i d = bb .∗ MRIdata . mask ;
z g r i d = cc .∗ MRIdata . mask ;

warning o f f MATLAB: divideByZero
% Volume sampling f o r normal i za t ion purposes
[ s amp l e d i s t x sdx ] = h i s t ( [ v e c to r i z e and r emove ze ro s ( x g r i d ( : , 1 : c e i l ( y dim

/10) : y dim , 1 : c e i l ( z dim /10) : z dim ) ) ones (1 ,1 e4 ) x dim ∗ ones (1 ,1 e4 ) ] , 30) ;
[ s amp l e d i s t y sdy ] = h i s t ( [ v e c to r i z e and r emove ze ro s ( y g r i d ( 1 : c e i l ( x dim /10) : x dim , :

, 1 : c e i l ( z dim /10) : z dim ) ) ones (1 ,1 e4 ) y dim ∗ ones (1 ,1 e4 ) ] , 30) ;
[ s amp l e d i s t z sdz ] = h i s t ( [ v e c to r i z e and r emove ze ro s ( z g r i d ( 1 : c e i l ( x dim /10) : x dim , 1 : c e i l ( y dim

/10) : y dim , : ) ) ones (1 ,1 e4 ) z dim ∗ ones (1 ,1 e4 ) ] , 30) ;

% Dipole sampling
[ d i p o l e d i s t x ddx ] = h i s t ( [ d i p o l e s . x 1 x dim ] , 30) ;
[ d i p o l e d i s t y ddy ] = h i s t ( [ d i p o l e s . y 1 y dim ] , 30) ;
[ d i p o l e d i s t z ddz ] = h i s t ( [ d i p o l e s . z 1 z dim ] , 30) ;

% Create f i g u r e s
f i g u r e ( ’ Pos i t ion ’ , [ 1 0 s c r s z (4 ) /2 s c r s z (3 ) /2 .2 s c r s z (4 ) / 2 . 5 ] ) ;
bar ( sdx , d i p o l e d i s t x . / samp l e d i s t x ) ;
t i t l e ( ’ Dipole d i s t r i b u t i o n in x−dimension ’ ) ; x l ab e l ( ’X Coordinate ’ ) ; y l ab e l ( ’# o f d i p o l e s with X

Coordinate ’ ) ;

f i g u r e ( ’ Pos i t ion ’ , [ 1 0 s c r s z (4 ) /2 s c r s z (3 ) /2 .2 s c r s z (4 ) / 2 . 5 ] ) ;
bar ( sdy , d i p o l e d i s t y . / samp l e d i s t y ) ;
t i t l e ( ’ Dipole d i s t r i b u t i o n in y−dimension ’ ) ; x l ab e l ( ’Y Coordinate ’ ) ; y l ab e l ( ’# o f d i p o l e s with Y

Coordinate ’ ) ;

f i g u r e ( ’ Pos i t ion ’ , [ 1 0 s c r s z (4 ) /2 s c r s z (3 ) /2 .2 s c r s z (4 ) / 2 . 5 ] ) ;
bar ( sdz , d i p o l e d i s t z . / s amp l e d i s t z ) ;
t i t l e ( ’ Dipole d i s t r i b u t i o n in z−dimension ’ ) ; x l ab e l ( ’Z Coordinate ’ ) ; y l ab e l ( ’# o f Dipo les with Z

Coordinate ’ ) ;

warning on MATLAB: divideByZero
end

end

i f (˜ j u s t coun t && a l l f i x e d r a d i i e q u a l )
%% I f a l l da ta s e t s share the same radius , show f i x e d r a d i u s v i s u a l s
% XCORR
f i g u r e ( ’ Pos i t ion ’ , [ 1 0 20 s c r s z (3 ) /2 .2 s c r s z (4 ) / 2 . 5 ] ) ;
h i s t ( [ d i p o l e s . xcorr ] , 30) ;
t i t l e ( [ ’XCORR value f o r f i x ed rad ius o f ’ , num2str ( f i x e d r a d i u s ) , ’ microns ’ ] ) ; x l ab e l ( ’XCORR ( un i t l e s s )

’ ) ; y l ab e l ( ’# o f Dipoles ’ ) ;

% MDM SPHERE
f i g u r e ( ’ Pos i t ion ’ , [ 1 0 20 s c r s z (3 ) /2 .2 s c r s z (4 ) / 2 . 5 ] ) ;

export m sphere = [ d i p o l e s . m sphere ] ’ ;
save export m sphere export m sphere

h i s t ( [ d i p o l e s . m sphere ] , 30) ;
t i t l e ( [ ’ Sphere magnetic d ipo l e moment f o r f i x ed rad ius o f ’ , num2str ( f i x e d r a d i u s ) , ’ microns ’ ] ) ; x l ab e l

( ’ Magnetic d ipo l e moment (A∗mˆ2) ’ ) ; y l ab e l ( ’# o f Dipoles ’ ) ;

% MDM CORE
f i g u r e ( ’ Pos i t ion ’ , [ 1 0 20 s c r s z (3 ) /2 .2 s c r s z (4 ) / 2 . 5 ] ) ;
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export m core = [ d i p o l e s . m core ] ’ ;
save export m core export m core
h i s t ( export m core , 30) ;
t i t l e ( [ ’ Core magnetic d ipo l e moment f o r f i x ed rad ius o f ’ , num2str ( f i x e d r a d i u s ) , ’ microns ’ ] ) ; x l ab e l ( ’

Magnetic d ipo l e moment (A∗mˆ2) ’ ) ; y l ab e l ( ’# o f Dipoles ’ ) ;

% SUSCEPT SPHERE
f i g u r e ( ’ Pos i t ion ’ , [ 1 0 20 s c r s z (3 ) /2 .2 s c r s z (4 ) / 2 . 5 ] ) ;
h i s t ( [ d i p o l e s . su s c ep t sphe r e ] , 30) ;
t i t l e ( [ ’ Sphere magnetic s u s c e p t i b i l i t y f o r f i x ed rad ius o f ’ , num2str ( f i x e d r a d i u s ) , ’ microns ’ ] ) ;

x l ab e l ( ’ S u s c e p t i b i l i t y ( u n i t l e s s ) ’ ) ; y l ab e l ( ’# o f Dipoles ’ ) ;

% SUSCEPT CORE
f i g u r e ( ’ Pos i t ion ’ , [ 1 0 20 s c r s z (3 ) /2 .2 s c r s z (4 ) / 2 . 5 ] ) ;
h i s t ( [ d i p o l e s . s u s c ep t c o r e ] , 30) ;
t i t l e ( [ ’ Core magnetic s u s c e p t i b i l i t y f o r f i x ed rad ius o f ’ , num2str ( f i x e d r a d i u s ) , ’ microns ’ ] ) ; x l ab e l

( ’ S u s c e p t i b i l i t y ( u n i t l e s s ) ’ ) ; y l ab e l ( ’# o f Dipoles ’ ) ;

% VOLUME MAGNETIZATION SPHERE
f i g u r e ( ’ Pos i t ion ’ , [ 1 0 20 s c r s z (3 ) /2 .2 s c r s z (4 ) / 2 . 5 ] ) ;
h i s t ( [ d i p o l e s . m vol sphere ] , 60) ;
t i t l e ( [ ’ Sphere volume magnet izat ion f o r f i x ed rad ius o f ’ , num2str ( f i x e d r a d i u s ) , ’ microns ’ ] ) ; x l ab e l ( ’

Volume Magnet izat ion (A/m) ’ ) ; y l ab e l ( ’# o f Dipoles ’ ) ;

% VOLUME MAGNETIZATION CORE
f i g u r e ( ’ Pos i t ion ’ , [ 1 0 20 s c r s z (3 ) /2 .2 s c r s z (4 ) / 2 . 5 ] ) ;
h i s t ( [ d i p o l e s . m vo l core ] , 60) ;
t i t l e ( [ ’ Core volume magnet izat ion f o r f i x ed rad ius o f ’ , num2str ( f i x e d r a d i u s ) , ’ microns ’ ] ) ; x l ab e l ( ’

Volume Magnet izat ion (A/m) ’ ) ; y l ab e l ( ’# o f Dipoles ’ ) ;

% MDM vs XCORR SPHERE
f i g u r e ( ’ Pos i t ion ’ , [ 1 0 20 s c r s z (3 ) /2 .2 s c r s z (4 ) / 2 . 5 ] ) ;
s c a t t e r ( [ d i p o l e s . xcorr ] , [ d i p o l e s . m sphere ] , ’ . ’ , ’ blue ’ ) ;
t i t l e ( [ ’ Fixed rad ius ( ’ , num2str ( f i x e d r a d i u s ) , ’ microns ) : Sphere magnetic d ipo l e moment VS XCORR value

’ ] ) ; x l ab e l ( ’XCORR (0 . 0 , 1 . 0 ) ’ ) ; y l ab e l ( ’ Magnetic d ipo l e moment (A∗mˆ2) ’ ) ;

% MDM vs XCORR CORE
f i g u r e ( ’ Pos i t ion ’ , [ 1 0 20 s c r s z (3 ) /2 .2 s c r s z (4 ) / 2 . 5 ] ) ;
expo r t xco r r = [ d i p o l e s . xcorr ] ;
s c a t t e r ( [ d i p o l e s . xcorr ] , [ d i p o l e s . m core ] , ’ . ’ , ’ blue ’ ) ;
t i t l e ( [ ’ Fixed rad ius ( ’ , num2str ( f i x e d r a d i u s ) , ’ microns ) : Core magnetic d ipo l e moment VS XCORR value

’ ] ) ; x l ab e l ( ’XCORR (0 . 0 , 1 . 0 ) ’ ) ; y l ab e l ( ’ Magnetic d ipo l e moment (A∗mˆ2) ’ ) ;
save expo r t xco r r expo r t xco r r

end

%% Fixed rad ius Ca l cu l a t i on s
i f ( a l l f i x e d r a d i i e q u a l && ˜ ju s t coun t )

[ f ixed m sphere mean f i x ed m sphe r e s td ] = g a u s s i a n f i t ( [ d i p o l e s . m sphere ] , 30 ,
p r e f d i s p l a y g a u s s i a n f i t s ) ;

[ f ixed m core mean f i x ed m co r e s td ] = g a u s s i a n f i t ( [ d i p o l e s . m core ] , 30 ,
p r e f d i s p l a y g a u s s i a n f i t s ) ;

[ f i x ed suscep t sphe r e mean f i x e d s u s c e p t s ph e r e s t d ] = g a u s s i a n f i t ( [ d i p o l e s . su s c ep t sphe r e ] , 30 ,
p r e f d i s p l a y g a u s s i a n f i t s ) ;

[ f i x ed su s c ep t co r e mean f i x e d s u s c e p t c o r e s t d ] = g a u s s i a n f i t ( [ d i p o l e s . s u s c ep t c o r e ] , 30 ,
p r e f d i s p l a y g a u s s i a n f i t s ) ;

[ f i xed m vol sphere mean f i x ed m vo l s ph e r e s t d ] = g a u s s i a n f i t ( [ d i p o l e s . m vol sphere ] , 30 ,
p r e f d i s p l a y g a u s s i a n f i t s ) ;

[ f i xed m vo l core mean f i x e d m vo l c o r e s t d ] = g a u s s i a n f i t ( [ d i p o l e s . m vo l core ] , 30 ,
p r e f d i s p l a y g a u s s i a n f i t s ) ;

end

i f (˜ j u s t coun t && (˜ isempty ( [ d i p o l e s mu l t i r a d i i ] ) ) )
%% Var iab le rad ius v i s u a l s
% RADIUS
f i g u r e ( ’ Pos i t ion ’ , [ s c r s z (3 ) /2 20 s c r s z (3 ) /2 .2 s c r s z (4 ) / 2 . 5 ] ) ;
h i s t ( [ d i p o l e s mu l t i r a d i i . r ad ius ] , 20) ;
t i t l e ( ’ Sphere est imated radius ’ ) ; x l ab e l ( ’ Radius ( microns ) ’ ) ; y l ab e l ( ’# o f Dipoles ’ ) ;

% XCORR
f i g u r e ( ’ Pos i t ion ’ , [ s c r s z (3 ) /2 20 s c r s z (3 ) /2 .2 s c r s z (4 ) / 2 . 5 ] ) ;
h i s t ( [ d i p o l e s mu l t i r a d i i . xcorr ] , 30) ;
t i t l e ( ’XCORR fo r va r i ab l e radius ’ ) ; x l ab e l ( ’XCORR ( un i t l e s s ) ’ ) ; y l ab e l ( ’# o f Dipoles ’ ) ;

% MDM SPHERE
f i g u r e ( ’ Pos i t ion ’ , [ s c r s z (3 ) /2 20 s c r s z (3 ) /2 .2 s c r s z (4 ) / 2 . 5 ] ) ;
h i s t ( [ d i p o l e s mu l t i r a d i i . m sphere ] , 40) ;
t i t l e ( ’ Sphere magnetic d ipo l e moment f o r va r i ab l e radius ’ ) ; x l ab e l ( ’ Magnetic d ipo l e moment (A∗mˆ2) ’ ) ;

y l ab e l ( ’# o f Dipoles ’ ) ;

% MDM CORE
f i g u r e ( ’ Pos i t ion ’ , [ s c r s z (3 ) /2 20 s c r s z (3 ) /2 .2 s c r s z (4 ) / 2 . 5 ] ) ;
h i s t ( [ d i p o l e s mu l t i r a d i i . m core ] , 40) ;
t i t l e ( ’ Core magnetic d ipo l e moment f o r va r i ab l e radius ’ ) ; x l ab e l ( ’ Magnetic d ipo l e moment (A∗mˆ2) ’ ) ;

y l ab e l ( ’# o f Dipoles ’ ) ;

% SUSCEPT SPHERE
f i g u r e ( ’ Pos i t ion ’ , [ s c r s z (3 ) /2 20 s c r s z (3 ) /2 .2 s c r s z (4 ) / 2 . 5 ] ) ;
h i s t ( [ d i p o l e s mu l t i r a d i i . s u s c ep t sphe r e ] , 60) ;
t i t l e ( ’ Sphere magnetic s u s c e p t i b i l i t y f o r va r i ab l e radius ’ ) ; x l ab e l ( ’ S u s c e p t i b i l i t y ( u n i t l e s s ) ’ ) ;

y l ab e l ( ’# o f Dipoles ’ ) ;
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% SUSCEPT CORE
f i g u r e ( ’ Pos i t ion ’ , [ s c r s z (3 ) /2 20 s c r s z (3 ) /2 .2 s c r s z (4 ) / 2 . 5 ] ) ;
h i s t ( [ d i p o l e s mu l t i r a d i i . s u s c ep t c o r e ] , 60) ;
t i t l e ( ’ Core magnetic s u s c e p t i b i l i t y f o r va r i ab l e radius ’ ) ; x l ab e l ( ’ S u s c e p t i b i l i t y ( u n i t l e s s ) ’ ) ; y l ab e l

( ’# o f Dipoles ’ ) ;

% VOLUME MAGNETIZATION SPHERE
f i g u r e ( ’ Pos i t ion ’ , [ s c r s z (3 ) /2 20 s c r s z (3 ) /2 .2 s c r s z (4 ) / 2 . 5 ] ) ;
h i s t ( [ d i p o l e s mu l t i r a d i i . m vol sphere ] , 60) ;
t i t l e ( [ ’ Sphere volume magnet izat ion f o r va r i ab l e radius ’ ] ) ; x l ab e l ( ’ Volume Magnetizat ion (A/m) ’ ) ;

y l ab e l ( ’# o f Dipoles ’ ) ;

% VOLUME MAGNETIZATION CORE
f i g u r e ( ’ Pos i t ion ’ , [ s c r s z (3 ) /2 20 s c r s z (3 ) /2 .2 s c r s z (4 ) / 2 . 5 ] ) ;
h i s t ( [ d i p o l e s mu l t i r a d i i . m vo l core ] , 60) ;
t i t l e ( [ ’ Core volume magnet izat ion f o r va r i ab l e radius ’ ] ) ; x l ab e l ( ’ Volume Magnet izat ion (A/m) ’ ) ; y l ab e l

( ’# o f Dipoles ’ ) ;

% MDM vs RADIUS
f i g u r e ( ’ Pos i t ion ’ , [ s c r s z (3 ) /2 20 s c r s z (3 ) /2 .2 s c r s z (4 ) / 2 . 5 ] ) ;
s c a t t e r ( [ d i p o l e s mu l t i r a d i i . r ad ius ] , [ d i p o l e s mu l t i r a d i i . m core ] , ’ . ’ , ’ blue ’ ) ;
t i t l e ( ’ Var iab le rad ius : Core magnetic d ipo l e moment VS radius ’ ) ; x l ab e l ( ’ Radius ( microns ) ’ ) ; y l ab e l ( ’

Magnetic d ipo l e moment (A∗mˆ2) ’ ) ;

% Sphere MDM vs XCORR
f i g u r e ( ’ Pos i t ion ’ , [ s c r s z (3 ) /2 20 s c r s z (3 ) /2 .2 s c r s z (4 ) / 2 . 5 ] ) ;
s c a t t e r ( [ d i p o l e s mu l t i r a d i i . xcorr ] , [ d i p o l e s mu l t i r a d i i . m sphere ] , ’ . ’ , ’ blue ’ ) ;
t i t l e ( ’ Var iab le rad ius : Sphere magnetic d ipo l e moment VS XCORR value ’ ) ; x l ab e l ( ’XCORR value [ 0 . 0 ,

1 . 0 ] ’ ) ; y l ab e l ( ’ Magnetic d ipo l e moment (A∗mˆ2) ’ ) ;

% Core MDM vs XCORR
f i g u r e ( ’ Pos i t ion ’ , [ s c r s z (3 ) /2 20 s c r s z (3 ) /2 .2 s c r s z (4 ) / 2 . 5 ] ) ;
s c a t t e r ( [ d i p o l e s mu l t i r a d i i . xcorr ] , [ d i p o l e s mu l t i r a d i i . m core ] , ’ . ’ , ’ blue ’ ) ;
t i t l e ( ’ Var iab le rad ius : Core magnetic d ipo l e moment VS XCORR value ’ ) ; x l ab e l ( ’XCORR value [ 0 . 0 , 1 . 0 ] ’ )

; y l ab e l ( ’ Magnetic d ipo l e moment (A∗mˆ2) ’ ) ;

% RADIUS vs XCORR
f i g u r e ( ’ Pos i t ion ’ , [ s c r s z (3 ) /2 20 s c r s z (3 ) /2 .2 s c r s z (4 ) / 2 . 5 ] ) ;
s c a t t e r ( [ d i p o l e s mu l t i r a d i i . xcorr ] , [ d i p o l e s mu l t i r a d i i . r ad ius ] , ’ . ’ , ’ blue ’ ) ;
t i t l e ( ’ Var iab le rad ius : Radius VS XCORR value ’ ) ; x l ab e l ( ’XCORR value ( 0 . 0 , 1 . 0 ) ’ ) ; y l ab e l ( ’ Radius (

microns ) ’ ) ;
end

%% Var iab le rad ius c a l c u l a t i o n s
i f (˜ j u s t coun t && (˜ isempty ( [ d i p o l e s mu l t i r a d i i ] ) ) )

[ var radius mean va r r ad i u s s t d ] = g a u s s i a n f i t ( [ d i p o l e s mu l t i r a d i i . r ad ius ] ,
30 , p r e f d i s p l a y g a u s s i a n f i t s ) ;

[ var xcorr mean va r x c o r r s t d ] = g a u s s i a n f i t ( [ d i p o l e s mu l t i r a d i i . xcorr ] ,
30 , p r e f d i s p l a y g a u s s i a n f i t s ) ;

[ var mdm mean var mdm std ] = g a u s s i a n f i t ( [ d i p o l e s mu l t i r a d i i . m sphere ] ,
30 , p r e f d i s p l a y g a u s s i a n f i t s ) ;

[ var m core mean var m core s td ] = g a u s s i a n f i t ( [ d i p o l e s mu l t i r a d i i . m core ] ,
30 , p r e f d i s p l a y g a u s s i a n f i t s ) ;

[ var suscept sphere mean va r su s c ep t s ph e r e s t d ] = g a u s s i a n f i t ( [ d i p o l e s mu l t i r a d i i . s u s c ep t sphe r e ] ,
30 , p r e f d i s p l a y g a u s s i a n f i t s ) ;

[ var suscept core mean va r s u s c e p t c o r e s t d ] = g a u s s i a n f i t ( [ d i p o l e s mu l t i r a d i i . s u s c ep t c o r e ] ,
30 , p r e f d i s p l a y g a u s s i a n f i t s ) ;

[ var m vol sphere mean va r m vo l sphe r e s td ] = g a u s s i a n f i t ( [ d i p o l e s mu l t i r a d i i . m vol sphere ] ,
30 , p r e f d i s p l a y g a u s s i a n f i t s ) ;

[ var m vol core mean va r m vo l c o r e s td ] = g a u s s i a n f i t ( [ d i p o l e s mu l t i r a d i i . m vo l core ] ,
30 , p r e f d i s p l a y g a u s s i a n f i t s ) ;

end

%% Neighbor−r e l a t e d V i s ua l i z a t i o n
i f (˜ j u s t coun t )

f i g u r e ( ’ Pos i t ion ’ , [ s c r s z (3 ) /2 s c r s z (4 ) /2 s c r s z (3 ) /2 .2 s c r s z (4 ) / 2 . 5 ] ) ;
s c a t t e r ( [ d i p o l e s . num neighbors ] + 1 , [ d i p o l e s . xcorr ] ) ;
hold on
%plo t ( sum xcor r per b in )
x l ab e l ( ’Number o f Neighbors INCLUDING s e l f ’ ) ; y l ab e l ( ’ Average XCORR value ’ ) ;
hold o f f

% ( Histogram ) X neighbors VS num dipo les with X ne ighbors
% ( Image ) Consensus d i p o l e s from d i f f e r e n t numbers o f ne ighbors
i f (max ( [ d i p o l e s . num neighbors ] ) )

f i g u r e ( ’ Pos i t ion ’ , [ s c r s z (3 ) /2 s c r s z (4 ) /2 s c r s z (3 ) /2 .2 s c r s z (4 ) / 2 . 5 ] ) ;
h i s t ( [ d i p o l e s . num neighbors ] , max ( [ d i p o l e s . num neighbors ] ) ) ; x l ab e l ( ’X Neighbors ’ ) ; y l ab e l ( ’Number

o f Dipo les with X Neighbors within Template Dimensions ’ ) ;
end

i f ( num datasets == 1)
f o r i = 1 :max ( [ d i p o l e s . num neighbors ] )

images (MRIdata .PDQ. ne ighbor consensus ( : , : , : , i ) ) ; t i t l e ( [ ’ Consensus o f Al l Dipo les with ’ ,
num2str ( i ) , ’ Neighbors . ’ ] ) ;

end
end

end
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%% Mahalanobis Furthest−Distance C lu s t e r ing
% max clusts = 7 ;
% x dim template = template dims (1) ;
% y dim template = template dims (2) ;
% z dim template = template dims (3) ;
%
% % Calcu la te mahalanobis d i s t an c e s
% %distance mahal = pd i s t ( [ [ d i p o l e s mu l t i r a d i i . r ad ius ] ; ( [ d i p o l e s mu l t i r a d i i . m sphere ] ) ] . ’ , ’ mahalanobis

’ ) ;
% distance mahal = pd i s t ( [ d i p o l e s mu l t i r a d i i . m sphere ] . ’ , ’ mahalanobis ’ ) ;
%
% % Create l i nkage based on d i s t anc e s
% l inkage mahal complete = l inkage ( distance mahal , ’ complete ’ ) ;
%
% % Create c l u s t e r s from l i nkag e s
% f o r i = 2 : max c lusts
% c l u s t s ( : , i ) = c l u s t e r ( l inkage mahal complete , ’ maxclust ’ , i ) ;
% end
%
% % Store c l u s t e r s in to d ipo l e data s t ru c tu r e
% f o r i = 1 :min ( l ength ( d i p o l e s ) , l ength ( c l u s t s ( : , 2 ) ) )
% d i p o l e s mu l t i r a d i i ( i ) . c l u s t e r 2 = c l u s t s ( i , 2 ) ;
% d i p o l e s mu l t i r a d i i ( i ) . c l u s t e r 3 = c l u s t s ( i , 3 ) ;
% d i p o l e s mu l t i r a d i i ( i ) . c l u s t e r 4 = c l u s t s ( i , 4 ) ;
% d i p o l e s mu l t i r a d i i ( i ) . c l u s t e r 5 = c l u s t s ( i , 5 ) ;
% d i p o l e s mu l t i r a d i i ( i ) . c l u s t e r 6 = c l u s t s ( i , 6 ) ;
% d i p o l e s mu l t i r a d i i ( i ) . c l u s t e r 7 = c l u s t s ( i , 7 ) ;
% end

% Prepare
% c l u s t e r c on s e n su s 2 = s i n g l e ( z e ro s ( x dim template , y dim template , z dim template , 2) ) ;
% c l u s t e r c on s e n su s 3 = s i n g l e ( z e ro s ( x dim template , y dim template , z dim template , 3) ) ;
% c l u s t e r c on s e n su s 4 = s i n g l e ( z e ro s ( x dim template , y dim template , z dim template , 4) ) ;
% c l u s t e r c on s e n su s 5 = s i n g l e ( z e ro s ( x dim template , y dim template , z dim template , 5) ) ;
%
% fo r i = 1 :2
% count = 0 ;
% f o r j = 1 : l ength ( d i p o l e s )
% i f ( d i p o l e s ( j ) . c l u s t e r 2 == i )
% c l u s t e r c on s e n su s 2 ( : , : , : , i ) = c l u s t e r c on s e n su s 2 ( : , : , : , i ) + d i po l e s ( j ) . phase ;
% count = count + 1 ;
% end
% end
% c l u s t e r c on s e n su s 2 ( : , : , : , i ) = c l u s t e r c on s e n su s 2 ( : , : , : , i ) / count ;
% images ( c l u s t e r c on s e n su s 2 ( : , : , : , i ) ) ; t i t l e ([ ’2− Cluste r Furthest−Distance Mahalanobis . Dipole

consensus from ’ , num2str ( count ) , ’ Dipo les in Clus te r #’ , num2str ( i ) ] ) ;
% end
%
% fo r i = 1 :3
% count = 0 ;
% f o r j = 1 : l ength ( d i p o l e s )
% i f ( d i p o l e s ( j ) . c l u s t e r 3 == i )
% c l u s t e r c on s e n su s 3 ( : , : , : , i ) = c l u s t e r c on s e n su s 3 ( : , : , : , i ) + d i po l e s ( j ) . phase ;
% count = count + 1 ;
% end
% end
% c l u s t e r c on s e n su s 3 ( : , : , : , i ) = c l u s t e r c on s e n su s 3 ( : , : , : , i ) / count ;
% images ( c l u s t e r c on s e n su s 3 ( : , : , : , i ) ) ; t i t l e ([ ’3− Cluste r Furthest−Distance Mahalanobis . Dipole

consensus from ’ , num2str ( count ) , ’ Dipo les in Clus te r #’ , num2str ( i ) ] ) ;
% end
% fo r i = 1 :4
% count = 0 ;
% f o r j = 1 : l ength ( d i p o l e s )
% i f ( d i p o l e s ( j ) . c l u s t e r 4 == i )
% c l u s t e r c on s e n su s 4 ( : , : , : , i ) = c l u s t e r c on s e n su s 4 ( : , : , : , i ) + d i po l e s ( j ) . phase ;
% count = count + 1 ;
% end
% end
% c l u s t e r c on s e n su s 4 ( : , : , : , i ) = c l u s t e r c on s e n su s 4 ( : , : , : , i ) / count ;
% images ( c l u s t e r c on s e n su s 4 ( : , : , : , i ) ) ; t i t l e ([ ’4− Cluste r Furthest−Distance Mahalanobis . Dipole

consensus from ’ , num2str ( count ) , ’ Dipo les in Clus te r #’ , num2str ( i ) ] ) ;
% end
% fo r i = 1 :5
% count = 0 ;
% f o r j = 1 : l ength ( d i p o l e s )
% i f ( d i p o l e s ( j ) . c l u s t e r 5 == i )
% c l u s t e r c on s e n su s 5 ( : , : , : , i ) = c l u s t e r c on s e n su s 5 ( : , : , : , i ) + d i po l e s ( j ) . phase ;
% count = count + 1 ;
% end
% end
% c l u s t e r c on s e n su s 5 ( : , : , : , i ) = c l u s t e r c on s e n su s 5 ( : , : , : , i ) / count ;
% images ( c l u s t e r c on s e n su s 5 ( : , : , : , i ) ) ; t i t l e ([ ’5− Cluste r Furthest−Distance Mahalanobis . Dipole

consensus from ’ , num2str ( count ) , ’ Dipo les in Clus te r #’ , num2str ( i ) ] ) ;
% end

% % Display dendrogram
% f i g u r e ( ’ Pos i t ion ’ , [ s c r s z (3 ) /2 s c r s z (4 ) /2 s c r s z (3 ) /2 .2 s c r s z (4 ) / 2 . 5 ] ) ;
% dendrogram ( l inkage mahal complete , 5 ) ;
%
% % For each s e t o f c l u s t e r s
% f o r i = 1 :7
% f i g u r e ( ’ Pos i t ion ’ , [ s c r s z (3 ) /2 s c r s z (4 ) /2 s c r s z (3 ) /2 .2 s c r s z (4 ) / 2 . 5 ] ) ;
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% sca t t e r ( [ d i p o l e s mu l t i r a d i i . r ad ius ] ’ .∗ ( c l u s t s ( : , i )==1) , ( [ d i p o l e s mu l t i r a d i i . m sphere ] ) ’ .∗ (
c l u s t s ( : , i )==1) , ’ r . ’ ) ;

% t i t l e ( [ ’ Mahalanobis Farthest−Distance C lus t e r ing : ’ , num2str ( i ) , ’ c l u s t e r s ’ ] ) ; x l ab e l ( ’ Radius ’ ) ;
y l ab e l ( ’mdm (A∗mˆ2) ’ ) ;

% hold on
% s c a t t e r ( [ d i p o l e s mu l t i r a d i i . r ad ius ] . ’ .∗ ( c l u s t s ( : , i )==2) , ( [ d i p o l e s mu l t i r a d i i . m sphere ] ) . ’ .∗ (

c l u s t s ( : , i )==2) , ’ g . ’ ) ;
% s c a t t e r ( [ d i p o l e s mu l t i r a d i i . r ad ius ] . ’ .∗ ( c l u s t s ( : , i )==3) , ( [ d i p o l e s mu l t i r a d i i . m sphere ] ) . ’ .∗ (

c l u s t s ( : , i )==3) , ’ b . ’ ) ;
% s c a t t e r ( [ d i p o l e s mu l t i r a d i i . r ad ius ] . ’ .∗ ( c l u s t s ( : , i )==4) , ( [ d i p o l e s mu l t i r a d i i . m sphere ] ) . ’ .∗ (

c l u s t s ( : , i )==4) , ’ k . ’ ) ;
% s c a t t e r ( [ d i p o l e s mu l t i r a d i i . r ad ius ] . ’ .∗ ( c l u s t s ( : , i )==5) , ( [ d i p o l e s mu l t i r a d i i . m sphere ] ) . ’ .∗ (

c l u s t s ( : , i )==5) , ’ c . ’ ) ;
% s c a t t e r ( [ d i p o l e s mu l t i r a d i i . r ad ius ] . ’ .∗ ( c l u s t s ( : , i )==6) , ( [ d i p o l e s mu l t i r a d i i . m sphere ] ) . ’ .∗ (

c l u s t s ( : , i )==6) , ’ y . ’ ) ;
% s c a t t e r ( [ d i p o l e s mu l t i r a d i i . r ad ius ] . ’ .∗ ( c l u s t s ( : , i )==7) , ( [ d i p o l e s mu l t i r a d i i . m sphere ] ) . ’ .∗ (

c l u s t s ( : , i )==7) , ’m. ’ ) ;
% hold o f f
% end

%% Region V i s u a l i z a t i o n s
% f o r cu r r r e g i on = 1 : num regions
% disp ( [ ’ Dipo les in Region ’ , num2str ( c u r r r e g i on ) , ’ = ’ , num2str (MRIdata . r e g i on s ( cu r r r e g i on ) .

d ipo l e count ) ] ) ;
% end
%
% vo lume d i s t r i bu t i on = h i s t (MRIdata . random grid , 5 0 ) ;
% d i p o l e d i s t r i b u t i o n = h i s t (MRIdata . r e g i on s . d i po l e m in d i s t , 5 0 ) ;
% f i g u r e ; p l o t ( d i p o l e d i s t r i b u t i o n . / vo lume d i s t r i bu t i on ) ;

%% Print d ipo l e counts and s t a t i s t i c s
d i sp(’############################ Counting Result #############################’);
d i sp ( [ ’ Analyzed volume : ’ , num2str ( PDQ calc volume (MRIdata (1) ,1 ) ) , ’ cc ’ ] ) ;
d i sp ( [ num2str ( l ength ( d i p o l e s ) ) , ’ d i p o l e s found with : XCORR > ’ , num2str ( f i x e d x c o r r c u t o f f ) , ’

& ’ , num2str ( f ixed mdm range (1) ) , ’ < mdm < ’ , num2str ( f ixed mdm range (2) ) ] ) ;
d i sp ( [ num2str ( l ength ( d i p o l e s mu l t i r a d i i ) ) , ’ d i p o l e s found with : XCORR > ’ , num2str ( v a r x c o r r c u t o f f ) , ’

& ’ , num2str ( var mdm range (1) ) , ’ < mdm < ’ , num2str ( var mdm range (2) ) ] ) ;
d i sp(’##########################################################################’);
d i sp ( ’ ’ ) ;
d i sp ( ’ ’ ) ;
i f (˜ j u s t coun t )

i f ( a l l f i x e d r a d i i e q u a l )
d i sp([’####### Magnetic Proper t i e s , Assuming f i x ed rad ius o f ’ , num2str ( f i x e d r a d i u s ) , ’ microns

##########’]);
d i sp ([ ’# XCORR: ’ , num2str (mean ( [ d i p o l e s . xcorr ] ) ) , ’ +/− ’ , num2str ( std ( [ d i p o l e s . xcorr ] ) ) ] ) ;
d i sp([’#### Assuming Background Su s c e p t i b i l i t y Value = User−Provided Value ####’]) ;
d i sp ([ ’# Magnetic Dipole Moment (m) : ’ , num2str ( f ixed m sphere mean ∗1 e12 ) , ’ +/− ’ , num2str (

f i x ed m sphe r e s td ∗1 e12 ) ] ) ;
d i sp ([ ’# Su s c e p t i b i l i t y : ( ch i ) : ’ , num2str ( f i x ed suscep t sphe r e mean ∗1 e6 ) , ’ +/− ’ , num2str (

f i x e d s u s c e p t s ph e r e s t d ∗1 e6 ) ] ) ;
d i sp ([ ’# Volume Magnetizat ion (M) : ’ , num2str ( f ixed m vol sphere mean ) , ’ +/− ’ , num2str (

f i x ed m vo l s ph e r e s t d ) ] ) ;
d i sp ( ’# ’) ;
d i sp([’#### Assuming Background Su s c e p t i b i l i t y = 0 .0 ##’]) ;
d i sp ([ ’# Magnetic Dipole Moment (m) : ’ , num2str ( f ixed m core mean ∗1 e12 ) , ’ +/− ’ , num2str (

f i x ed m co r e s td ∗1 e12 ) ] ) ;
d i sp ([ ’# Su s c e p t i b i l i t y : ( ch i ) : ’ , num2str ( f i x ed su s c ep t co r e mean ∗1 e6 ) , ’ +/− ’ , num2str (

f i x e d s u s c e p t c o r e s t d ∗1 e6 ) ] ) ;
d i sp ([ ’# Volume Magnetizat ion (M) : ’ , num2str ( f i xed m vo l core mean ) , ’ +/− ’ , num2str (

f i x e d m vo l c o r e s t d ) ] ) ;
d i sp(’###########################################################################’);
d i sp ( ’ ’ ) ;
d i sp ( ’ ’ ) ;

end
i f ( (˜ isempty ( [ d i p o l e s mu l t i r a d i i ] ) ) )
d i sp([’########## Magnetic Proper t i e s , Allowing va r i ab l e rad ius ##########’]);
d i sp ([ ’# XCORR: ’ , num2str ( var xcorr mean ) , ’ +/− ’ , num2str ( v a r x c o r r s t d ) ] ) ;
d i sp ([ ’# Radius : ’ , num2str ( var radius mean ) , ’ +/− ’ , num2str ( v a r r ad i u s s t d ) ] ) ;
d i sp([’#### Assuming Background Su s c e p t i b i l i t y Value = User−Provided Value ####’]) ;
d i sp ([ ’# Magnetic Dipole Moment (m) : ’ , num2str ( var mdm mean∗1 e12 ) , ’ +/− ’ , num2str ( var mdm std∗1 e12 )

] ) ;
d i sp ([ ’# Su s c e p t i b i l i t y : ( ch i ) : ’ , num2str ( var suscept sphere mean ∗1 e6 ) , ’ +/− ’ , num2str (

v a r s u s c ep t s ph e r e s t d ∗1 e6 ) ] ) ;
d i sp ([ ’# Volume Magnetizat ion (M) : ’ , num2str ( var m vol sphere mean ) , ’ +/− ’ , num2str (

va r m vo l sphe r e s td ) ] ) ;
d i sp ( ’# ’) ;
d i sp([’#### Assuming Background Su s c e p t i b i l i t y = 0 .0 ##’]) ;
d i sp ([ ’# Magnetic Dipole Moment (m) : ’ , num2str ( var m core mean ∗1 e12 ) , ’ +/− ’ , num2str ( var m core s td

∗1 e12 ) ] ) ;
d i sp ([ ’# Su s c e p t i b i l i t y : ( ch i ) : ’ , num2str ( var suscept core mean ∗1 e6 ) , ’ +/− ’ , num2str (

v a r s u s c e p t c o r e s t d ∗1 e6 ) ] ) ;
d i sp ([ ’# Volume Magnetizat ion (M) : ’ , num2str ( var m vol core mean ) , ’ +/− ’ , num2str (

va r m vo l c o r e s td ) ] ) ;
d i sp(’############################################################################’);
end
end
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%%%%%%%%%%%%%
% EOF
%%%%%%%%%%%%%

9.2.12 PDQ visualize slice.m

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% @name PDQ v i sua l i z e s l i c e .m
% @author Parker Mi l l s , Ahrens Lab , Carnegie Mellon 2009
% @br ie f V i s u a l i z e s a s p e c i f i e d s l i c e from 3D phase volume , marking
% the l o c a t i on and s u s c e p t i b i l i t y o f each d ipo l e pre sent in
% the s l i c e .
%
% ==================== INPUT PARAMETERS ======================
% @param datase t (MRIdata ) Volumetric phase datase t
% @param s l i c e (1D Float ) S l i c e to be v i s u a l i z e d
% @param s l i c e t h i c k n e s s (1D Float ) Maximum distance , in s l i c e s , that a d ipo l e can be from
% cur r en t l y v i s u a l i z e d s l i c e in order f o r i t to be d i sp layed .
% Defaul t i s h a l f template s i z e ( i . e . , h a l f d i po l e s i z e )
%
% @param x c o r r c u t o f f (1D Float ) Cross−c o r r e l a t i o n qua l i t y thre sho ld value ; [ 0 . 0 1 . 0 ]
% @param f u l l s c r e e n (1D Float ) 1 : Fu l l s c r een view o f s t u f f , 0 : Normal window
%
% ==================== RETURNED DATA =========================
% @return f i g ( Float ) Figure handle
%
% ====================== ASSUMPTIONS =========================
% @assume
%
% ==================== DISPLAYED PRODUCTS ====================
%
% ==================== EXAMPLE USAGE =========================
% f i g 1 = PDQ v i sua l i z e s l i c e (MRIdata , s l i c e , s l i c e t h i c k n e s s , x c o r r c u t o f f ) ;
% f i g 1 = PDQ v i sua l i z e s l i c e (MRIdata , 16 , 2 , 0 . 3 ) ;
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

funct i on f i g 1 = PDQ v i sua l i z e s l i c e (MRIdata , s l i c e , s l i c e t h i c k n e s s , x c o r r cu t o f f , mdm range , f u l l s c r e e n )

%% Determine what phase image i s being used f o r v i s u a l i z a t i o n

i f ( e x i s t ( ’MRIdata . rauscher ’ , ’ var ’ ) )
backdrop = MRIdata . rauscher ;

e l s e
backdrop = MRIdata . h igh pas s ;

end

[ x dim y dim z dim ] = s i z e ( backdrop ) ;

%% Sanity checks
i f ( s l i c e < 1 | | s l i c e > z dim )

e r r o r ( [ ’ v i s u a l i z e PDQ s l i c e s l i c e : S e l e c t ed s l i c e number , ’ , num2str ( s l i c e ) , ’ , i s ou t s ide o f volume
’ ] ) ;

end

%% Show the de s i r ed s l i c e
i f ( f u l l s c r e e n )

f i g 1 = images ( backdrop ( : , : , s l i c e ) ,[−1 1 ] , ’ f u l l s c r e e n ’ ) ;
e l s e

f i g 1 = images ( backdrop ( : , : , s l i c e ) ,[−1 1 ] ) ;
end

% I f s l i c e th i ckne s s not provided , s e t d e f au l t : h a l f d ipo le ’ s diameter
i f (˜ e x i s t ( ’ s l i c e t h i c k n e s s ’ , ’ var ’ ) )

s l i c e t h i c k n e s s = f l o o r (max( s i z e (MRIdata .PDQ. d ipo l e s hp (1) . phase ) ) /2) ;
e l s e

i f ( isempty ( s l i c e t h i c k n e s s ) )
s l i c e t h i c k n e s s = f l o o r (max( s i z e (MRIdata .PDQ. d ipo l e s hp hp (1) . phase ) ) /2) ;

end
end

% Go through a l l d i p o l e s
f o r j 1 = 1 : l ength (MRIdata .PDQ. d ipo l e s hp )

% I f d ipo l e with in ”z−depth” o f user−s e l e c t e d s l i c e , l a b e l i t !
i f ( (MRIdata .PDQ. d ipo l e s hp ( j 1 ) . z >= ( s l i c e − s l i c e t h i c k n e s s ) ) . . .

&& (MRIdata .PDQ. d ipo l e s hp ( j 1 ) . z <= ( s l i c e + s l i c e t h i c k n e s s ) ) . . .
&& (MRIdata .PDQ. d ipo l e s hp ( j 1 ) . xcorr > x c o r r c u t o f f ) . . .

&& (MRIdata .PDQ. d ipo l e s hp ( j 1 ) . m core > mdm range (1) ) )

arrow x = [ ( MRIdata .PDQ. d ipo l e s hp ( j 1 ) . y + rand∗30−15) MRIdata .PDQ. d ipo l e s hp ( j 1 ) . y ] ;
arrow y = [ ( x dim+1)−(MRIdata .PDQ. d ipo l e s hp ( j 1 ) . x + rand∗30−15) ( x dim+1)−MRIdata .PDQ.

d ipo l e s hp ( j 1 ) . x ] ;
[ arrow x , arrow y ] = dsxy2f igxy ( gca , arrow x , arrow y ) ;
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annotat ion ( f i g1 , ’ textarrow ’ , arrow x , arrow y , . . .
’ TextEdgeColor ’ , ’ none ’ , . . .
’ TextLineWidth ’ , 2 , . . .
’ TextColor ’ , [ 1 0 0 ] , . . .
’ FontSize ’ , 1 0 , . . .

’ Str ing ’ , { . . .
s t r c a t ( ’# ’ , num2str ( j 1 ) ) , . . .
s t r c a t ( ’ xcorr = ’ , num2str (MRIdata .PDQ. d ipo l e s hp ( j 1 ) . xcorr ,2 ) ) , . . .
s t r c a t ( ’mdm=’ , num2str (MRIdata .PDQ. d ipo l e s hp ( j 1 ) . m core , 2 ) ) . . .
} , ’ LineWidth ’ , 1 , . . .
’ Color ’ , [ 1 0 0 ] ) ;

end
end

%%%%%%%%%%%
% EOF
%%%%%%%%%%%
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