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Abstract

Migration of grain boundaries in an idealized, well-ordered polycrystalline sample is
an often-studied phenomenon in microstructural materials science. It is the subject
of many imaging experiments in two dimensions and simulations in two and three
dimensions, the collective knowledge of which has given us many insights into behavior
of specific materials. This thesis describes the characterization of the grain boundaries
in a specially prepared polycrystalline aggregate of high-purity iron with a body-
centered cubic lattice whose microstructure was imaged non-destructively in three
dimensions with near-field high-energy diffraction microscopy (nf-HEDM) which uses
synchrotron X-rays as a probe. The sample was imaged using nf-HEDM before and
after a cycle of annealing in order to activate boundary migration for a short interval
of time. Also described are the development of computational techniques for denoising
grain boundary images in three dimensions as well as a scheme to solve the inverse
problem of computing the dynamical parameters influencing boundary migration from
the observed boundary geometries and transport. The two snapshots of the full
three-dimensional grain boundary network were used to quantify the geometry and
transport of individual grains and track their progress through the annealing. A study
of the influence of grain boundary curvature on boundary velocity revealed a weak
correlation for a large fraction of the boundaries.
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Chapter 1

Introduction

1.1 Background

The relationship between the structure and properties of solids has been a never-
ending source of curiosity ever since matter was discovered to consist of a variety of
atoms. Every area of science and technology owes the march of its progress either
directly or indirectly to at least one solid whose atomic structure serves a very specific
purpose. The quest to understand (and consequently exploit) the properties of solids
has consistently been responsible for improving our quality of life ever since humans
started using tools and implements and has inevitably spawned terminology that has
since passed into common parlance: the science of the solid state. Applications of
solids with crystalline structure (a regular arrangement of constituent atoms over
significant distances in space), in particular metals, being abundant in nature, have
seen multiple eventful eras of frenzied research and development. These periods are
characterized by technology and entire economies advancing by leaps and bounds
(the Industrial Revolution in the United Kingdom and the attendant innovations in
metallurgy that saw the technological rise of Europe; the steel boom in Pittsburgh,
Pennsylvania, USA) and are sometimes literally named for the material in question
(e.g. the Bronze and Iron Ages; the long-sustained explosion of the micro-electronics
industry originating in Silicon Valley, California, USA).

At the heart of solid state physics, then, is the general understanding that mate-
rial configurations in which atomic positions are regularly spaced are energetically
favorable compared to disordered positioning. There is a rich and well-documented
phenomenology of material properties due to disruptions in this atomic regularity
that has spawned avenues of theoretical inquiry not only in materials engineering
and physics at various length scales, but in mathematics as well, with the geometric
modeling of regular lattices and characterization of these crystalline ‘defects’ and ‘dis-
locations’ being an intricate field in itself. Further, a beautiful visual manifestation
of regular atomic positions and the sporadic irregularities therein is seen in the exper-
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imental method of choice in this thesis: a unique microscopy technique that makes
use of the phenomenon of X-ray diffraction. The technique, the ‘near-field’ variant of
high-energy diffraction microscopy (nf-HEDM), is one of a few novel techniques riding
the current wave of third- and fourth- generation synchrotron sources that are capable
of producing directed electromagnetic radiation of high energy and monochromatic-
ity, and extremely high brilliance by accelerating charged particles through strong
magnetic fields. nf-HEDM uses these high-energy photons as a non-destructive probe
to query the structure of crystalline materials at the appropriate length scale. The
usefulness of X-rays as a probe for material lattice structures stems from the nominal
wavelength of the X-rays being of the order of the spacing between the atomic planes
in the crystalline lattice (∼ 0.1Å). A more detailed discussion of X-ray diffraction and
the nf-HEDM technique is deferred to Chapter 2. A dedicated experimental setup for
nf-HEDM is located at the Advanced Photon Source in Argonne national Laboratory,
near Chicago, IL.

The research presented in this thesis focuses on the phenomenology of crystalline
materials in what is known as the meso-scale regime, whose characteristic length
scales can range from that of large groups of constituent atoms (∼ 10−5mm) to about
the thickness of a human hair (∼ 0.08mm). Further, this research is focused on a par-
ticular type of crystalline defect in which the regularity of the lattice is broken along
an interface inside the bulk of the solid. The presence of the interface is indicated by
a region around it in which atoms are not in their regular lattice positions and there-
fore represents a higher energy configuration of the material lattice. The interface
delineates regions of the crystal structure which are differently oriented with respect
to each other. When these interfaces border other interfaces in the material bulk
they form an interface network akin to a soap bubble foam that partitions regions
of the material into distinct volumes, each with its own crystallographic orientation
with respect to its neighbors. These volumes are known in materials science litera-
ture as grains and the interfaces as grain boundaries. The sample is said to be in
the polycrystalline state. Grain boundaries are distinguished from interfaces on the
edges of a sample in which atoms in a particular crystallographic orientation meet
a free surface, the latter being fundamentally different in a thermodynamic sense.
Grain boundaries are by definition found in the bulk of a material. The study of
grain boundaries is of great interest in industrial applications as well as basic science
since their presence can alter physical properties of a material like thermal and elec-
trical conductivity, hardness and susceptibility to deformation. Techniques like grain
boundary engineering seek to manipulate material properties for specific purposes.

Our interest in grain boundaries lies in the manner in which a sample with no excess
source of lattice energy other than the presence of grain boundaries (a ‘well-ordered’
sample in a crystallographic sense) achieves a minimum energy configuration through
an activated external stimulus (namely, annealing treatment in an inert atmosphere).
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The mechanism of said energy minimization is the migration of boundaries through
the sample during annealing, which is actually caused by energetically activated atoms
in lattice positions corresponding to one side of a grain boundary switching to lattice
positions on the other side of the boundary. On migration of boundaries in a sample,
some grains shrink in favor of others growing, a phenomenon generally termed as
‘grain coarsening’. This process continues on continued activation until there are no
grain boundaries in the sample i.e. it has attained the lowest-energy ‘single crystal’
configuration. The migration of grain boundaries has been modeled in simple terms
since the days of John von Neumann and countless simulations have been performed
of simplified configurations using different dynamic models. Even so, the phenomenon
of coarsening is ill-understood in terms of fundamental physics owing to (1) the lack
of non-destructive imaging techniques of a grain boundary network before and after
differential migration and (2) the enormous complexity of modeling an entire network
of grain interfaces in a sample without full knowledge of the nature of the interfacial
free energy and the nontrivial effect of grain boundary geometry.

It is the aim this thesis to characterize to a high experimental resolution a poly-
crystalline aggregate with a large number of grain boundary network elements and
hopefully extract meaningful information about the driving forces of grain coarsen-
ing. This is achievable by harnessing the sophistication of non-destructive imaging
techniques such as nf-HEDM, the prerequisite of non-destructive being crucial to mea-
suring migration of boundaries. This is contrasted to a destructive technique such as
electron back-scatter diffraction (EBSD), a surface measurement in which grain are
imaged one planar cross-section at a time by alternate imaging and grinding away.
Complementing the measurement is the development of sophisticated computational
techniques capable of mining useful information about grain boundary geometry and
transport during migration. We develop an optimization-based technique to solve
the inverse problem of computing interfacial energy and boundary mobility given the
(filtered) geometry and transport of individual grain boundaries. This last project
involves the development of a generalized theory of interface migration, which is the
content of Chapter 5.

1.2 Motivation

The goals of this thesis are multifold:

1. To develop and validate generalized models for the behavior of interface ensem-
bles in samples of well-ordered polycrystalline material, with the eventual aim of
obtaining sophisticated computational schemes to quantify interface dynamics.

2. To utilize the development of sophisticated synchrotron-based imaging tech-
niques that make use of high-energy beam probes with improving resolution ca-
pabilities in order to non-destructively obtain high-quality microstructure data
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from real material samples, particularly ex situ measurements that permit the
imaging of migrating boundaries in three dimensions in a manner that would
have not been possible otherwise.

3. Complementary to the above, to leverage the immense power of high-performance
computing resources in order to analyze mathematically the microstructure data
to eventually attain a better understanding of bulk interface phenomenology.

In trying to achieve these goals, this thesis touches upon experimental, theoretical
and computational aspects.

1.3 Outline

This thesis is organized in the following manner: Chapter 2 describes the material
chosen for study (α-iron with a BCC crystal lattice), the properties of the sample
at the time of acquisition and the subsequent processing in order to tailor it to our
precise requirements and generate a polycrystalline sample suitable for imaging with
high-energy X-rays. It also describes in brief the intermediate annealing routine to
which the sample was subjected in order to coarsen the grains. Following a brief
primer of scattering physics and the principles of crystallography, the chapter goes
on to describe the non-destructive imaging technique itself (near-field high-energy
diffraction microscopy), that spatially resolves the orientation field of the material
up to sub-degree resolution from hundreds of gigabytes of diffraction data, a massive
computational task that requires the resources of advanced supercomputing facilities
around the country. The chapter details in particular the post-acquisition processing
of the data collected during the experiment, which takes typically over the span of
a few days at the Advanced Photon Source (APS) at Argonne National Laboratory.
This post-processing, which involves signal extraction from the noisy detector data
and a forward modeling algorithm that exhaustively searches the space of crystal
orientations and pieces together the digital three-dimensional image of the sample
orientation field, layer by layer, by matching simulated diffraction to observed sig-
nal, is achieved using in-house parallel computing code written in C++. Chapter 3
gives the mathematical basis of an assortment of computational techniques used in
the afore-mentioned post-processing, as well as some refining techniques applied to
the high-resolution orientation images of the sample in order to quantify boundary
geometry and migration in a consistent and automated manner.

One of these techniques is a novel surface smoothing algorithm, the typical preserve
of computer vision engineers, that is specially tailored to an imaged three-dimensional
network of grain boundaries. The technique, called ‘hierarchical smoothing’ in refer-
ence to its ability to classify the topological elements of a grain boundary network into
an intuitive ranking system and smooth them in order while heeding the boundary
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constraints obeyed by each, comprises a submitted manuscript and is the entire focus
of Chapter 4.

Chapter 5 introduces in exhaustive detail a numerical scheme to compute the grain
boundary interfacial energy and mobility from local geometry and transport informa-
tion of the imaged network of grain boundaries (the geometry being obtained from
the hierarchical smoothing algorithm). The chapter begins with the fundamental the-
ory of interface migration and describes using variational principles the derivation of
a dynamic equation that links the migration of a single boundary to the interfacial
energy density and mobility, expressed in a tractable subspace of grain boundary pa-
rameter descriptors. The numerical discretization of this equation and its solution for
a select ensemble of observed grain boundaries in a sample (namely, those of the same
disorientation) is described, as the solution to a generalized eigenvalue problem. The
rest of the chapter is dedicated to the resolution of the various attendant issues that
arise with the numerical discretization, such quantification of boundary transport
given before- and after-migration of snapshots of a grain boundary, the ramifications
of applying crystal symmetry to the space of grain boundaries and an elegant scheme
to perform calculus and interpolation on the subspace thus obtained.

Chapter 6 discusses experimental results pertaining to the imaged volume of α-
iron before and after the annealing cycle. On the imaging side, the number of Bragg
peaks per point in the sample space is estimated, this quantity being a measure of
how reliable an obtained sample reconstruction is. The appearance of possible voids
in the sample image due to fracture yield is discussed. A good portion of the chap-
ter is dedicated to the measurement of bulk statistics of the material microstructure
and how the anneal possibly influences them. This includes qualitative descriptions
of the texture and the grain boundary character distributions, the latter being of
particular interest when juxtaposed with accepted knowledge of the grain boundary
energy distributions as obtained from earlier simulation works. The chapter consid-
ers the set of grains and grain boundaries tracked between the anneal states and the
computations that become possible thereby, namely the correlation coefficients be-
tween the local curvatures and normal velocities to test for closeness to the simple
von Neumann-Mullins model of grain boundary motion. In addition, the results of
two proof-of-concept validations of the coarsening theory and numerical technique of
Chapter 5 is presented, these last two items still being a work in progress.

Chapter 7 briefly summarizes the results described in Chapter 6 and point to future
work that is necessary to close the loop between the experimental observations and
the theoretical approach described in chapter 5.
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Chapter 2

Sample preparation and the
experiment

The computational tools developed in the bulk of this thesis require as input the
appropriate microstructure geometry data before and after material processing. In
order to demonstrate the feasibility of these computational techniques on real-world
microstructures a variety of issues had to be addressed on the experiment/data acqui-
sition side of things, ranging from the choice of material to its initial and intermediate
heat treatment and the manner of imaging of its microstructure. Each of these is ad-
dressed in detail in this chapter. We describe in order the following things:

1. The choice of polycrystalline material and the necessary pre-processing in order
to ready it for imaging.

2. The intermediate process of annealing in order to change the microstructure
differentially.

3. A brief description of the mathematics of scattering and how it informs the
imaging technique, namely the near-field variant of high-energy diffraction mi-
croscopy (nf-HEDM).

4. The procedure to spatially resolve the orientation field of the polycrystalline
solid from the collected diffraction data.

2.1 Sample preparation and processing

The choice of material was motivated by ease of availability and preparation, as well
as high crystallographic symmetry, even though the computational methods devel-
oped in subsequent chapters are generally applicable to polycrystals of all symmetries.
‘Preparation’ here stands for the creation of a grain structure with a relatively uni-
form boundary inclination distribution, followed by the machining of a piece of the
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material to dimensions suitable to the nf-HEDM imaging experiment. The sample of
choice was electrolytically grown high-purity iron (obtained from Center for Iron and
Steelmaking Research at Carnegie Mellon University) and with an elongated grain
structure. At temperatures below 912◦C, iron exists in its α-allotropic form, which
has a body-centered cubic (BCC) crystal structure [1], a fact that could not be ignored
when choosing a suitable annealing schedule for the sample.

The requirement of (statistically) isotropic grain boundary inclinations required the
destruction of the elongated grain structure followed by regrowth through metallur-
gical annealing and quenching. Accordingly the sample was rolled in a mill from an
original thickness of about 5 mm to about 1 mm and annealed in a tube furnace for 2
hours at 600◦C in an atmosphere of forming gas (N2+3%H2) and then quenched. The
N2 component provides an inert atmosphere while the H2 prevents any residual oxi-
dation at the surface of the sample, to which α-iron is particularly susceptible. This
annealing step (determined by trial and error) caused recovery and recrystallization
of the microstructure to give new grains that were relatively more spherical in shape
than that of the rolled grains. It was anticipated that the anneal would at least par-
tially remove the incurred crystallographic texture of the plastically deformed grains
due to the rolling. The results of an investigation into this as well as the ‘shape’
texture of the grains (i.e. preferential elongation along the rolling direction and how
it changes with annealing) are described in Chapter 6. A key goal of the sample
preparation was to grow a large population of grains in order to obtain a satisfactory
number of grain boundaries. The grains were ascertained to be sufficiently isotropic
by imaging two mutually perpendicular surface planes in a piece of the sample that
was rolled and then annealed (Figure 2.1).

The sequence of preparation of the final sample (to be taken to the APS) is shown
in Figure 2.2. This sample was annealed at 600◦C for 2 hours.

2.2 Near-field high-energy diffraction microscopy

Nondestructive techniques for imaging materials using high-energy X-rays (30keV−
100keV) owe their development to the advent of synchrotron facilities that generate
intense beams of high-energy photons by accelerating bunches of ultra-relativistic
electrons through magnetic insertion devices. Imaging techniques vary depending on
whether the entire spectrum of this synchrotron radiation (‘white beam’) is being
used or only radiation belonging to a narrow range of wavelengths, with each being
suitable for different experiments. The technique known as high-energy diffraction
microscopy belongs to the latter family, along with sister techniques such as diffraction
contrast tomography[2, 3]. Owing to the monochromaticity of the incident radiation,
these techniques rely on capturing of scattered X-rays at very specific sample orien-
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Figure 2.1: EBSD images of two mutually perpendicular surfaces of the rolled and
annealed iron, showing grain sizes roughly the same in both cases.

1 mm
1 mm

3.
5
cm

(a) (c)(b)

5mm

Figure 2.2: (a) Raw sample rolled in a mill; (b) Long piece cut out of the rolled
sample; (c) Approximate final dimensions of the cut and ground piece. The rolling
direction is shown as a blue arrow in all three images.
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tations with respect to the beam (according to Bragg’s law, explained presently) and
therefore subsequent investigation of material structure from the diffraction data is
usually an intricate task involving understanding the complex interplay of the exper-
imental geometry with the material crystallography. This section describes briefly
the nf-HEDM technique, beginning with the basics of scattering physics and crys-
tallography followed by the geometric conditions for diffraction and by a description
of the experimental setup and geometry. We close with a brief description of image
processing techniques implemented to denoise the area detector images and finally the
forward modeling method of determining crystal orientations. For a more thorough
description of the nf-HEDM experiment, the reader is referred to the PhD theses of
Li [4], Hefferan [5] and Lind [6], as well as the works of Lienert et al. [7] and Li et
al. [8].

2.2.1 Scattering physics

Diffraction as a tool for imaging structure is predicated upon elastic scattering
of the sufficiently coherent incident wave by the regular array of atomic scatterers
in a lattice. We discount in the following treatment inelastic scattering of X-rays
in which the energy of each outgoing photon is different from that of the incoming
photon. Inelastic X-ray scattering from solids involves the target atoms transitioning
between electronic energy states and as such the incoming and outgoing photons do
not have a geometrically consistent phase relationship. As a result, inelastic scattering
is incoherent and unsuitable for diffraction experiments that probe lattice structure
(it is more suited to probing of electronic and phononic band structures). It is in fact
a source of detector noise.

At the root of elastic scattering theory (whether classical or quantum mechanical)
is the Helmholtz equation (∇2 + k2) Φ(x) = ρ̃(x) which is describes the behavior of
an incident plane wave denoted by the field Φ(x) interacting with a scatterer whose
spatial distribution is given by ρ̃(x). In the realm of classical electromagnetics, Φ(x)
can be the components of an electromagnetic field and ρ̃(x) a charge distribution, say
an electron cloud. The mathematical formalism of X-ray diffraction has its roots in
modeling the scattering off of a point scatterer (ρ̃(x) is a delta function) at a distance
much greater than the dimensions of the scatterer (known as the ‘radiation zone’
in classical electromagnetic theory). The solution to the free-boundary Helmholtz
equation in this regime can be approximated to a good degree by a spherical wave
emanating from the point scatterer. What follows is the simplified treatment of
scattering as described by Warren [9]. The optical path length in the presence of a
point scatterer and hence phase difference eik∆x can be calculated using Figure 2.3 as
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Figure 2.3: Plane wave with wave vector
ki interacting with a point scatterer at po-
sition x′ relative to the origin O. The
phase of the wave at a position x can be
computed from the optical path length ∆x
from the origin through the position of the
scatterer to the final point of observation
(x � x′ and kf = ki because of elastic
scattering)

ki

x′

x

kf

O
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a reference:

∆x = x′ · k̂i +
[
x′2 + x2 − 2x · x′

]1/2
=⇒ k∆x ' x′ · ki + kx− kf · x′

= kx− q · x′ (q = kf − ki)
eik∆x = ei(kx−q·x

′) (2.1)

The correction to the amplitude of the wave scattered by the atoms of a real-world
material is modeled by adding up these phase differences for an array of such point
scatterers placed at the points of a Bravais lattice, and whose identical scattering
centers are not point charges, but are positionally delocalized according to a proba-
bility density ρ̃(x′). If the periodic lattice positions are given by the set of vectors
Ri, then density field of each atomic scatterer i is ρ̃(x′ −Ri) and the multiplicative
factor for the amplitude of the scattered wave at position x is:∑

n

∫
R3

d3x′ ei(kx−q·x
′)ρ̃(x′ −Rn) (2.2)

= eikx
∑
n

e−iq·Rn

︸ ︷︷ ︸
structure factor

∫
R3

d3y′ e−iq·y
′
ρ̃(y′)︸ ︷︷ ︸

form factor

(y′ = x′ −Rn)

the squared modulus of which is proportional to the ratio of scattered to incident
intensity Iout/Iin. Thus the scattering from a set of identical scattering centers can
be seen as the product of two factors, a form factor which is the Fourier transform of
the charge density of each scatterer, and a purely geometric structure factor which is
agnostic of the specific nature of each scatterer and derives only from the geometry of
the underlying Bravais lattice. It is because of the structure factor that one observes
highly preferential directions of scattering from crystals.

An additional effect is observed when the thermal vibrations of the scattering cen-
ters about their mean positions is taken into account. In Equation (2.2) if the atomic
positions are corrected for the instantaneous displacements: Rn −→ Rn + ∆n, the
scattered intensity when averaged over many successive vibration cycles contains an
additional correction:

Iout = Iin

∣∣∣∣∫
R3

d3x′ e−iq·x
′
ρ̃(x′)

∣∣∣∣2∑
m,n

e−iq·(Rm−Rn) 〈e−iq·(∆m−∆n)〉︸ ︷︷ ︸
Debye-Waller factor

(2.3)

The Debye-Waller correction, which is also agnostic to the underlying lattice of the
scatterers, causes a reduction in the observed intensity. As explained later, there is yet
another correction to the observed intensity that arises from the specific experimental
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geometry, the Lorentz factor. We note the following caveats on the simple scattering
model described above:

• The incident radiation should have a coherence length that is significantly
greater than the dimension of the scattering object (in this case, the array
of atoms).

• The extent of spatial delocalization of each of the electron clouds is significantly
smaller than the inter-atomic separations, which in turn are significantly smaller
than the distance between the scattering ensemble and the point of observation
on the detector.

2.2.2 Basics of X-ray crystallography

We examine the structure factor in Equation (2.2) more closely to determine ex-
actly what relation between the scattering vector q and the placement Ri of the
lattice points gives nonzero scattering. To do this we consider the primitive vectors
{a0,a1,a2} that generate the lattice points: {Ri} = {mia0+nia1+pia2 |mi, ni, pi ∈ Z}
and the reciprocal lattice vectors that span the dual space to {Ri}:

b0 = αa1 × a2

b1 = αa2 × a0

b2 = αa0 × a1

where α =
2π

a0 · a1 × a2

It is clear that ai ·bj = 2πδij. If in the expression for the structure factor, q ∈ {hb0 +
kb1 + lb2 |h, k, l ∈ Z} then the structure factor reduces to:

∑
i e
−2πi(mih+nik+pil) = N ,

where N is of the order of the number of scattering centers within the coherence
volume. It can be shown quite simply that for a scattering array of this size, even a
slight deviation of q from an integer linear combination of b0, b1 and b2 will not be
tolerated i.e. the structure factor will tend to zero and there will be no diffraction
in that direction. Thus we arrive at the von Laue criterion for diffraction, that
the scattering vector has to be a reciprocal lattice vector: q = kf − ki = G ∈
{hb0+kb1+lb2 |h, k, l ∈ Z} (Figure 2.4). (h, k, l) are the Miller indices for a particular
reciprocal lattice vector G. The von Laue condition is completely equivalent to
the Bragg condition for diffraction. The von Laue formulation of the diffraction
condition will be useful in the subsequent analysis of the nf-HEDM experiment. As
will be described in Section 2.3.3, an important input parameter to the reconstruction
algorithm that determines the orientation field of the sample is a maximum value of
|G| for the purposes of simulating diffraction. This parameter is labeled Qmax.
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kf

G

2θ

kf − ki = G
=⇒ −2ki ·G = G2

(a)

θ

2d sin θ = nλ

d
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θki
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Figure 2.4: (a) Illustration of the von Laue condition for non-zero scattering in
reciprocal space, (b) the equivalent Bragg condition in real space, with the reflecting
atomic planes shown in blue.
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We now delve deeper into the manner in which the geometrical structure factor
mediates Bragg reflections for materials with cubic lattices. In order to do this, we
regard the Bravais lattice in the context of a mathematical group: a Bravais lattice
is defined as a set of discrete Cartesian points or position vectors that is closed
under addition i.e. the addition of any two elements of this set also belongs to the
set. This group-based definition of the Bravais lattice automatically accounts for the
discrete translational symmetry. There are three generators of this group, collectively
known as the primitive vectors of the lattice, that physically represent the smallest
translations possible between lattice points. By definition, a Bravais lattice is cubic
if it has four axes of threefold rotational symmetry [10, 11]. This seemingly non-
intuitive yet more fundamental definition of the cubic lattice properly accounts for
the different possibilities of regular atomic placements. We demonstrate in detail how
one such configuration of primitive vectors results in the well-known body-centered
cubic (BCC) lattice structure of α-iron.

Without loss of generality, we assume an axis threefold symmetry to be about the
[1 1 1]T direction, relative to a fixed coordinate system. For some constant A0 > 0,
we consider the Bravais lattice {Ri} generated by the following primitive vectors:

a0 =
A0

2

 −1
1
1

 , a1 =
A0

2

 1
−1
1

 , a2 =
A0

2

 1
1
−1


Ri = mia0 + nia1 + pia2, mi, ni, pi ∈ Z

This lattice is easily shown to have four distinct threefold symmetry axes. Clearly, a
120◦ rotation of this basis about the axis [1 1 1]T rotates these basis vectors into each
other cyclically and the rotation applied thrice restores the original configuration. To
show that the span of this primitive basis is in fact a cubic lattice in the conventional
sense, we express a general Ri as a sum of special combinations of the primitive basis
vectors:

Ri = mia0 + nia1 + pia2 (mi, ni, pi ∈ Z)

= Mi (a1 + a2) +Ni (a2 + a0) + Pi (a0 + a1) + αi (a0 + a1 + a2)
(Mi, Ni, Pi, αi ∈ Z)

=
A0

2

Mi

 2
0
0

+Ni

 0
2
0

+ Pi

 0
0
2

+ αi

 1
1
1


Equating coefficients on both sides of the above equation in the three Cartesian
dimensions, we get: 1 0 0 0.5

0 1 0 0.5
0 0 1 0.5



Mi

Ni

Pi
αi

 = −1

2

 −mi + ni + pi
mi − ni + pi
mi + ni − pi

 (2.4)
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If we consider the possible cases for mi, ni, pi (i.e. all even, one odd and two even,
two odd and one even, all odd), equation (2.4) tells us that no matter what their
values, we can always find integers Mi, Ni, Pi, αi such that αi ∈ {0, 1}. In other
words, the entire lattice generated by the original primitive vectors can be expressed
as an integer combination of the new basis vectors a′0 = A0 [1 0 0]T , a′1 = A0 [0 1 0]T

and a′2 = A0 [0 0 1]T , along with a possible additional shift of α = (A0/2) [1 1 1]T .
Put yet another way, the entire original lattice can be generated by translating the
set B = {[0 0 0]T , α} of lattice points by integer multiples of the new basis of vectors
{a′i} which is recognized as the conventional basis for the cubic lattice, while the set
B of repeating lattice points is called the atomic basis. The original lattice is thus
shown to be completely equivalent to a simple cubic lattice of conventional unit cell
size A0 (the familiar lattice constant), with an additional lattice point at the center
of each unit cell.

The description of the lattice in terms of the conventional cubic unit cell and the
attendant atomic basis B allows the computation of the structure factor in terms
of the simple cubic reciprocal lattice vectors. Given a BCC lattice of conventional
unit cell side-width A0 and basis B = {[0 0 0]T , (A0/2)[1 1 1]T}, the corresponding
reciprocal lattice vectors are:

b0 =
2π

A0

 1
0
0

 , b1 =
2π

A0

 0
1
0

 , b2 =
2π

A0

 0
0
1


and the contribution to the structure factor from each atomic basis in the coherence
volume is: ∑

x∈B

e−iG·x = 1 + e−iπ(h+k+l)

Thus for solids with BCC crystal structure, the only Bragg reflections that have
non-zero intensity are whose for which the Miller indices sum up to an even number.

2.2.3 nf-HEDM experimental setup

The nf-HEDM apparatus was set up in the E-hutch of Beamline 1-ID in the Ad-
vanced Photon Source (APS) at Argonne National Laboratory. Figure 2.5 shows a
photograph of the sample along with the relevant physical components labeled. The
sample was mounted upright in a drill bit holder that served as a rotary clamp, which
was mounted upon a mobile stage that has translational degrees of freedom along
mutually perpendicular Cartesian axes, as well as a rotation degree of freedom about
the sample axis. the APS standard laboratory coordinate frame is shown in the
figure: +Z points downstream, in the direction of the incident X-ray beam, +Y is
vertically upward, along the sample axis of rotation, and +X is mutually perpendic-
ular to these two axes. The detector system consisted of a scintillator that responded
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Figure 2.5: Photograph of the nf-
HEDM apparatus showing the di-
rection of the incident beam along
with:

1. Camera optics

2. Sample

3. Rotary clamp mount

4. Z stage (APS convention)

5. Rotation stage

6. X stage (APS convention)

7. Beam-block

8. Scintillator

Z

X

Y

Incident
beam

(1)
(8)

(2)

(3)

(4)

(5)

(6)

(7)

to the incident X-days and a CCD camera with focusing optics that captured the
light from the scintillations for the required acquisition time and dumped the image
data to a .tiff file. The distance between the sample and the scintillator was a few
millimeters, of the order of the sample width (hence the name ‘near-field’, as opposed
to ‘far-field’ measurements for strain resolution in which the separation is of the order
of meters and a different detector is used). A tungsten beam-block was inserted in
the path of the direct X-ray beam in between the sample and the detector in order
to prevent detector pixel burnout. Further upstream of the sample stage (not shown
in the photograph) are the focusing and collimating lenses that allow us to focus
the beam into a plane. Preliminary calibrations of the experimental apparatus prior
to introducing the sample include steps to choose the appropriate beam energy by
using one of many available metallic foil filters, horizontally level the moving stages
to sub-micron precision and focus the beam and the camera optics.

An experimental schematic is shown in Figure 2.6(a) with a simplified detector
system. A single sample layer is illuminated by the beam that has been focused down
to a plane (whose projection on the detector is a line of approximate dimensions
1 mm × 3 µm). This layer contains cross sections of grains whose lattice orientations
periodically satisfy the Bragg condition as the sample is rotated about the Z axis
(note: these default coordinates of the reconstruction software differ from the lab
frame coordinates at APS by a simple rotation). As the sample is continuously
rotated about this axis through a total angle of 180◦, the detector is exposed in
turn to the aggregate diffraction corresponding to each successive angular interval δω
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(a)

(
(0,0)

(2047,0)

(2047,2047)

(b)

Figure 2.6: (a) Simplified experimental schematic, (b) Reconstruction of orientations
by simulating diffraction from the sample space upon which is superposed a triangular
grid (whose elements are called ‘voxels’) to a 2048× 2048-pixel detector.
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of the sample rotation, which constitutes a separate detector image. For example,
if by choice δω = 1◦, all the diffraction incident on the detector during angular
sweeps of the rotating sample from −90◦ → −89◦, −89◦ → −88◦, and so on up
to 89◦ → 90◦ respectively constitute separate detector images. A smaller value of
δω naturally implies the ability to resolve more precisely the configuration at which
Bragg diffraction took place and therefore the orientations of the diffracting grains.
The choice of δω = 0.25◦ was finally settled upon by optimizing the scattered intensity
on the detector for different image acquisition times and choosing an appropriate
value given the size of the target volume and the schedule of available beam time
at the synchrotron facility. The process is typically repeated for progressively larger
detector distances from the sample, all within the ‘near-field’ regime (L1, L2, L3 in
Figure 2.6(a)) in order to be able to track Bragg peaks during reconstruction of the
microstructure orientation field. The fixed spatial resolution is determined by the
pixel size of the CCD camera (∼ 1.48µm) while the tunable angular resolution is
determined by the choice of angular integration interval of the sample rotation [12].
The latter is limited by the physical spread of the energy about the nominal value
corresponding to monochromatic radiation (from Bragg’s law δ(E sin θ) = 0 =⇒
|∆E/E| = ∆θ/ tan θ ∼ 10−3 for the monochromator used in the experiment). The
entire process decribed above is repeated for multiple equally-spaced sample layers
and in this manner diffraction data from an entire volume is collected (in our case,
65 layers spaced by 3µm).

It is usual practice in an nf-HEDM experiment to collect the diffraction data of
a single layer of a calibration sample whose orientations can be reconstructed easily,
before we commence scanning our sample. For this purpose we use a gold wire which is
about 30 µm in diameter and has only five well-ordered grains in its cross section. The
reconstruction can be achieved in a few hours, which usually fits well into the typical
beamline schedule. The purpose of imaging and reconstructing the gold beforehand is
to obtain rough initial estimates for the experimental parameters (see Section 2.3.2),
owing to the fact that the experimental stage would not have moved significantly in
the process of switching out the gold sample with the α-iron.

It is evident from the geometry described in Figure 2.4(a) that scattering corre-
sponding to higher magnitudes of G are found higher up on the detector (i.e. 2θ
increases). The exact geometric criterion for satisfying the von Laue condition is
visualized in Figure 2.7. For a given magnitude of reciprocal lattice vector G (i.e.
‘order’ of scattering), the set of all possible q ≡ kf − ki of magnitude |G| sweeps
out a cone of opening half-angle 90◦ − θ (shown in blue in Figure 2.7). During the
rotation of the crystal, G itself sweeps out the cone shown in green. The intersection
of these two cones implies that for those particular sample orientations, q = G, which
is in fact the von Laue condition for visible diffraction. Under this precise condition,
a Bragg peak is observed at the point that the corresponding ray kf intersects the
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Figure 2.7: Condi-
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given magnitude G
in which the cone
swept out by G in
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detector. This geometry indicates that an eligible Bragg peak will cause diffraction
at most twice in the sample rotation interval from 0◦ to 180◦. In practice, owing
to the finite angular resolution of the experiment each eligible G satisfies the Bragg
condition for a finite interval of time, which is heavily dependent on the scattering
geometry for that particular G. The aggregated intensity of the corresponding Bragg
peak on the detector is proportional to this finite time. This multiplicative factor of
intensity of different Bragg peaks that was alluded to earlier is known as the Lorentz
factor and is different for scattering onto different regions of the detector.

The form factor, structure factor, Debye-Waller and Lorentz factors all contribute
significantly to the observed intensity of the Bragg peaks. However, nf-HEDM has
historically been concerned with scattered intensity only to the extent of discern-
ing the projection of a grain cross-section on the detector, and not the actual peak
intensity profiles per se. This might soon change with future releases of the recon-
struction software in which peak intensity information, including the tails are utilized
to pinpoint the geometric parameters of the experiment to high precision.

2.3 Post-acquisition data processing

2.3.1 Peak extraction from diffraction data

The diffraction signal obtained in an nf-HEDM experiment consists of the geometric
projections of the microstructural features of the sample onto the detector plane (i.e.
the ideal shape of a Bragg peak on the detector is in fact the projection of the cross
section of the grain that it came from). Estimations of grain cross-sections depends
upon successful deconvolution of the true geometric projections from ambient detector
noise and smearing effects, the primary causes of which are:

• Cosmic rays and stray electromagnetic radiation.

• Inherent Poissonian counting noise.

• Inelastic and diffuse scattering from the sample.

• The inherent point spread function of the detector pixels.

• The finite width of the energy spectrum of the X-ray beam which causes tails
in the intensity at the edges of the Bragg peak.

Cosmic rays are typically responsible for ‘hot’ pixels i.e. isolated pixels on the detector
that are brightly lit in contrast to their immediate neighbors. The typical post-
processing treatment to rid the detector image of them is a simple median filter with
a sufficiently small kernel (in the case of α-iron, this was set to a 1 pixel radius, which
effectively means a kernel of the central pixel and its immediate 4-neighbors). Stray
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Figure 2.8: (a) 2D intensity plot of a Bragg peak found on the detector, with the
maximum displayed intensity thresholded to make the peak more prominent, along
with a line along which the intensity profile is plotted in (b).

electromagnetic radiation is minimized by darkening the inside of the hutch during the
image acquisition. Counting noise and inelastic scattering are in general responsible
for a relatively constant background noise on the detector with small fluctuations, as
can be seen from the intensity line profile of a typical peak in Figure 2.8. For the last
two items listed above, one of the required steps is a robust edge-detection technique
to remove the tails and estimate the true edge of the peak and thereby the true edge
of the grain cross section. This is a mathematically involved task and is the subject
of Section 3.1 in Chapter 3.

The issue of constant background noise is addressed by subtracting an estimate of
the constant background from each of the acquired detector images. The background
image is determined by setting the value of each image pixel to be the median count
of that detector pixel, taken over all 180/δω images acquired for a fixed detector-
sample distance (where δω is the sample rotation interval over which diffraction is
aggregated). The connected components are then identified and the image is further
denoised by removing those connected components whose constituent pixels number
fewer than a fixed threshold, which is a parameter of the signal detection algorithm.
This threshold is set by the user as the minimum number of pixels that should be
in a connected component for it to be considered diffraction from a grain. This
procedure has the inherent risk of ignoring very small grains which are of the order of
the pixel size and yet produce non-negligible diffraction. The threshold number must
therefore be carefully chosen. For the detection of the α-iron peaks, this threshold
was chosen to be 3 pixels. We point out, however, that the connected component
procedure also tends to keep large collections of pixels on the detector that may not
constitute diffraction signal from a grain at all. This is not a concern owing to the
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fact that the orientation reconstruction is done not by back-projecting Bragg peaks
to the sample space, but by forward-modeling the orientation and then inferring what
its diffraction would look like. Therefore any spurious detector peaks will be ignored.
The discussion of the forward modeling algorithm is deferred to Section 2.3.3.

Final steps in the image detection sequence include:

• The clipping of a constant fraction of the maximum intensity of each peak from
the bottom of the peak. If this constant is chosen to be f where f ∈ [0, 1],
then the top 1− f -fraction of the peak height is retained. This is another input
parameter of the detection algorithm that should be judiciously chosen, and in
the case of the α-iron was set to 0.1 (i.e. the top 90% of the peak was retained).
This step combined with the edge detection step mentioned earlier (Section 3.1)
together address the issue of Bragg peak tails due to the detector point spread
function and the finite energy width.

• A blanket subtraction of intensity from the entire detector in order to clean up
any residual isolated pixels of low intensity. This was set to 3 counts in the case
of the α-iron.

This signal detection algorithm was implemented by Lind [6] using C++ bindings of
the open-source Insight Toolkit (ITK) image processing library.

2.3.2 Parameters Monte Carlo

The first step in extracting useful information from the denoised diffraction data is
the precise determination of the relevant parameters of the experimental geometry as
they were at the time of data acquisition. These include, for every possible detector-
sample separation:

1. The projection of the origin of the sample frame on the detector, in pixel coor-
dinates (i.e. the point (j0, k0) in Figure 2.6(b))

2. The distance of the sample frame origin from the detector (xd in Figure 2.6(b))

3. The SO(3) transformation that takes the sample frame from the convention
adopted at the APS (+Z-downstream) to the convention adopted by the recon-
struction software (+x-downstream)

This is a necessary step in the eventual generation of high-resolution orientation maps
of the images microstructure. We have no way of measuring these quantities precisely
at the beamline and therefore they must be obtained entirely from the diffraction data
itself. We choose to adopt a two-step algorithm in which (1) the crystal orientations of
a select few voxels in the sample space (shown in blue in Figure 2.6(b)) are estimated
by initially selecting random orientations and adjusting them until the total diffraction
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simulated from them overlaps maximally with the observed diffraction on the detector
(global optimization), and then (2) optimizing this initial overlap further against the
experimental parameters to be determined (a more thorough local optimization).
This is achieved by a parallel algorithm built into the reconstruction software that
simultaneously performs a Monte Carlo search in different regions of a windowed sub-
space of geometric parameters, centered about initial rough estimates. The success
of the local step is predicated upon that of the global step, which in turn depends on
the user-provided initial guess of the experimental parameters. Typically better and
better parameters are obtained by repeating the local optimization step with smaller
and smaller tolerances.

A highly reliable method of refining parameters is to optimize them against the
voxels along grain boundaries obtained from a preliminary reconstruction using less
refined parameters. This is because boundary voxels are highly sensitive to small
changes in experimental parameters, owing to a relatively large change in overlap
fraction between simulated and observed diffraction due to even a slight change in the
experimental parameters. A more detailed description of the reconstruction algorithm
and and the ‘confidence’ metric that quantifies the goodness of a reconstruction is
described in Section 2.3.3

We note that the all-important step of simulating diffraction, performed in the
global optimization step described above and which also forms the basis of the forward
modeling algorithm described in Section 2.3.3, relies on specifying the magnitude of
the largest scattering vectorQmax to be simulated. This is typically done by examining
the distribution of the |G| for different Bragg peaks on the detector and choosing an
appropriate value based on how much of the detector area should be queried for a
reliable, high-quality reconstruction.

2.3.3 Orientation reconstruction

Having satisfactorily denoised the diffraction data and obtained precise estimates
of the experimental parameters, the final step is the application of the forward mod-
eling algorithm used in simulating diffraction, to determine the orientation field in 2
dimensions that generated the observed Bragg diffraction. A thorough description of
this is given in the PhD thesis of Li [4]. For reference, we return to Figure 2.6(b).
In short, this is achieved on a voxel-by-voxel basis (a voxel being an element of the
triangular grid imposed on the sample space) by assuming a crystal orientation for
each voxel and then transforming that orientation in a direction that maximizes the
fraction of overlap between the observed diffraction and diffraction simulated from
the voxel. Broken down, this statement implies that we require two things:

1. A means to navigate and interpolate between points of the space of crystal
orientations.
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2. Given an orientation for a voxel, a convenient metric that quantifies the extent of
overlap of simulated diffraction with the denoised detector intensity, taken over
all detector coordinates, including stepping along successive detector images.

The first of these issues is addressed briefly in Section 3.2, Chapter 3. For the second
we begin with the definition of the set of qualified peaks Q for a given voxel orien-
tation and a maximum order of scattering (the latter is an input parameter to the
reconstruction algorithm, Qmax), which denotes all the permitted Bragg peaks that
should be present on the detector at all sample-detector separations, over the entire
range of sample rotation. Q is completely determined given the knowledge of the
lattice structure of the scattering material, the direction of the incident beam and
the orientation associated with the voxel. If for any peak i ∈ Q, the geometric pro-
jection of the voxel onto the detector covers N

(i)
sim detector pixels (where ‘sim’ denotes

simulated diffraction) and if these pixels overlap with N
(i)
obs pixels’ worth of observed

diffraction on the denoised detector image, then the quality metric Q of the voxel
orientation is given by:

Q =
1

NQ

∑
i∈Q

N
(i)
obs

N
(i)
sim

(2.5)

where NQ is the number of qualified peaks for that voxel in its current orientation.
Q is essentially the mean fraction of pixel overlap of all qualified peaks of a voxel.
In the case of the voxel size being smaller than the detector pixel size, N

(i)
sim = 1 and

N
(i)
obs ∈ {0, 1} for all i ∈ Q. The quality is then termed the confidence C:

C =
1

NQ

∑
i∈Q

N
(i)
obs (2.6)

where NQ =
∑
i∈Q

N
(i)
sim

As far as terminology goes, quality and confidence are used interchangeably. The
goal, then, is to find that orientation of the voxel that maximizes its quality. As
a rough guideline (assuming the appropriate value of Qmax has been chosen), it is
expected that the quality of a fit voxel in the interior of a well-ordered grain would
be close to 100% because it would diffract into the interior of a Bragg peak, whereas
a fit voxel along a grain boundary would have a quality of ∼ 50% because half of its
detector projection on average would lie outside the edge of a Bragg peak. Quality
also decreases due to scattering from deformed microstructure owing to the absence
of a regular atomic lattice. This makes nf-HEDM useful for identifying regions of
strain, elastic and plastic deformation [13, 14, 15, 16, 17]. The direction of navigation
in the space of orientations is determined by a Monte Carlo algorithm whose iterations
minimize the cost 1−Q at every step (‘zero-temperature’ Monte Carlo).
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The ability of the forward modeling algorithm to adjust voxel orientations in order
to obtain maximum pixel overlap has some interesting consequences for reconstruction
of orientations at the physical sample edges. Essentially, reconstructions just beyond
the sample edges display not an abrupt drop in voxel quality as one would expect, but
a gradual decrease for significant lengths beyond the sample edge, falsely indicative
of the presence of microstructure in regions of free space. This makes nf-HEDM
unsuitable for imaging microstructures with voids, and such samples must also be
accompanied by tomographic reconstructions in order to describe their morphologies
completely. Some results addressing this issue are described in Chapter 6.

Since the orientation of each voxel is determined by optimizing against the entire
diffraction data set independently of the other voxels, the reconstruction is embar-
rassingly parallel. A master process distributes voxels to waiting slave processes and
takes care of the book-keeping while the slaves simultaneously determine the orien-
tations of their assigned voxels. This has been implemented using C++ bindings for
Message Passing interface (MPI) standard by S. F. Li [8]. This is the most compu-
tationally intensive component of this thesis and requires hundreds of thousands of
CPU hours for a complete volume.
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Chapter 3

Numerical techniques

In this chapter we describe established numerical techniques implemented at vari-
ous stages of the data analysis. This part of the analysis pipeline deals with processing
data up to the point of being able to use it for computations involving energetics of
grain boundaries, which is the eventual goal. These subsequent computations are
described separately in Chapter 5. The preliminary computations described here
broadly fall into the following theoretical categories and are listed in the order of im-
plementation downstream from the collection of the diffraction data onward. We focus
on the underlying mathematical theory and highlight its use in specific components
of the computational pipeline as and when necessary.

1. Digital signal processing I: Basic image filtering techniques.

2. Differential geometry: The properties of the space of crystallographic orien-
tations and the sampling and interpolation scheme used to navigate it in the
orientation search.

3. Volume registration: The physical alignment of the two scanned volumes to
the best of our abilities so that we may directly track the transformations of
individual microstructural features.

4. Meshing: A basic characterization of node connectivity of the gridded grain
surfaces.

5. Digital signal processing II: A novel surface smoothing technique specifically
tailored to the grid-induced coarseness of microstructure elements in order to
obtain smooth features.

6. Optimization: The underlying mathematics of linear optimization and stan-
dard algorithms to solve such problems.

Of these, all are briefly described in this chapter with appropriate references for the
reader who wishes to go deeper, except for item 5. This is a filtering technique
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specially tailored to the intricacies of interface network geometry and topology and is
sufficiently different from most existing smoothing techniques in computer vision to
warrant a separate and detailed description, in Chapter 4. The content of Chapter 4
constitutes a submitted manuscript.

3.1 Edge detection

The first order of business after collecting the diffraction data is to deconvolve
the various dispersion effects from the observed Bragg peaks on the area detector
in order to delineate to the best of our abilities the true geometric projection of
the grain onto the are detector. The small spread in the wavelength of the incident
X-ray beam (∆λ/λ ∼ 10−3) results in some of the incident energy being diffracted
in a direction slightly different from that predicted by the Born approximation at
the nominal wavelength. This physically manifests as tails in the two-dimensional
distribution of intensity on the detector. We describe briefly in this section the edge-
detection technique used to estimate the location and shape of the Bragg peaks on
the detector. The basic mathematics is explained through one-dimensional examples
and is followed by the straightforward generalization to the two-dimensional case.
The edge-detection is a crucial step in the reduction process of the noisy detector
data and has the demonstrated ability to differentiate Bragg peaks on the detector
with substantial tail overlap [6]. Briefly, the edge-detection method is implemented
as a zero-crossing detection of a convolution of the signal with a smoothing function.

Consider an one-dimensional intensity profile viewed as a unimodal distribution
f0(x) ≥ 0 over some independent variable x. The energy content of this signal is
assumed to be finite: there exists M ∈ R+ such that

∫∞
−∞ dx |f0(x)| < M i.e. f0(x)

has a bounded L1 norm. We wish to remove the tails of this intensity distribution
and retain its central portion as representative of the true diffraction from the cross
section of a grain in the sample, as dictated by the Born approximation.

While this prescription is straightforward for smooth profiles (Figure 3.1), the effect
of counting noise due to integration of the signal for a finite time on the pixels of the
CCD camera requires us to perform this edge detection on a kernel-smoothed version
of the noisy intensity profile. The noise can be modeled as a random variable η(x)
which is a function of the spatial coordinate. This amounts to picking the zero-
crossings of a convolution of the original signal with the second derivative of the
smoothing kernel. If our noisy signal is f(x) ≡ f0(x) + η(x) and the kernel function
g(x) have bounded L1 norms, then this equivalence can be shown quite simply:

27



Figure 3.1: Estimated edges of a 1-dimensional intensity peak at the locations of the
zero-crossings of the second derivative. We require to remove the tail regions and
retain the central part.
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Proof.

d2h

dx2
=

d2

dx2
(f ∗ g) (x)

=
d2

dx2

∫ ∞
−∞

dx′ f(x− x′)g(x)

=

∫ ∞
−∞

dy′
d2

dy′2
f(y′)g(x− y′) (y′ = x− x′)

=
���

���
���

���
�:0

d

dy′
f(y′)g(x− y′)

∣∣∣∣∞
y′=−∞

+

∫ ∞
−∞

dy′ f ′(y′)g′(x− y′)

=
��

���
���

���
�:0

f(y′)g′(x− y′)|∞y′=−∞ +

∫ ∞
−∞

dy′ f(y)g′′(x− y′)

Thus, the zero crossings of h′′(x) are also those of
∫∞
−∞ dx

′ f(x′)g′′(x − x′). The
boundary terms go to zero because of the boundedness of the norms of f and g. The
choice of the Gaussian of standard deviation σ for g results in what is variously called
the Mexican hat, Rickers, blob detector or Laplacian-of-Gaussian (LoG) convolution
kernel.

g(x;σ) =
1√
2πσ

exp

[
− x2

2σ2

]
d2

dx2
g(x;σ) = − 1√

2πσ3

(
1− x2

σ2

)
exp

[
− x2

2σ2

]
As can been seen in Figure 3.2, the zero crossings of the convolution correspond to
the beginnings of the tails of the original noiseless function f0(x). We note that con-
volution with a smoothing kernel inevitably results in the broadening of the original
signal. A good choice of kernel is informed by a knowledge of the qualitative features
of the signal as well as the noise.

The extension to image processing in two-dimensional coordinates x = [x y]T is
done in general by the two-dimensional Gaussian kernel:

g(x;R) =
1√

(2π)2det(R)
exp

[
−1

2
xTR−1x

]
(3.1)

where R is the 2 × 2 covariance matrix that generalizes the role of σ in the one-
dimensional case. The second derivative is now replaced by the Laplacian operator
∇2 in two dimensions and the generalization is straightforward. The edge-detection
of diffraction peaks of a two-dimensional image f(x) is done by locating the zero-
crossings of the smoothed function f(x) ∗∇2g(x;R). For the simple case of diagonal
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Figure 3.2: Edge detection in a signal f0(x) superposed with noise η(x) using a
Laplacian-of-Gaussian filter, with the convolution kernel g′′(x;σ) shown inset.
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Figure 3.3: (a) General configuration of a smoothing kernel, with corresponding
covariance matrix R and its eigenvalues λ1 and λ2; (b) grid-aligned kernel but not
isotropic; (c) grid-aligned and isotropic.
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Figure 3.4: Edge detection of peaks on a typical detector image. (a) Detector geom-
etry highlighting the region of interest; (b)(1) region of interest zoomed in; (b)(2)
binarized intensity of peaks whose edges were estimated using a LoG filter with an
isotropic kernel.

R with degenerate eigenvalues (Figure 3.3(c)), the results of edge detection are shown
in Figure 3.4 for a region of an actual nf-HEDM detector image, and superposed
raw data for a particular Bragg peak in Figure 3.5. The case of grid-aligned but
anisotropic smoothing kernel (Figure 3.3(b)) may be implemented in order to offset
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Figure 3.5: Estimating the projection of the cross section of grains by eliminating
the surrounding tail regions from the intensity profile. The color scale denotes the
pixel-wise intensity count returned by the CCD camera while the ‘x’ markers are
those pixels estimated by the edge detection algorithm to be inside the geometric
projection of the grain.
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the bias in sensitivity of edge detection along the vertical direction on the near-field
detector [6]. We close by noting that the edge detection process described here does
not constitute the entire data reduction pipeline, but is a crucial part of it. The entire
process involves steps of median filtering and background subtraction as well and is
described in more detail in Chapter 2.

3.2 Orientation gridding and interpolation

The forward modeling method of reconstruction of an image from nf-HEDM data is
predicated upon a search for the crystal orientations that are most likely to cause the
observed diffraction. This requires a reliable means of parameterizing and navigating
the space of orientations. In this section we briefly address this aspect of the data
processing pipeline. For a more thorough description the reader is referred to [4].

Any orientation, essentially being a rotation of the frame of Bravais lattice basis
vectors from some reference position, is representative of an element of the abstract
rotation group SO(3). The name derives from its most common representation by
Special Orthogonal matrices in 3 dimensions. However, in the presence of crystal
symmetry, one must account for multiplicity of orientations under the set of N ro-
tations SN that leave a particular lattice invariant. The relevant set of orientations
is therefore reduced to an effective subspace: SO(3) −→ SO(3) (mod SN) known as
the fundamental zone of orientations. The orientation search is carried out in this
symmetry-reduced subspace instead of the entirety of SO(3). Owing to the ease of
interpolation using existing prescriptions, we turn to the set of unit quaternions H
as an alternative representation of SO(3). If an orientation is viewed as a rotation
of an angle θ about an axis n̂ = [n0 n1 n2]T and symbolized as (θ, n̂), then the

unit quaternion q ≡
[
cos θ

2
sin θ

2
(n0 n1 n2)

]T
represents the orientation and maintains

the composition relation between the corresponding group elements under quaternion
multiplication. Since qTq = 1, the task of sampling SO(3) reduces to the problem
of sampling the unit 3-sphere S3, far easier to parameterize than the set of 3 × 3
special orthogonal matrices. We note however that H is not a faithful representation
of SO(3) (they are not isomorphic). H is a double cover of SO(3); both q and −q
denote the same orientation: (θ, n̂) = (2π − θ,−n̂).

The general technique of sampling SO(N) through the hypersphere SN−1 is de-
scribed in detail by Yershova [18]. We summarize the technique for the special case
of N = 3. Consider a regular polytope in 4 dimensions centered at the origin and
circumscribed in the hypersphere S3. The samples of S3, which bear a one-to-one
relationship to the samples of SO(3), are obtained by projecting the uniform sample
points of the faces of the polytope (a layered Sukharev grid) on to the surface of S3.
Owing to the double coverage of SO(3) by H, it is sufficient to sample only one of the
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two hemi-hyperspheres. We choose to sample those orientations with rotation angle
θ ∈ [−π, π], which correspond to the first component of q being non-negative. This
sampling method can be shown to have an upper bound for the sampling dispersion
δ which is defined for a point set X sampling a volume V as:

δ(X) = sup
v∈V

min
x∈X

ρ(x, v) (3.2)

In other words, the dispersion is the radius (according to metric of choice ρ) of the
largest ball in the sampled space that does not contain any sample point. For the
sampling method implemented in the orientation reconstruction algorithm, it can be
shown [18] that

δ ≤ 2π

[1 + 7n]1/3
(3.3)

where n is the number of sample points in the Sukharev grid.

Having achieved a reasonable sampling of SO(3), a smooth interpolation between
two given sample points can be achieved using spherical linear interpolation [19],
which is parameterized by a scalar t ∈ [0, 1]:

q(t) = Slerp(q0,q1, t) = q0

(
q−1

0 q1

)t
(3.4)

=
sin(1− t)θ

sin θ
q0 +

sin tθ

sin θ
q1 (3.5)

where θ = cos−1 (q0 · q1)

Equations (3.4) and (3.5) give a prescription for interpolation between a pair of
quaternions q0 and q1. One can extend this to interpolate in two dimensions be-
tween quaternions q0, q1, q2 and q3 taken in cyclic order, that delineate a square
patch on S3:

Slerp2D(q0,q1,q2,q3; t, u) = Slerp [Slerp(q0,q3, t), Slerp(q1,q2, t), u] (3.6)

where 0 ≤ t, u ≤ 1

3.3 Volume registration

Tracking microstructural features from the data from an ex situ experiment is
contingent upon the correct alignment of the 3D images corresponding to before and
after the processing (in our case, the annealing in a tube furnace). The reason for
misalignment is simple; it is almost certain that the sample would have not been
re-mounted in exactly the same position and orientation with respect to the X-ray
beam. Time and infrastructure constraints at the beamline dictate that this part of
the data processing be done at leisure further downstream from the data collection.
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For historical reasons, we chose to operate directly on the output files of the native
HEDM format. To reiterate, these are ASCII files (typically with the extension ‘.mic’)
that simply list the positions and crystal orientations of all the sample space voxels,
for a single layer. A set of such files corresponding to a list of contiguous layers,
with advance knowledge of the layer spacing, constitutes data of an entire scanned
volume. The availability of two contiguous volumes corresponding to essentially the
same region of the α-iron sample enables us to stick to the following simple sequence
of steps for registration:

1. Determine the single rigid-body registration that aligns a single layer in the
post-anneal volume with its corresponding layer in the pre-annealed volume.
Apply this transformation to all layers in the post-anneal volume.

2. Pick one grain that is present in both volumes and rotationally align the entire
post-anneal volume such that the two orientations of the grain coincide. We as-
sert that this brings the volumes into angular alignment to within experimental
resolution, as is demonstrated in the relevant section in the results (Chapter 6).

3.3.1 Single layer registration

This subsection concerns the in-plane alignment of two microstructures representing
the same slice of a sample, physically translated and rotated away from each other, but
subject to the same grid discretization. We denote the starting configuration as the
‘source’, and the one to be attained as the ‘target’. The rigid body transformation
that takes the source to the target can be viewed as a combination of a uniform
translation by rtr in the plane and a rotation R about the centroid rCM of the 2D
microstructure:

r′ = rtr + rCM +R (r − rCM)

= rtr +Rr + (1−R) rCM (3.7)

where r and r′ are the initial and final positions of each point in the microstructure.
The voxels of the source microstructure transformed in this manner to their new
positions represented by r′ should be representative of the target microstructure. This
sequence of steps is shown in Figure 3.6. Since the .mic file is structured to describe
the triangular area elements obtained from the recursive division of a triangular grid,
a näıve planar rotation is insufficient since the orientational sense of the grid elements
(i.e. pointing up or down) must be maintained, as opposed to the orientation field at
that point in the microstructure. The task at hand is achieved by generating a blank
grid of the same resolution of the target .mic file, and updating the information in
its voxels according to where in the source configuration it might have come from
prior to transformation (Figure 3.7). This involves not only applying the rigid body
transformation, but also modifying the orientation of each voxel appropriately.
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(a) (b)

(c) (d)

Figure 3.6: (a) Structure of three adjacent grains with uneven boundary features;
the sequence of alignment is shown in the sequence (b) - (c) - (d): (b) The centroid
of the source microstructure is translated to that of the target; (c) the translated
source is rotated about its new centroid to attain maximum overlap with the target
configuration; (d) Final registered layers.
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Figure 3.7: Rotation of a microstructure while adhering to the hexagonal grid in-
volves transformation of orientations as well. The part of the microstructure in the
region of the ‘before’ voxel moves to region of the ‘after’ voxel after the rigid body
transformation. The orientation of the crystal at that location changes as well, all
the while adhering to the original triangular grid.
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The question of crystal lattice transformations is more involved. Orientation space
is 3-dimensional and the set of all orientations forms a group under composition that
is isomorphic to the rotation group SO(3). Thus, orientations/misorientations can be
represented by rotation matrices and unit quaternions. Although theoretical physics
has adopted rotation matrices as standard and convenient notation, unit quaternions
are computationally more efficient. A good reference for unit quaternions and the
space of rotations is [20].

Let the orientation of a voxel before and after sample rotation be denoted by
unit quaternions Qbefore and Qafter respectively. Let the sample rotation itself be
represented by Qrot. A vector v in the sample frame becomes v′ after (active) rotation
given by:

v′ = QrotvQ
−1
rot (3.8)

The vector v in the original crystal frame is given by a (passive) rotation and
becomes vbefore given by:

vbefore = Q−1
beforevQbefore (3.9)

Similarly the vector v′ when seen in the rotated crystal frame looks like:

vafter = Q−1
afterv

′Qafter

= Q−1
after

(
QrotvQ

−1
rot

)
Qafter

=
(
Q−1

rotQafter

)−1
v
(
Q−1

rotQafter

) (3.10)

But both vbefore and vafter are essentially expressions for an arbitrarily chosen
vector in the crystal frame which doesn’t change relative to that frame before and
after rotation. Thus equating (3.9) and (3.10), we get for all possible vectors v:

Qafter = QrotQbefore (3.11)

This is the expression for the orientation of the voxel after sample rotation.

Given a pair of 2D source and target microstructures, we now turn to the problem
of actually determining the rigid body transformation of the source that brings it into
alignment with the target. This step is preliminary in performing a full 3D volume
alignment. We start by translating the source so that its centroid coincides with that
of the target. The remaining alignment simply involves rotation of the source about
the new common centroid until sufficient coincidence is achieved with the target.
This can be done in many ways, the most robust being suggested by minimizing the
voxel-to-voxel misorientation between the source and the translated target. We opt
for a simpler metric that maximizes the number of overlapping ‘fit’ voxels by rotation
about the centroid, in favor of the more complicated orientation-based registration
in the second step. While this is a faster computation, it relies heavily on features
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that break the rotational symmetry of the microstructure. This could be anything
from fiducial markers on the sample, to notches or bulges on one side of the sample
resulting from uneven machining.

3.3.2 Single grain alignment

The second step in registration is the more complicated three-dimensional align-
ment of two microstructure volumes. This follows the intermediate step described in
Subsection 3.3.1 in which the entire source microstructure underwent a rigid body
transformation that aligned one of its layers with the corresponding layer in the target
microstructure. We use the new centroid rCM as the center of rotation of the entire
3D source volume i.e. it is about this point that we rotate the source microstructure
in the next step. We would hence prefer this coinciding layer to be in the middle of
both microstructures.

After the layer registration we pick a single grain that is present in both volumes
and rotate the source about rCM so that the two orientations of the grain coincide. In
practice this can be done with each of N grains in turn identified as present in both
volumes, and choosing the rotation that causes the least aggregate misorientation of
all N grains. In Chapter 6, we compare the misorientations of N = 7231 grains that
were identified by hand as being in both volumes, before and after the 3D alignment.
We demonstrate that the misorientations lie well within the angular resolution of the
nf-HEDM experiment and for all practical purposes are aligned.

3.4 Initial meshing

Central to the subsequent grain boundary geometry and transport analysis is the
presence of a pliable mesh on these interfaces. We demand of such a mesh the following
bookkeeping requirements:

• Each mesh node is unambiguously classified as belonging to a grain boundary
interior, triple line or quad point.

• Each interior mesh element is unambiguously associated with a single pair of
grains, corresponding to those on opposite sides of a grain boundary.

• Each edge of a mesh element along a triple line is associated with exactly three
grains, the ones neighboring it.

• Each node corresponding to a quad point be associated with a unique set of
four grains, the ones in contact with it.
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Figure 3.8: Stepped mesh of a single grain. This mesh is the input to the smoothing
algorithm. The red lines signify edges identified as triple lines while the black dots
are identified as quad points.

These requirements are sufficient to obtain an unambiguous boundary sampling and
local connectivity in order to perform more advanced operations like surface smooth-
ing (as described in Chapter 4) and boundary transport. The smoothing implements
a technique that preserves the number of nodes and connectivity in the original mesh
and simply moves the nodes around. In this section we describe a simple technique
to obtain such a preliminary mesh.

We start with the microstructure data on a Cartesian grid with cubic voxels, as
obtained by re-rastering the raw output of the ‘IceNine’ program (Chapter 2). Each
voxel is associated with an orientation and a unique integer identification for the
grain it belongs to. Voxels along a grain boundary are identified by whether they
have neighbors of a different grain identification (specifically, whether they share a
face). The vertices of these voxels common to such neighboring voxels form the
nodes of our preliminary mesh, and their common faces form the area elements. The
triangulation is obtained by dividing each square face into two isosceles triangles
(Figure 3.8). This ‘QuickMesh’ routine is already implemented in the open-source
Dream.3D package [21] and satisfies the bookkeeping requirements laid out earlier.
The mesh returned by QuickMesh is highly stepped and is by no means representative
of a smooth grain boundary. The smoothing algorithm is addressed in Chapter 4.

3.5 Linear optimization

We describe briefly in this section the theory of constrained optimization of multi-
variable functions with a special focus on linear optimization and methods to solve a
linear programming problem. The application of linear optimization to front-tracking
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and interface velocity computations is discussed in Chapter 5. The treatment pre-
sented here is by no means rigorous or complete; The complete theory of numeri-
cal optimization is a mathematically rich topic with applications in virtually every
quantitative field from science and engineering to commerce and logistics. Only the
components of the theory relevant to our specific application are discussed here. We
begin with a few preliminaries:

1. All optimization problems, whether minimization or maximization, can be cast
as that of the minimization of an objective function f : RN −→ R subject to
M constraints defined by the functions fi : RN −→ R such that fi(x) ≤ 0;
mathematically the problem of finding x∗ ∈ RN such that:

x∗ = arg min
x
f(x)

subject to: fi(x) ≤ 0 ∀i = 1, 2, . . . , M

2. The region bound by fi(x) ≤ 0 is called the feasible region D. In order to find
a unique minimum x∗ ∈ D, we require that the domain D and the objective
function f(x) be convex, that is, ∀ x, y ∈ D and 0 ≤ ε ≤ 1,

• (1− ε)x + εy ∈ D
• f ((1− ε)x + εy) ≤ (1− ε)f(x) + εf(y)

The interested reader is referred to the popular treatise by Boyd [22] for further
instruction on the theory of convex optimization.

3. The case of linear objective function and constraints is of special interest to us.
In this case the optimization of an objective function of N unknowns can be
written in canonical form as:

Maximize f(x) ≡ cTx (3.12)

subject to: Ax ≤ b (3.13)

and x ≥ 0 (3.14)

where b and c are constant vectors of size M and N respectively (M is the
number of nontrivial constraints), while A is an M ×N -matrix of coefficients of
the non-trivial constraints. We also note that maximization of f(x) is equivalent
to minimizing −f(x) subject to the same constraints.

From here on in we focus on linear optimization. We see that a linear function is
trivially convex. The set of constraints x ≥ 0 and Ax = b can be shown to bound
a convex feasible region D that is a polytope in N dimensions, known as a simplex.
The set of points at which objective function f(x) = cTx =

∑
i cixi is at a fixed

value, is an N -dimensional plane. It can be shown that the plane cTx = cTx∗ (where
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(a) (b)

Figure 3.9: (a) A two-dimensional case of linear optimization with the feasible region
D shown in shaded color. cTx = K denotes the family of straight lines represented
by the objective function, whose value K is to be maximized. The maximum value of
K that falls in the feasible region is precisely at the maximizer x∗, which is a vertex
of the simplex. (b) A case of an ill-posed problem in which the expression for one
of the linear constraints is the same as the linear objective function. In this case
the maximizer is not unique, in fact every point on the red line is a solution to the
problem.

x∗ = arg maxx f(x)) touches the simplex at exactly one vertex (barring the case of
ill-posed problems). Thus, the optimal solution x∗ lies on one of the vertices of the
simplex (Figure 3.9).

We now give the basic principles behind two popular methods of solving a linear
optimization problem: the simplex and interior point methods.

3.5.1 The simplex algorithm

The simplex method was developed by George Dantzig [23]. It is an iterative
method that approaches the simplex vertex that corresponds to the maximizer by
starting at a convenient vertex (usually the origin x = 0) and stepping to adjoining
vertices in the direction of maximum increase of the objective function. It can be
shown that given a vertex of the simplex that is not the maximizer, there is at least one
connected edge along which the objective function is strictly increasing. The simplex
method approaches the optimum along the surface of the simplex by traversing each
such successive edge. It time-scales relatively inefficiently with increasing number of
unknowns compared with more modern algorithms. Currently linear optimization
problems are solved with the much more efficient interior point methods.
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3.5.2 Interior point methods

The rise of popularity of the interior point methods began with a paper by Narendra
Karmarkar [24] which described a polynomial-time algorithm that was a marked
improvement from an earlier suggested algorithm by John von Neumann [25]. A good
review of interior point methods is given by Potra and Wright [26]. As opposed to
simplex methods, interior points methods traverse the interior of the simplex along the
‘central path’ to reach the optimum. This results in a marked increase in efficiency
for large optimization problems. The central path is characterized by the points
x∗ = x∗(µ) such that:

x∗(µ) = arg max
x

fLB(x;µ) (3.15)

fLB(x;µ) = f(x)− µ
M∑
i=1

log (−fi(x)) (3.16)

This linear optimization algorithm was implemented with the GNU Linear Program-
ming Kit (GLPK) C++ software package with wrappers bindings to call the routine
from Matlab.
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Chapter 4

Hierarchical smoothing

The morphology of surfaces and interfaces has garnered great interest in many
fields of scientific and engineering research. Such studies have implications in applied
physics, materials science, biology, pharmacology, chemical engineering and computer
vision [27, 28, 29]. A vast part of this research is predicated on the proper imag-
ing of interfaces in the medium of interest. Interfacial networks are composed of
two-dimensional, potentially curved interfaces that separate two distinct regions of
homogeneous matter, such as gas in bubble foams, or phases or crystalline orienta-
tions in solids. We use in this paper language relevant to interfaces in polycrystalline
materials but the methods described are equally applicable in other fields by straight-
forward adaptation of the terminology. The three dimensional entities with more or
less uniform crystalline characteristics henceforth will be referred to as ‘grains’. The
grain boundaries terminate at triple lines where three grains meet and triple lines
terminate typically at quadruple or ‘quad’ points.

A particular type of grain boundary can be specified by five parameters on
the meso-scale where ‘meso-’ refers to a length scale that is large compared to in-
teratomic distances but small compared to a typical grain size. Among the several
possible parameterizations; we choose the set of three specifying the relative crystal
orientations of the grains, and two specifying the local normal direction relative to
the crystal axes in one of the grains. The normal direction in the other crystal frame
can be computed from these five parameters. This parameterization ignores a mi-
croscopic relative translation on the atomic scale. The set of these five parameters
is said to specify the grain boundary character (GBC). Note that the character be-
tween two grains can vary over the two-dimensional boundary between them because,
while the misorientation is fixed, the local normal typically varies significantly over
a curved grain surface. Similar characterizations can be made for triple lines (two
misorientations and a tangent line) and quad points (three misorientations). Finally,
we note that crystal symmetry is typically exploited to reduce these specifications
to unique ‘fundamental zones’ that span physically distinct ranges of orientations or
misorientations.
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Whether from a basic or applied science viewpoint, the importance of charac-
terizing grain boundaries in this manner cannot be overstated. In polycrystalline
materials, the local interfacial energy density and mobility are known to be sensitive
to the five grain boundary parameters at each location [30, 31, 32, 33]. It also in-
forms applications like grain boundary engineering whose eventual goal is to precisely
manipulate bulk material properties [34, 35, 36, 37]. Further, it is well-known that
the topological elements of a grain boundary network like triple junctions and quad
points are hotbeds of activity with respect to precipitate diffusion [38, 39, 40] and
strain accumulation [41, 42]. Real grain boundary networks are usually the start-
ing point for atomistic and continuum simulations of microstructure evolution, the
physics of which is most difficult to model at triple lines and quad points.

All these applications are predicated upon measurements of the various topo-
logical features of a grain boundary network, which are inevitably subject to noise,
whether through experimental resolution or image gridding. This necessitates the
use of a smoothing routine prior to any further analysis. Owing to the diverse roles
of topological elements such as triple lines and quad points in microstructure phe-
nomenology, an important motivation for this novel smoothing technique and other
recent ones [43] is to give them their due importance through explicit denoising.

Other factors motivating this work are:

• Unlike voxelized images of most everyday objects, there exists no general in-
tuition for the form of a grain in a sample, and therefore a grain boundary.
In the former case, iterative smoothing algorithms such as Laplace and Taubin
smoothing [44] yield an acceptable result that is partially helped along by the
user’s advance knowledge of the object in question. However these methods can
suffer from under- or over-smoothing if the number of iterations or step size are
not chosen properly.

• Explicit modeling techniques [45] more often than not belie the sheer variety in
the observed structure of grain boundaries and network topologies.

• Existing nonparametric techniques [46] require the use of a smoothing window
of a user-defined size.

The methodology described here internally optimizes a compromise between fidelity to
the input data points and a constrained Laplacian smoothing. An objective function
is minimized with respect to this compromise. The algorithm requires no user input
in terms of smoothing parameters, only that the connectivity of the nodes be specified
in advance, in the form of a graph. We distinguish the type of kernel resulting from
graph-connectedness to a given node from a fixed-size window centered on that node
since the former, which we rely upon, does not take into consideration the physical
distance between neighboring nodes, and only keeps track of the connectivity.

We first describe the topological hierarchy in general terms and then address
the smoothing procedure, which is a modification of Laplacian smoothing of a set of
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meshed surface points. This is followed by the application of the smoothing algorithm
to pixelated versions of easily parameterized geometric primitives, in particular circles,
spheres and cylinders. Post-smoothing errors are quantified in terms of estimated
sizes of these primitives as well as estimated normals for specific geometries. We
then address specific cases of interest in meso-scale materials science: two- and three-
dimensional grain boundary networks. The former finds relevance in the study of thin
films and the latter in that of bulk material behavior. We demonstrate how the user is
freed from the largely intuitive choices of smoothing parameters that is characteristic
of iterative or windowed techniques. Maximizing the extent of automation in these
things is of great importance to software pipelines that streamline the processing and
analysis of digital microstructure data [21]. The application of the resultant smoothed
meshes to finite element calculations is also briefly discussed.

4.1 General formalism

We consider a set of N noisy sample points in D-dimensional Cartesian coordinates:
X = {x1,x2, . . . ,xN} that denote an imaged grain boundary. A subset XS ⊂ X of
these points is tagged as a ‘perimeter’ that samples the edges of the grain boundary
with the same grid resolution as the interior. We also assume a connectivity scheme
for every point relative to the others, described by a graph Laplacian matrix L(0):

L
(0)
ij =

{
N(i) If i = j

−I(j; i) if i 6= j

where N(i) is the number of connected components of the i-th element and I(j; i)
is an indicator function that is 1 if component j is connected to component i and 0
otherwise. We require that all xi ∈ XS remain constrained to their initial positions
while the xi ∈ X − XS are smoothed, all the while adhering to the same node
connectivity. We denote this smoothing operation notionally by SMOOTH (X,XS).

As a general rule, we enter points xi into our imagined hierarchy such that all
xi ∈ XS are at one level above all xi ∈ X−XS. Notationally the hierarchy level or
‘rank’ is denoted by a function H(xi) such that H(XS) = 1 + H(X −XS); the sole
purpose of H being to distinguish points of different ranks and the actual returned
value being a matter of choice.
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Figure 4.1: (a) Hierarchy for a two-dimensional microstructure in which all sample
points in the interior of the grain boundary belong to X −XS and the triple points
belong to XS; (b) Three-dimensional microstructure in which the interior points of
the grain boundary belong to X − XS while the boundary perimeter points belong
to XS. The perimeter points themselves can be seen to belong to a union of two-
dimensional hierarchies of the type described in (a).

Figure 4.1 visualizes two common systems with different hierarchy sizes. Keeping
in mind that in an interface network in D-dimensional space there exist in general
objects of dimensionality d = 0, 1, . . . ,D − 1, we define the rank function H(xi) ≡
D− d, where d corresponds to the lowest-dimensional object in the network to which
xi belongs. For example, a triple point in a 2-dimensional image is assigned a rank of
2 because it is a zero-dimensional object, while a grain boundary interior point has a
rank of 1.

Table 4.1: Hierarchy table for a 2-dimensional network

Type of xi d H(xi)
Triple point 0 2

boundary interior 1 1

Table 4.2: Hierarchy table for a 3-dimensional network

Type of xi d H(xi)
Quad point 0 3
Triple line 1 2

Boundary interior 2 1

Tables 4.1 and 4.2 show the general rule that for a given network, di + H(xi) =
D. We note that the feature of a topological element that decides its rank is its
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dimensionality rather than its name. For example, if a quad line existed in a network
for which D = 3 (i.e. intersection of four grain boundary surfaces) its rank would
be 2. Based upon these definitions, the smoothing algorithm for a set of N interface
points in a D-dimensional network is as follows:

START
Nh ← Max. rank in hierarchy
MOV ← {}, F IX ← {}
while Nh > 0 do

MOV ←MOV ∪ {xi |H(xi) = Nh}
SMOOTH (MOV,FIX)
FIX ← FIX ∪MOV
Nh ← Nh − 1

end while
return MOV
STOP

In summary, points of rank Nh are smoothed while holding in place all previously
smoothed connected points of rank N ′h > Nh, with highest-rank points essentially
undergoing unconstrained smoothing (since FIX is initially an empty set). If the
highest rank elements have d = 0 as do quad points when D = 3 or triple points
when D = 2, then one can skip ‘smoothing’ them altogether. This scheme gives
the aforementioned topological features their due importance relative to one another.
The prerequisite of having points labeled according to their rank in the hierarchy is
readily achievable by nearest neighbor-based clustering algorithms [21].

4.2 Constrained smoothing

SMOOTH(X,XS) is based on a nonparametric regression that involves penalizing,
in Cartesian component-by-component fashion, the displacement between each esti-
mated smoothed point and its unsmoothed neighbors. If M of N initial points are mo-
bile (M < N), a measure of the nearest neighbor fluctuations of each Cartesian com-

ponent si of xi ∈ X can be estimated with
∣∣Lσ + s(b)

∣∣2, where σ ≡ [s1 s2 . . . sM ]T

represents a vector of only the si that require smoothing, L is a modified graph
Laplacian operator expressing the connectivity of the mobile nodes and s(b) denotes
constants that are determined from the remaining xi ∈ XS. s(b) in fact specifies the
Dirichlet boundary conditions to Laplace’s equation. Specific examples of L and s(b)

are described presently. In the case of no constraints, M = N , XS is an empty set
and L is the full graph Laplacian. SMOOTH performs simultaneous filtering of each
component si → χi by negotiating a tradeoff between fidelity to the raw data and
minimization of fluctuations between smoothed neighbors through a scalar control
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parameter ε. A control function F (χ) is defined to this end:

F (χ) = (1− ε) |χ− σ|2 + ε
∣∣Lχ+ s(b)

∣∣2 (4.1)

where 0 ≤ ε ≤ 1

Here χ ≡ [χ1 χ2 . . . χM ]T represents the array corresponding to σ that is further
along in the smoothing process. At the extreme ε-values of 0 and 1, the minimizer
χopt(ε) of F (χ) respectively favors complete data fidelity (χ = σ) and complete
Laplace-smoothing (LTLχ + LT s(b) = 0). We further define an objective function
that penalizes fluctuations between each smoothed point and its nearest unsmoothed
neighbors based on the connectivity specified in the full N ×N graph Laplacian L(0):

Fobj(χ(ε)) =
N∑
i=1

∣∣∣∣∣∣∣
∑

{j
∣∣∣L(0)
ij =−1}

χi − σj

∣∣∣∣∣∣∣
2

(4.2)

Crucially, we require that the minimizer of Fobj be reached by always satisfying the
optimality condition of the control function in (4.1) with respect to χ and therefore
indirectly through variation of the parameter ε alone. This makes the smoothing
operation on the si a one-dimensional minimization in ε that can easily be achieved
by a binary search in the interval [0, 1]. Briefly, the objective function Fobj is the
actual quantity being minimized in the regression, but the path taken in the objective
function landscape is decided by the control function F .

We define the matrix x0 of unsmoothed starting points as having N rows and
D columns where D is the dimensionality of the points. Similarly we define the
identically-sized matrix χ(0) as the solution resulting from applying SMOOTH to
x0. We define D and A as the diagonal and adjacency matrices respectively of L(0).
We rely on the following intermediate definitions to obtain the reduced Laplacian and
constant matrices:

1. Let the integer set I denote the indices of the points that remain fixed (i.e.
I ≡ {i |xi ∈ XS } or equivalently XS ≡ {xi |i ∈ I})

2. If for an integer N > 0, S = {n1, n2, . . .} is an integer set such that 1 ≤ ni ≤
N ∀ni ∈ S, then let S̃ ≡ {i ∈ Z |1 ≤ i ≤ N, i /∈ S}, i.e. the complement of S
with respect to N .

3. Let the submatrix of a matrix M formed by:

• the rows whose indices are in S be denoted by SMrows (M, S).

• the rows and columns whose indices are in S be denoted by SMboth (M, S).
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then the reduced Laplacian and constant matrix are defined:

L = SMboth

(
L(0), Ĩ

)
(4.3)

s(b) = SMrows

(
Rx0, Ĩ

)
(4.4)

where R is defined by: Rij =

{
L

(0)
ij if j ∈ I
0 otherwise

For example, if N = 5 points {xi = [xi yi zi]
T |xi, yi, zi ∈ R, i = 1, 2, . . . , 5} in D = 3

dimensions are to be smoothed in which the xi are connected sequentially with x1

and x5 to be fixed, then:

I = {1, 5}, Ĩ = {2, 3, 4}
x0 = [x1 x2 x3 x4 x5]T3×5 , x = SMrows

(
x0, Ĩ

)
= [x2 x3 x4]T3×3

L(0) =


1 −1 0 0 0
−1 2 −1 0 0
0 −1 2 −1 0
0 0 −1 2 −1
0 0 0 −1 1

 , L =

 2 −1 0
−1 2 −1
0 −1 2



s(b) =

 −x1 −y1 −z1

0 0 0
−x5 −y5 −z5


Dij =

{
L

(0)
ij If i = j

0 Otherwise

Aij =

{
L

(0)
ij if j = i± 1

0 Otherwise

χ(0) ≡
[
x1 χ

T x5

]T
(4.5)

Equation (4.5) denotes the full smoothed solution including the constrained points. If
χ(0) and χ respectively satisfy the free-boundary and constrained Laplace equations,
then is it clear that L(0)χ(0) = 05×3 and Lχ+ s(b) = 03×3. The smoothing problem is
stated more compactly as the following optimization problem:

Fobj(χ
(0)) = Tr

[(
Dχ(0) − Ax0

)T (
Dχ(0) − Ax0

)]
(4.6)

χ(ε) =
[
(1− ε)1+ εLTL

]−1 (
(1− ε)x− εLT s(b)

)
(4.7)

εopt = arg min
ε
Fobj

(
χ(0)(ε)

)
χ

(0)
opt = χ(0)(εopt)
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We note from Equation (4.7), which is derived from the minimizer of the con-
trol function in Equation (4.1), that χ(ε) is an M × D matrix and that in Equa-
tion (4.6) the argument of the trace operator is a D × D symmetric matrix with
non-negative eigenvalues (the case of zero eigenvalues implies that the sample points
are flattened in at least one dimension). Significantly, the trace of this matrix and
therefore the objective function itself represents the aggregate squared Euclidean
distance of each node from its unsmoothed neighbors. The equivalence of Equa-
tions (4.2) and (4.6) is seen in the simple one-dimensional smoothing example (D = 1):
σ(0) = [. . . σN−1 σN σN+1 . . .]

T −→ χ(0) = [. . . χN−1 χN χN+1 . . .]
T . Each column in

in the N×D-matrix Dχ(0)−Ax0 corresponds to one such Cartesian component in the
sample frame of reference and each element is of the form 2χN− (σN−1 + σN+1). This
is precisely the argument of the |·|2 operation in (4.2). The objective function in (4.6)
represents the operation in (4.2) being performed simultaneously on all D Cartesian
components. Minimizing them simultaneously is completely equivalent to minimizing

the (reference frame-invariant) trace of the matrix
(
Dχ(0) − Ax0

)T (
Dχ(0) − Ax0

)
.

The SMOOTH algorithm is finally given by:

START
ε← 0.5, ∆ε← 0.25

χ←
[
(1− ε)1+ εLTL

]−1 [
(1− ε)x− εLT s(b)

]
χ(0) ← χ ∪XS . i.e. add the points that are held fixed

Fobj ← Tr
[(
Dχ(0) − Ax0

)T (
Dχ(0) − Ax0

)]
while |∂Fobj/∂ε| ≥ Threshold do

if ∂Fobj/∂ε > 0 then
ε← ε−∆ε

else
ε← ε+ ∆ε

end if
∆ε← ∆ε/2

χ←
[
(1− ε)1+ εLTL

]−1 [
(1− ε)x− εLT s(b)

]
χ(0) ← χ ∪XS . i.e. add the points that are held fixed

Fobj ← Tr
[(
Dχ(0) − Ax0

)T (
Dχ(0) − Ax0

)]
end while
return χ(0)

STOP

The resulting surface consisting of the smoothed points with the preserved original
connectivity is nonparametric. Qualitatively, the algorithm attempts to determine
the least jagged surface passing in between the sample points, thus maintaining data
fidelity. This precludes a major problem in applying iterative Laplace-like techniques,
that of over- or under-smoothing. For the applications of SMOOTH in the remainder
of this text, the threshold value of ∂Fobj/∂ε was taken to be 10−7.

We point out that the smoothing scheme outlined in this section allows users
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to define the components of the algorithm for specific requirements. For instance,
users of mesh smoothing algorithms like finite element method (FEM) might want
to explicitly incorporate mesh quality metrics into the objective function as an al-
ternative to remeshing. This in turn may well decide the manner of stepping in the
objective function landscape and therefore shape the control function. Our smoothing
paradigm permits the flexibility of user-defined objective and control functions, all
the while heeding the hierarchy between the components of the grain boundary net-
work. We address the applicability of smoothed meshes obtained from the objective
function in Equation (4.6) to finite element applications in Section 4.7.

4.3 SMOOTHing a digitized planar curve

We describe as a first demonstration of SMOOTH the problem of smoothing a set
of pixelated points X ≡ {(i, yi) |i = 1, 2, . . . , N and si ∈ Z} representative of a curve
in a plane. We list the following general properties of such a set of points:

1. The coordinates are integral multiples of some basis of vectors in the plane. This
could indicate either a square or triangular grid as implemented in commercial
electron backscatter diffraction (EBSD) [47] software or near-field high-energy
diffraction microscopy (nf-HEDM) [7, 8].

2. Every point has at least one nearest neighbor in at least one direction on this
integer grid. This is characteristic of discretized sampling of continuous curves
and surfaces in general.

Such points can be obtained from pixelated images in standard formats by first gen-
erating a phase field (for instance a field of unique integers assigned to each grain),
taking the magnitude of the gradient of this field and binarizing it. A morphologi-
cal ‘skeletonizing’ operation can then be applied to this binarized field [48, 49, 50].
This same technology is used in the field of biometrics, for example, to thin down
high-resolution images of fingerprints to features of single-pixel thickness for further
analysis. For nf-HEDM images, one can collect directly the voxel (volume pixel)
edges that border two different grains, as decided by some segmentation criterion. In
our example the coordinates of the sample points are integers on a square grid. The
image of the curve has been skeletonized to ensure that each sample point has no
more than two of the 8 immediate square-grid neighbors belonging to the pixelated
line (interior points have two 8-neighbors and the terminal points have one). The
results of constrained smoothing on such a pixelated curve is shown in Figure 4.2
with the perimeter points fixed at the unsmoothed grid point locations.
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Figure 4.2: (a) Pixelated and thinned line and its smooth estimate; (b) A plot of the
objective function in its domain [0, 1] shows a shallow minimum; (c) Search for the
optimal value of the control parameter ε that strikes the best balance between data
fidelity and smoothness.

4.4 SMOOTHing known shapes

In this section the hierarchical SMOOTH algorithm is applied to open surfaces
that are geometry primitives in two and three dimensions. Simple parameterizations
for these primitives provide a means of comparison with a smoothed solution on a
point-to-point basis. We describe trends in the errors for different primitives as a
function of voxel density. Focusing attention on open surfaces allows us to simulate
smoothing in the presence of topological features characteristic of a grain boundary
network. The three primitives chosen are a 2D circle, a 3D sphere, and a 3D cylinder.
Surface slices from these primitives were characterized by the following:

• The gridding resolution was chosen in terms of the number of voxels per unit
length, N .

• Circle: A semicircular arc of unit radius, whose endpoints were reset to unit ra-
dius after discretization. These endpoints were held constrained during smooth-
ing.

• Sphere: A square patch spanning 100◦ in two mutually perpendicular directions
cut out from the surface of a sphere of radius 0.03 units, with the edges of the
square treated as triple lines and the vertices as quad points. The quad points
alone were constrained to lie on the sphere, while the others were subject to
discretization on a cubic lattice.
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• Cylinder: A rectangular patch cut from the surface of a cylinder of radius 0.03
units, parallel to its axis and spanning 150◦ along the azimuth. The edges of
the rectangle were treated as triple lines and the vertices as quad points. The
quad points were constrained to remain on the surface of the cylinder.

The choice of the sphere and cylinder radii are indicative of the typical size of a grain
from earlier nf-HEDM measurements [12]. The quality of smoothing was expressed
as the error in the estimated radius of the primitive in question. Specific examples
smoothing on these primitives are shown in Figure 4.3.
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(a)

(b)

(c)

Figure 4.3: (a) Semicurcular arc with a 50 pixel radius; (b) A discretized spherical
patch (400 voxels per unit length) spanning equal angles (100◦) in mutually perpen-
dicular directions and its smoothed version; (b) A cylindrical patch discretized to
400 voxels per unit length and its smoothed version.

The fidelity of the final smoothed result to the original primitive was quantified
in terms of the point-to-point difference in radii of the original and smoothed surfaces.
In the case of the sphere and the cylinder, the first spherical and cylindrical polar
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coordinates are respectively used (i.e r and ρ). Shown in Figure 4.4 are trends in the
estimated error ∆r ≡ r − r0 and its standard deviation σr, taken over the smoothed
mesh nodes, for all three primitives. If the unit of length is taken to be a millimeter,
the relative error in the region between N = 300 and N = 1000 is particularly relevant
for techniques like nf-HEDM since they correspond to a pixel size range of 1µm to
3.33µm, which brackets the known experimental resolution [12]. For comparison, the
radii of the spherical and cylindrical patches were chosen to be 30µm.

(a) (b) (c)

(d) (e) (f)

Figure 4.4: Trends in the error in estimated size ∆r = r − r0 of the (a) circle, (b)
sphere and (c) cylinder as a function of voxel density per unit length N . Trends in the

error spread
√
〈∆r2〉 − 〈∆r〉2/r0 for the (d) circle, (e) sphere and (f) cylinder as a

function of N . The red lines are fits to the power law σ = 10p0Np1 whose determined
coefficients are listed in Table 4.3. Not all the points are used in the fits owing to
coarse gridding at low values of N .

The power law behavior in the error trends was tested for each primitive as is
seen in the straight line fits in Figure 4.4. The coefficients p0 and p1 of the estimated
power law f(N) = 10p0×Np1 are listed in Table 4.3. Of particular interest is p1 which
is seen to lie close to −1 for all three primitives. This is simply explained by the fact
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Table 4.3: Estimated power law coefficients of the error trends for various primitives.

Primitive p1 p0

Circle −0.93724 −1.18898
Sphere −0.86535 0.11215

Cylinder −0.96061 0.47041
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(a) (b)

Figure 4.5: Estimation of deviation in expected inclination for a discretization of 600
pixels per unit length, for repeated applications of the SMOOTH algorithm. (a)
Schematic of a section of the simulated line, (b) Mean of θmis (taken over length of
the entire smoothed line) as a function of inclination θ. The error bars denote the
standard deviations of the one-sided distribution on either side of the mean.

that the length error is 1/N , the size of one voxel. The lowered fit quality for the
sphere and cylinder is attributed to the difficulty in obtaining a perfect stair-stepped
mesh for these primitives. We further note that the relative error for each primitive is
around a fraction of a percent (< 10−2) at the spatial resolution of nf-HEDM (1.48µm
or ∼ 675 pixels per millimeter).

Another smoothing quality metric that is easily calculated for two dimensions
is the error in the local normal of a curve. This is particularly relevant to surface
imaging applications. We estimate the local deviation about the known normal of the
sections of a pixelated straight line that has been SMOOTHed with its endpoints
held at their true positions. This deviation is determined for different inclinations of
the original line to the Cartesian grid. A schematic and results for the inclination
range of 0◦ to 90◦ is shown in Figure 4.5. It is seen that while the mean deviation
varies with the inclination of the original line, it falls within a few degrees of the
actual normal which justifies the use of SMOOTH in calculations of grain boundary
character distribution [51, 52, 53].

4.5 Results - two-dimensional microstructure smooth-

ing

The constrained smoothing is next demonstrated on a real two-dimensional mi-
crostructure imaged with nf-HEDM. The sample points xi ≡ [xi yi]

T of each grain
boundary are expressed in integer units of suitable in-plane step size (in this case,
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2µm) and are classified as belonging to a grain interior, grain boundary or triple
point depending on the number of unique grains represented in the 8-neighborhood .
The optimization is performed simultaneously over xi and yi and therefore χ(0) is an
N × 2-matrix. The results on a section of microstructure are shown in Figure 4.6.

4.6 Results - three-dimensional microstructure smooth-

ing

Hierarchical smoothing is demonstrated on select grains of a well-ordered three-
dimensional microstructure measured with nf-HEDM and is compared to the results
of Laplace smoothing. The prerequisite node connectivity on the grain surfaces was
obtained by first segmenting the microstructure into its constituent grains and then
triangulating the faces of the cubic voxels along grain boundaries [21]. The result of
this operation is a ‘quick-and-dirty’ Delaunay mesh on stepped grain surfaces charac-
teristic of discrete sampling. A few important points about this bookkeeping process
that inform the subsequent smoothing are:

• The grain surface nodes are unambiguously classified into their topological types
i.e. boundary interiors, triple lines or quad points. It is worth mentioning
that the preprocessing described above is external to the hierarchical smoothing
algorithm itself and as such is not the focus of this work.

• The meshing and bookkeeping is done in such a manner as to ensure that
nodes along triple lines and at quad points are shared between the neighboring
topological features.

Figures 4.7, 4.8 and 4.9 show comparisons of hierarchical smoothing with Laplace
smoothing in which the ease of movement of the triple points is enhanced by assign-
ing them a greater Laplace smoothing parameter λ. The values of λ for the parent
volumes for each of these grains were determined by trial and error (as a user would
have to do) by visually minimizing the distortion from the original square-gridded
grain. This is a highly inefficient process that is not required in hierarchical smooth-
ing.
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Figure 4.6: (a) Discrete phase field of a single layer of well-ordered microstructure
imaged by nf-HEDM. Each grain is colored according to a unique integer assigned
to it; (b) The region of interest in (a) zoomed in; (c) Image obtained from taking
the derivative of the phase field in (a) and binarizing it above a chosen threshold,
then performing a skeletonizing operation. Triple points were identified as those grain
boundary points that have three distinct phase values in their 8-neighborhood, while
grain boundary interior points as those having exactly two distinct phase values in
their 8-neighborhood. On this is superposed the result of SMOOTHing carried out
for each boundary while holding its associated triple points fixed; (d) The result of
the smoothing operation in the region of interest from (c).
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Figure 4.7: Discretized grain mesh smoothed using Laplace smoothing (with 400
iterations and smoothing parameter λ set to 0.025, 0.5 and 0.025 for interior nodes,
triple lines and quad points respectively), and parameter-free hierarchical smoothing.
The red lines are triple lines.

Figure 4.8: Discretized mesh of a pair of neighboring grains smoothed using Laplace
smoothing (same parameters as in Figure 4.7) and parameter-free hierarchical smooth-
ing.
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Figure 4.9: A more complicated grain pair structure with a larger number of topolog-
ical features. In this example, the flatness of the top surface in the discretized grain
owing to the grain being on the edge of the sample is preserved with hierarchical
smoothing, while Laplace smoothing returns a clearly visible and unphysical bulge
along that face.

4.7 Mesh quality

Finally we address the suitability of SMOOTH output for finite element appli-
cations, which are predicated on the availability of surface meshes with reasonably
isotropic mesh elements (equilateral, in the case of triangular) in order to avoid errors
from piecewise linear interpolation. While there exist other sophisticated methods of
quantifying the quality of a mesh element [54], we implement a simple metric for tri-
angular elements that tests their closeness to an equilateral triangle [55]. The quality
of a triangle of area A and side lengths s1, s2 and s3 is defined to be:

Q =
4
√

3A

s2
1 + s2

2 + s2
3

(4.8)

which gives Q = 1 for an equilateral triangle. Shown in Figure 4.10 are element-wise
quality plots of select grains in a 3-dimensional volume. Figure 4.11 histograms the
mesh quality over all surface elements in the entire 424 grain volume. The flattening
of some of the mesh elements at the triple junctions of the 3-dimensional grains
in Figures 4.7, 4.8 and 4.9 is evidenced by the slight peak in the distribution in
Figure 4.11 at low qualities (∼ 0.1).

4.8 Summary and discussion

A new smoothing technique for interface networks was demonstrated and com-
pared to the performance of an an established but generic smoothing algorithm in
current use. The new algorithm organizes the topological elements of the network
into an hierarchy depending on which elements physically border other elements and
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(a) (b)

(c) (d)

Figure 4.10: Mesh quality of select grains in the microstructure volume. The grain
in (d) is the same as the one in Figure 4.7.
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Figure 4.11: Calculated mesh quality over the entire 3-dimensional volume, in which
∼ 92% of the patches have a quality above the rule-of-thumb value of 0.6 for simple
finite element applications [56].
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smooths each element set constraining its bordering elements to their fixed positions.
This treatment gives the physically relevant higher-order topolological elements like
triple lines and quad points their due consideration and retains the geometric dis-
continuities along a grain surface resulting from their existence. Qualitatively the
smoothest curve that passes in between the original noisy sample points is chosen.
Further, all elements belonging to a particular hierarchy rank in the entire volume
are smoothed simultaneously so that they are ready to be used as Dirichlet boundary
conditions for elements of lower rank that connect to them. The method is completely
non-parametric, permitting the automated smoothing of imaged bulk structures and
does not suffer from user-related effects like over-, under-smoothing or fixed-size win-
dow artifacts. Repeated applications of the smoothing on the same point set results
in better smooth approximations with decreasing the extent of waviness along the
smoothed surface.

The technique is predicated on the nearest neighbor connectivity of the surface
nodes being known in advance, which is easily achievable by existing algorithms and
is already implemented in open-source microstructure software packages [21]. The
relative errors in the smoothing of known shapes are demonstrated to be a fraction
of a percent for typical resolutions of microstructure imaging techniques. The es-
timated normals in the case of two dimensions were found to be within thresholds
characteristic of bin sizes used in plots of grain boundary character distribution. The
ability to handle data of different dimensions in a generalized manner allows this tech-
nique to be used for surface experiments such as optical metallography and EBSD,
as well as 3D bulk techniques like nf-HEDM. Computation of the mesh quality on
a 3-dimensional grain boundary network consisting of 424 grains revealed that the
overwhelming majority of mesh elements have a quality above a comfortable 0.6 as
required by simple applications. If need be one may remesh the output of the smooth-
ing routine subject to junction constraints in order to obtain a more uniform meshing
of the grain boundary interiors. Further, the separate treatment of the different types
topological features suggests parallelizeability in order to reduce computation time.
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Chapter 5

Coarsening theory and numerics

The goal of the formalism developed in this section is to solve the inverse prob-
lem of computing the dynamical parameters that mediate the migration of grain
boundaries in a material sample subject to annealing, given the wealth of geometric
and transport data obtainable from nondestructive imaging experiments of material
microstructure. This paradigm developed for what is essentially a measurement tech-
nique is motivated by a desire to retain generality of the physics by making the fewest
assumptions possible in terms of modeling the actual behavior of grain boundaries.
This is, of course, complemented by the use of the requisite sophisticated compu-
tational techniques, some already established and others specifically crafted for the
task at hand. A key principle of the computational analysis is its modularity in which
different components may be substituted for schemes that suit specific types of input
data. For example, the grid discretization of the domains of the aforementioned dy-
namical quantities ideally would reflect the crystal symmetry of the material being
queried. We further point out that probing of the underlying physics that influence
transport of grain boundaries from experimentally measured data necessarily restricts
the means of data collection to non-destructive methods. In the context of modern
imaging techniques, this implies synchrotron X-ray probing tools like high-energy
diffraction microscopy and diffraction contrast tomography.

Also in the interests of simplicity we restrict our analysis to sets of imaged grain
boundaries in the sample that have the same difference in crystal orientation across
the interface. The set of grain boundaries that are analyzed at a time therefore dif-
fer only in their inclination in the crystal frame. This amounts to computing the
dynamical parameters in a restricted subspace of the full grain boundary descriptor
space, specifically the two-dimensional space of boundary inclinations. The experi-
mental problem of successfully fabricating in a real material sample such a multitude
of grain boundaries, and therefore a multitude of grain boundaries of one particular
misorientation was achieved by trial and error and is described in Section 2.1. More
precisely, the success of this measurement depends upon the existence of a suffu-
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cient number of grain boundaries to populate the appropriate subsection of the unit
sphere S2, which is the subdomain of interest. The exact means of determining this
subdomain is described in subsection 5.5.4.

The chapter is organized as follows: A brief overview of the thermodynamic theory
of grain boundaries and description of earlier models of grain boundary motion is
followed by the development of a formal physical theory predicated upon the analysis
of differential motion of an interface. This will give a dynamical equation that links the
geometry and transport of grain boundaries to the underlying physical quantities that
drive the motion. We demonstrate the consistency of the developed theory by showing
its agreement with theories of grain boundary physics as described in earlier works
by John von Neumann and Conyers Herring that are the basis of currently accepted
capillarity theories. The rest of the chapter concerns the effective discretization of
the dynamical equation and a prescription to solve it numerically for the dynamical
quantities. This process in itself contains many components, each of which is described
in a fair amount of detail:

1. Quantification and gridding of the domain of the unknowns of the problem, and
a satisfactory interpolation and differentiation scheme therein.

2. Smoothing of gridded grain boundary surfaces and extraction of mesh elements
(described in detail in Chapter 4.

3. Quantification of interface transport on a point-by-point basis.

4. Crystal symmetry-based transformations and reduction of the domain of un-
knowns to the smallest possible region.

5. Numerical scheme for solving the evolution equation.

5.1 Thermodynamic formulation of interface free

energy

A theoretical description of a system of grain boundaries in the meso-scale from
an energetics point of view requires careful justification of the applicability of equi-
librium thermodynamics. The equilibrium configurations of thermodynamic systems
is usually described in terms of macroscopic state variables (temperature T , pres-
sure P , volume V , entropy S) by the minimization of the appropriate free energy
of the system subject to constraints on these variables. A system of grain bound-
aries in thermodynamic equilibrium with its environment requires the specification
of geometric constraints in addition to those on traditional thermodynamic variables.
This necessitates the definition of an interface energy density γ which is an intensive
thermodynamic parameter in its own right, to account for the breaking of the lattice
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symmetry. We consider here only the relevant aspects of the mathematically intricate
formalism of solid interfaces, including grain boundaries and interphases [57, 58, 59].

Consider a model system containing a planar interface of area A separating two
bulk crystalline lattices α and β of different orientations. This system exchanges
atoms from a set of M reservoirs R1, R2, . . . , RM . One can imagine these reservoirs
to be neighboring infinite bulks of the same material. In a real polycrystal, the role
of such reservoirs is played by the neighboring grains, which is appropriate at least
for the analysis of infinitesimal motion of grain boundaries. In this and subsequent
treatments of grain boundary systems in this text, we assume the absence of any
other significant source of energy such as elastic or plastic deformation, or bulk defects
other than the grain boundaries themselves. The differential in energy of the system
is restated to account for the presence of the interface as:

dE = TdS − PdV +
M∑
i=1

µidNi + γdA (5.1)

where µi is the chemical potential corresponding to each reservoir and dNi is the
number of atoms contributed by each. In the presence of the interface, the source of
the interface energy density γ is the excess of the Gibbs free energy after the addition
of atoms from the reservoirs has been accounted for:

G =
M∑
i=1

µiNi (no interface)

γ =
1

A

[
G−

M∑
i=1

µiNi

]
(interface)

To clarify, the bulk chemical potential for identical atomic species in identical crys-
tallographic arrangements is the same. The definition of free energy given above is
generalized to account for the cases of multiple atomic species and even different crys-
tallographic arrangements of the same species (in materials science jargon, different
phases). The definition γ pertains to a suitable region in the material around the lo-
cation of the geometric interface, typically within a few atomic distances [58]. This is
a significant result as it allows us to ignore atomistic details and remain in the realm
of thermodynamics and geometric descriptors of grain boundaries. In Section 5.2,
prototype models for grain boundaries are described.

5.2 Earlier models of interface migration

In the pre-synchrotron era, ease of generation and visualization made bubble rafts
and soap film networks the prototype models of choice for studying grain bound-
aries [60, 61, 62]. Bubble rafts facilitated the study of defects by selective addition
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and/or removal of bubbles. The study of soap films and the constrained minimum en-
ergy surfaces therein provided a continuum perspective for the study of grain bound-
aries. One of the earliest models for grain growth analyzes the motion of interfaces
in a 2-dimensional soap froth [63] under the assumption of constant surface tension
over the interfaces. It states that:

1. The velocity of the interface is proportional to the driving force which is a result
of gas diffusion due to the constant pressure differential across an interface and
is given by:

v ∝ 2γκm (5.2)

where γ is the uniform surface tension over all interfaces in the network and κm
is the mean curvature.

2. The rate of change of volume V of any one bubble in the froth is proportional to
n−6, where n is the number of circular arcs forming the shape of the polygonal
bubble. Thus, bubbles with fewer sides than six shrink and those with more
sides than six grow. If n is the number of sides of the polygonal bubble, then

dV

dt
=∝ γ

(
1− n

6

)
(5.3)

This model by John von Neumann and Mullins asserts that all interfaces migrate
towards their center of curvature. Mullins later extended this principle to model the
statistics of grain sizes in a coarsening 2-dimensional network [64, 65]. Mullins’ prin-
ciple of statistical self-similarity (SSS) states that a coarsened network of interfaces
is statistically identical to its previous uncoarsened state up to a scaling of length.
The SSS principle provides an estimate of the average grain size in a coarsening grain
network. If the rate of change of dimension of a bubble or grain is likened to its
velocity of coarsening (v = d〈r〉/dt), then the average grain size is seen to exhibit
parabolic growth as a function of time:

d〈r〉
dt

= 2K
γ

〈r〉
=⇒ 〈r〉2 − 〈r〉20 = 4Kγ (t− t0) (5.4)

The coarsening of soap bubbles and grains both obey the principle of minimization
of interface area and therefore interface energy. The driving force in both cases is
the curvature-induced pressure difference on either side of an interface. However,
the distinction in their actual boundary migration mechanisms is important. In the
former case, coarsening takes place through the diffusion of gas molecules through the
interface from one bubble into another while in the latter, boundary migration takes
place through an activated process of atomic shuffling that causes the rearrangement
of atoms from one crystal orientation into another and as such happens at elevated
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temperatures. In fact, central to the kinematics is the grain boundary mobility µ,
which by ad hoc introduction of an activation energy Q is believed to follow an
Arrhenius-like trend with respect to temperature T :

µ = µ(T ) = µ0e
− Q
kT (5.5)

The mobility appears as the proportionality constant in all relations involving the
driving force of interface migration.

The von Neumann-Mullins equation (5.3) was generalized in 2007 by Macpherson
and Srolovitz [66] to higher dimensions. They describe the rate of change of d-
dimensional volume Vd of a ‘domain’ Dd (i.e. bubble or grain) that shares the set of
topological elements Dd−2 of dimension d− 2 with neighboring domains:

dVd
dt

= −2πµγ

(
Hd−2(Dd)−

1

6
Hd−2(Dd−2)

)
(5.6)

where Hd−2 is the Hadwiger measure of dimension d − 2 [67, 68]. For d = 3, this
reduces to:

dV

dt
= −2πµγ

(
L(D)− 1

6

N∑
i=1

ei(D)

)
(5.7)

where L(D) is the mean domain width and ei is the length of the i-th of n triple lines
shared by the domain with its neighbors.

The von Neumann-Mullins and Macpherson-Srolovitz analyses are based on the
assumption of the constancy of the surface energy density γ, which we know is not
the case. γ, in fact, depends on the macroscopic geometry of the domain itself,
in particular the crystallographic misorientation across the interface as well as its
inclination with respect to the crystal axes of the domain (as already established in
Section 5.1, the definition of γ permits us to ignore atomic-scale translations). This
dependence results in geometric features of the network that cannot be predicted
by the von Neumann or MacPherson-Srolovitz theories, for example the unequal
dihedral angles at a triple junction. This renders these earlier models inadequate
to explain the behavior of grain boundaries in real polycrystalline materials. We
address this dependence partially in Section 5.3, in which a generalized vector quantity
is introduced that opens the door to an alternative thermodynamic treatment of
interfaces, the Hoffman-Cahn capillarity vector.

5.3 The Hoffman-Cahn capillarity vector

A priori, not much can be done in the meso-scale to determine the functional form
of the grain boundary free energy density, other than postulating that it depends
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on the five grain boundary descriptor parameters at a given point. This is justified
by realizing that the local free energy depends on the specific atomic arrangement
in the vicinity of the region of interest, which in turn depends on the difference in
orientation of the two crystal frames on either side of the interface, as well as the
local inclination of the interface. Even this simple assumption, however, can lead to
computationally intricate problems owing to complicated topology of this 5-parameter
space. Understanding of this topology has improved over the years resulting in better
descriptions of the landscape of free energy [33]. The free energy density is usually
parameterized as: γ = γ(∆ω, n̂) where ∆ω is the 3-parameter crystal misorientation
across the boundary and n̂ is the local boundary inclination. As mentioned earlier,
we address only the variation with n̂ for a fixed ∆ω for the rest of this analysis. The
following theory is presented in the seminal papers by Hoffman and Cahn [69, 70].

For a simple closed surface defined in terms of spherical polar coordinates f (r, θ, φ) =
0 and whose centroid is at the origin of a fixed coordinate frame, the capillarity vector
is defined as ξ ≡ ∇ (rγ). Knowledge of the gradient in spherical polar coordinates
gives us:

∇ ≡ r̂ ∂
∂r

+
1

r

(
θ̂
∂

∂θ
+ φ̂

1

sinθ

∂

∂φ

)
︸ ︷︷ ︸

≡∂/∂n̂

ξ = ∇(rγ) = γn̂+
∂γ

∂n̂
ξ(n̂) = γn̂+∇n̂γ (5.8)

where r̂ and n̂ are used interchangeably and ∂/∂n̂ is the gradient operator on the
unit sphere S2, with the origin being the local center of curvature. It is self-evident
that γ = γ(n̂) ⇒ ξ = ξ(n̂). Hoffman and Cahn’s analysis [69, 70] goes on to
describe how this vector quantity behaves like a thermodynamic free energy and
mediates the distortion of grain boundaries, bulk changes and torsion inclusive, all in
an attempt to attain the minimum energy configuration. In particular, an isotropic
free energy (γ = γ0) would result in ξ being locally normal to an interface at all
points (ξ = γ0n̂) since ∇n̂γ = 0 and the only energy minimization mechanism is
reduction of area through radial shrinking (i.e. the grain boundary shrinks in the
direction of its local center of curvature). If nonzero, the gradient term ∇n̂γ in the
capillarity vector mediates the rotation of the surface in order to reorient it into
a lower energy configuration. The form of the capillarity vector in Equation (5.8)
naturally appears in the variational analysis of grain boundary migration energetics
(described in Section 5.4). An appropriate numerical discretization scheme for ξ is
critical to the eventual goal of computing grain boundary energy and is the focus of
Section 5.5.3.
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For high-angle grain boundaries, a minimum of energy is usually known from sim-
ulations to be a cusp in one or more parameters [71, 72, 73] and as such the gradient
∇n̂γ does not have a unique value at these points. The formalism presented here
ignores this in an attempt to resolve this minimum to experimental resolution.

5.4 Interface dynamics from variational principles

Given here is a variational treatment of grain boundary migration energetics and
dynamics. Eventual goals of measuring relevant physical quantities with the compu-
tational tools described in earlier sections are set forth. First a few identities involving
integrals of scalar and vector fields over moving surfaces are stated and proved (not
rigorously), which will form the basis of the subsequent analysis.

5.4.1 Important identities

Consider an open surface Γ, whose boundary is ∂Γ.

1. Consider a scalar field Φ on Γ. The following identity holds:∫
Γ

dS ∇ΓΦ = 2

∫
Γ

dS n̂κΦ +

∫
∂Γ

dS ′ m̂Φ (5.9)

where n̂ is the unit normal, κ is the mean curvature and m̂ is the binormal to
the surface perimeter: m̂ = t̂× n̂, where t̂ is the counterclockwise unit tangent
to the perimeter. dS is an area element of Γ and dS ′ is an line element of ∂Γ.

Proof. Let s1 and s2 be the arc lengths on the surface along two orthogonal
directions. Unit vectors ŝ1 and ŝ2 in these directions form a basis of the local
tangent space. ∫

Γ

dS ∇ΓΦ =

∫
Γ

dS

[
∂ (Φŝ1)

∂s1

+
∂ (Φŝ2)

∂s2

]
=

∫
Γ

dS

[(
∂Φ

∂s1

ŝ1 +
∂Φ

∂s2

ŝ2

)
+ Φ

(
∂ŝ1
∂s1

+
∂ŝ2
∂s2

)]
The terms in the first parenthesis, when integrated over the surface are seen
to go to zero everywhere except at the boundary since they are of the form:
. . . +

(
Φ(n) − Φ(n−1)

)
+
(
Φ(n+1) − Φ(n)

)
+ . . . along both the directions ŝ1 and

ŝ2. This ensures that only the boundary contributes and results in boundary
term in Equation (5.9). Next, the Serret-Frenet formulas [74, 75] are applied to
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the second parenthesis to get:

∂ŝ1
∂s1

= κ1n̂

∂ŝ2
∂s2

= κ2n̂

thereby obtaining the final proof in terms of the mean curvature: κ = (κ1 + κ2) /2.

2. Consider a vector field U on the surface Γ. The following identity holds, with
∇Γ · (•) being the divergence operator on the surface Γ:∫

Γ

dS ∇Γ ·U = 2

∫
Γ

dS κU · n̂+

∫
∂Γ

dS ′ U · m̂ (5.10)

Proof. Proceeding in the same manner as the previous proof,∫
Γ

dS ∇Γ ·U =

∫
Γ

dS

[
∂ (U · ŝ1)

∂s1

+
∂ (U · ŝ2)

∂s2

]

=

∫
Γ

dS


(
∂U

∂s1

· ŝ1 +
∂U

∂s2

· ŝ2
)

︸ ︷︷ ︸
boundary contribution only

+ (κ1 + κ2) n̂︸ ︷︷ ︸
Serret−Frenet

·U


=

∫
∂Γ

dS ′ m̂ ·U + 2

∫
Γ

dS κn̂ ·U (∵ κ = κ1+κ2

2
)

3. For a scalar field Φ and a vector field U on a surface Γ, the following identity
holds:∫

Γ

dS (Φ∇Γ ·U +∇ΓΦ ·U) = 2

∫
Γ

dS κn̂ ·UΦ +

∫
∂Γ

dS ′ m̂ ·UΦ (5.11)

where ∇Γ (•) is the gradient operator on the surface Γ.

Proof. ∫
Γ

dS (Φ∇Γ ·U +∇ΓΦ ·U)

=

∫
Γ

dS ∇Γ · (ΦU)

= 2

∫
Γ

dS κn̂ ·UΦ +

∫
∂Γ

dS ′ m̂ ·UΦ

(Applying Equation (5.10) to the vector field ΦU )
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Figure 5.1: Migration of a surface Γ in time ∆t by way of local normal velocity vn,
which is a scalar field on Γ (i.e. v · n̂).

Note that in each of these identities, if the surface is flat (κ = 0) then only the
boundary contributes to the surface integral.

5.4.2 Energetics of boundary migration

In the following analysis an open 3D surface Γ(t) at time instant t, whose perime-
ter is ∂Γ(t), is considered as a model for a grain boundary. The boundary energy
associated with this surface is a scalar field γ with units of energy per unit area. Of
course, in a real grain boundary, this excess energy per unit grain boundary area is
a result of the breaking of the translational symmetry of the lattice in a direction
normal to the interface. The departure from regular crystal structure at the grain
boundary implies that some atoms are removed from their respective local minima in
the energy landscape and pushed to higher energy levels.

At a temperature T , let the boundary migrate to a new position Γ(t+ ∆t) with a
local normal velocity vn, as shown in Figure 5.1. The rate of change of the surface
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energy E is:

dE

dt
=

d

dt

∫
Γ

dS γ(n̂)

= lim
∆t→0

1

∆t

[∫
Γ(t+∆t)

dS γ (n̂(t+ ∆t))−
∫

Γ(t)

dS γ(n̂)

]
+

∫
∂Γ(t)

dS ′ γ(n̂)v · m̂

(5.12)

The integral over ∂Γ results from the time dependence of the migrating surface Γ
. The following first-order substitutions are now made:

• n̂(t+ ∆t) ' n̂(t) +
dn̂

dt
∆t = n̂− (∇Γvn) ∆t , which follows from:

dn̂

dt
+∇Γvn = 0

where ∇Γ is the 2-dimensional gradient operator on the surface and vn ≡ v · n̂
is the local normal velocity.

• dS(t+ ∆t) ' [1 + 2κmvn∆t] dS(t) . This is justified by considering a spherical

surface of radius R expanding radially to a radius R + dR in time ∆t while
maintaining the solid angle Ω subtended at the spherical center. The area Anew
of the new patch is calculated as: Anew = Ω(R + dR)2 = ΩR2(1 + dR/R)2 '
Aold(1+2κvn∆t). Here the curvature is inversely related to the spherical radius.
In case of a general surface, a local ellipsoidal approximation can be made to
first order. Therefore the surface has two local principal radii R1 and R2. The

replacement 1
R
→ 1

2

(
1
R1

+ 1
R2

)
≡ κm is made. Further, dR = vn∆t is self-

explanatory, and the required result is obtained.

With these substitutions, Equation 5.12 becomes:

dE

dt
= lim

∆t→0

1

∆t

∫
Γ(t)

dS [(1 + 2κmvn∆t) (γ(n̂)−∇n̂γ · ∇Γvn∆t)− γ(n̂)] (5.13)

+

∫
∂Γ(t)

dS ′ γv · m̂

=

∫
Γ

dS (2κmvnγ −∇n̂γ · ∇Γvn) +

∫
∂Γ

dS ′ γv · m̂ (5.14)

Finally Equation 5.11 is applied to the ∇n̂γ · ∇Γvn term above, with Φ ≡ vn and
U ≡ ∇n̂γ and it is noted that n̂ · ∇γ = 0 because ∇γ lies in the local tangent plane
and hence:

dE

dt
=

∫
Γ

dS vn [∇Γ · ∇γ + 2κmγ] +

∫
∂Γ

dS ′ v · [γm̂− (∇γ · m̂) n̂]

=

∫
Γ

dS vn∇Γ · [∇γ + γn̂] +

∮
∂Γ

dS ′ v · [γm̂− (∇γ · m̂) n̂] (5.15)
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This is the generalized expression for the rate of change of excess energy of a moving
surface. The divergence term ∇Γ · [∇γ + γn̂] in the first integral is analogous to the
pressure difference across a membrane through which diffusion is taking place. The
second term describes the dynamics of the one-dimensional perimeter ∂Γ under a line
tension γm̂ + (∇γ · m̂) n̂. The fact that the variation of the unit normal over the
surface is nothing but the curvature (∇Γ · n̂ = 2κm) has been exploited here. The
expression neatly accounts for contributions from the interior as well as the boundary
of the surface. It is noted that its applicability ranges from grain boundary dynamics
to those of soap bubble systems, which were historically prototypes for models of
grain boundary networks. Also noted is the natural appearance of the capillarity
vector ξ ≡ ∇γ + γn̂, as detailed by Hoffman and Cahn [69, 70]. The treatment here
is similar to the one by Kinderlehrer [76].

5.4.3 Boundary migration as an optimality condition

Having derived the equation (5.15) for the rate of change of surface energy, we
postulate that the migration follows an optimal energetic path i.e. the migration
ensures that the energy of the surface reaches a minimum at an optimal rate. This
is presently shown to be consistent with the existing assumption of grain boundary
velocity being proportional to the difference in local ‘pressure’ across the boundary.

Both integrals in Equation (5.15) are of the following form over a domain Ω:

F [v(x)] =

∫
Ω

dΩ v(x)f(x) (5.16)

where x ∈ Ω. For a non-trivial optimal value of the linear functional F [v], the v(x)
are constrained to be normalized by some weight, which is rather pointedly chosen
as 1/2µ. Thus, assuming

∫
Ω
dΩ v2

2µ
= 1 and choosing λ as a Lagrange multiplier,

δ

∫
Ω

dΩ

[
vf + λ

v2

2µ

]
= 0

⇒ v ∼ −µf (5.17)

Applying this to the two integral terms in Equation (5.15), what remains is the
following expressions for the velocity of the surface:

vn = −µ∇Γ · [∇γ + γn̂] (5.18)

v = −µTL [γm̂+ (∇γ · m̂) n̂] (5.19)

In Equation (5.18), ∇Γ · [∇γ + γn̂] is the driving force per unit area of the surface
and is proportional to the normal velocity. The constant of proportionality µ is the
mobility of the surface and in general is a scalar field on it. Similarly, µTL can be
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interpreted as the mobility of the perimeter. The normalization condition of the
surface velocity decides the physical unit of the mobility without loss of generality.
While while this equation gives the appearance of diffusive behavior (in which the
velocity is proportional to the excess pressure across the interface), there is in fact no
real diffusion taking place in the sense that the density of the material on either side
of the interface is the same. The boundary migrates through atomic rearrangement
from one crystal orientation into another.

In a real grain boundary network, a single triple line is shared between 3 grain
boundaries. In this case, the velocity of the triple line becomes: v = −µTL

∑3
i=1 [γim̂i + (∇γi · m̂i) n̂i].

In equilibrium, we have

3∑
i=1

[γim̂i + (∇γi · m̂i) n̂i] = 0 (5.20)

This is the generalized version of the Herring formula [77], which become Young’s
equations in the case of isotropic energies (∇γi = 0) and alludes to the balance of
forces along a junction of grain boundaries.

Of particular significance is the fact that the diffusion-like behavior and the ge-
ometry of balanced forces as detailed by Herring’s equations is a consequence of
mathematical normalization and the very basic physical requirement that the system
moves along the energy landscape in a steepest-descent direction. In the light of this
optimality-induced development, the dynamical equation (5.15) now becomes:

dE

dt
= −

∫
Γ

dS
v2
n

µ
+

∮
∂Γ

dS ′ v · [γm̂− (∇γ · m̂) n̂] (5.21)

Equation (5.21) links the dynamical quantities γ and µ that mediate the migration
of a boundary to its geometry and transport i.e. Γ and v. The integral over the
closed path ∂Γ is not subjected to a similar optimality-based simplification because
of the difficulty of interpreting physically a mobility term for the junctions of two or
more interfaces. At these locations atoms rearrange themselves in a manner that is
difficult to model satisfactorily. The following sections describe a numerical scheme
to discretize and solve this equation for the dynamical quantities.

5.5 Numerics

5.5.1 Discretization of the dynamical equation

In order to satisfactorily discretize the evolution equation (5.21), we repeat its
derivation for a discretized surface. We assume the presence of a sufficiently high-
resolution Delaunay mesh on the surface consisting of the set of triangulations T. We
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first attempt to derive an expression for the migration of the nodes of the triangula-
tion. If each triangle is described by its plane unit normal n̂i and area Ai, then the
instantaneous energy of the surface is given by:

E =
∑
i∈T

γ(n̂i)Ai , (5.22)

whose rate of change is:

dE

dt
=
∑
i∈T

∇γi ·
dn̂i
dt

Ai + γi
dAi
dt

=
∑
i∈T

∇γi ·
[
d

dt
(Ain̂i)−

dAi
dt
n̂i

]
+ γi (n̂i · n̂i)

dAi
dt

=
∑
i∈T

∇γi ·
d

dt
(Ain̂i) + γin̂i ·

[
d

dt
(Ain̂i)− Ai

dn̂i
dt

]
(∵ ∇γi · n̂i = 0)

=
∑
i∈T

[γin̂i +∇γi]︸ ︷︷ ︸
ξi

· d
dt

(Ain̂i) (∵ n̂i · dn̂idt = 0)

The natural appearance of Hoffman and Cahn’s capillarity vector ξi = ξ(n̂i) is again
noted. Further, the symmetric expression for the vector area Ain̂i in terms of the
nodes {x(i)

µ ,x
(i)
ν ,x

(i)
ρ } of the triangular element i (taken in right handed order) is

given by:

Ain̂i =
1

2

[
x(i)
µ × x(i)

ν + x(i)
ν × x(i)

ρ + x(i)
ρ × x(i)

µ

]
=⇒ d

dt
(Ain̂i) =

1

2

[
dx

(i)
µ

dt
×
(
x(i)
ν − x(i)

ρ

)
+
dx

(i)
ν

dt
×
(
x(i)
ρ − x(i)

µ

)
+
dx

(i)
ρ

dt
×
(
x(i)
µ − x(i)

ν

)]
The expression for the rate of energy change, therefore, is:

dE

dt
=

1

2

∑
i∈T

∑
µ∈i

ξi ·
[
dx

(i)
µ

dt
×
(
x(i)
ν − x(i)

ρ

)]

=
1

2

∑
i∈T

∑
µ∈i

dx
(i)
µ

dt
·
[(
x(i)
ν − x(i)

ρ

)
× ξi

]
(5.23)

The last result was obtained using the cyclic property of the scalar triple product.
In the inner summation over µ it is to be understood that for every µ ∈ i, ν and ρ
denote the next two nodes, taken in right-handed cyclic order.
We see again that the terms in Equation (5.23) are of the form vµ ·Fµ where vµ is the
node velocity and Fµ is some vector field. As before, we require for non-triviality that
this rate of change is optimal subject to a normalization constraint on the set of vµ.
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For completeness, we recall the normalization constraint described in the continuous
case: ∫

Γ

dS
v2
n

2M
= K

where M is the mobility. In the same spirit, we formulate the constraint in the case
of this discrete mesh: ∑

All nodes

αµ
v2
µ

2Mµ

= K

A few highly significant points regarding this constraint:

• We require the the values of mobility Mµ at the nodes µ even though it is a
priori a function of n̂i. We estimate the mobility at the node µ in terms of the
set U(µ) of the triangular surface elements that share it (U(µ) ∈ T):

Mµ =

∑
j∈U(µ) AjM(n̂j)∑

j∈U(µ) Aj

• αµ is the area associated with the node µ and is not to be confused with the
area of the triangular elements Ai defined previously. We estimate:

αµ =
1

3

∑
j∈U(µ)

Aj

This ensures that the total surface area is conserved:
∑

µ αµ =
∑

iAi. With these
definitions, we seek to solve the variational problem with Lagrange multiplier λ:

δ

[
1

2

∑
i∈T

∑
µ∈i

dx
(i)
µ

dt
·
(
x(i)
ν − x(i)

ρ

)
× ξi + λ

∑
µ

αµ
2Mµ

∣∣∣∣dxµdt
∣∣∣∣2
]

= 0 (5.24)

λ =

 1

8K

∑
µ

Mµ

αµ

∣∣∣∣∣∑
i3µ

(
x(i)
ν − x(i)

ρ

)
× ξi

∣∣∣∣∣
2
1/2

(5.25)

where the variation is taken over the Cartesian components of dxµ/dt and the La-
grange multiplier is evaluated from the normalization condition. The resultant dy-
namic equation is (with a convenient choice of K):

dxµ
dt

= −Mµ

αµ

∑
j∈U(µ)

(
x(j)
ν − x(j)

ρ

)
× ξj (5.26)

where the indices {µ, ν, ρ} maintain their right-handed cyclic order. This formulation
ensures in addition that the discretization scheme is independent of mesh size. We

79



(a) (b)

Figure 5.2: (a) Right-handed cyclic notation for mesh element nodes, (b) Pictorial
relation between node velocity dxµ

dt
(cyan) to local mesh geometry, in particular n̂i

(magenta), x
(j)
ν − x(j)

ρ (blue) and local field gradient ∇γ (red, green).

note that Equation (5.26) provides a prescription for evolving closed surfaces if the
free energy density and mobility are known in advance. This is precisely what we
apply to evolve a spherical surface under known energy and mobility as a proof of
concept. A visual representation of Equation (5.26) which links node migration to
the relevant mesh elements is shown in Figure 5.2.

In order to make dynamic equation (5.23) look like the original equation (5.21), we
define the set I of mesh nodes interior to the surface Γ, and the set P of perimeter
nodes of Γ. This results in:

d

dt

∑
i∈I∪P

γ(n̂i)∆Si =

[∑
µ∈I

+
∑
µ∈P

]dxµdt · ∑
j∈U(µ)

(
x(j)
ν − x(j)

ρ

)
× ξj


1

∆t

(∑
Γ2

∆Siγi −
∑
Γ1

∆Siγi

)
= −

∑
µ∈I

αµ
Mµ

∣∣∣∣dxµdt
∣∣∣∣2 +

∑
µ∈P

dxµ
dt
·

 ∑
j∈U(µ)

(
x(j)
ν − x(j)

ρ

)
× ξj


(5.27)

As in the original equation (5.21), the sum over I results from the steepest descent
condition, and the sum over P is the force balance term described by Herring [77].
The usefulness of Equation (5.27) hinges on a reliable estimate of ξj on the given
mesh, which in turn depends on an estimate of ∇γj.
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We note that Equation (5.27) is the discrete version of the original evolution equa-
tion (5.21), customized to a surface mesh, which is the representation of choice for
imaged microstructure data. As before the perimeter term is left in its original form.
This equation expresses the rate of energy change in terms of a sum over the internal
nodes and external mesh elements.

We now make a crucial interpretation of Equation (5.27) that leads to a way of
solving for the unknowns γµ and χµ ≡ 1/Mµ, which correspond to the continuous
free energy density γ(n̂) and inverse mobility χ(n̂) ≡ 1/µ(n̂) respectively, which
are precisely the dynamical quantities we set out to seek in the first place. In other
words, we seek discrete approximations to the scalar fields that are γ and 1/µ. We
imagine the domain of γµ and χµ, which is an appropriately symmetry-reduced subset
of the unit sphere S2, to be sampled by N points {n̂1, n̂2, . . . n̂N} as uniformly as
we can manage. The scalar fields are therefore expressed by the single 2N -tupled
column vector x = [γ1 γ2 . . . γN χ1 χ2 . . . χN ]T . Clearly, the higher the value of N ,
the better sampled the domain is but the more the number of unknowns to solve for.
We notice from Equation (5.27) that if a satisfactory linearization of the capillarity
vector ξi (which contains a derivative term ∇γ) were available (we assert that a very
elegant linearization can be derived) then the evolution dynamics of the entire surface
in question can be expressed linearly in the unknowns γi and χi. The coefficients of
this linear, homogeneous equation are noted to be derived from boundary geometry
(area ∆Si of the triangular elements, area αµ associated with the nodes, line elements

x
(j)
ν −x(j)

ρ along the perimeter of the boundary) and boundary transport (node velocity
∂xµ/dt), all of which are, very happily for us, directly measurable from experimental
data.

If we consider a set of Nb grain boundaries, all of the same effective misorientation
and differing only in the boundary inclination n̂, there are Nb linear homogeneous
equations of the type (5.27) describing the evolution dynamics of each one, all pred-
icated upon the same discretized scalar fields denoted by the column vector x of
unknowns. This can be neatly expressed as the simple matrix equation: Mx = 0
where M is an Nb × 2N -matrix whose rows consist of the linear coefficients of the
unknowns for each grain boundary. Further, the homogeneity of these equations al-
lows us to scale the γi and χi simultaneously by the same constant without loss of
generality. Because of this freedom,we choose to solve the system of linear equations
using a constrained least squares method:

Mx = 0 =⇒ |Mx|2 = xTMTMx = 0

xTWx = 1 (Normalization constraint)

=⇒ δ
[
xTMTMx + λxTWx

]
= 0

=⇒
(
MTM

)
x + λWx = 0 (5.28)
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Figure 5.3: Recursive bisection of icosahedron edges followed by projection of nodes
back to the unit sphere.

Here the matrix W is a positive diagonal matrix that specifies the weight of each
sample point in the domain. The normalization constraint is necessary to prevent
the trivial outcome of x = 0. λ in the above equation is a Langrange multiplier
and can be interpreted as one of the permitted values of |Mx|2. Equation (5.28)
is a generalized eigenvalue equation in which the eigenvector corresponding to the
smallest eigenvalue (i.e. the smallest permissible positive value of λ) is the solution
vector that we seek. The inverse problem of determining the energy and mobility
from geometric and transport data of imaged grain boundaries has, therefore, been
reduced to an easily solvable generalized eigenvalue problem. The most important
caveat in this formulation is that the linear problem has to be over-determined i.e.
Nb > 2N for the smallest eigenvalue to be greater than zero. This

The rest of the chapter is devoted to numerical techniques focused on determining
the linear coefficients in the discretized evolution equation (5.27).

5.5.2 Discretization of S2, search and interpolation

In this section we describe a meshing prescription that can be applied in two cases
of relevance: (a) in the case of the entirety of the unit sphere S2 which is relevant
in the evolution of an imagined spherical surface as a proof of concept (mentioned
earlier in connection with Equation (5.26) and what we call the ‘forward problem’)
and (b) the chosen subdomain of S2 which is used in the inverse problem described
at the end of Subsection 5.5.1. Both of these schemes rely upon successive bisection
of the sides spherical triangles up to the desired resolution.
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Figure 5.4: Recursive bisection of triangle edges followed by projection back to the
unit sphere, for a region of S2 delineated by the three crystallographic axes 〈100〉,
〈110〉 and 〈111〉.
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We first address the case of meshing a symmetry-reduced subspace of S2, which,
for reasons described in Subsection 5.5.4, is a spherical triangle on the unit sphere for
cubic symmetries. Suppose this triangle is specified by its vertices n̂0, n̂1, n̂2 ∈ S2.
We choose a recursive scheme of meshing in which the edges of the 3D planar triangle
are bisected and projected back on to the unit sphere, until the desired resolution is
obtained. In our example, the new mesh nodes would be:

n̂0 + n̂1

|n̂0 + n̂1|
,
n̂1 + n̂2

|n̂1 + n̂2|
,
n̂2 + n̂0

|n̂2 + n̂0|

The generation of such a mesh to the desired generation of nodes is shown in Fig-
ure 5.4, for a specific choice of crystallographic axes.

In the case of the entire S2-space, this prescription applied to the equilateral faces
of a regular icosahedron results in a scheme equivalent to that of Fekete [78]. This
results in a nearly equal-area sampling of the spherical surface (Figure 5.3).

We observe in both cases that the mesh elements partition the space of solid angles
(4π in the case of the full sphere and π/12 in the case of the bounded subdomain) into
a set of non-overlapping solid angles, each subtended by its respective mesh element.
A query value of n̂ falls into exactly one of these ‘bins’. The recursive nature of the
binning suggests a similar search technique to determine the constituent bin of n̂.
Such a search would scale as log(N) where N is the total number of mesh elements
in the domain. All that is required is a prescription to determine whether a given
sample point n̂ lies within a spherical given triangle {n̂0, n̂1, n̂2}. which we state
directly: n̂ lies in the solid angle delineated by {n̂0, n̂1, n̂2} if and only if there exists
a λ ∈ R+ such that λn̂ lies in the convex span of n̂0, n̂1 and n̂2 i.e. if and only
if there exist λ, α, β, γ such that λ > 0, 0 ≤ α, β, γ ≤ 1, α + β + γ = 1 and
λn̂ = αn̂0 + βn̂1 + γn̂2. It is observed that α, β, γ are in fact the barycentric
coordinates [79] of λn̂ in the plane of the triangle (Figure 5.5). We use these same
barycentric coordinates to interpolate between the nodal values {f0, f1, f2} of a scalar
field to obtain the estimated field value at n̂. This piecewise linear estimation of a
continuous field is the same as that adopted by the finite element approach for solving
partial differential equations.

5.5.3 Gradient of a piecewise continuous field

Our treatment of energy and inverse mobility as piecewise linear fields on nodes of
a spherical mesh requires an estimate of the local gradient, which lies in the local
tangent plane of S2. In this section we provide an estimate of this by differentiating
the piecewise linear field with respect to its barycentric parameters. Recall that within
a region of S2 bound by points {n̂0, n̂1, n̂2} ∈ S2, the scalar field is approximated by
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Figure 5.5: The condition for n̂ to
lie inside the solid angle subtended
by {n̂0, n̂1, n̂2}: The vector λn̂
lies inside the triangle bound by
{n̂0, n̂1, n̂2} for some λ > 0.
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linearly interpolating between the scalar values {f0, f1, f2} at these nodes:

f (n̂) ' (1− α− β)f0 + αf1 + βf2 (5.29)

where α, β ∈ [0, 1] and β ≤ 1 − α. In the following analysis it is convenient to treat
n̂0, n̂1 and n̂2 in terms of their Cartesian components. A point inside the 3D triangle
spanned by {n̂0, n̂1, n̂2} is given by:

x = (1− α− β)n̂0 + αn̂1 + βn̂2 (5.30)

a small in-plane change of which is given by:

δx = − (δα + δβ) n̂0 + δαn̂1 + δβn̂2 = (n̂1 − n̂0) δα + (n̂2 − n̂0) δβ (5.31)

This displacement can be parameterized in terms of the column vector of barycentric
parameters ρ ≡ [δα δβ]T :

δx = XDρ (5.32)

X = [n̂0 n̂1 n̂2]3×3

D =

 −1 −1
1 0
0 1


3×2

Further, if we define the column vector of field values F ≡ [f0 f1 f2]T , then we seek
the gradient in the plane of the triangle as the direction of greatest change of f(n̂).
The parameterized change in the scalar field is given by:

δf = F TDρ (5.33)

We determine the gradient by maximizing the value of δf subject to the constraint
that |δx|2 = 1. Explicitly with a Lagrange multiplier λ,

δρ

[
F TDρ− λρT (XD)T XDρ

]
= 0 (5.34)

=⇒ ρ =
1

λ

[
(XD)T XD

]
︸ ︷︷ ︸

M

−1

DTF (5.35)

We determine the Lagrange multiplier by explicitly enforcing the constraint:

|δx|2 = 1

=⇒ λ =

√
F TD (M−1)T DTF

This gives the computationally convenient expression for the vector gradient:

∇f = (δf) δx

∇f(n̂) ' XD
[
(XD)T XD

]−1

DTF (5.36)
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Figure 5.6: Estimated gradient in the
plane of a mesh element with linear inter-
polation over the element area. The gradi-
ent is seen to be perpendicular to the level
set.

and as expected, it is constant in the plane of the triangle in that is has no dependence
on α or β. The results of such a computation for an arbitrary mesh element are shown
in Figure 5.6.

We close by describing the application of Equation (5.36) to the derivative term in
the numerical evolution equation (5.27), thereby substantiating the earlier claim of
elegantly expressing the entire equation linearly in the unknown vector x. The left-
hand side and the first term in the right-hand side of (5.27) are trivially linear in the
unknowns γµ and χµ ≡ 1/Mµ. We note that the second term is a sum of terms of the

form: vµ ·∆tjνρ×ξj, where vµ ≡ dxµ/dt is the node velocity and ∆tjνρ ≡ x(j)
ν −x(j)

ρ is
the segment of the mesh element j opposite to the node µ (the blue ‘tangent’ segments
in Figure 5.2(b)). If we are interested in a query n̂ = nxx̂ + nyŷ + nzẑ ∈ S2 whose
constituent bin is delineated by {n̂0, n̂1, n̂2} at which points the field values are
γ0, γ1, γ2 respectively, we express the capillarity vector in the following manner with
barycentric interpolation and the gradient formulation in Equation (5.36):

ξj = γ(n̂)n̂+∇γ(n̂)

= [(1− α− β)γ0 + αγ1 + βγ2]︸ ︷︷ ︸
barycentric interpolation

 nx
ny
nz

+XD
[
(XD)T (XD)

]−1

DT

 γ0

γ1

γ2


=


 nx
ny
nz

 [1− α− β α β] +XD
[
(XD)T (XD)

]−1

DT

︸ ︷︷ ︸
capillarity operator X

 γ0

γ1

γ2
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The capillarity is thus approximated as a 3× 3 linear operator X acting on a vector
of the unknowns. Further, the cross product with the tangent segment is expressed
as another linear operation in terms of the corresponding skew matrix K∆t:

∆t× ξ =

 0 − (∆t)z (∆t)y
(∆t)z 0 − (∆t)x
− (∆t)y (∆t)x 0


︸ ︷︷ ︸

K∆t

 ξx
ξy
ξz



=⇒ vµ ·∆t× ξ = [vµ,x vµ,y vµ,z]K∆tX

 γ0

γ1

γ2

 (5.37)

Equation (5.37) describes in simple terms how to express the derivative term in the
evolution equation (5.27) as a linear combination of the unknowns γ0, γ1, γ2. These
coefficients are, as already mentioned, dependent only on the mesh geometry (K∆t

and X) and transport (vµ). Thus we have established a way to express the entire
equation as linear in the unknowns.

5.5.4 Crystal symmetry considerations

The characterization developed thus far of grain boundary geometry and transport
as well as the domain S2 of boundary normals is applicable to all polycrystalline
materials irrespective of their crystallographic symmetry, the presence of which re-
sults in numerically different misorientations across grain boundaries actually being
atomistically equivalent. This implies a highly nontrivial and difficult-to-visualize
connectivity imposed on the space of misorientations. In this section we describe the
need and method to negotiate this redundancy.

The set of rotation operators that leave a crystal lattice invariant form a group
under composition of rotations, a subgroup of the symmetry group of that crystal.
Each of these can be expressed as an operator R(n̂, θ) described by an angle of ro-
tation θ about an axis n̂. For example, the cubic rotational symmetry group has 24
elements while the hexagonal one has 12. Given a crystal system with N rotational
symmetry operators, the entire space of orientations is divided into N equal-volume
subspaces, each of which contains one equivalent copy of every possible unique ori-
entation of the crystal. Materials scientists studying polycrystals restrict themselves
to one of these equivalent regions, any lattice orientation in the material being re-
ferred to by its equivalent point in this ‘fundamental zone’. Equivalent orientations
in other zones can be obtained by transforming the fundamental zone orientations
by the rotational symmetry operators. A convenient method for calculating a funda-
mental zone equivalent of a given orientation is to choose that symmetry-transformed
orientation that has the least angular deviation from the identity orientation. In
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Figure 5.7: Invariance of the atomistic
configuration that forms a grain bound-
ary (pictured by crystallographic planes in
blue) on transforming each lattice by any
of its rotational symmetry operators. The
misorientation of lattice 2 with respect to
Lattice 1 is ∆R = R2R

−1
1 in the matrix

representation.

short, if O(n̂, θ) ∈ SO(3) is an orientation in matrix form of a crystal lattice that has
N rotational symmetry operators Si ∈ SO(3), i = 1, 2, . . . , N then the equivalent
fundamental zone orientation is given by:

OFZ =

{
SiOS

−1
i

∣∣∣∣ Si = arg max
Sj

Tr
(
SjOS

−1
j

)}
(5.38)

We proceed to describe how crystal symmetry influences the connectivity of the five-
parameter space of grain boundary character. Consider a mesoscopically flat patch
of an interface between lattices 1 and 2 (Figure 5.7) defined by the set (∆R, n̂) where
∆R ∈ SO(3) is the difference in orientation from 1 to 2 (equivalently, the orientation
of 2 in the frame of 1) and n̂ is the unit normal to the grain boundary at that point, in
frame 1. If {Si}Ni=1 and {S ′i}Ni=1 are the rotational symmetry operators of the lattices
1 and 2 respectively, then S ′i = (∆R)Si(∆R)−1 ∀i = 1, 2, . . . , N . The transformations
Si acting on the axes of frame 1 and S ′j on those of frame 2 result in the same atom-
istic structure on either side of the boundary as did the original misorientation ∆R.
The new atomistically equivalent misorientation is ∆R′ =

(
S ′j∆R

)
S−1
i = ∆RSjS

−1
i

with the new boundary normal in the transformed 1 frame being n̂′ = S−1
i n̂. The

grain boundary descriptors (∆R, n̂) and
(
∆RSjS

−1
i , S−1

i n̂
)

therefore reference the
same grain boundary as far as bicrystal structure is concerned. We make use of this
redundancy by choosing to transform n̂ → Sin̂ so that we are required to query a
minimum subvolume of S2, with the understanding that the original grain boundary
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(a) (b) (c)

Figure 5.8: (a) The smallest complete region of orientation space marked in red,
expressed in the Rodrigues-Frank representation. (b) 100 random samplings of S2

with the delineated subregion marked, (c) The symmetry reduction of the scattered
points into the region of interest according to Equation (5.39). We note that about
half the points are on the far side of the unit sphere, owing to the absolute value
in Equation(5.39). This is indicative of the additional symmetry due to orientation
switching, which are improper rotations.

character can easily be recovered by applying the inverse transformation on n̂ as well
as the misorientation ∆R. The minimum subvolume requirement directly translates
into having fewer unknowns in Equation (5.27), thereby saving on computer resources.

While there exist a generalized prescription for transforming a given n̂ into the
desired subregion of S2 [80], which is in fact misorientation-dependent, we rely for
simplicity on a method that is specific to a 60◦ misorientation about the 〈111〉 crystal-
lographic axes for the highest-symmetry case, the cubic lattice. It is known that the
fundamental zone of misorientations in cubic polycrystals is delineated in Rodrigues-
Frank space [81] by the three axes of the standard stereographic triangle (SST) namely
〈100〉, 〈110〉 and 〈111〉 (Figure 5.8(a)). We choose the elements of S2 corresponding
to these directions (or crystallographic equivalents thereof) as the boundaries of the
subspace that we choose to transform into. We bring a query n̂ ∈ S2 into this spher-
ical triangle by minimizing the sum of its angular deviation from these vectors, with
the following objective function involving the set of rotational symmetry operators
{Si} and the delineating vectors âj:

n̂transformed = Smaxn̂ (5.39)

where Smax = arg max
Si

N∑
j=1

|(Sin̂) · âj|
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The particular manner of transformation implemented in Equation (5.39) partitions
the space of S2 into two sections: those points that are accessible by proper symmetry
transformations alone and those by improper transformations. This is indicated in
the example in Figure 5.8(c) where roughly half of the randomly generated points
on the spherical surface have been transformed into the region of S2 delineated not
by the âj, but the −âj. In order to bring these n̂ into the desired region, one would
have to reflect them about the origin. This is not because of an inadequate choice
of objective function, but indicative of the degeneracy in the definition of the grain
boundary descriptor parameters, in particular the 2-parameter boundary inclination.
In the larger context of the polycrystal, this is purely a matter of choice, in terms of
the local boundary normal n̂ extending into one crystal forming the grain boundary
or the other.

Thus in our quest to successfully reduce the number of unknowns in the evolution
equation (5.27), we are now saddled with the problem of negotiating the set of equiv-
alent configurations on the unit sphere, which number 2N in all, the total number
of symmetry operators of the crystal lattice of the material, rotations and reflections
included. These are partitioned into 2 sets of N each, and the members of each set
can all be transformed into one another through the application of the N rotational
symmetry operators, but they cannot cross-transform, since one would require an
improper rotation to do so. This is illustrated in Figure 5.9(a). For cubic symme-
try, there are 24 equivalent ‘blue’ regions that transform into the chosen ‘red’ region
through symmetry rotations of every point in it (one symmetry operation per blue
region), and 24 equivalent ‘green’ regions that transform through improper symme-
try operations. ‘Blue’ and ‘red’ regions can never inter-transform through rotations
alone.

With the need to transform every n̂ ∈ S2 into the chosen region comes the require-
ment to transform every vector in it appropriately, since they all have unique local
identities. These vectors include every constituent part of Equation (5.37), namely
the velocity vµ, local element edges ∆t and the capillarity vector ξ itself. We address
in one stroke all these transformations indirectly by describing how to transform a
convenient local basis in which all these vectors can be expressed. This basis is simply
the local spherical polar basis {êr, êθ, êφ} on the surface of the unit sphere. It is im-
perative that this transformation of basis be done not by any arbitrary rotation, but
through symmetry operations alone, whether proper or improper. This ensures that
the set of transformed basis vectors are oriented in the exactly same manner within
the target S2 subregion as they were with their constituent subregion. This is clarified
in Figure 5.9(b) and (c). In (b), the blue region transforms into the red region by a
proper symmetry operator (namely, rotation of 60◦ about 〈111〉). Through the same
transformation, the new basis {ê′r, ê′θ, ê′φ} is oriented in the exactly same manner
within the red region as the original basis {êr, êθ, êφ} was with respect to the blue
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(a) (b) (c)

Figure 5.9: (a) Chosen subregion delineated by 〈100〉, 〈110〉 and 〈111〉, along with
two equivalent zones, one of which transforms into the chosen region through proper
symmetry operations (blue), and another through improper symmetry operations
(green). Transformation of local spherical polar basis {êr, êθ, êφ} → {ê′r, ê′θ, ê′φ}
through (b) proper rotations, and (c) improper rotations.
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region. The transformation being a proper rotation, the handedness of the basis is
preserved. The vectors vµ, ∆t and ξ whose components in the basis {êr, êθ, êφ}
were already known, can now be safely projected into the new basis while maintaining
their configurations with respect to each other. The same is seen in Figure 5.9(c),
except that the handedness of the basis changes, reflecting (no pun intended) the
improper nature of the transformation. Any vector χ = [χ0 χ1 χ2]T is transformed
from a local spherical polar basis to the corresponding basis in the reduced subregion
by the following transformation:

χ′ = B2B
T
1 χ (5.40)

where B1 = [êr êθ êφ]3×3 is the matrix formed with the polar basis vectors as its

columns, and likewise B2 =
[
ê′r ê

′
θ ê
′
φ

]
3×3

.

We have thus detailed a consistent method for transformation of the local bound-
ary inclination (expressed in one or the other crystal frame associated with the grain
boundary) and tangent-plane related physical quantities into a convenient subregion
of S2. For stress again that the transformation into the subregion described in Fig-
ure 5.9 is specific to the 60◦ misorientation about 〈111〉. The method outlined is
however applicable to subregions of S2 corresponding to any grain boundary misori-
entation. The choice of underlying misorientation is for illustrative purposes and is
explained in chapter 6, Section6.5.2.

5.6 Interface tracking

We finally prescribe a methodology to estimate the velocity field on an interface on
a node-to-node basis (Figure 5.1), given the two snapshots of the interface before and
after its differential transport (the dxµ/dt = vµ in Equation (5.27)), what we call the
interface tracking problem. As already stated, this is to be applied to imaged grain
boundaries and is generalized insofar as to account for changes in the geometry of the
interface, such as size (and consequently number of sample points), local curvature,
surface orientation and torsion. The emphasis on differential migration is important
because it permits us to make a qualitative assumption about the grain boundary
transport: that the sample nodes of the interface take the straightest, simplest path
in the intervening space to reach the configuration described the the target set of
points without ‘wiggle’. A schematic of such transport is shown in Figure 5.10 in
the presence of a variety of exotic morphological changes. In each case, the original
surface has 20 nodes while the target surface has 40 nodes. We state in simple words
the interface tracking problem and our proposed solution.

• We are given an M -strong set of 3D sample points X ≡ {xi} denoting the orig-
inal interface and another N -strong set Y ≡ {yj} denoting the target interface.
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(a) (b) (c) (d)

Figure 5.10: (a) Schematic of boundary transport illustrating the abilities of the
boundary tracking algorithm, particularly with (b) target surface oriented differently,
(c) inverted curvature and (d) 3D torsion.

These two sets represent an imaged interface before and after differential migra-
tion respectively. Note that M may not be equal to N . In practice this could
happen because the size of the grain boundary changed during transport, or the
sampling for the different states of the material volume was done at different
resolutions, or a combination of both.

• We seek a set of M displacement vectors D ≡ {∆xi} in 3D for each xi such
that the set {xi + ∆xi} mimics the configuration of the target surface Y as
closely as possible, with as uniform a sampling as possible.

• Under these conditions, it is assumed that in the time of transport ∆t (decided
in the particular experiment!), the intermediate positions of the boundary nodes
were:

x
(inter)
i (ε∆t) = xi + ε∆xi (5.41)

where 0 ≤ ε ≤ 1

• The velocity field is then simply given by:

vi =
∆x

∆t

We assert that this problem is easily solved using the well-established linear optimiza-
tion algorithm for which there exist a variety of numerical software packages for easy
implementation [82, 83, 56]. We calculate each displacement ∆xi as a weighted sum
of all possible displacements from xi ∈ X to every yj ∈ Y:

∆xi =
N∑
j=1

Cij (yj − xi) (5.42)
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Figure 5.11: Example of the optimized transport algorithm acting on a 3D surface
with inverted curvature and slight reorientation.

The coefficients Cij are determined by the following linear optimization problem in
the unknowns σij:

Cij = arg min
σij

{
M∑
i=1

N∑
j=1

σij |yj − xi|2
}

(5.43)

subject to the constraints:

σij ≥ 0 ∀ i = 1, 2, . . . ,M and j = 1, 2, . . . , N (5.44)

N∑
j=1

σij = 1 ∀ i = 1, 2, . . .M (5.45)

N∑
i=1

σij =
M

N
∀ j = 1, 2, . . . N (5.46)

The objective function in Equation (5.43) attempts to find the shortest possible ag-
gregate displacement emanating from the xi. The positivity constraint (5.44) ensures
directionality of the displacements ∆xi towards the target surface. Constraint (5.45)
ensures that the displacements actually terminate on the target surface and not be-
fore or after, while the equi-weighting constraint (5.46) adjusts the displacements so
that the final positions sample the target surface as uniformly as can be managed.
An instance of this algorithm applied to a meshed surface is shown in Figure 5.11.

We note in Figures 5.10 and 5.11 the edges and corners of the original surface do
not actually migrate to their corresponding components in the target surface. This
is a consequence of the manner of framing the optimization problem. We circumvent
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this difficulty by separately evolving the different topological features (in the case of
a grain boundary network, the boundary interiors, triple lines and quad points) using
the optimal transport algorithm described above. A more sophisticated treatment of
this geometrical constraint takes the problem outside the realm of linear optimization
and therefore easy computation.
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Chapter 6

Results

In this chapter we present the results of the preliminary processing of the iron data
and the subsequent analysis of the obtained microstructure with the tools developed
in the chapters thus far. The results are classified into the following broad groups:

1. We begin farthest upstream with particulars of the reconstruction of the α-iron
microstructure. These include details concerning the experiment itself, such as
the estimated number of Bragg peaks per grain, the reconstruction itself and a
qualitative analysis of certain isolated low-confidence regions therein.

2. Bulk statistics of the microstructure are analyzed next: grain volume, orienta-
tional and shape texture, number of neighbors and the grain boundary chatacter
distribution.

3. The two-step alignment of the pre-anneal and post-anneal microstructure vol-
umes, specifically the layer registration followed by the alignment of select grains
and the subsequent tracking of specific grains and their boundaries.

4. Digressing slightly from bulk statistics of polycrystalline α-iron, we present two
proof-of-concept validations of the enegry and mobility computation formalism
developed earlier in Chapter 5.

6.1 Results from the diffraction experiment

We describe in this section particulars concerning the data collection and the re-
construction. The initial volume scanned was from a sample cut out of a rolled and
annealed piece of α-iron (BCC crystal structure) obtained from Center for Iron and
Steelmaking Research at Carnegie Mellon University. The energy of the X-ray pho-
tons was set to be E = 65.351 keV. The scan began at a point 2mm below a notch in
the sample, which was presumably a consequence of imprecise machining. 66 layers of
the sample were scanned at a rotation interval of 0.25◦ at a layer separation of 3µm.
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The acquisition time for each detector image was about 0.33 seconds. In this manner,
a volume of about 1mm × 1mm × 0.195mm was scanned. The sample was then re-
moved from its mount and annealed in a tube furnace at a temperature of 600◦C for
half an hour in an atmosphere of forming gas (N2 +3%H2). After the anneal cycle an
attempt was made to remount the sample as closely to the pre-anneal configuration
as could be managed by hand. This greatly helped the post-reconstruction digital
registration of the volumes (described in Section 6.3). For the post-anneal scan we
attempted to capture a larger region of the sample by imaging the diffraction peaks
for 10 additional layers, 5 above the original volume and 5 below. The rationale was
to be able to capture what happens to specific grains near the edges of the scanned
volume. Unfortunately due to time constraints we were able to scan only 65 lay-
ers beginning from 5 layers above the starting point of the pre-anneal volume. Any
subsequent attempt to track microstructural features through the anneal cycle obvi-
ously had to be restricted to the overlapping region between the two volumes, which
consists of 60 layers.

On completion of the parameters Monte Carlo step, the relevant geometric param-
eters of the experiment (defined in Chapter 2) were determined to be:

Parameter Detector 0 Detector 1 Detector 2
Detector distance L (mm) 5.095(5) 7.083(5) 9.064(5)

Beam center J (pixels) 927 938 950
Beam center K (pixels) 2030 2026 2022

Table 6.1: Parameters of the experimental geometry determined by a Monte Carlo
method.

To reiterate, the origin of the detector coordinates is the top left corner of the
detector. L denotes the estimated distance between the rotation axis of the sample
and the detector. Our first calculation is the estimated number of observed Bragg
peaks per grain (or more specifically, per unique orientation in the sample plane), the
idea being that for a single voxel in the sample space, optimization of each orientation
against a greater number of Bragg peaks makes for a more reliable reconstruction. In
order to do this, we require knowledge of the relevant volume in the reciprocal lattice
that is responsible for scattering through the von Laue criterion. As described in
Chapter 2, the maximum size of the reciprocal lattice vector G is estimated by how
far up the detector scattering was detected:

|G| = 2π

a0

√
h2 + k2 + l2 = Q =

4π

λ
sin θ (6.1)

where (h, k, l) are the Miller indices of the reciprocal lattice vector. With diffraction
being observed as far as about 2.5mm up the detector (which is about 3.03mm tall
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)at distance L = 5.095mm, we get:

Qmax =
4π

λ
sin θmax =

4πE

hc
sin

[
1

2
tan−1

(
2.5

5.095

)]
' 14Å

−1

We thus seek to find the number of relevant Bragg reflections that fall within the
reciprocal space sphere of radius Qmax. This would be easy to compute in the case
of a simple cubic crystal, but is complicated by the fact that a body-centered cubic
material has the requirement that h + k + l be even for an allowed diffraction. The
task is achieved by the following Matlab code which takes as its input the maximum

scattering vector magnitude we choose to consider (Qmax) in Å
−1

and the lattice
constant a0 in Å:

function [ SC, FCC, BCC ] = GetBraggPeaksCubic( Qmax, a0 )

Qmax = round( Qmax );

[ y, x, z ] = meshgrid( -Qmax:Qmax, -Qmax:Qmax, -Qmax:Qmax );

x = x(:); y = y(:); z = z(:);

G = [ x y z ]’;

G( :, (2*pi/a0)*sqrt( sum( G.^2 ) ) > Qmax ) = [];

G( :, all( G == 0 ) ) = [];

% simple cubic...

SC = G’;

% face centered cubic...

FCC = G( :, all( rem( G, 2 ) == 0 ) | all( rem( G, 2 ) ~= 0 ) )’;

% body centered cubic...

BCC = G( :, rem( sum( G ), 2 ) == 0 )’;

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

[ ~, ~, bcc ] = GetBraggPeaksCubic( 14, 2.87 ); % lattice constant of bcc iron

bccUniq = bcc( bcc(:,3)>0, : );

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

The final array bccUniq returns all the unique (h, k, l) triples that are eligible to
produce scattering over a complete rotation of the sample. For our input parameters

of Qmax = 14Å
−1

and lattice constant a0 = 2.87Å, we see that each sample space
orientation corresponds to 243 Bragg peaks on the detector. For comparison, at the
same beam energy of 65.351 keV, the orientations are reliably determined in the usual
gold wire sample used for calibration of the nf-HEDM apparatus (face-centered cubic,
a0 = 4.078Å) using about 90 Bragg peaks per orientation at a Qmax of 9Å (i.e. using
scattering from about halfway up the detector). We can therefore be certain to a very
high degree of the orientation map obtained from the diffraction data of the α-iron.
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The results of the reconstruction of one layer of the α-iron with these parameters
is shown in Figure 6.1. The following qualitative features of the reconstruction and
microstructure are observed:

• The high confidence in the middle of the grains and the sharp definition of the
grain boundaries with the expected confidence around 0.5 is a testament to the
success in determining the geometric parameters of the experiment to a high
degree of precision.

• The high confidence is also an indication that the original rolled microstructure
was successfully recrystallized to obtain well-ordered grains. Further results on
the crystallographic isotropy of the grains thus formed are given in Section 6.2.

• We speculate that the areas of low confidence are voids resulting from internal
fracture due to the rolling of the sample in a mill, around which the material
recovered and recrystallized into well-ordered grains. Our guess is based on
the gradual drop in confidence at the periphery of these features, which is
characteristic of imaged edges in nf-HEDM (Figure 6.2). In Figure 6.3, we can
see the feature receding as we step through the sample. We observe the same
feature in both anneal states (Figure 6.4), which is an indication that the feature
is likely not the result of incomplete recovery/recrystallization. It is necessary
to perform a tomography scan of the volume to confirm the presence of the
crack.

The presence of the voids, if indeed that is what the low confidence regions are, con-
stitute free surfaces inside the sample volume and has implications for the applicabil-
ity of the energy/mobility theory and computational scheme described in Chapter 5,
which assumes that the interfaces in question are grain-grain interfaces, as opposed
to free surfaces. The theory of intersecting grain boundaries at free surfaces is more
involved [84, 85] and is outside the scope of this thesis. In order to maintain rigor, one
would have to exclude the grain boundaries that terminate at a free surface (namely,
the insides of such voids as well as the boundaries along the sample edge) from the
set of boundaries under consideration.

6.2 Bulk grain statistics

This section deals with statistical features of the α-iron microstructure with focus
on the comparison between the pre- and post-anneal states. This is in contrast to
explicit quantification of the geometry and transport of grain boundaries with the
tools developed in Chapter 5. We begin by stating some simple quantities of interest,
namely the number of grains and grain boundaries in the sample; summarized in
Table 6.2. The pre-anneal and post-anneal comparisons indicate a large number of
grain extinctions.
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Figure 6.1: (a) Confidence metric that expresses the fraction of overlap of simulated
diffraction from each sample voxel with observed diffraction. (b) Orientation field
colored according to Rodrigues-Frank components.

Figure 6.2: Comparison of the reconstruction features of a possible void (b) with
those of the sample edge (a). nf-HEDM reconstructions at the edge of a sample
display not an abrupt discontinuity in the orientation field, but a gradual decrease
in the confidence past the sample edge, were microstructure does not exist. This is
a result of the forward modeling algorithm attempting to adjust the orientation for
maximum overlap of simulated diffraction with observed diffraction. We notice the
same features at the periphery of the low confidence region.
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Figure 6.3: Profile of the possible void in the sample layer (position shown in (a)),
as we step through the layers 1 ((b)) through 7 ((h))

Figure 6.4: Presence of a possible void-like feature nearly unchanged in both the
pre-anneal state (a) and post-anneal state (b).

Table 6.2: Number of grains and grain boundaries in the sample

Pre-anneal Post-anneal

Grains 20039 13094
Grain boundaries (internal) 109389 74130

Free surfaces 8030 5078
Mean grain volume (µm3) 9342 14143
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Figure 6.5: Distributions of the angle of disorientation of the grain lattices form the
sample frame, before and after anneal. In both cases the distribution is shown to
follow the Mackenzie distribution.

We then describe qualitatively the crystallographic texture of the grains in the sam-
ple. The distributions of grain disorientations are shown in Figure 6.5 and are seen to
follow the Mackenzie distribution characteristic of random orientations [86, 87]. For
each anneal state, we plot the pole figures of the 〈100〉 crystal axes corresponding
to each grain orientation in Figure 6.6. We see that for both anneal states there
is no significant localization of the density of the 〈100〉 poles in both the pre- and
post-anneal states. We also address the issue of ‘shape texture’ of the grains, specifi-
cally their elongation with respect to the rolling direction, compared before and after
anneal. We do this by computing the moment of inertia tensor I of the Cartesian
sample points r = [x0 x1 x2]T of each grain:

Iij =

{∫
V
d3r ρ(r) (r2 − x2

i ) If i = j

−
∫
V
d3r ρ(r)xixj If i 6= j

(6.2)

where ρ(r) is the (uniform) mass density of the grain. In the case of a discretized grain,
the integral is replaced with a summation with the density being normalized to 1. I
is a symmetric tensor with non-negative eigenvalues whose physical significance is the
mass distribution of the grain from the principal axes. These axes roughly correspond
to axes of symmetry of the grain and are indicative of directions of elongation or
shortening. We see in Figure 6.7 that the pre-anneal state exhibits a preferential
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Figure 6.6: Pole figure plots of the 〈100〉 crystal axes of each grain, before anneal (a),
after anneal (b). The rolling direction emerges from the plane of the figure.

104



(a) (b)

Figure 6.7: Projections of the principal axes of the inertia tensor I of the grains on to
the upper hemisphere, before anneal (a) and after anneal (b). The rolling direction
is along the Z-axis in both cases.
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Figure 6.8: Grain volume distributions of α-iron, with the mean volumes given in
Table 6.2.

elongation or flattening along the rolling direction, as evidenced by the high density
of poles of the grain principal axes. We note that from this diagram alone one cannot
tell whether the grains are flattened or elongated along the rolling direction; however,
we note that this is somewhat dispersed in the post-anneal state, indicative of the
grains being more isotropic. Figure 6.8 shows the distributions of grain volumes.
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Table 6.3: List of CSL misorientations for BCC crystals whose GBCDs were queried
from the iron sample.

Figure label Σ Misorientation angle (◦) Misorientation axis

6.9 3 60.0 〈111〉
6.10 3b 19.5 〈100〉
6.11 5 36.9 〈100〉
6.12 9 38.9 〈110〉
6.13 11 50.5 〈110〉
6.14 13a 22.6 〈100〉
6.15 17a 28.1 〈100〉
6.16 19a 26.5 〈110〉
6.17 21a 21.8 〈111〉

(a) Pre-anneal (b) Post-anneal

Figure 6.9: Σ3 GBCD inverse pole figures
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(a) Pre-anneal (b) Post-anneal

Figure 6.10: Σ3b GBCD inverse pole figures

(a) Pre-anneal (b) Post-anneal

Figure 6.11: Σ5 GBCD inverse pole figures
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(a) Pre-anneal (b) Post-anneal

Figure 6.12: Σ9 GBCD inverse pole figures

(a) Pre-anneal (b) Post-anneal

Figure 6.13: Σ11 GBCD inverse pole figures
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(a) Pre-anneal (b) Post-anneal

Figure 6.14: Σ13a GBCD inverse pole figures

(a) Pre-anneal (b) Post-anneal

Figure 6.15: Σ17a GBCD inverse pole figures
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(a) Pre-anneal (b) Post-anneal

Figure 6.16: Σ19a GBCD inverse pole figures

(a) Pre-anneal (b) Post-anneal

Figure 6.17: Σ21a GBCD inverse pole figures
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Figure 6.18: GBED for select α-iron CSLs

As a further characterization of the sample we compute parts of the 5 parameter
the grain boundary character distribution (GBCD) for select misorientations in which
a subset of the atomic positions overlap. The set of these atomic positions form a
Bravais lattice by themselves, the so-called ‘coincidence site lattice’ (CSL) and are
characterized by their so-called Σ-number, which is the volume density of overlapping
atomic positions. CSL configurations are of special importance in microstructural ma-
terials science since the associated grain boundaries in general display special physical
properties like low energy and mobility. The GBCD for all grain boundaries of a given
misorientation is simply the distribution of boundary area in the space of the local
grain boundary normal i.e. the remaining two grain boundary descriptors. GBCDs
are usually expressed in terms of multiples of a random distribution (MRD) and are
plotted on pole figures as stereographic projections. GBCD pole figures for select
misorientations (Table 6.3) are shown in Figures 6.9 through 6.17. The relative num-
ber and area fractions of the types of grain boundaries in Table 6.3 are shown in
Figure 6.19. The GBCDs for Σ3, Σ5 and Σ9 can be compared to the grain boundary
energy distributions (GBED) (Figure 6.18) of these CSL misorientations obtained
from molecular dynamics simulations [32].

6.3 Volume registration

In this section we describe the procedure of alignment of the pre- and post-anneal
volumes. This is a necessary step prior to being able to track microstructural fea-
tures common to the volumes. There exist many sophisticated methods of image
registration based on relative intensity minimization, using control points or man-
ual/automated feature selection. We adopt the simpler two-step method described in
Chapter 3, Section 3.3 owing to the specific manner in which the sample was mounted
using a rotary clamp (described in Chapter 2). To briefly reiterate,

1. A two-dimensional rigid body transformation (a translation of the centroid fol-
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Figure 6.19: Number fractions of grain boundaries for select CSL disorientations:
Left: Number fraction of boundaries, Right: Area fraction of boundaries, Top:
pre-anneal volume, Bottom: post-anneal volume.
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Figure 6.20: Single layer registration by a rigid body transformation: a reconstructed
layer of the pre-anneal volume (a), the corresponding layer in the post anneal volume
(b) and the same layer rotated and translated to overlap the pre-anneal layer (c).

lowed by rotation about it) is determined from the alignment of corresponding
layers in the pre- and post-anneal images volumes. This transformation is ap-
plied to every layer in the sample, effectively transforming the entire volume
identically to the single layer.

2. Then a single grain is chosen that is present in both samples and the volumes
are rotated in three dimensions such that the grain has the same orientation in
both samples.

We assert that this two-step process is sufficient for registration to within the exper-
imental resolution of nf-HEDM.

In the first of these two steps the layer of choice that dictates the rigid body
transformation of the entire volume, was chosen to be in the middle of the overlapping
region of the two volumes. The figure of merit of in-plane alignment was chosen to be
the number of overlapping ‘fit’ voxels (i.e. determined by the reconstruction software
as being inside the bulk of the material). The result of the first of these two steps
is shown in Figure 6.20. In the second step, a set of 3261 grains was identified
in both volumes and the entire (rigid body transformed) post-anneal volume was
reoriented in order to bring the lattice orientations of each of these grains in turn into
coincidence. The configuration for which the aggregate misorientation of the 3261
grains was the minimum, was chosen as the final alignment of the post-anneal volume.
The distribution of misorientation between corresponding grain versions before and
after the optimal grain-based three-dimensional rotation is shown in Figure 6.21. We
see that the misorientation angles lie within the experimental angular resolution of
∼ 0.15◦.
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Figure 6.21: Distribution of misorientation in corresponding grain lattice prior to and
after the three-dimensional rotation.
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6.4 Grain and boundary tracking

The registration of the pre- and post-anneal volumes permits us to directly track
grains and their boundaries through the anneal process. We present in this section
results that are common to sets of grain boundaries that were identified in both
volumes. After the crucial step of volume alignment described in Section 6.3, grains
present in both volumes were identified by searching for overlapping regions of equal
orientation (up to a 2◦ tolerance). This resulted in a total of 3261 grains in the post-
anneal volume that were determined to overlap at least partially in spatial extent
with their counterparts in the pre-anneal volume. Some of these grains are shown in
Figure 6.22, whose surfaces were smoothed with hierarchical smoothing (Chapter 4).
Also shown in Figure 6.23 are examples of boundaries that were tracked through
the anneal state and their inferred motion through the optimal transport algorithm
developed in Chapter 5, Section 5.6.

With the ability to track boundary motion, we are in a position to test for the
influence of interface geometry on boundary migration. We do this by determining
the statistical correlation coefficient of the local normal velocity vn ≡ v · n̂ of a grain
boundary with the estimated mean curvature κm at that point (computed with a
nearest neighbor connectivity algorithm [88]). The correlation coefficient for a single
grain boundary is given by:

Corr(vn, κm) =
1

N

N∑
i=1

(
v

(i)
n − 〈v(i)

n 〉
)(

κ
(i)
m − 〈κ(i)

m 〉
)

σ
(i)
vnσ

(i)
κm

(6.3)

where 〈x〉 and σx denote the mean and standard deviation of x respectively, and the
sum is taken over the triangular mesh elements that constitute the boundary. We
have Corr(vn, κm) ∈ [−1, 1]. Prior to computing this correlation, we briefly review
the conventions for boundary inclinations and curvature. Although curvature is a
well-defined local property of a curve in 2D or a surface in 3D, its sign depends on
the local inclination n̂. In the context of closed curves and surfaces (such as grains in
2D and 3D), n̂ is taken to be such that its projection in the radially outward direction
from the grain centroid is positive. Having set the convention for n̂, the sign of the
curvature depends on the sense in which n̂ changes as one traverses the curve, as seen
in Figure 6.24. This 2D visualization is generalized to surfaces in 3D by considering
the sense of change in n̂ as one traverses the surface along two mutually perpendicular
directions given by the eigenvectors of the local shape operator. The eigenvalues of
the shape operator are curvatures in these principal directions. The quantity of
importance in grain boundary dynamics, the mean curvature κm (encountered in
Chapter 5), is the average of these two eigenvalues. Since the correlation function
changes sign when one of its input random variables changes sign, i.e. Corr(−a, b) =
Corr(a,−b) = −Corr(a, b), it is easily shown that it remains unchanged under a sign
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 6.22: Images of select tracked grains before anneal (left column) and after
anneal (right column).
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(a) (b)

Figure 6.23: Select grain boundaries identified in both microstructure images, with
their intermediate states during the annealing process inferred with the optimal trans-
port computation. The cyan boundaries are the pre-anneal boundaries, green are from
the post-anneal volume and the translucent gray ones are intermediate.
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Figure 6.24: (a) positive curvature, (b) negative curvature.
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change of n̂ (which physically corresponds to choosing one or the other grain centroid
associated with the grain boundary):

n̂ −→ −n̂
=⇒ Corr(vn, κm) −→ Corr(−vn,−κm)

= Corr(vn, κm)

Once the convention for n̂ was set consistent with the sign of κm over each grain
boundary, the computation of the correlation coefficient was straightforward.

Shown in Figure 6.25 is the correlation coefficient for the tracked boundaries (num-
bering to about 15500). The computation was restricted to those grain boundary
patches whose curvature lay in the range |κm| ≤ 1/3 corresponding to a radius of cur-
vature of 3µm (which was approximately the chosen size of the 3D voxel) or greater.
We list the possible sources of error in the computation of the correlation coefficient:

• The errors introduced due to the estimation of curvature [88] by fitting a surface
locally to a quadratic curve.

• The inaccurate estimate of the true instantaneous boundary velocity due to
over-annealing of the sample.

6.5 Energy-mobility proof-of-concept

As mentioned in Chapter 5, a major goal of this thesis is to eventually be able to
perform more sophisticated computations on microstructure data in order to extract
the relevant parameters that determine boundary migration. The task of establishing
numerically the link between measurable quantities like grain boundary geometry,
topology and transport (residing in 3D Cartesian space) and the thermodynamic
functions that determine said transport (residing in a crystallographically compact
subspace of SO(3)) is a highly nontrivial inverse problem. As has already been demon-
strated in Chapter 5, if one were to consider differential migration of the boundaries
in a network, this inverse problem can be linearized (specifically, as a generalized
eigenvalue problem) for which there exist known methods of solution. This section
presents proof-of-concept validations of the numerical machinery developed in Chap-
ter 5 for certain synthetic data sets that mimic grain boundaries in a sample. We
follow the general procedure summarized in Figure 6.26, in which we first generate
an ensemble of interfaces and evolve them according to a known energy density γ and
mobility µ, then apply the formalism developed in Chapter 5 in order to re-obtain
the energy and mobility, or at least quantities proportional thereto.
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Figure 6.25: (a) Correlation coefficient between local normal velocity v · n̂ and mean
curvature κm, computed for different tracked boundaries, (b) distribution of local
v · n̂, (c) distribution of local κm.
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Figure 6.26: Full-circle sequence of steps for validation of the coarsening theory.
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Figure 6.27: Schematic of an imaginary
spherical grain which contains, by defini-
tion, all possible boundary inclinations for
a given crystallographic misorientation. ����������������������
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Given all the grain boundaries in a volume of a particular misorientation (and all
its equivalents), we require that the corresponding local boundary inclinations pop-
ulate the chosen symmetry-reduced subdomain of S2 with sufficient uniformity (see
Section 5.5.4). The easiest way to synthesize such data is to imagine a single meso-
scopically spherical grain in a polycrystalline material whose interior corresponds to
one orientation and the exterior to another (Figure 6.27), such that the misorienta-
tion between the interior and exterior is the desired one. The spherical interface thus
represents literally all available inclinations of the grain boundary area, with uniform
distribution. This will be our prototypical system upon we base our validations of
the numerical theory. Since the spherical grain boundary has no terminal features
typical of real grain boundaries (i.e. junction lines and points), we create an ensem-
ble of imaginary grain boundaries by sectioning the spherical grain boundary into
smaller facets and pretending that each one is an independent grain boundary from a
volume (Figure 6.28). This construction elegantly satisfies the requirement that the
total available grain boundary area uniformly populate the chosen subdomain of S2

as delineated by 〈100〉, 〈110〉 and 〈111〉 (see Section 5.5.4).

One cautionary point is that the reduction of all these available unit normals to
the chosen crystallographic subdomain described in Section 5.5.4 implies transforming
the misorientation as well by the appropriate symmetry operator, in order to preserve
the fundamental nature of the grain boundary in an atomistic sense. Operationally
this does not make a difference to our analysis, because the misorientation is never
actually used anywhere in the computation, but it is something important to be kept
in mind.

We now go on to detail two cases in our validation exercise, which differ in the
nature of the assumed interfacial energy density γ. The first case harks back to John
von Neumann’s original treatment of soap bubble films and the second concerns a
more nontrivial energy profile.
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(a) (b)

Figure 6.28: Grain boundary ensemble spanning all possible boundary inclinations
generated by segmenting a sphere and treating the isolated pieces as grain boundaries,
which now have features analogous to triple lines (edges) and quad points (terminal
points of edges). (a) shows the segmentation of a meshed sphere into imagined grain
boundaries, (b) shows the same, exploded radially to highlight the perimeter relations
between the constituent patches.
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6.5.1 von Neumann isotropy in the energy and mobility

We first address the case of constant energy and mobility (γ(n̂) = γ0 and µ(n̂) =
µ0) in Equation (5.21), for the spherical patches described in the previous section.
Owing to the fact that ∇γ(n̂) = 0 ∀n̂, there is no in-plane distortion of any of the
grain boundaries and the only migration is in the radial direction (v = vn̂). Thus
along the edges of any interface, we have v·m̂ = 0 and therefore without the perimeter
term, Equation (5.21) is simplified to:

d

dt

(
γ0r

2Ω
)

= −r2Ω
v2

µ0

2rvγ0Ω = −r2Ω
v2

µ0

(∵ dr
dt

= v)

=⇒ v = −2κγ0µ0 (6.4)

where Ω is the solid angle subtended by the boundary, κ ≡ 1/r is the constant mean
curvature. Equation (6.4) is precisely the result of von Neumann’s 1952 work [63].
This equation simultaneously demonstrates that for isotropic physics, grain bound-
aries migrate towards their centers of curvature (evidenced by the negative sign) and
that the velocity of migration is proportional to the interfacial energy density, mobil-
ity (sometimes considered together as the ‘reduced mobility’ γ0µ0) and the local mean
curvature. We seek to establish in this subsection that radially inward von Neumann
migration of spherical (synthetic) grain boundaries does indeed return constant γ and
µ values for all n̂. This is the simplest check that can be performed on the numerical
technique developed in Chapter 5.

We choose for simplicity a value of 1 for r and v in arbitrary units which gives:
γ0µ0 = 1/2 which mean we should expect the interfacial energy density to be half the
inverse mobility. This is coupled with the normalization constraint specified in Equa-
tion (5.28), specifically xTWx = 1 where x = [γ0 γ0 . . . γ0 1/µ0 1/µ0 . . . 1/µ0]T .
The weighting matrix W is of the form:

W =

[
W0 0
0 W0

]
(6.5)

where W0 is a diagonal matrix whose diagonal elements are the (normalized) areas of
the triangular elements in Figure 5.4. Shown in Figure 6.29 is the computed result
compared against the theoretical value for the case of γ0 = 1/2µ0. Figure 6.30 shows
another representation of the same information, namely the energy and mobility fields
plotted on the relevant subdomain of S2, which is suitable for cubic symmetry.

We thus establish the ability of the energy-mobility numerical machinery to solve
the simplest problem in its class, that of isotropic energy and mobility. We study its
performance next in a specific case of anisotropy in the energy density.
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Figure 6.29: Plot of the solution vector x for the case of γ(n̂) = γ0 and µ(n̂) = µ0,
when the radius r of the evolved sphere and its local normal velocity v are both set
to 1 (arbitrary physical units). In this case, γ0 = 1/2µ0 =⇒ γ0 = χ0/2
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Figure 6.30: (a) Mesh on the symmetry-reduced sub-region of grain boundary nor-
mals, (b) interfacial energy density γ(n̂) re-computed from isotropic migration, (c)
inverse mobility χ(n̂) = 1/µ(n̂) re-computed from isotropic migration.
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6.5.2 Energy minimum about a symmetry axis

We now perform the same full-circle analysis described in Section 6.5.1, but for an
energy/mobility profile that is not a constant function of n̂. This is an inconvenient
truth about polycrystalline materials as opposed to other interface network systems
like soap films, one which instantly complicates the dynamics and therefore the kine-
matics of moving interfaces. Owing to the fact that surface torsion can no longer be
ignored (∇γ 6= 0), we can no longer remain content with the assumption of migration
towards the grain boundary center of curvature. We are now faced with the forward
problem of determining the local transport of each ‘boundary’ in our synthetic en-
semble according to an assumed γ(n̂) and µ(n̂) before we can work backwards and
recover numerically the γ and µ as we did in Section 6.5.1.

Fortunately, this has already been addressed in the numerical formalism developed
in Chapter 5, Section 5.5.1. We simply use Equation (5.26) with analytical expressions
for γ(n̂) and µ(n̂) (and therefore ξ(n̂) as well) in order to evolve each interface node-
by-node for a sufficiently small time interval dt. The ensemble is generated in the
same manner as in the previous section: segmentation of the surface of a triangulated
sphere with each individual patch or segment considered as an independent grain
boundary (Figure 6.28).

We now turn our attention to the nature of the energy density function. As already
stated, we choose for simplicity the grain misorientation of 60◦ about 〈111〉, which is
a twist misorientation. This permits us to generate an energy density function γ(n̂)
that adheres to the cubic crystal symmetry. In other words, If Si is a cubic symmetry
operator, then γ(Sin̂) = γ(n̂) and therefore use the highly compact subregion of S2

delineated by [100], [110] and [111] and already described in Figure 5.9. We note that
this is in general not true for all misorientations, owing to the fact that the symmetry
operators associated with one side of a grain boundary are not the same as those
on the other side. Given a certain grain misorientation, a generalized prescription
of determining the ‘fundamental zone’ on the surface of the unit sphere is given by
Patala et al. [80] and must be adhered to in order to analyze grain boundaries with
different misorientations.

We choose a differentiable field that has a minimum at all the crystallographic
〈111〉. Strictly, the assumption of differentiability flies in the face of what is known
about the interfacial energy density for cubic materials [33], namely that these minima
are actually cusps where the gradient ∇γ is multiply defined [69, 70]. We ignore this
condition in favor of numerical tractability.
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Figure 6.31: (a) The function G plotted as a function of angular separation θ from a
minimum at 0; (b) the energy density field γ(n̂) with minima at the crystallographic
〈111〉, and a baseline value of 3.0.

We define the interfacial energy density in terms of an analytic function G of n̂
that exhibits a minimum at a fixed point n̂0:

γ(n̂) =
N∏
i=1

G(n̂ · n̂i) (6.6)

where G(x) = 1− exp

[
−
(
x− 1

A0

)2
]

Here the n̂i denote the 〈111〉 axes and A0 is related to the width of the energy density
well. The quantity n̂ · n̂0 − 1 measures the angular separation of the query point n̂
from the local minimum n̂0. Shown in Figure 6.31 is the function G that dictates
the nature of the differentiable function with a minimum, as well as the resultant
scalar field when this minimum is present at each of the crystallographic 〈111〉. The
function G can be modified to reflect different behaviors. For example, a true cusp at
n̂0 of estimated width A0 can be modeled by setting: G(n̂) = tanh [(n̂ · n̂0 − 1)/A0].

Before presenting the results of the full-circle treatment in the case of the anisotropic
energy density field, we describe the actual evolution of the sphere of Figure 6.28
in response to the said field. Under the energy minimization scheme developed in
Chapter 5 if there is a variation of the interfacial energy density, we would expect
the sphere to distort progressively in time according to the following mechanisms of
energy minimization:

• There should be a general bulk shrinking of the sphere since γ(n̂) is in general
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an excess and therefore non-negative. This is identical to the radial migration
from Section 6.5.1.

• The sphere should now also exhibit local surface torsion as it tries to apportion
more and more surface area to the lower energy inclinations.

These physical expectations are fulfilled in Figure 6.32 in which the meshed sphere
evolves in response to the anisotropic energy field (mobility was held at a constant
value of 1 for simplicity). The flattening of the sphere at the 〈111〉 axes is indicative
of the lower-energy boundary inclination becoming more prominent. Less dramatic
but also observable is the bulk shrinking of the sphere radius as can be seen by
comparing the sizes of the sphere in (b) and (i). We caution, however, that while
the basic physical behavior is as expected, the sequence of images in Figure 6.32 is
exaggerated in time for the viewer’s benefit and as such is not strictly a differential
process. True evolution for a finite time interval would involve remeshing the surface
to obtain equal-sized mesh elements at each step before the next iteration.

We now present the best result for energy density and mobility obtained for an
anisotropic boundary evolution in Figure 6.33. The figure shows the computed pa-
rameters γ and µ for the symmetry-reduced subregion of S2, with the understanding
that the same energy and mobility variation is present in all symmetry-equivalent
regions of S2. A discussion of these results is deferred to the concluding section of
this thesis.
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Figure 6.32: (a) Energy density used for demonstration of sphere evolution. The
mobility was fixed at a constant value of 1. (b) - (i) Evolution of the sphere in
Figure 6.28 under this energy.
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Figure 6.33: (a) Theoretical energy density γ in the repeating triangular subregion
delineated by the [001], [011] and [111] axes; (b) Theoretical mobility µ (constant)
in the same region; (c) computed energy density, (d) computed mobility.
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Chapter 7

Conclusions

In this chapter we discuss the experimental and computational results presented in
Chapter 6. Our discussion follows the sequence in Chapter 6, starting with a discus-
sion of the microstructural features as seen in the image reconstructions, followed by
a lengthier discussion of the bulk material statistics of α-iron determined from the
nf-HEDM experiment. This latter discussion covers the following:

• Texture with respect to grain orientation and shape and the ramifications for
further statistical computations.

• The qualitative aspects of the grain boundary character distribution for different
CSL misorientations and their relation to published results of the distribution
of grain boundary energy γ.

• The extent of agreement of the observed grain boundary motion to known mod-
els of curvature-driven migration. The possible sources of error are discussed
along with arguments supporting the observed results.

7.1 Voids in the imaged microstructure

The original intent of preparing and experimentally measuring a material sample
was to eventually obtain real polycrystal data as input for the numerical techniques
developed in Chapter 5. The theory upon which these techniques are predicated
makes a fundamental assumption about the interfaces in question, namely that they
are internal interfaces between grains and not free surfaces. The intersection of a
polycrystal interface with a free surface results in grooving in order to achieve ther-
modynamic equilibrium, a comprehensive analysis of which is outside the scope of
this thesis.

An important step in the material preparation was mill-rolling in order to destroy
the existing columnar grain structure. Accordingly we sought to minimize the sizes of
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the inevitable micro-fractures by rolling the sample to smaller and smaller thicknesses
in multiple steps. As already mentioned, the voids in the bulk material resulting
from these micro-fractures are characterized in the nf-HEDM maps as a gradual
decrease in the confidence metric C as one traverses the map into the region of the
fracture. Since the orientation search algorithm described in Section 3.2 automatically
adjusts voxel orientations, the characterization of a low-C region as a void from nf-
HEDM maps alone is anecdotal at best and must be rigorously verified with density
mapping techniques such as absorption tomography. The presence of voids is an
undesirable consequence of this particular material processing routine and the free
surfaces along these voids must be excluded from the list of candidates that are part
of the energy/mobility analysis. However, their presence in statistically significant
populations may prove useful in studies of recovery and recrystallization tendencies
along void peripheries, for which synchrotron imaging techniques such as HEDM and
absorption tomography are perfectly suited.

7.2 Material texture

The two main concerns in our attempts to recreate a relatively isotropic grain
structure was the residual crystallographic and shape textures of the sample grains
due to the mill-rolling. Both these phenomena are a result of the initial microstructure
being plastically deformed in a single direction systematically and tend to be offset
through the anneal process. From Figure 6.5 the distribution of grain disorientations
from the sample frame is seen to follow the Mackenzie distribution characteristic of a
random ensemble of orientations for a cubic material, for both anneal states. This is
further verified by the 〈100〉 pole figure plots of the grain orientations in Figure 6.6.
A sample with significant texture would contain high-density ‘clumps’ in the pole
distributions.

The shape texture, on the other hand, was determined by computing the principal
axes of the inertia tensor I of each grain and plotting their pole figures. It is well
known that the principal axes of I tend to be directed along symmetry axes of the
grains. A high density of principal axis poles is indicative of elongation or compression
of many grains along a fixed direction. The plot of the principal axis poles over the
upper hemispheres in Figure 6.7 shows a relatively higher concentration of poles
along the rolling direction and an annulus of poles about the azimuth, with the
intermediate space relatively pole-free. This is indicative of prolate grains, which is
to be expected upon the rolling of the sample in a fixed direction. The concentration
of poles along the rolling direction is seen to be partially dispersed in the post-anneal
image, indicative of the grains becoming more spherical.
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Thus it is seen that while the anneal cycle partially removed the grain elongation,
there was still a directional bias of the principal axes of I and therefore of the local
grain boundary inclinations. We conclude that the generation of an ideal isotropic
grain structure through annealing while simultaneously trying to ensure differential
grain boundary migration requires a much more sophisticated material processing
routine than was implemented here. Consequently, the usage of the grain boundaries
of this α-iron sample in the energy/mobility computation of Chapter 5 would have
to be done judiciously only after ensuring that the set of eligible grain boundaries
sufficiently populates the subregion of S2 corresponding to the chosen grain bound-
ary disorientation. At the time of writing this thesis, efforts in this direction are
underway.

7.3 GBCD and GBED

An important statistical characterization of a grain boundary network in its five-
dimensional descriptor space is the relative distribution of grain boundary area in the
space of boundary inclinations (the grain boundary character distribution, GBCD),
for all sample grain boundaries of a given disorientation. Although in theory one can
generate such a distribution for any chosen disorientation, microstructure literature
abounds in GBCD plots for measured grain boundaries of a given CSL misorienta-
tion. CSL misorientations are associated with special physical characteristics such
as markedly lowered boundary energy and mobility [89], on account of their being
geometrical idealizations in which a fraction of the atomic positions overlap after
disorientation. In this section we summarize the qualitative features of the GBCDs
shown in Figures 6.9 through 6.17 and in select cases, compare the results to grain
boundary energy distributions (GBEDs) of the α-iron material obtained from molec-
ular statics simulations [32]. The GBCDs were computed with an angular tolerance
of 5◦.

• The area distribution for most of the plotted GBCDs is seen to remain within
0.45 and 1.92 times the relative distribution of a random orientation ensemble,
with the exception of the GBCD of the Σ13a misorientation, which ranges up
to ∼ 8 MRD (Figure 6.14). This is largely in contrast to the measured GBCDs
of ferritic and interstitial-free steel [90, 91], which range from ∼ 4 MRD to ∼ 20
MRD. One can conclude that the presence of solute elements greatly skews the
GBCD by changing the energy landscape.

• In a typical relaxed system and for a given disorientation, one would expect an
inverse correlation between the GBCD and GBED (i.e. γ(n̂) as a function of
n̂). This is observed qualitatively in the GBCDs for Σ3, Σ5 and Σ9 (Figures
6.9, 6.11 and 6.12) when compared to their corresponding GBEDs (Figure 6.18).
The notable departure from this tendency is observed in the vicinity of the 〈111〉
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inclination of the Σ3 disorientation, where the GBCD is seen to be in direct
correlation with the computed GBED.

• Between anneal states for these three CSL disorientations, the GBCDs is seen
to shift towards the lower energy configuration, again with the exception of the
〈111〉 for Σ3. This shift in distribution is to be compared with predictions of
steady state GBCDs made from finite element simulations during curvature-
driven grain growth [92].

7.4 The driving force of boundary migration

In this section we address the issue of the driving force of grain boundary migration.
We describe the historical context and the current state of understanding of the
physics of interface motion, along with the difficulties that exist in mathematically
modeling these phenomena even in the present day, recalling in the process some of
the definitions and ideas elucidated in Chapter 5. We discuss the significant advances
in the ability to image boundary migration in two and three dimensions and then
argue the case for the results of the correlation analysis presented in Section 6.4.

Since von Neumann and Mullins’ simplified model of two-dimensional interface
migration [63, 65] based on the assumptions of isotropic surface energy and mechanical
equilibrium at boundary junctions, it has been generally accepted that the velocity
of boundary motion in 2D is proportional to the local curvature. Through surface
experiments, it became possible to measure the effect of impurities, misorientation
and the temperature and curvature dependence of migration rate for a variety of
simple bicrystal interface geometries like a quarter-loop, half-loop, wedge and planar
bicrystal [93, 94, 95]. Experiments designed to determine the curvature dependence of
2D grain boundaries tend to omit the caveat that that two-dimensional grain growth
is actually an idealization, and that physical experiments involving surface imaging
or thin films have to contend with nontrivial secondary effects like thermal grooving
and free surface boundary conditions.

With the advent of modern computers, simulation work in the field of interface mi-
gration has exploded. A variety of simple mathematical models were tested such as
the Allen-Cahn [96] and time-dependent Landau-Ginzburg equations [97]. Molecular
dynamics simulations [98, 99, 100] use different analytical forms for the atomic interac-
tions, while vertex dynamics [101, 102] and phase field simulations [103] are predicated
upon a limited dependence of the grain boundary energy on the five-dimensional space
of grain boundary descriptors. The difficulty in simulating grain boundary migration
in three dimensions with nontrivial dependence of the grain boundary energy and mo-
bility on grain boundary parameters along with the geometric constraints imposed
by triple and quadruple junctions is fully appreciated.
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Before the era of nondestructive three-dimensional measurements of microstructure,
inferences on the local velocity-curvature relation of grain boundaries in three dimen-
sions were predicated on such simplified simulations alone. With such techniques at
hand, we are now in a position to observe these phenomena under the full influence
of anisotropic energy and mobility as well as the highly complicated effects of the ge-
ometric constraints due to junctions. The reconstructed and sufficiently well-aligned
α-iron dataset described in this thesis represents the early ability to directly track
a statistically significant number of three-dimensional grain boundaries and measure
the influence of local curvature on boundary velocities.

We begin by reiterating the possible sources of error in the measurements of bound-
ary geometry and transport that inform the curvature-velocity correlation study.

• The local curvature is estimated by fitting a small set of connected mesh ele-
ments to a quadratic surface [88]. Some of the mesh elements returned by the
hierarchical smoothing algorithm (Chapter 4), while representative of the true
contour of the grain boundary interfaces, tend to be elongated in one direc-
tion in favor of another, a fact that inevitably affects the computation of mean
curvature.

• The heat treatment may have resulted in some grain boundaries migrating far-
ther than can be managed mathematically by the first-order approximation of
migration dynamics.

• Owing to resolution constraints, the candidate grains boundaries (15, 500 in
number) that were considered had a minimum radius of curvature in order to
ensure reliability of the surface smoothing and this may have excluded many of
the smaller grains. The sampling may therefore be biased towards the larger
grains.

The three-dimensional curvature-velocity correlation results in Figure 6.25, be-
ing observed for the first time in a macroscopic sample are likely indicative of the
enormous complexity introduced in a migrating grain boundary network due to the
presence of common junctions such as triple lines and quad points. The issue of these
additional geometric constraints is addressed at best in passing in existing simulation
literature. As already alluded to in Chapter 4, this is further complicated in the case
of impurities, where solute drag and boundary pinning is non-negligible. The fact
that some boundaries display a negative correlation between curvature and velocity,
seemingly contrary to the von Neumann-Mullins model, is further indication of the
forces at play along junctions. As described in the dynamic theory in Chapter 5, the
mean curvature is far from the only influence on boundary migration: there is the
∇γ term in the case of anisotropic energy, as well as the Herring force balance, all of
which have a nontrivial effect. We speculate that grain growth in three dimensions
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assumed to be driven by curvature alone without due regard to the geometry of the
interface and the appropriate boundary conditions provides an incomplete picture.
Incorporating all these effects into a simulation is a gargantuan task which is pred-
icated upon knowing the grain boundary energy γ(∆ω, n̂) and mobility µ(∆ω, n̂)
function in the entire five-dimensional space of the grain boundary descriptors. This
task is being addressed at the time of writing of this thesis using the theory developed
in Chapter 5 and is a work in progress.
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