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Abstract
Deep understanding of urban mobility is of great significance for many real-world

applications, such as urban traffic management and autonomous driving. This thesis
develops deep learning methodologies to extract vehicle counts from streaming real-
time video captured by multiple low resolution web cameras and construct maps of
traffic density in a city environment; in particular, we focus on cameras installed in the
Manhattan borough of NYC. The large-scale videos from these web cameras have low
spatial and temporal resolution, high occlusion, large perspective, and variable environment
conditions, making most existing methods to lose their efficacy. To overcome these
challenges, the thesis develops several techniques: 1. a block-level regression model
with a rank constraint to map the dense image feature into vehicle densities; 2. a deep
multi-task learning framework based on fully convolutional neural networks to jointly
learn vehicle density and vehicle count; 3. deep spatio-temporal networks for vehicle
counting to incorporate temporal information of the traffic flow; and 4. multi-source
domain adaptation mechanisms with adversarial learning to adapt the deep counting model
to multiple cameras. To train and validate the proposed system, we have collected a large-
scale webcam traffic dataset CityCam that contains 60 million frames from 212 webcams
installed in key intersections of NYC. Of there, 60, 000 frames have been annotated
with rich information, leading to about 900, 000 annotated objects. To the best of our
knowledge, it is the first and largest webcam traffic dataset with such large number of
elaborate annotations. The proposed methods are integrated into the CityScapeEye system
that has been extensively evaluated and compared to existing techniques on different
counting tasks and datasets, with experimental results demonstrating the effectiveness and
robustness of CityScapeEye.
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Part I
In this part we explain the problem definition, thesis contribution, related work, and dataset collection.

• Chapter 1 Introduction

• Chapter 2 Large Scale City Wide Web Camera Data
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Chapter 1

Introduction

1.1 Problem Definition

Many cities are being instrumented with hundreds of surveillance cameras mounted on streets and

intersections [55, 95, 96]. They capture traffic 24 hours a day, 7 days a week, generating large scale

video data. Web camera (Webcam) videos can be regarded as highly versatile, being an untapped

potential to develop many vision-based techniques for applications like traffic flow analysis and crowd

counting. This thesis aims to extract vehicle counts from streaming real-time video captured by low

resolution webcams and provide tools to construct maps of traffic density in a city environment. We

focus on NYC traffic cameras in the Manhattan borough. Traffic density is the number of vehicles per

unit area of a road [56], which together with average vehicle speed, enables traffic flow analysis [86].

To estimate the traffic density from each webcam, we select a region of fixed length (yellow dotted

rectangle) in a video frame and count the number of vehicles in that region, as shown in Figure 1.1.

Figure 1.1: Problem Statement. Traffic density is estimated by counting the number of vehicles in a
given region.
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Understanding traffic density is of great importance for many real-world applications, such as urban

traffic management and autonomous driving. Traffic congestion is a serious problem that significantly

impacts city life quality. According to the annual INRIX Traffic Scorecard, commuters in NYC spend

an average of 53 hours per year sitting behind the wheel and suffer a 20 percent increase in travel time

due to bad traffic. Traffic density estimation is a fundamental building block of traffic management to

mitigate traffic congestion. Autonomous vehicles for urban driving have seen rapid progress in the

past 30 years [84]. Most of the effort has been in processing sensing data from the driverless car itself

[16, 18, 63, 102]. However, an autonomous driverless car should be capable of not only planning its

local trajectory safely but also determining the optimal global route to reach its destination effectively.

To achieve this goal, the system we develop here, that we refer to as CityScapeEye, will provide a

means to process simultaneously the video streaming from multiple city traffic cameras.

Figure 1.2: Traffic counting from webcam videos is challenged by low frame rate, low resolution, high
occlusion, and large perspective.

Important as it is, understanding urban traffic from large scale city cameras is a difficult problem

faced with severe challenges (illustrated in Figure 1.2) due to network bandwidth limitations, lack of

persistent storage, and privacy concerns. Publically available webcam video is limited by:

1. Low frame rate. The time interval between two sequential frames of a webcam video typically

ranges from 1s to 3s, resulting in large vehicle displacement, with some vehicles only appearing

in one frame of the video sequence.

2. Low resolution. Webcam video resolutions vary, for example, 352×240, 320×240 or 704×480

pixels. The vehicle at the top of a frame can be as small as 5 × 5 pixels. Further, image

compression also induces artifacts.
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3. High occlusion. Cameras installed at urban intersections often capture videos with high traffic

congestion, especially during rush hours, resulting in vehicle high occlusion rate.

4. Large perspective. Cameras are installed at the top of tall poles with a high point of view to

be able to capture more video content, resulting in videos with large perspective differences.

Vehicle scales vary dramatically based on their distance to the camera.

5. Variable environmental conditions. Different cameras have different positions, scenes, and

perspectives. Even for the same camera, weather and illumination change significantly over time.

6. Different traffic patterns. Throughout the day or night, weeks and months, different seasons, as

well as different streets, traffic patterns change significantly from sparse to heavy.

All these challenges make traffic density estimation from webcam data very difficult. These difficulties

preclude existing approaches that we group into five categories: frame differencing [28, 98], detection

[97, 124], motion based counting [23, 24, 73, 93], density estimation [103], and deep learning [5, 79,

117, 122, 123] methods. Frame differencing, detection, and motion based methods are sensitive to

environment conditions and tend to fail in high congestion, low resolution, and low frame rate videos.

While density estimation approaches are less dependent on environment conditions, they perform

poorly in videos with large perspective and severe occlusion. Further, most existing methods fail to

account for domain adaptation and exhibit large errors when estimating vehicle counts [25, 36, 50, 115].

To overcome these limitations, we develop a system for urban traffic from large scale city cameras that

solves the following crucial problems that emerge in city wide traffic flow analysis:

1. Jointly estimate vehicle density and vehicle count;

2. Accurately estimate traffic density for long-term and non-interrupted video sequences; and

3. Estimate traffic density for multiple cameras with different environmental, weather, light, or

traffic conditions.

1.2 Contributions

In this thesis, we develop CityScapeEye, a system to estimate traffic density that is scalable, robust,

and able to generalize. To train and validate CityScapeEye, we first collected and labelled a large-scale
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webcam traffic dataset that contains 60 million frames from 212 webcams installed in key intersections

of NYC. We have annotated 60,000 frames with vehicle bounding box, orientation, re-identification,

speed, category, traffic flow direction, weather, and time. We estimate that our database includes around

900,000 total annotations. Unlike the existing car data set KITTI[37] and Detrac[112], which focus on

vehicle models, our dataset emphasizes the real world traffic network in a large metropolis. To the best

of our knowledge, it is the first and largest webcam traffic dataset with elaborate annotations. We refer

to our annotated dataset as CityCam and introduce it in Chapter 2.

In Chapter 3, we develop a block-level regression model with a rank constraint (OPT-RC) that embeds

road geometry in the weight matrix and significantly reduces error induced by camera perspective. The

regression model learns different weights for different blocks to increase the number of degrees of

freedom of the weights and relax the rank one constraint. It avoids detecting or tracking individual

vehicles, enabling the counting model to perform accurately when the traffic video has low resolution

and high occlusion. Experimental evaluation showed promising performance, especially in reducing

large errors induced by camera perspective.

To further improve the model scalability and robustness of CityScapeEye, in Chapter 4, we propose a

novel deep multi-task learning model based on fully convolutional regression networks (FCN-MT)

to jointly estimate vehicle density and vehicle count with end-to-end dense prediction, allowing for

arbitrary input image resolution and adapting to different vehicle scale and perspective. FCN-MT

replaces background subtraction, feature extraction, and the linear regression model previously used in

OPT-RC with convolutional neural networks. To avoid large errors induced by vehicle scale variations,

we jointly perform image-level vehicle count regression and pixel-level vehicle density estimation. The

global count regression takes the estimated density map as input feature. Instead of directly regressing

the global vehicle count from the last feature map, we develop a residual learning framework. This

reformulates global count regression as learning residual functions with reference to the sum of

densities in each frame. This design avoids learning unreferenced functions and eases the training of

the network. Experimental evaluation verifies the efficacy of the deep model and shows performance

that is better than the performance of state-of-the-art alternatives. The mean absolute error (MAE) on
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testing data that measures the average vehicles miscounts per frame is reduced from 4.56 obtained with

OPT-RC to 2.74.

To further explore the temporal correlation of traffic flow, we develop in Chapter 5 a deep spatio-

temporal network architecture to sequentially estimate vehicle count by integrating Long Short-Term

Memory (LSTM) networks with the FCN-MT systems (FCN-rLSTM). Such design leverages the

strengths of FCN for pixel-level prediction and the strengths of LSTM for learning complex temporal

dynamics. The residual learning connection between FCN and LSTM reformulates the vehicle count

regression as learning residual functions with reference to the sum of densities in each frame, which

significantly accelerates the training of the networks. To preserve feature map resolution, we propose

a Hyper-Atrous combination to integrate atrous convolution in FCN and combine feature maps of

different convolution layers. FCN-rLSTM enables refined feature representation and a novel end-to-end

trainable mapping from pixels to vehicle count. We extensively evaluated the proposed method on

different counting tasks with three datasets, with experimental results demonstrating their effectiveness

and robustness. In particular, FCN-rLSTM reduces the MAE from 2.74 to 1.53 on the CityCam Dataset.

The training process is accelerated by 5 times on average.

There are hundreds of cameras in NYC. It is too expensive to label an abundant number of frames for

each camera. To adapt the deep counting model to different cameras and enviromental conditions, in

Chapter 6, we develop a multi-source domain adaptation mechanism with adversarial learning. We

first propose a new generalization bound for multi-camera vehicle counting, when there are multiple

cameras with labeled instances and one target camera with unlabeled instances. Interestingly, our

theory also leads to an efficient learning strategy using adversarial neural networks: we show how to

interpret it as learning feature representations that are invariant to the multiple camera shifts while

still being discriminative for the learning task. To this end, we propose two models: the first model

optimizes directly our bound, while the second model is a smoothed approximation of the first one,

leading to a more data-efficient and task-adaptive model. The optimization tasks of both models are

minimax saddle point problems that can be optimized by adversarial training. Experimental results

demonstrate the effectiveness and robustness of the proposed method.

7



To summarize, in Chapter 2, we introduce our web camera dataset CityCam. Chapter 3 describes

our optimization based approach to traffic density estimation and experimental results. Chapter 4

explains our proposed FCN-MT. Chapter 5 presents the FCN-rLSTM architecture for counting vehicles

from traffic videos. Chapter 6 introduces the multiple camera domain adaptation with adversarial

learning. Finally Chapter 7 concludes the thesis and introduces the future work. Along each Chapter,

we benchmark the results with state-of-the-art methods.

1.3 Related Work

In this section, we provide a general review of related work on traffic density estimation, categorized

into two groups: non-vision based methods and vision-based methods. We will present separately

literature reviews for some of the specific techniques as these are introduced in the following Chapters.

1.3.1 Non-vision Based Methods

Traditionally road traffic density has been estimated with roadside magnetic loop detectors, wireless

vehicle sensors, roadside radar, and infra-red counters [64, 90, 106, 116]. These techniques suffer

from high installation costs and disruption during maintenance. These non-camera devices can not

capture information such as vehicle type and scale. Reference [106] estimates vehicle density on a

road segment based on traffic data collected from two wireless vehicle sensors placed at both ends of a

road segment, using a modified extended Kalman filter. Reference [57] develops Vehicular Ad Hoc

Networks (VANETs), which require appropriate hardware to be installed on every vehicle.

1.3.2 Vision-based Methods

While magnetic loop detectors and infra-red sensors [29] count vehicles with high accuracy, they

provide limited traffic information and require separate systems for traffic surveillance. Alternative

vision-based approaches deal with camera data, which have low installation costs, bring little traffic

disruption during maintenance, and provide wider coverage and more detailed understanding of traffic
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Figure 1.3: Failure cases of existing methods. (a) Tracking-based methods are precluded due to large
vehicle displacement. (b) High missing rate from Faster RCNN detection results.

flow patterns [29, 54, 75]. Vision-based methods can be further divided into five categories:

1. Frame differencing. Frame differencing methods count vehicles based on the difference between

sequential frames and are easy to implement. They cannot deal with noise, abrupt illumination changes,

and background changes [28, 98]. Background subtraction techniques can alleviate such problems

and are widely used in the literature, but sophisticated background subtraction methods, e.g., Hidden

Markov Models and Neural Networks [68], which might deal with various environmental variations,

incur high computational costs and require large amounts of labeled data [91].

2. Detection based methods. These methods [97, 124] try to identify and localize vehicles in each

frame. They perform poorly in low resolution and high occlusion videos. Figure 1.3 shows detection

results by Faster RCNN [83]. Even though trained on our collected and annotated webcam dataset

CityCam, it still exhibits a very high miss rate.

3. Motion based methods. Several methods [23, 24, 73, 93] combine vehicle detection and tracking

to estimate traffic flow. The general procedure consists of three steps: (i) motion detection, (ii) tracking

of individual vehicles, and (iii) combining trajectories’ information to derive an overall description

of traffic flow. These methods tend to fail because of the webcam video’s low frame rate and lack

of motion information. Figure 1.3 shows a large displacement of a vehicle (black car) in successive

frames due to the low frame rate. Some vehicles only appear once in the video and their trajectory
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Figure 1.4: Examples of density estimation based methods.
cannot be well estimated.

4. Density estimation based methods. To deal with the limitations of detection and motion based

methods, recently several density estimation approaches have been proposed to count objects in the

literature. These techniques map the dense (pixel-level) image feature into object densities, thereby

avoiding detection or tracking of each object, as shown in Figure 1.4. Reference [103] casts the

counting problem as estimating an image density whose integral over any image region gives the count

of objects within that region. It formulates object density as a linear transformation of each pixel local

features, with a uniform weight vector for the whole image. This method suffers from low accuracy

when the camera has large perspective and oversized vehicles occur.

5. Deep learning based methods. More recently, several deep learning based counting models have

been developed [5, 79, 117, 122, 123], which have significantly improved counting performance. The

network in [117] outputs a 1D feature vector and fits a ridge regressor to perform the final density

estimation. This technique cannot perform pixel-wise dense prediction and loses spatial information.

Reference [79] is based on fully convolutional neural networks; it does not have deconvolutional

or upsampling layers, resulting in the output density map being much smaller than the input image.

Reference [5] jointly estimates the object density map and performs foreground segmentation, but it

does not solve for the large perspective and object scale variation problems.

In summary, frame differencing, detection, and motion based methods are sensitive to environment

conditions and tend to fail in high congestion, low resolution, and low frame rate videos. While density

estimation approaches are less dependent on environment conditions, they perform poorly in videos

with large perspective and severe occlusion. In addition, most of the existing methods are not capable

of estimating exact vehicle counts [25, 36, 50, 115].
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Chapter 2

CityCam: Large-Scale City Webcam Data

This thesis aims to understand traffic density and traffic flow from low quality videos captured by

large scale web cameras in a city environment. We focus on NYC traffic cameras. NYC has been

instrumented with 564 surveillance cameras mounted on streets and intersections. These cameras

capture traffic 24 hours a day, 7 days a week, generating large scale video data. Different cameras

have different positions, scenes, and perspectives. Even for the same camera, weather and illumination

change significantly over time. Figure 2.1 shows the cameras installed in the Manhattan borough and

images from 9 sampled cameras.

Figure 2.1: Cameras installed in Manhattan and 9 sampled cameras.
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Dataset GlobalCam KITTI TRANCOS CompCars DETRAC CityCam

Tr
ai

n # of Frames - 7.48k 823 50k 84k 32k
Boxes - 40.6k - - 578k 480k

Te
st # of Frames 125M 7.52k 421 - 56k 28k

Boxes - 39.7k - - 632k 420k

Pr
op

er
tie

s

Traffic Net ! X X X X !
Sensor WebCam Cam WebCam WebCam Cam WebCam
Task Count Det Count Det Count Det, Count

Vehicle type X ! X ! ! !

Vehicle Re-ID X X X X X !

Orientation X X X ! ! !

Multi. Wea. X X ! X ! !
Frame rate 1f/60s 10f/s X X 25f/s 0.5f/s ∼1f/s
Resolution - 1382 x 512 640 x 480 - 960 x 540 352 x 240
Publication 2011 2014 2016 2015 2015 2016

Table 2.1: Comparison of existing vehicle datasets. In the eighth row: “Count” is the vehicle counting
task; “Det” is the detection task.

As there is no existing labeled real-world webcam traffic dataset, in order to evaluate our proposed

method, we utilized existing traffic web cameras to collect continuous streams of street images and

annotate the rich information. Different from currently existing traffic datasets, webcam data are

challenging for analysis due to the low frame rate, low resolution, high occlusion, and large perspective.

We select 212 representative web cameras from Manhattan, covering different locations, camera

perspective, and traffic states. For each camera, we downloaded videos for four time intervals each day

(7am-8am, 12pm-1pm; 3pm-4pm; 6pm-7pm). These cameras have frame rates around 1 frame/second

and resolution 352 × 240. Collecting such data for 4 weeks generated 1.4 Terabytes of video data

consisting of 60 million frames. To the best of our knowledge, CityCam is the first and largest annotated

webcam traffic dataset to date. See Table 2.1 for a detailed comparison with other benchmark datasets.

Among these 60 million frames, we carefully select 60, 000 frames from 16 cameras to label them with

rich information. To study the correlations among different cameras, we select representative cameras

spreading over the Manhattan borough to label. Some of the cameras are close to each other, such as

on the same street, while some of the cameras are quite far from each other. For each selected camera,

we also carefully select the frames to cover different time of the day and different weather condition.

The rich annotations include:
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1. Bounding box: closest rectangle around each vehicle.

2. Vehicle type: ten types including taxi, black sedan, other cars, little truck, middle truck, big

truck, van, middle bus, big bus, other vehicles.

3. Orientation: each vehicle orientation into four categories: 0◦, 90◦, 180◦, and 270◦.

4. Vehicle density: the number of vehicles in the target region of each frame.

5. Re-identification: we match the same car in sequential frames.

6. Weather: five types of weather, including sunny, cloudy, rainy, snowy, and intensive sunshine.

The results of the annotation for two successive frames is shown in Figure 2.2. The dataset is divided

into training and testing sets, with 32,000 and 28,000 frames, respectively. To reduce the chance of

overfitting, as well as to ensure generalization from training to testing phases, we deliberately select

training videos that are taken at different locations from the testing videos, but ensure the training and

testing videos share similar traffic conditions and attributes.

Figure 2.2: Annotation Instance.

CityCam serves as an appropriate dataset to evaluate our proposed method. Unlike the car data set

KITTI[37] and Detrac[112] that focus on vehicle models, our dataset emphasizes real world traffic

network analysis in a large metropolis. This dataset has three benefits: 1. It motivates research on

vision based traffic flow analysis, posing new challenges for state-of-the-art algorithms. 2. With various

street scenes, it can serve as benchmark for transfer learning and domain adaptation. 3. With large

amount of labeled data, it provides training set for various learning based models, especially for deep

learning techniques. Further details are provided in Appendix B.3.
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Part II
In this part we describe three methodologies for vehicle counting for cameras with fully annotated data.

• Chapter 3 Optimization Based Vehicle Density Estimation with
Rank Constraint

• Chapter 4 FCN Based Multi-Task Learning for Vehicle Counting

• Chapter 5 Deep Spatio-Temporal Neural Networks for Vehicle
Counting
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Chapter 3

Optimization Based Vehicle Density

Estimation with Rank Constraints

3.1 Introduction

This Chapter considers our initial approach to the problem. To avoid detecting or tracking individual

vehicles, we proposed a block-level regression model with a rank constraint, which maps the dense

(pixel-level or block-level) image feature into vehicle densities. It learns different weights for different

blocks of the image, increasing the number of degrees of freedom on the weights, and embeds

perspective information. The framework is shown in Figure 3.1. We first divide the selected target

region into blocks, extract features for each block, and perform background subtraction. Then, we

linearly map each block’s feature xb into vehicle density Denb = w>b xb, as illustrated in Figure 3.2.

To avoid large errors induced by large perspective, we build one regressor per block with different

weight wb, and learn the optimal weights. We stack all the weight vectors into a single weight matrix

W =

[
w>1 ; w>2 ; ... w>B

]
. To handle high dimensionality and capture the correlations among

weight vectors of different blocks, we impose a low rank constraint on the weight matrix W. Figure

3.2 illustrates the approach. Due to large perspective, vehicles have different scales in block A and

block C, and their corresponding vehicle densities are also different. To reflect this fact, we assign

different weights wA and wC to blocks A and C. Yet for blocks A and B, as they are at the same
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distance from the camera, the vehicle scales are similar in these blocks and their corresponding vehicle

densities are also similar. We build the weight matrix W to reflect both the diversity and the correlation

among weight vectors.

Figure 3.1: Block diagram for OPT-RC.

Figure 3.2: Intuition for OPT-RC. To reflect differences in perspective, different blocks have different
weights. A rank constraint is added on the stacked weight matrix.

3.2 Problem Formulation and Optimization

We assume a set of N training images I1, · · · , IN is given. We first perform foreground/background

segmentation based on GrabCut [15]. We automate the segmentation process by generating a pure

background image, and initialize the background and foreground based on the difference between the

input frame and the pure background frame. For a stream of images, we select a region of interest and

divide it into J blocks. The block size can vary from 16×16 to 1×1, depending on the width of the lane

and the dimensions of the smallest vehicle. A block B(i)
j in each image Ii is represented by a feature

vector x
(i)
j ∈ RK . Examples of particular choices of features are given in the experimental section. To
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generate the ground truth density map, vehicle types, and bounding boxes, each training image Ii is

annotated with a set of 2D bounding boxes, centered at pixels Pi = {P1, · · · , Pk, · · · , Pc(i)}, where

c(i) is the total number of annotated vehicles in the i-th image. Each bounding box k is annotated

with a vehicle type Tk. For a training image Ii, we calculate the ground truth density based on the

labeled bounding boxes (shown in Figure 2.2). The pixel p covered by a set of bounding boxes O(p)

has density D(p) defined as

Di(p) =
∑
o∈O(p)

1

A(o)
(3.1)

where A(o) denotes the area of bounding box o. Then, we define the density D(B) of a block as

D(B) =
∑
p∈B

D(p) (3.2)

Given a set of training images with their ground truth densities, for each block Bj , we learn a block-

specific linear regression model that predicts block-level density D̂(Bj) given its feature xj by

D̂(Bj) = w>j xj (3.3)

where wj ∈ RK is the coefficient vector of the linear regression model to be learned for block j. We

assign different weights to different blocks. To capture the correlations and commonalities among the

regression weight vectors at different blocks, we encourage these vectors to share a low-rank structure.

To avoid overfitting, we add `2-regularization to these weight vectors. To encourage sparsity of the

weights, `1-regularization is imposed.

Let W ∈ RK×J , where the j-th column vector wj denotes the regression coefficient vector of block j.

To this end, we define the following regularized linear regression model with low-rank constraint,

min
W

1
2N

N∑
i=1

J∑
j=1

(
w>j x

(i)
j −D

(
B

(i)
j

))2

+ α‖W‖2
F + β|W |1

s.t. rank(W) ≤ r

(3.4)

To solve this rank-constrained problem that has a non-smooth objective function, we develop an

accelerated projected subgradient descent (APSD) algorithm outlined in Algorithm 1, which iteratively

performs subgradient descent, rank projection, and acceleration. Two sequences of variables {Ak} and

{Wk} are maintained for the purpose of performing acceleration.
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Subgradient Descent. Subgradient descent is performed over variable Ak. We first compute the

subgradient4Ak of the non-smooth objective function 1
2N

N∑
i=1

J∑
j=1

(
a>j x

(i)
j −D

(
B

(i)
j

))2

+ α‖A‖2
F +

β|A|1, where the first and second terms are smooth, hence their subgradients are simply gradients. For

the third term |A|1 which is non-smooth, its subgradient ∂A can be computed as

∂Aij =


+1 if Aij ≥ 0

−1 if Aij < 0

(3.5)

Adding the subgradients of the three terms, we obtain the subgradient4Ak of the overall objective

function. Then Ak is updated by

Ak ← Ak − tk 4Ak (3.6)

Rank Projection. In lines 4-5 of Algorithm 1, we project the newly obtained Ak to the feasible set

{W|rank(W) ≤ r}, which amounts to solving the following problem

min
W

‖Ak −W‖2
F

s.t. rank(W) ≤ r
(3.7)

According to [32], the optimal solution W∗ can be obtained by first computing the largest r singular

values and singular vectors of Ak: Ur, Σr, Vr, then setting W∗ to UrΣrV
H
r .

Acceleration. In lines 6-7 of Algorithm 1, acceleration is performed by updating the step size according

to the following rule: tk+1 ← 1
2
(1 +

√
1 + 4t2k), and adding a scaled difference between consecutive

Ws to A.

It is worth noting that this optimization problem is not convex and the APSD algorithm may lead to

local optimal. It helps to run the algorithm multiple times with different random initializations.

3.3 Experimental Results

We performed extensive experiments on different datasets and tasks to verify the efficacy of the

proposed method: 1. We first evaluate and compare OPT-RC with state-of-the-art methods on the
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Algorithm 1 Accelerated Projected Subgradient Descent
Input: Data D, rank r, regularization parameters α, β

1: while not converged do
2: Compute gradient4Ak

3: Ak ← Ak − tk 4Ak

4: Compute top r singular values and vectors of Ak: Ur, Σr, Vr

5: Wk+1 ← UrΣrV
>
r

6: tk+1 ← 1
2
(1 +

√
1 + 4t2k)

7: Ak+1 ← Ak
tk−1−1

tk
(Wk −Wk−1)

8: end while
Output: W ←Wk+1

CityCam; 2. We then evaluate OPT-RC on the public dataset TRANCOS[79]; and, finally, 3. to verify

the robustness and generalization of our model, we evaluate our method on the public pedestrian

counting dataset UCSD [17].

1) Quantitative Evaluations on CityCam

To evaluate our method, we selected 48 videos from 6 cameras in CityCam, containing 14,150 frames

and covering different scenes, congestion states, camera perspectives, weather and time of the day.

Each video has 352 × 240 resolution, and frame rate around 1 frame/sec. The training set contains

20,000 frames from different videos with the same resolution. Two metrics are employed for evaluation:

1. Mean absolute error (MAE); and 2. Mean square error(MSE). To compare OPT-RC with the baseline

methods, we extract SIFT features [67] from each block. Other features can also be exploited in the

proposed framework. The block size is determined by the width of the lane and the length of the

smallest vehicle. Parameters in (3) are selected by cross-validation.

Baseline approaches: We compare our method with two methods: Baseline 1: Learning to count

[103]. This work maps each pixel’s feature into object density with uniform weight for the whole image.

For comparison, we extract dense SIFT features [67] for each pixel using VLFeat [108]. The ground

truth density is computed as a normalized 2D Gaussian kernel based on the center of each labeled

bounding box. Baseline 2: Hydra-3s[79]. It stacks feature maps generated by different networks and

combine them to generate the final prediction of the density map. We train Hydra-3s on the same

training set as FCN-MT.

Experimental Results: Below, we compare the errors of the proposed and baseline approaches given
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Method
MAE

Downtown Parkway
Baseline 1 5.91 5.19
Baseline 2 4.42 4.21
OPT-RC 4.56 4.24

Table 3.1: Accuracy comparison on CityCam

in Table 3.1. From these results, we conclude that OPT-RC outperforms the non-deep learning based

Baseline 1 and shows comparable results with Baseline 2, but require much less training data. As the

testing data cover different congestion states, camera perspectives, weather conditions and time of the

day, these results verify the generalization and robustness of OPT-RC. It can learn a smooth density

map with geometry information. Figure 3.3 shows the original image (a), learned density map from

Baseline1 (b), and learned density map from OPT-RC (c). From Figure 3.3, we see that the density

map from Baseline 1 can not handle well the large perspective present in the video, while the density

map from our method captures well the camera perspective.

Figure 3.3: Comparison of OPT-RC and Baseline 1. (a) Original image, (b) learned density map from
Baseline1, and (c) learned density map from OPT-RC.

2) Quantitative Evaluations on TRANCOS

To verify the efficacy of our OPT-RC method, we also evaluate and compare it with baselines on a

public dataset, TRANCOS[79]. TRANCOS provides a collection of 1244 images of different traffic

scenes, obtained from real video surveillance cameras, with a total of 46796 annotated vehicles. The

objects have been manually annotated using dots. It also provides a region of interest (ROI) per image,

defining the region considered for the evaluation. This database provides images from very different
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Method Baseline 1 Baseline 2-CCNN Baseline 2-Hydra OPT-RC
MAE 13.76 12.49 10.99 12.41

Table 3.2: Results comparison on TRANCOS dataset

scenarios but no perspective maps are provided. The ground truth object density maps are generated by

placing a Gaussian Kernel in the center of each annotated object[44].

We compare our OPT-RC with baselines in Table 3.2. Baseline 1 and OPT-RC have the same settings

as evaluated in CityCam. Baseline 2-CCNN is a basic version of the network in [79], and Baseline 2-

Hydra augments the performance by learning a multiscale non-linear regression model with a pyramid

of image patches extracted at multiple scales to perform the final density prediction. Baseline 2-CCNN,

and Baseline 2-Hydra are trained on 823 images and tested on 421 images following the separation in

[79]. From Table 3.2, we conclude that OPT-RC outperforms Baseline 1 and obtains results comparable

to Baseline 2.

3) Quantitative Evaluations on the UCSD Dataset

To verify the generalization and robustness of our OPT-RC in different counting tasks, we also evaluate

and compare it with baselines on the pedestrian counting dataset UCSD[17]. This dataset contains

2000 frames chosen from one surveillance camera. The average number of people in each frame is

around 25. The dataset provides the ROI for each video frame.

By following the same setting as in [17], we use frames from 601 to 1400 as training data, and the

remaining 1200 frames as test data. OPT-RC has the same setting as evaluated in CityCam. Table 3.3

shows the results of our methods and existing methods. From the results we can see that OPT-RC

outperforms non-deep learning based methods, but it is less accurate than the deep learning-based

methods in[117]. These results show that although our methods are developed to solve the challenges

in webcam video data, they perform well with other type of counting tasks.
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Method MAE MSE
Kernel Ridge Regression [2] 2.16 7.45
Ridge Regression [19] 2.25 7.82
Gaussian Process Regression [17] 2.24 7.97
Cumulative Attribute Regression [20] 2.07 6.86
Cross-scene DNN[117] 1.6 3.31
OPT-RC 2.03 5.97

Table 3.3: Results comparison on UCSD dataset

From the extensive evaluations on different datasets and counting tasks, OPT-RC shows promising

performance on vehicle density estimation, especially in reducing large errors induced by camera

perspective. But it also suffers from limitations. In the next Chapter, we will propose several techniques

to overcome these limitations.
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Chapter 4

FCN Based Multi-Task Learning for Vehicle

Counting

4.1 Introduction

The block-level optimization method OPT-RC described in Section 3 avoids individual vehicle detection

and tracking by mapping dense image features into vehicle densities. It embeds road geometry in the

weight matrix and achieves promising results. The evaluation of OPT-RC led to the following insights:

1. It verifies the efficacy of mapping the dense features into vehicle density for vehicle counting;

2. Accounting for camera perspective is important to reduce the counting error; and

3. It reveals the necessity of considering correlation of nearby pixels.

To further improve the system scalability and robustness, we propose to pursue a more generalized

model that can address the following challenging and crucial problems:

1. Extract both representative and discriminative dense features;

2. Understand urban traffic with additional rich information, such as vehicle count and type;

3. Incorporate temporal information of the traffic videos;

4. Adapt the model to multiple cameras and different environmental conditions; and

5. Understand different camera perspectives.

With the hierarchical feature learning and state-of-the-art performance exhibited by deep neural
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Figure 4.1: Comparison of OPT-RC and FCN-MT. Both methods share the idea of mapping dense
features into vehicle densities. FCN-MT replaces the background subtraction, feature extraction, and
linear regression with fully convolution networks.

networks (as shown in the experiments of Chapter 3), we propose a deep multi-task model to replace

the linear regression model with fully convolutional regression networks (illustrated in Figure. 4.1). To

address the above problems, we developed CityScapeEye:

1. a deep multi-task learning framework based on fully convolutional neural networks (FCN-MT)

to jointly learn vehicle density and vehicle counts;

2. deep spatio-temporal networks to incorporate temporal information of traffic flow;

3. a multi-domain adversarial training mechanism to adapt the counting model to different cameras.

Each proposed technique will be explained in this and the following chapters. In this Chapter, we

mainly introduce the deep multi-task learning model based on fully convolutional regression networks.

FCN-MT jointly estimates vehicle density and vehicle count with end-to-end dense prediction, allowing

for arbitrary input image resolution. To avoid large errors induced by vehicle scale variations, we jointly

perform image-level vehicle count regression and pixel-level vehicle density estimation. The global

count regression takes the estimated density map as input feature, but instead of directly regressing the

global vehicle count from the last feature map, we develop a residual learning framework to reformulate

global count regression as learning residual functions with reference to the sum of densities in each

frame. Such design avoids learning unreferenced functions and eases the training of the network.

Evaluation verifies the efficacy of the deep model and shows state-of-the-art performance. The MAE

on the testing data is reduced from 4.56 to 2.74, compared with OPT-RC.
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4.2 Deep Multi-Task Learning of Vehicle Density with FCN

To overcome the limitations of OPT-RC in Chapter 3), we propose a deep multi-task model to jointly

learn vehicle density and vehicle counts, as illustrated in Fig. 4.2. It replaces the background

subtraction, feature extraction, and linear regression in OPT-RC with deep neural networks. To produce

density maps that have the same size as the input image, we design a FCN [65] to perform pixel-wise

prediction whole-image-at-a-time by dense feedforward computation and backpropagation. Global

vehicle count is regressed in a residual learning manner from the estimated density map. The overall

structure of our proposed FCN-MT is illustrated in Figure 4.2, which contains a convolution network,

deconvolution network, feature combination and selection, and multi-task learning.

Figure 4.2: Framework of FCN-MT. Jointly learn vehicle density and count.

FCN-based vehicle counting and detection faces two challenges: 1. variation of vehicle scales; and

2. reduced feature resolution[21]. To avoid large errors induced by scale variations, we jointly

perform global count regression and density estimation. Inspired by ResNets [45], instead of directly

regressing the global vehicle count from the last feature map, we develop a residual learning framework

to reformulate global count regression as learning residual functions with reference to the sum of

densities. Such design avoids learning unreferenced functions and eases the training of the network.

The second challenge is caused by the repeated combination of max-pooling and striding for the

DCNNs that are originally designed for image classification[61],[88],[94]. This results in feature maps

with significantly reduced spatial resolution. To solve this problem, we produce denser feature maps

by combining appearance features from shallow layers with semantic features from deep layers. We
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then add a convolution layer after the combined feature volume with 1× 1 kernels to perform feature

selection. The selected features can better distinguish foreground and background. Thus the whole

network is able to accurately estimate vehicle density without foreground segmentation.

4.2.1 Network Architecture

The overall structure of our proposed FCN-MT is illustrated in Figure 4.2, which contains a convolution

network, deconvolution network, feature combination and selection, and multi-task learning. The

convolution network is based on pre-trained ResNets[45]. The accuracy of our approach can be

improved by 8% using ResNets compared with using VGG-net[88]. The pixel-wise density estimation

requires high feature resolution, yet the pooling and striding can reduce feature resolution significantly.

To solve this problem, we rescale and combine the features from the 2a, 3a, and 4a layers of ResNets.

We then add a convolution layer after the combined feature volume with 1 × 1 kernels to perform

feature selection. By learning the parameters of this layer, the selected features can better distinguish

foreground and background pixels. We input the combined and selected feature volume into the

deconvolution network, which contains five deconvolution layers. Inspired by the deep VGG-net[88],

we apply small kernels of 3× 3 in the deconvolution layers. The feature is mapped back to the image

size by deconvolution layers, whose parameters can be learned from the training process[78]. A

drawback of deconvolution layer is that it may have uneven overlap when the kernel size is not divisible

by the stride. We add one convolution layer with 3× 3 kernels to smooth the checkerboard artifacts and

alleviate this problem. Then, one convolution layer with 1× 1× 1 kernels is added to map the feature

maps into density map; one convolution layer with 1× 1× 4 kernels is added to map the feature maps

into predicted location offsets; and another convolution layer with 1× 1× 1 kernels is added to map

the feature maps into the vehicle type confidence score.

4.2.2 Multi-Task Learning Building Blocks

Vehicle Density Estimation: At the last stage of the network, we jointly learn vehicle density, vehicle

count, and vehicle type. The vehicle density is predicted by the last convolution 1× 1 layer from the

feature map. We adopt Euclidean distance to measure the difference between the estimated density and
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the ground truth. The loss function for density map estimation is defined as follows:

LD(Θ) =
1

2N

N∑
i=1

P∑
p=1

‖F (Xi(p); Θ)− Fi(p)‖2
2 (4.1)

where Θ is the parameter vector of the FCN-MT model, N is the number of training images, and Fi(p)

is the ground truth density of pixel p.

Global Count Regression: We reformulate the second task, global count regression, as learning

residual functions with reference to the sum of densities, which consists of two parts: 1. base count:

the integration of the density map over the whole image; and 2. offset count: predicted by two fully

connected layers from the feature map after the convolution 3× 3 layer of the deconvolution network.

We sum the two parts together to get the estimated vehicle count, as shown in the following equation:

C(i) = B(D(i); γ) +
P∑
p=1

D(i, p) (4.2)

where γ is the learnable parameters of the two fully connected layers, B(D(i); γ) is the learned bias,

and D(i, p) indicates the density of each pixel p in image i. We hypothesize that it is easier to optimize

the residual mapping than to optimize the original, unreferenced mapping. Considering that the vehicle

count for some frames may have very large value, we adopt a Huber loss to measure the difference

between the estimated count and the ground truth count. The count loss for one frame is defined as

follows:

Lδ(i) =


1
2

(C(i)− Ct(i))2 for |C(i)− Ct(i)| ≤ δ

δ |C(i)− Ct(i)| − 1
2
δ2 otherwise

(4.3)

where Ct(i) is the ground truth vehicle count of frame i, C(i) is the estimated loss of frame i, and δ is

the threshold to control the outlier in the training sets.

Then, the overall loss function for the network is defined as:

L = LD + λ

N∑
i=1

Lδ(i) (4.4)

where λ is the weight of global count loss. By simultaneously learning the three related tasks, each

task can be better trained with fewer parameters.
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Method
MAE

Downtown Parkway
Baseline 1 5.91 5.19
Baseline 2 4.42 4.21
OPT-RC 4.56 4.24
FCN-MT 2.74 2.52

Table 4.1: Accuracy comparison on CityCam

4.3 Experiments

Experiments on different datasets and tasks verify the efficacy of the proposed methods: 1. We

evaluate and compare the preliminary implementation of FCN-MT with state-of-the-art methods on

dataset CityCam. 2. We evaluate the preliminary implementation of FCN-MT on the public dataset

TRANCOS[79]. 3. To verify the generalization of the proposed model, we evaluate our methods on

the pedestrian counting dataset UCSD [17].

Results on CityCam: The experimental settings and baseline methods are the same as in Cahpter 3.

For FCN-MT, we divide the training data into two groups: downtown and parkway. Then in each group,

we balance the training frames with less than 15 vehicles and the frames with more than 15 vehicles.

FCN-MT is tested on all the test data of CityCam. The network architecture is shown in Figure 4.2.

The weight of the vehicle count loss is 0.01. We compare the errors of the proposed and baseline

approaches in Table 4.1. From these results, we see that FCN-MT outperforms the baseline approaches

and OPT-RC of Cahpter 3 for all the tests. As the testing data cover different congestion states, camera

perspectives, weather conditions; and time of the day, these results verify the generalization and

robustness of FCN-MT. Figure 4.3 shows the density map learned from FCN-MT. Without foreground

segmentation, the learned density map can still distinguish background from foreground in sunny

and cloudy, dense and sparse scenes. Yet due to the uneven overlaps of the deconvolution layers,

checkerboard artifacts may be created on the learned density map.

Results on the TRANCOS Dataset: We evaluate and compare the preliminary counting results of

FCN-MT with baselines on a public dataset, TRANCOS[79]. The dataset and experimental settings are

the same as in Chapter 3. From the results shown in Table 4.2, we see that the preliminary FCN-MT
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Figure 4.3: Density map from FCN-MT: (a) Downtown; (b) Parkway. Top three rows are cloudy days;
Bottom three rows are sunny days.

Method Baseline 1 Baseline 2-CCNN Baseline 2-Hydra OPT-RC FCN-MT
MAE 13.76 12.49 10.99 12.41 5.31

Table 4.2: Results on TRANCOS dataset

significantly improves the MAE from 10.99 to 5.31 compared with Baseline 2.

Results on UCSD Dataset: To verify the generalization of the proposed methods on different counting

tasks, we also evaluate the preliminary FCN-MT on the crowd counting dataset UCSD[17]. The dataset

and experimental settings are the same as in Chapter 3. Table 4.3 shows the results of FCN-MT and

existing methods. FCN-MT outperforms all the non-deep learning based methods and gets accuracy

similar to that of the deep learning-based methods in[117]. These results show the robustness of our

methods to other type of tasks.

29



Figure 4.4: Comparing FCN-MT and Baseline 2. Please zoom to view better.

Method MAE MSE
Kernel Ridge Regression [2] 2.16 7.45
Ridge Regression [19] 2.25 7.82
Gaussian Process Regression [17] 2.24 7.97
Cumulative Attribute Regression [20] 2.07 6.86
Cross-scene DNN[117] 1.6 3.31
OPT-RC 2.03 5.97
FCN-MT 1.67 3.41

Table 4.3: Results on UCSD dataset
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Chapter 5

Deep Spatio-Temporal Neural Networks for

Vehicle Counting

5.1 Introduction

From the experiments we see that the FCN-MT in Chapter 4 achieves promising performance. To

explore the temporal correlation of traffic flow, we design a novel FCN-rLSTM network to jointly

estimate vehicle density and vehicle count by connecting FCN with long short term memory networks

(LSTM) in a residual learning fashion. Such design leverages the strengths of FCN for pixel-level

prediction and the strengths of LSTM for learning complex temporal dynamics. The residual learning

connection reformulates the vehicle count regression as learning residual functions with reference to

the sum of densities in each frame, which significantly accelerates the training of networks. To preserve

feature map resolution, we propose a Hyper-Atrous combination to integrate atrous convolution in

FCN and combine feature maps of different convolution layers. FCN-rLSTM enables refined feature

representation and a novel end-to-end trainable mapping from pixels to vehicle count. We extensively

evaluated the proposed method on different counting tasks with three datasets, with experimental

results demonstrating their effectiveness and robustness. In particular, FCN-rLSTM reduces the mean

absolute error (MAE) from 5.31 to 4.21 on TRANCOS; and it reduces the MAE from 2.74 to 1.53 on

CityCam. The training process is accelerated by 5 times on average.
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Figure 5.1: FCN-rLSTM network to count vehicles in traffic videos captured by city cameras. Video
frames are input into FCN, and the output density maps are fed into a stack of LSTMs to learn residual
functions with reference to the sum of densities in each frame. The global vehicle count is finally
generated by summing the learned residual and the densities.

The challenges of webcam videos preclude existing approaches to vehicle counting, which can be

grouped into five categories: frame differencing based [28, 98], detection based [97, 124], motion based

[23, 24, 73, 93], density estimation based [103], and deep learning based [5, 49, 79, 89, 117, 122, 123]

methods. The first three groups of methods are sensitive to environment conditions and tend to fail in

high occlusion, low resolution, and low frame rate videos. While density estimation approaches avoid

detecting or tracking individual vehicles, they perform poorly in videos with large perspective and

oversized vehicles. Though the low frame rate webcam video lacks motion information, vehicle counts

of sequential frames are still correlated. Existing methods fail to account for such temporal correlation

[25, 36, 50, 79, 115, 121]. Work [5] and our own work [121] achieve state-of-the-art performance on

animal counting and traffic counting, respectively, yet they fail to model the temporal correlation as

an intrinsic feature of the surveillance video. In recent years, several works attempt to combine CNN

with recurrent neural networks (RNN) [7] to model the spatio-temporal information of visual tasks,

such as action recognition [6, 31], video description [31], caption generation [92], and multi-label
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classification [111]. However, no existing work models the spatio-temporal correlation for object

counting, especially by combining CNN/FCN with RNN/LSTM. Some work [76] explores a new

design of the internal LSTM architecture, but none of the existing works combined FCN with LSTM

in a residual learning fashion. Work [118] regards the crowd flow map in a city as an image and builds

spatio-temporal networks to predict crowd flow. It does not apply RNN or LSTM networks to learn

the temporal information; instead, it aggregates the output of three residual neural networks to model

temporal dynamics. Thus such work is essentially multiple convolutional neural networks, rather than

the combination of CNN and LSTM.

To overcome these limitations, we propose a deep spatio-temporal network architecture to sequentially

estimate vehicle count by combining FCN [65] with LSTM [47] in a residual learning framework

(FCN-rLSTM). The FCN maps pixel-level features into vehicle density to avoid individual vehicle

detection or tracking. LSTM layers learn complex temporal dynamics by incorporating nonlinearities

into the network state updates. The residual connection of FCN and LSTM reformulates global count

regression as learning residual functions with reference to the sum of densities in each frame, avoiding

learning unreferenced functions and significantly accelerating the network training. FCN-rLSTM

enables refined feature representation and a novel end-to-end optimizable mapping from image pixels

to vehicle count. The framework is shown in Figure 5.1. Video frames are input into FCN, and the

output density maps are fed into LSTMs to learn the vehicle count residual for each frame. The global

vehicle count is finally generated by summing the learned residual and the densities.

The proposed FCN-rLSTM has the following novelties and contributions:

1. FCN-rLSTM is a novel spatio-temporal network architecture for object counting, such as crowd

counting [117], vehicle counting [79], and penguin counting [5]. It leverages the strength of

FCN for dense visual prediction and the strengths of LSTM for learning temporal dynamics.

Such network can learn from more information. To the best of our knowledge, FCN-rLSTM is

the first spatio-temporal network architecture with residual connection for object counting.

2. The residual connection between FCN and LSTM is novel and significantly accelerates the

training process by 5 times on average, as shown by our experiments. Though some recent work
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Figure 5.2: Network architecture and parameters of FCN-rLSTM.

on other visual tasks [31, 111] also explored spatio-temporal networks, none of them combines

FCN with LSTM, or has the residual connection between CNN and LSTM. FCN-rLSTM can be

potentially applied to other visual tasks that both require dense prediction and exhibit temporal

correlation.

3. One challenge for FCN based visual tasks is the reduced feature resolution [21] caused by

the repeated max-pooling and striding. To solve this problem, we propose a Hyper-Atrous

combination to integrate atrous convolution [21] in the FCN and to combine feature maps of

different atrous convolution layers. We then add a convolution layer after the combined feature

volume with 1× 1 kernels to perform feature re-weighting. The selected features both preserve

feature resolution and distinguish better foreground from background. Thus, the whole network

accurately estimates vehicle density without foreground segmentation.

4. We jointly learn vehicle density and vehicle count from end-to-end trainable networks improving

the accuracy of both tasks. Recent object counting literature [5, 79, 122, 123] estimates directly

the object density map and sum the densities over the whole image to get the object count.

But such methods suffer from large error when videos have large perspective and oversized

vehicles (big bus or big truck). Our proposed multi-task framework pursues different but related

objectives to achieve better local optimum, to provide more supervised information (both vehicle

density and vehicle count) in the training process, and to learn better feature representation.

5. We present comprehensive experiments on three datasets covering different counting tasks, such

as vehicle counting and crowd counting, to show generalization and substantially higher accuracy

of FCN-rLSTM. On the TRANCOS dataset [79], we improve over state-of-the-art baseline

methods, reducing the MAE from 5.31 to 4.21.
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5.2 FCN-rLSTM Model and Network Architecture

As the low spatial and temporal resolution and high occlusion of webcam videos preclude existing

detection or motion based methods for vehicle counting, we propose to apply FCN [65] to map the

dense (pixel-level) feature into vehicle density and to avoid detecting or tracking individual vehicles.

FCN based density estimation allows arbitrary input resolution and outputs vehicle density maps that

are of the same size as the input image. Existing object counting literature [5, 79, 122, 123] estimates

the object density map and directly sums the density over the whole image to get the object count. But

such methods suffer from large error when the video has large perspective and oversized vehicles (big

bus or big truck). Thus we propose the FCN-rLSTM network to jointly estimate vehicle density and

vehicle count by connecting FCN with LSTM in a residual learning fashion. Such design leverages the

strengths of FCN for pixel-level prediction and the strengths of LSTM for learning complex temporal

dynamics. Counting accuracy is significantly improved by taking the temporal correlation of vehicle

counts into account. However, it is not easy to train the combined FCN and LSTM networks. We

further propose the residual connection of FCN and LSTM to accelerate the training process. The

resulting end-to-end trainable network has high convergence rate and further improves the counting

accuracy. In the following subsections, we will explain the proposed network architecture and highlight

additional details.

The network architecture with detailed parameters is shown in Figure 5.2, which contains convolution

network, deconvolution network, hyper-atrous feature combination, and LSTM layers. Inspired by the

VGG-net [88], small kernels of size 3× 3 are applied to both convolution layers and deconvolution

layers. The number of filter channels in the higher layers are increased to compensate for the loss of

spatial information caused by max pooling.

To preserve feature map resolution, we develop a hyper-atrous combination, where atrous convolution

[21] is integrated into the convolution networks, and the feature maps after the second max-pooling

layer and the atrous convolution layers are combined together into a deeper feature volume. Atrous

convolution is proposed by [21]; it amounts to filter upsampling by inserting holes between nonzero

filter taps. It computes feature maps more densely, followed by simple bilinear interpolation of the
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feature responses back to the original image size. Compared to regular convolution, atrous convolution

effectively enlarges the field of view of filters without increasing the number of parameters. After

several atrous convolution layers, we combine the features from the second max-pooling layer and the

atrous convolution layers. And then, after the combined feature volume, we add a convolution layer

with 1 × 1 kernels to perform feature re-weighting to encourage the re-weighted feature volume to

distinguish better foreground and background pixels. The combined and re-weighted feature volume is

input of the deconvolution network that contains two deconvolution layers. At the top of the FCN, a

convolution layer with 1× 1 kernel acts as a regressor to map the features into vehicle density.

To incorporate the temporal correlation of vehicle counts from sequential frames, we combine LSTM

with FCN to jointly learn vehicle density and count. RNN maintains internal hidden states to model

the dynamic temporal behavior of sequences. LSTM extends RNN by adding three gates to an RNN

neuron: a forget gate ft; an input gate it; and an output gate ot. These gates enable LSTM to learn

long-term dependencies in a sequence, and make it easier to be optimized. LSTM effectively deals

with the gradient vanishing/exploding issues that commonly appear during RNN training [81]. It also

contains a cell activation vector ct and a hidden output vector ht. We reshape the output density map

of FCN into a 1D vector xt and feed this vector into three LSTM layers. Each LSTM layer has 100

hidden units and is unrolled for a window of 5 frames. The gates apply sigmoid nonlinearities σi, σf ,

σo, and tanh nonlinearities σc, and σh with weight parameters Whi, Whf , Who, Wxi, Wxf , and Wxo,

which connect different inputs and gates with the memory cells, outputs, and biases bi, bf , and bo. We

define the commonly-used update equations [43]:

it = σi(xtWxi + ht−1Whi + wci � ct−1 + bi)

ft = σf (xtWxf + ht−1Whf + wcf � ct−1 + bf )

ct = ft � ct−1 + it � σc(xtWxc + ht−1Whc + bc)

ot = σo(xtWxo + ht−1Who + wco � ct + bo)

ht = σt � σh(ct)

(5.1)

To accelerate training, FCN and LSTM are connected in a residual learning fashion as illustrated in
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Figure 5.3. We take the sum of the learned density map over each frame as a base count, and feed

the output hidden vector of the last LSTM layer into one fully connected layer to learn the residual

between base count and final estimated count. Compared to the direct connection of FCN and LSTM,

the residual connection eases the training process and increases counting accuracy.

Figure 5.3: Comparison of (a) Direct connection of FCN and LSTM (FCN-dLSTM); (b) Residual
connection of FCN and LSTM.

5.3 Spatio-Temporal Multi-Task Learning

The ground truth supervision for FCN-rLSTM includes two types of information: the pixel-level

density map and the global vehicle count for each frame. Generation of this supervision depends on

how the objects are annotated. If the center of each object is labeled as a dot d, the ground truth vehicle

count for frame i is the total number of labeled dots. The ground truth density F 0
i (p) for each pixel p in

image i is defined as the sum of 2D Gaussian kernels centered at each dot annotation covering pixel p:

F 0
i (p) =

∑
d∈Di

N(p; d, δ) (5.2)

where Di is the set of the dot annotations, d is each annotation dot, and δ of the Gaussian kernel is

decided by the perspective map. If each object is annotated by a bounding box B = (x1, y1, x2, y2),

where (x1, y1) are the coordinates of the left top point and (x2, y2) are the coordinates of the right

bottom point, the ground truth vehicle count for frame i is the total number of bounding boxes in frame
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i. The center o of each bounding box B is: ox = 1
2
(x1 + x2), oy = 1

2
(y1 + y2). Then, the ground truth

density F 0
i (p) for each pixel p in image i is defined as:

F 0
i (p) =

∑
o∈Oi

N(p; o, δ) (5.3)

where the parameter Oi is the set of bounding box centers in frame i. The δ of the Gaussian kernel is

decided by the width of the bounding box.

The FCN task is to estimate the pixel-level density map, and the LSTM task is to estimate the global

vehicle count for each frame. These two tasks are jointly achieved by training the whole FCN-rLSTM

network end-to-end. The vehicle density is predicted from the feature map by the last convolution

1× 1 layer of the FCN. We adopt Euclidean distance to measure the difference between the estimated

density and the ground truth. The loss function for the density map estimation is defined as follows:

LD =
1

2N

N∑
i=1

P∑
p=1

∥∥Fi(p; Θ)− F 0
i (p))

∥∥2

2
(5.4)

where N is the batch size and Fi(p) is the estimated vehicle density for pixel p in image i, and Θ is the

parameter of the FCN.

The second task, global count regression, is learned from the LSTM layers including two parts: (i)

base count: the integration of the density map over the whole image; and (ii) residual count: learned by

the LSTM layers. We sum the two to get the estimated vehicle count:

Ci = G(Fi(p; Θ); Γ,Φ) +
P∑
p=1

Fi(p; Θ) (5.5)

where G(Fi; Γ,Φ) is the estimated residual count, Fi is the estimated density map for frame i, Γ is the

learnable parameters of the LSTM, and Φ is the learnable parameters of the fully connected layers. We

hypothesize that it is easier to optimize the residual mapping than to optimize the original mapping.
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The loss of the global count estimation is:

LC =
1

2N

N∑
i=1

(Ci − C0
i )2 (5.6)

where C0
i is the ground truth vehicle count of frame i, Ci is the estimated count of frame i. Then

overall loss function for the network is defined as:

L = LD + λLC (5.7)

where λ is the weight of the global count loss, and it should be tuned to achieve best accuracy.

By simultaneously learning the two related tasks, each task can be better trained with much fewer

parameters.

The loss function is optimized via batch-based Adam [59] and backpropagation. Algorithm 2 outlines

the FCN-rLSTM training process. As FCN-rLSTM can adapt to different input image resolutions and

variation of vehicle scales and perspectives, it is robust to different scenes.

Algorithm 2 FCN-rLSTM Training Algorithm
Input: Images: {I11, ..., Inm}, wherer n is the number of sequences and m is the number of unrolled

frames. Label: Density Maps: {F 0
11, ..., F

0
nm}

Output: Parameters of FCN, LSTM, and FC: Θ,Γ,Φ
1: for i = 1 to max_iteration do
2: for j = 1 to unroll_number do
3: Fij = FCN(Iij; Θ)
4: LDj = L2(Fij, F

0
ij)

5: Cresidual = FC(LSTM(Fij; Γ); Φ)
6: Cij =

∑
Fij + Cresidual

7: LCj = L2(
∑
F 0
ij, Cij)

8: end for
9: L =

∑
LDj + λ

∑
LCj

10: Θ,Γ,Φ← Adam(L, Θ,Γ,Φ)
11: end for
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5.4 Experiments

In this session, we discuss experiments and results: 1. We first evaluate and compare the proposed

methods with state-of-the-art methods on the CityCam Dataset[121]; 2. we evaluate the proposed

methods on the public dataset TRANCOS [79]; and 3. to verify the robustness and generalization of

our model, we evaluate our methods on the public crowd counting dataset UCSD. [17].

Quantitative Evaluations on CityCam

CityCam is a public dataset for large-scale city camera videos, which have low resolution (352× 240),

low frame rate (1 frame/second), and high occlusion as described in Chapter 2. Both bounding box

and vehicle counts are available for 60, 000 frames. The dataset is divided into training and testing

sets, with 45,850 and 14,150 frames, respectively, covering multiple cameras and different weather

conditions.

Following the same settings as in [121], we evaluate our method on the 14,150 test frames of CityCam,

which contains 61 videos from 8 cameras. These videos cover different scenes, congestion states,

camera perspectives, weather conditions, and time of the day. The training set contains 45,850 frames

with the same resolution, but from different videos. Both training and testing sets are divided into

two groups: downtown cameras and parkway cameras. Mean absolute error (MAE) is employed for

evaluation.

For FCN-rLSTM, the network architecture and parameters are shown in Figure 5.2. The weight of

the vehicle count loss is 0.01. The learning rate is initialized by 0.0001 and adjusted by the first and

second order momentum in the training process. To test the efficacy of the proposed Hyper-Atrous

combination, combination of FCN and LSTM, and the residual connection, we evaluate different

configurations of FCN-rLSTM as shown in Table 5.1. Atrous indicates the atrous convolution; Hyper

indicates hypercolumn combination of the feature maps; Direct connect indicates combining FCN with

LSTM directly; Residual connect indicates connecting FCN with LSTM in residual fashion. The input

images of FCN-rLSTM and its different configurations are resized into 128× 128.

Data augmentation. To make the model more robust to various cameras and weather conditions,
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Configuration Atrous Hyper
Direct

connect
Residual
connect

FCN-A ! X X X
FCN-H X ! X X

FCN-HA ! ! X X
FCN-dLSTM ! ! ! X
FCN-rLSTM ! ! X !

Table 5.1: Different configurations of FCN-rLSTM

several data augmentation techniques are applied to the training images: 1. horizontal flip, 2. random

crop, 3. random brightness, 4. and random contrast.

Baseline approaches. We compare our method with three methods: Baseline 1: Learning to count

[103]. This work maps each pixel’s feature into object density with uniform weight for the whole

image. For comparison, we extract dense SIFT features [67] for each pixel using VLFeat [108] and

learn the visual words. Baseline 2: Hydra[79]. It learns a multi-scale non-linear regression model that

uses a pyramid of image patches extracted at multiple scales to perform final density prediction. We

train Hydra 3s model on the same training set as FCN-rLSTM. Baseline 3: FCN [121]. It develops a

deep multi-task model to jointly estimate vehicle density and vehicle count based on FCN. We train

FCN on the same training set as FCN-rLSTM.

Experimental Results. We compare the error of the proposed and baseline approaches in Table 5.2.

From the results, we see that FCN-rLSTM outperforms all the baseline approaches and all the other

configurations. As the testing data cover different congestion states, camera perspectives, weather

conditions, and time of the day, these results verify the efficacy and robustness of FCN-rLSTM.

To do ablation analysis of the proposed techniques, we also evaluate the performance of different

configurations as shown in Table 5.2. With the Hyper-Atrous combination, FCN-HA itself already

outperforms all the baseline methods and achieves better accuracy than FCN-A and FCN-H, which

verifies the efficacy of the Hyper-Atrous combination. FCN-rLSTM has higher accuracy than FCN-HA

and FCN-dLSTM, which verifies the efficacy of the residual connection of FCN and LSTM. When the

input images are resized into 256× 256, the MAE of FCN-rLSTM is reduced to 1.11 for downtown

cameras, and 1.07 for parkway cameras. Figure 5.4 and Figure 5.5 compare the counting results of
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Method Downtown Parkway
Baseline 1 5.91 5.19
Baseline 2 3.55 3.64
Baseline 3 2.74 2.52
FCN-A 3.07 2.75
FCN-H 2.48 2.30
FCN-HA 2.04 2.04
FCN-dLSTM 1.80 1.82
FCN-rLSTM 1.53 1.63

Table 5.2: Results comparison on CityCam

FCN-HA and FCN-rLSTM, from which we conclude that FCN-rLSTM estimates better the vehicle

count (blue dashed circles) and reduces large counting error induced by oversized vehicles (purple

dashed circles). Figure 5.6 and Figure 5.7 shows the density map learned from FCN-rLSTM. Without

foreground segmentation, the learned density map can still distinguish background from foreground in

both sunny, rainy and cloudy, dense and sparse scenes. Figure 5.8 shows the counting results for six

different cameras from downtown and parkway. The camera positions are shown in the map of Figure

5.9. From the counting curves, we see that the proposed FCN-rLSTM accurately counts the vehicles

for multiple cameras and long time sequences. Besides the high accuracy achieved by FCN-rLSTM,

the convergence of the proposed approach is also improved significantly. As shown in Figure 5.10, the

FCN-rLSTM converges much faster than FCN alone networks (FCN-HA). The residual connection of

FCN and LSTM also enables faster convergence than the direct connection.

Quantitative Evaluations on TRANCOS

We evaluate FCN-rLSTM on a dataset TRANCOS [79] to verify its efficacy. TRANCOS is a collection

of 1244 images of different traffic scenes from surveillance camera videos. It has 46796 annotated

vehicles in total and provides a region of interest (ROI) for each image. Images of TRANCOS are from

very different scenarios and no perspective maps are provided. The ground truth vehicle density maps

are generated by the 2D Gaussian Kernel in the center of each annotated vehicle [44].

MAE of the proposed methods and baselines are compared in Table 5.3. Baseline 2-CCNN is a

basic version of the network in [79], and Baseline 2-Hydra augments the performance by learning a
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Figure 5.4: Counting results comparison of FCN-HA and FCN-rLSTM on parkway cameras. X
axis-frames; Y axis-Counts.

Figure 5.5: Counting results comparison of FCN-HA and FCN-rLSTM on downtown cameras. X
axis-frames; Y axis-Counts.
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Figure 5.6: Estimated density map for three cameras. Column-wise: The three cameras are from
downtown. Row-wise: The first two rows are estimated density maps for cloudy frames; the middle
two rows are for sunny frames; and the last two rows are for rainy frames. Better view in color. Some
density values may be too small to be clearly seen.
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Figure 5.7: Estimated density map for another three cameras. Column-wise: The first camera is from
downtown, and the last two cameras are from parkway. Row-wise: The first two rows are estimated
density maps for cloudy frames; the middle two rows are for sunny frames; and the last two rows are
for rainy frames. Better view in color. Some density values may be too small to be clearly seen.
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Figure 5.8: Counting results for multiple cameras.
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Figure 5.9: Test cameras in the urban area

Figure 5.10: Convergence of FCN-HA, FCN-dLSTM, and FCN-rLSTM for: (a) Parkway Cameras (b)
Downtown Cameras. Shading shows the MAE over Epochs and dark lines indicate the smoothed trend.
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Method MAE Method MAE
Baseline 1 13.76 Baseline 3 5.31
Baseline 2-CCNN 12.49 FCN-HA 4.21
Baseline 2-Hydra 10.99 FCN-rLSTM 4.38

Table 5.3: Results comparison on TRANCOS dataset

multiscale regression model with a pyramid of image patches to perform the final density prediction.

All the baselines and proposed methods are trained on 823 images and tested on 421 frames following

the separation in [79]. From the results, we see that FCN-HA significantly decreases the MAE from

10.99 to 4.21 compared with Baseline 2-Hydra, and decreases the MAE from 5.31 to 4.21 compared

with Baseline 3. As the training and testing images of TRANCOS are random samples from different

cameras and videos, they lack consistent temporal information. Thus FCN-rLSTM cannot learn

temporal patterns from the training data. The performance of FCN-rLSTM is not as good as FCN-HA,

but it already outperforms all the baseline methods. When applying our proposed model to other

datasets, we can choose the FCN-rLSTM configuration for datasets that have temporal correlation

and choose the FCN-HA configuration for datasets that do not have temporal correlation. Figure 5.11

compares the estimated vehicle counts. The estimated counts of the proposed methods are evidently

more accurate than those of the baseline methods. FCN-rLSTM and FCN-HA have comparable

estimation accuracy of vehicle counts.

Quantitative Evaluations on the UCSD Dataset

To verify the generalization and robustness of our proposed methods in different counting tasks, we

also evaluate and compare our methods with baselines on the pedestrian counting dataset UCSD [17].

This dataset contains 2000 frames chosen from one surveillance camera. The frame size is 158× 238

and frame rate is 10fps. Average number of people in each frame is around 25. The dataset provides

the ROI for each video frame. By following the same setting in [17], we use frames from 601 to 1400

as training data, and the remaining 1200 frames as test data. Table 5.4 shows the results of our methods

and existing methods, from which we can see that FCN-rLSTM outperforms all the baseline methods

and the FCN-HA configuration. These results show our proposed methods are robust to other type of

counting tasks.
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Figure 5.11: Results comparison on TRANCOS dataset.
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Method MAE MSE
Kernel Ridge Regression [2] 2.16 7.45
Ridge Regression [19] 2.25 7.82
Gaussian Process Regression [17] 2.24 7.97
Cumulative Attribute Regression [20] 2.07 6.86
Cross-scene DNN[117] 1.6 3.31
Baseline 3 1.67 3.41
FCN-HA 1.65 3.37
FCN-rLSTM 1.54 3.02

Table 5.4: Results comparison on UCSD dataset

5.5 Discussion and Conclusion

Vehicle counting is of great significance for many real world applications, such as traffic management,

optimal route planning, and environment quality monitoring. Counting vehicles from webcams is very

challenging as videos from webcams have low spatial and temporal resolution, and high occlusion. To

overcome these challenges, we develop a novel FCN-rLSTM network architecture to jointly estimate

vehicle density and vehicle count by connecting FCN with LSTM in a residual learning fashion. FCN

maps pixel-level dense feature into vehicle density to avoid individual vehicle detection and tracking.

LSTM layers are added at the end of FCN to learn long-term dependencies and model complex temporal

dynamics by incorporating nonlinearities into the network state updates. The residual connection

reformulates global count regression as learning residual functions with reference to the sum of densities

in each frame. Such design avoids learning unreferenced functions and accelerates the training of

the network. Extensive evaluations on different counting tasks and three datasets demonstrate the

effectiveness and the robustness of the proposed methods. One limitation of the FCN-rLSTM is that

the window size of the unrolled sequential frames is restricted by the available memory capacity. Thus

we cannot learn very long term temporal information from the current FCN-rLSTM architecture. This

limitation does not significantly affect the counting performance, for small window sizes are capable

of learning the smoothness of vehicle count.
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Part III
In this part we describe the methodology for vehicle counting for cameras with limited or no annotations.

We also include the thesis conclusion and future work in this part.

• Chapter 6 Multiple Camera Counting with Adversarial Learning

• Chapter 7 Conclusions
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Chapter 6

Multiple Camera Counting with Adversarial

Learning

6.1 Introduction

6.1.1 Motivation

The OPT-RC presented in Chapter 3, FCN-MT designed in Chapter 4, and FCN-rLSTM developed in

Chapter 5 demonstrate increasingly superior performance under the supervised settings for vehicle

counting. Nowadays, many cities are instrumented with hundreds of city cameras. These cameras

monitor dissimilar scenes with varied backgrounds and very different perspectives. Even for the same

camera, weather and illumination change over time. All these factors result in different data domains.

On the other hand, it is difficult and expensive to label a large number of training images for all these

cameras and data domains. We define cameras with abundant labeled images as source cameras, while

cameras with no label information are target cameras, as shown in Fig. 6.1. A crucial issue here is

how to adapt the deep model trained on source cameras to data domains from target cameras. As we

have hundreds of cameras to deal with, resulting in multiple source and target camera domains, we

develop a multi-camera domain adaptation method with adversarial learning (MDAN) that adapts the

deep neural networks trained on multiple source cameras to different target cameras.
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Figure 6.1: Motivation for multi-camera domain adaptation.

While domain adaptation has been actively researched in recent years, most theoretical results and

algorithms focus on the single-source-single-target adaptation setting. Naive application of such

algorithms to the multiple source domain adaptation problem may lead to suboptimal solutions. To

develop our solution, we first propose a new generalization bound for domain adaptation when there

are multiple source domains with labeled instances and one target domain with unlabeled instances.

Compared with existing bounds [11, 69, 71], the bound we present in this Chapter does not require

expert knowledge about the target distribution, nor does it require the optimal combination rule for

multisource domains. Our theory also leads to an efficient learning strategy using adversarial neural

networks: we show how to interpret it as learning feature representations that are invariant to the

multiple domain shifts while still being discriminative for the desired learning task.

To this end, we propose two models, both of which we call multisource domain adversarial network

(MDAN): the first model optimizes directly our bound, while the second model is a smoothed approx-

imation of the first one, leading to a more data-efficient and task-adaptive model. The optimization

task with both models is a minimax saddle point problem that can be optimized by adversarial training.

To demonstrate the effectiveness of these two MDANs, we conduct extensive experiments showing

superior adaptation performance on three real-world datasets: Amazon review sentiment analysis [22],

digit classification [35], and CityCam vehicle counting, the main problem in this thesis.
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6.1.2 Contributions

We summarize here the main results of this chapter. We analyze theoretically the multiple source

domain adaptation problem and propose an adversarial learning strategy based on these theoretical

results. Specifically, we prove a new generalization bound for domain adaptation when there are

multiple source domains with labeled instances and one target domain with unlabeled instances.

Our theoretical results build on the seminal theoretical model for domain adaptation introduced

by [11], where a divergence measure, known as the H-divergence, was proposed to measure the

distance between two distributions based on a given hypothesis spaceH. Our new result generalizes

the bound [11, Thm. 2] to the case when there are multiple source domains. The new bound has

an interesting interpretation and reduces to [11, Thm. 2] when there is only one source domain.

Technically, we derive our bound by first proposing a generalized H-divergence measure between

two sets of distributions from multi-domains. We then prove a PAC bound [104] for the target risk

by bounding it from empirical source risks, using tools from concentration inequalities and the VC

theory [107]. Compared with existing bounds, the new bound does not require expert knowledge about

the target domain distribution [71], nor the optimal combination rule for multiple source domains [11].

Our results also imply that it is not always beneficial to naively incorporate more source domains into

training, which we verify to be true in our experiments.

Figure 6.2: MDANs Network architecture. Feature extractor, domain classifier, and task learning are
combined in one training process. Hard version: the source that achieves the minimum domain classifi-
cation error is backpropagated with gradient reversal; Smooth version: all the domain classification
risks over k source domains are combined and backpropagated adaptively with gradient reversal.

Interestingly, our bound also leads to an efficient implementation using adversarial neural networks.
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This implementation learns both domain invariant and task discriminative feature representations under

multiple domains. Specifically, we propose two models (both named MDAN) by using neural networks

as rich function approximators to instantiate the generalization bound we derive (Fig. 6.2). After

proper transformations, both models can be viewed as computationally efficient approximations of

our generalization bound, so that the goal is to optimize the parameters of the networks in order to

minimize the bound. The first model optimizes directly our generalization bound, while the second is a

smoothed approximation of the first, leading to a more data-efficient and task-adaptive model. The

optimization problem for each model is a minimax saddle point problem, which can be interpreted as a

zero-sum game with two participants competing against each other to learn invariant features. Both

models combine feature extraction, domain classification, and task learning in one training process.

MDANs generalize the popular domain adversarial neural network (DANN) [35] and reduce to it when

there is only one source domain. We propose to use stochastic optimization with simultaneous updates

to optimize the parameters in each iteration. To demonstrate the effectiveness of MDANs as well as

the relevance of our theoretical results, we conduct extensive experiments on real-world datasets. We

achieve superior adaptation performances on all the tasks, validating the effectiveness of our models.

MDAN learns the features that are discriminative for the main learning task on the source cameras

and indiscriminate when shifting between source cameras and target cameras. Fig. 6.2 illustrates the

main architecture of MDAN. It includes a deep feature extractor and a deep label predictor for the

desired task. Unsupervised multi-camera domain adaptation is achieved by adding a multi-domain

classifier connected to the feature extractor via a gradient reversal layer that multiplies the gradient by a

certain negative constant during the backpropagation-based training. Otherwise, the training proceeds

in standard fashion and minimizes the label prediction loss (for source examples) and the domain

classification loss (for all samples). Gradient reversal ensures that the learned feature distributions

are similar over different domains (as indistinguishable as possible for the domain classifier), thus

resulting in the domain-invariant features. MDAN can be achieved in almost any feed-forward model

by augmenting it with a few standard layers and a new gradient reversal layer. The resulting augmented

architecture can be trained using standard backpropagation and stochastic gradient descent, and can
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thus be easily integrated into the FCN-MT, or the FCN-rLSTM model. As most of the existing domain

adaptation work focuses on classification and single source/target domain adaptation for deep neural

networks, the proposed MDAN is the first attempt to adapt fully convolutional networks from multiple

source domains to different target domains for the regression task.

6.1.3 Related Work for Domain Adaptation

The success of machine learning algorithms has been partially attributed to rich datasets with abundant

annotations [46, 61, 85]. Unfortunately, collecting and annotating such large-scale training data is

prohibitively expensive and time-consuming. To solve these limitations, different labeled datasets

can be combined to build a larger one, or synthetic training data can be generated with explicit yet

inexpensive annotations [87]. However, due to the possible shift between training and test samples,

learning algorithms based on these cheaper datasets still suffer from high generalization error. Domain

adaptation (DA) focuses on such problems by establishing knowledge transfer from a labeled source

domain to an unlabeled target domain, and by exploring domain-invariant structures and representations

to bridge the gap [80]. Both theoretical results [11, 42, 69, 70, 113] and algorithms [1, 9, 39, 48, 53]

for DA have been proposed. Recently, DA algorithms based on deep neural networks have produced

breakthrough performance by learning more transferable features [14, 30, 40, 66, 114]. Most theoretical

results and algorithms with respect to DA focus on the single-source-single-target adaptation setting [35,

100, 101]. In many application scenarios, the labeled data available may come from multiple domains

with different distributions. As a result, naive application of the single-source-single-target DA

algorithms may lead to suboptimal solutions. Such problem calls for an efficient technique for multiple

source DA. Reference [34, 48, 119] explore multisource DA methods, but they are based on non-deep

architectures and their performance leaves much margin to be improved.

From a theoretical point of views, several results have been derived in the form of upper bounds to the

generalization target error by learning from source data. A keypoint of the theoretical frameworks is

estimating the distribution shift between source and target. Reference [58] proposed theH-divergence

to measure the similarity between two domains. It derived a bound on the generalization target error
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using the empirical error on the source domain and theH-divergence between the source and the target.

This idea has later been extended to multisource domain adaptation [13] and the corresponding bound

on the generalization target error has been developed as well. Reference [11] provides a generalization

bound for domain adaptation on the target risk that generalizes the standard bound on the source risk.

This work formalizes a natural intuition regarding DA: reducing the divergence of two distributions

while ensuring a low error on the source domain and justifies many DA algorithms. Based on this work,

[70] introduces a new divergence measure: discrepancy distance, whose empirical estimate is based

on the Rademacher complexity [60] (rather than the VC-dim). Other theoretical works include [69]

that derives the bound on the generalization target error by making use of the robustness properties

introduced in [113]. See [27, 70, 72] for further details.

Following these theoretical developments, many DA algorithms have been proposed, such as instance-

based methods [99]; feature-based methods [9]; and parameter-based methods [33]. The general

approach for domain adaptation starts from algorithms that focus on a linear hypothesis class [12,

26, 38]. The linear assumption can be relaxed and extended to a non-linear setting using the kernel

trick, leading to a reweighting scheme that can be efficiently solved via quadratic programming [41,

51]. Recently, due to the availability of rich data and powerful computational resources, non-linear

representations and hypothesis classes have been increasingly explored [1, 8, 22, 35, 40]. This line

of work focuses on building common and robust feature representations among multiple domains,

using either supervised neural networks [40], or unsupervised pretraining using denoising auto-

encoders [109, 110].

Recent studies have shown that deep neural networks can learn more transferable features for DA [30,

40, 114]. Reference [14] develops domain separation networks to extract image representations that

are partitioned into two subspaces: domain private component and cross-domain shared component.

The partitioned representation is utilized to reconstruct images from both domains, improving the

DA performance. Reference [66] enables classifier adaptation by learning the residual function with

reference to the target classifier. The main-task of this work is limited to the classification problem.

Reference [35] proposes a domain-adversarial neural network to learn the domain indiscriminate
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but main-task discriminative features. These works generally outperform non-deep learning based

methods, but they focus only on the single-source-single-target DA problem, and most of the work is

on empirical design with no statistical guarantees. Reference [48] presents a domain transform mixture

model for multisource DA, which is based on non-deep architectures and is difficult to scale up.

Adversarial training techniques that aim to build feature representations that are indistinguishable

between source and target domains have been proposed in the last few years [1, 35]. Specifically,

one of the central ideas is to use neural networks, which are powerful function approximators, to

approximate theH-divergence between two domains [10, 11, 58]. The overall algorithm can be viewed

as a zero-sum two-player game: one network tries to learn feature representations that can fool the

other network, whose goal is to distinguish between representations generated from the source domain

from those generated from the target domain. The goal of the algorithm is to find a Nash-equilibrium

for the game, or the stationary point of the min-max saddle point problem. Ideally, at such equilibrium

state, feature representations from the source domain will share the same distribution as those from the

target domain, and, as a result, better generalization on the target domain can be expected by training

models using only labeled instances from the source domain.

6.2 Definitions

We first introduce notation used in this Chapter and review a theoretical model for domain adaptation

when there is only one source and one target domain [10, 11, 13, 58]. The key idea is the H-

divergence to measure the discrepancy between two distributions. Other theoretical models for DA

exist [26, 27, 70, 72]; we choose to work with theH-divergence because this distance measure has a

particularly natural interpretation and can be well approximated using samples from both domains.

Notation We use domain to represent a distribution D on the input space X and a labeling function

f : X → [0, 1]. In the setting of one source one target domain adaptation, we use 〈DS, fS〉 and

〈DT , fT 〉 to denote the source and target domains, respectively. A hypothesis is a binary classification

function h : X → {0, 1}. The error of a hypothesis h w.r.t. a labeling function f under distribution
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DS is defined as: εS(h, f) := Ex∼DS
[|h(x)− f(x)|]. When f is also a hypothesis, then this definition

reduces to the probability that h disagrees with f under

DS : Ex∼DS
[|h(x)− f(x)|] = Ex∼DS

[I(f(x) 6= h(x))] = Pr
x∼DS

(f(x) 6= h(x)),

where I (·) is the indicator function.

We define the risk of hypothesis h as the error of h w.r.t. a true labeling function under domain DS ,

i.e., εS(h) := εS(h, fS). Following common notation in computational learning theory, we use ε̂S(h)

to denote the empirical risk of h on the source domain. Similarly, we use εT (h) and ε̂T (h) to mean the

true risk and the empirical risk on the target domain. TheH-divergence is defined as follows:

Definition 6.2.1. Let H be a hypothesis class for instance space X , and AH be the collection of

subsets of X that are the support of some hypothesis h in H, i.e., AH := {h−1({1}) | h ∈ H}. The

distance between two distributions D and D′ based onH is:

dH(D,D′) := 2 sup
A∈AH

|Pr
D

(A)− Pr
D′

(A)|

When the hypothesis classH contains all the possible measurable functions over X , dH(D,D′) reduces

to the familiar total variation. Given a hypothesis class H, we define its symmetric difference w.r.t.

itself as:

H∆H = {h(x)⊕ h′(x) | h, h′ ∈ H},

where ⊕ is the xor operation. Let h∗ be the optimal hypothesis that achieves the minimum combined

risk on both the source and the target domains:

h∗ := arg min
h∈H

εS(h) + εT (h)

and use λ to denote the combined risk of the optimal hypothesis h∗:

λ := εS(h∗) + εT (h∗)
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Reference [10] and [13] proved the following generalization bound on the target risk in terms of the

source risk and the discrepancy between the source domain and the target domain:

Theorem 6.2.1 ([13]). Let H be a hypothesis space of V C-dimension d and US , UT be unlabeled

samples of size m each, drawn from DS and DT , respectively. Let d̂H∆H be the empirical distance on

US and UT ; then with probability at least 1− δ over the choice of samples, for each h ∈ H,

εT (h) ≤ εS(h) +
1

2
d̂H∆H(US,UT ) + 4

√
2d log(2m) + log(4/δ)

m
+ λ (6.1)

The generalization bound depends on λ, the optimal combined risk that can be achieved by hypothesis

inH. The intuition is that if λ is large, then we cannot hope for a successful domain adaptation. One

notable feature of this bound is that the empirical discrepancy distance between two samples US and

UT can usually be approximated by a classifier to distinguish instances from these two domains.

6.3 A New Generalization Bound for Multiple Source Domain

Adaptation

In this section, we first generalize the definition of the discrepancy function dH(·, ·) that is only

appropriate when we have a single source domain. We will then use the generalized discrepancy

function to derive a generalization bound for multisource domain adaptation. We conclude this section

with a discussion and comparison of our bound to existing generalization bounds for multisource

domain adaptation [11, 72]. We refer readers to Appendix A for proof details and we focus mainly on

the interpretation and implications of the theorems.

Let {DSi
}ki=1 and DT be k source domains and the target domain, respectively. We define the

discrepancy function dH(DT ; {DSi
}ki=1) induced byH to measure the distance between DT and a set

of domains {DSi
}ki=1 as follows:
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Definition 6.3.1.

dH(DT ; {DSi
}ki=1) := max

i∈[k]
dH(DT ;DSi

) = 2 max
i∈[k]

sup
A∈AH

|Pr
DT

(A)− Pr
DSi

(A)|

Again, let h∗ be the optimal hypothesis that achieves the minimum combined risk:

h∗ := arg min
h∈H

(
εT (h) + max

i∈[k]
εSi

(h)

)

and define

λ := εT (h∗) + max
i∈[k]

εSi
(h∗)

i.e., the minimum risk that is achieved by h∗. The following lemma holds for ∀h ∈ H:

Theorem 6.3.1. εT (h) ≤ maxi∈[k] εSi
(h) + 1

2
dH∆H(DT ; {DSi

}ki=1) + λ.

Remark. Let us take a closer look at the generalization bound: to make it small, the discrepancy

measure between the target domain and the multiple source domains need to be small. Otherwise we

cannot hope for successful adaptation by only using labeled instances from the source domains. In

this case there will be no hypothesis that performs well on both the source domains and the target

domain. It is worth pointing out here that in Theorem 6.3.1, the second term and the third term together

introduce a tradeoff (regularization) on the complexity of our hypothesis class H. Namely, if H is

too restricted, then the third term λ can be large while the discrepancy term can be small. On the

other hand, if H is very rich, then we expect the optimal error, λ, to be small, while we expect the

discrepancy measure dH∆H(DT ; {DSi
}ki=1) to be large. The first term is a standard source risk term

that usually appears in generalization bounds under the PAC-learning framework [104, 107]. Later we

shall upper bound this term by its corresponding empirical risk.

The discrepancy distance dH∆H(DT ; {DSi
}ki=1) is usually unknown. We can bound dH∆H(DT ; {DSi

}ki=1)

from its empirical estimation using i.i.d. samples from DT and {DSi
}ki=1:

Theorem 6.3.2. Let DT and {DSi
}ki=1 be the target distribution and k source distributions over X . Let

H be a hypothesis class where V C-dim(H) = d. If D̂T and {D̂Si
}ki=1 are the empirical distributions
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of DT and {DSi
}ki=1 generated with m i.i.d. samples from each domain, then for ε > 0, we have:

Pr
(∣∣∣dH (DT ; {DSi

}ki=1

)
− dH

(
D̂T ; {D̂Si

}ki=1

)∣∣∣ ≥ ε
)
≤ 4k

(em
d

)d
exp

(
−mε2/8

)

The main idea of the proof is to use VC theory [107] to reduce the infinite hypothesis space to a

finite space when acting on finite samples. The theorem then follows from standard union bound and

concentration inequalities. Details for these proofs are in Appendix A. Equivalently, the following

corollary holds:

Corollary 6.3.1. LetDT and {DSi
}ki=1 be the target distribution and k source distributions overX . Let

H be a hypothesis class where V C-dim(H) = d. If D̂T and {D̂Si
}ki=1 are the empirical distributions

of DT and {DSi
}ki=1 generated with m i.i.d. samples from each domain, then, for 0 < δ < 1, with

probability at least 1− δ (over the choice of samples), we have:

∣∣∣dH (DT ; {DSi
}ki=1

)
− dH

(
D̂T ; {D̂Si

}ki=1

)∣∣∣ ≤ 2

√
2

m

(
log

4k

δ
+ d log

em

d

)

Note that multiple source domains do not increase the sample size too drastically: it grows only through

the square root of a log term where k appears in Corollary. 6.3.1.

Similarly, we do not usually have access to the true error maxi∈[k] εSi
(h) on the source domains, but

we can often have an estimate (maxi∈[k] ε̂Si
(h)) from training samples. We now provide a probabilistic

guarantee to bound the difference between maxi∈[k] εSi
(h) and maxi∈[k] ε̂Si

(h) uniformly for all h ∈ H:

Theorem 6.3.3. Let {DSi
}ki=1 be k source distributions over X . Let H be a hypothesis class where

V C-dim(H) = d. If {D̂Si
}ki=1 are the empirical distributions of {DSi

}ki=1 generated with m i.i.d.

samples from each domain, then, for ε > 0, we have:

Pr

(
sup
h∈H

∣∣∣∣max
i∈[k]

εSi
(h)−max

i∈[k]
ε̂Si

(h)

∣∣∣∣ ≥ ε

)
≤ 2k

(me
d

)d
exp(−2mε2)

Again, Thm. 6.3.3 can be proved by a combination of concentration inequalities and a reduction

from infinite space to finite space, along with the subadditivity of the max function, see Appendix A.
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Equivalently, the following corollary holds:

Corollary 6.3.2. Let {DSi
}ki=1 be k source distributions over X . LetH be a hypothesis class where

V C-dim(H) = d. If {D̂Si
}ki=1 are the empirical distributions of {DSi

}ki=1 generated with m i.i.d.

samples from each domain, then, for 0 < δ < 1, with probability at least 1 − δ (over the choice of

samples), we have:

sup
h∈H

∣∣∣∣max
i∈[k]

εSi
(h)−max

i∈[k]
ε̂Si

(h)

∣∣∣∣ ≤
√

1

2m

(
log

2k

δ
+ d log

me

d

)

Combining Thm. 6.3.1, Corollaries. 6.3.1, and Corollaries. 6.3.2, and realizing that V C-dim(H∆H) ≤

2V C-dim(H) [3], we have the following theorem:

Theorem 6.3.4. Let DT and {DSi
}ki=1 be the target distribution and k source distributions over X . Let

H be a hypothesis class where V C-dim(H) = d. If D̂T and {D̂Si
}ki=1 are the empirical distributions

of DT and {DSi
}ki=1 generated with m i.i.d. samples from each domain, then, for 0 < δ < 1, with

probability at least 1− δ (over the choice of samples), we have:

εT (h) ≤ max
i∈[k]

ε̂Si(h) +

√
1

2m

(
log

4k

δ
+ d log

me

d

)
+

1

2
dH∆H(D̂T ; {D̂Si}ki=1) +

√
2

m

(
log

8k

δ
+ 2d log

me

2d

)
+ λ

= max
i∈[k]

ε̂Si(h) +
1

2
dH∆H(D̂T ; {D̂Si}ki=1) +O

(√
1

m

(
log

k

δ
+ d log

me

d

))
+ λ (6.2)

Remark. Each term in Thm. 6.3.4 has a nice interpretation: the first term measures the worst case

accuracy of hypothesis h on the k source domains and the second term measures the discrepancy

between the target and the k source domains. For domain adaptation to succeed in the multiple sources

setting, we have to expect these two terms to be small: we pick our hypothesis h based on its source

training errors, and it will generalize only if the discrepancy between sources and target is small. The

third term bounds the additional error we may incur because of the possible bias from finite samples.

The last term λ is the optimal error we can hope to achieve. Hence, if λ is large, one should not expect

the generalization error to be small by training on the source domains. 1 It is also worth pointing out

1Of course it is still possible that εT (h) is small while λ is large, but in domain adaptation we do not have access to
labeled samples from DT .
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that these four terms appearing in the generalization bound also capture the tradeoff between using a

rich hypothesis classH and a limited one as we discussed above: when using a richer hypothesis class,

the first and the last terms in the bound will decrease, while the value of the second term will increase;

on the other hand, choosing a limited hypothesis class can decrease the value of the second term, but

we may incur additional source training errors and a large λ due to the simplicity ofH.

One interesting prediction implied by Thm. 6.3.4 is that the performance on the target domain depends

on the worst empirical error among multiple source domains, i.e., it is not always beneficial to naively

incorporate more source domains into training. As we will see with experiments, this is indeed the

case in many real-world problems. One alternative approach to obtaining an upper bound for multiple

source domains is to apply Thm. 6.2.1 repeatedly k times, one for each source and target pair, followed

by a union bound to combine them. It is easy to show that this approach can lead to a slightly tighter

upper bound with the same asymptotic order in terms of m and k as the one in Thm. 6.3.4. However,

as we will see in the next section, the bound in Thm. 6.3.4 provides a nice decoupling of the four

terms so that minimizing the bound leads to two practical learning algorithms. As a comparison, the

alternative bound cannot be minimized as it requires knowledge of unknown quantities λi,∀i ∈ [k],

i.e., the optimal error on each pair of source and target domains.

Comparison with Existing Bounds First, it is easy to see that, upto a multiplicative constant, our

bound in (6.2) reduces to the one in Thm. 6.2.1 when there is only one source domain (k = 1). Hence

Thm. 6.3.4 can be treated as a generalization of Thm. 6.2.1. Reference [13] give a generalization bound

for semi-supervised multisource domain adaptation where, besides labeled instances from multiple

source domains, the algorithm also has access to a fraction of labeled instances from the target domain.

Although in general our bound and the one in [13, Thm. 3] cannot be comparable, it is instructive to

see the connections and differences between them: on the one hand, the multiplicative constants of the

discrepancy measure and the optimal error in our bound are half of those in the bound in reference [13],

leading to a tighter bound; on the other hand, because of the access to labeled instances from the target

domain, their bound is expressed relative to the optimal error rate on the target domain, while ours is

in terms of the empirical error on the source domain. Finally, thanks to our generalized definition of
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dH(DT ; {DSi
}ki=1), we do not need to manually specify the optimal combination vector α in [13, Thm.

3], which is unknown in practice. Reference [71] also gives a generalization bound for multisource

domain adaptation under the assumption that the target distribution is a mixture of the k sources and

the target hypothesis can be represented as a convex combination of the source hypotheses. While the

distance measure we use assumes 0− 1 loss function, their generalized discrepancy measure can also

be applied to other loss functions [70, 71, 72].

6.4 Multisource Domain Adaptation with Adversarial Learning

In this section we describe a neural network based implementation to minimize the generalization

bound we derive in Thm. 6.3.4. The key idea is to reformulate the generalization bound by a minimax

saddle point problem and optimize it via adversarial training.

Suppose we are given samples drawn from k source domains {DSi
}, each of which contains m

instance-label pairs. Additionally, we also have access to unlabeled instances sampled from the

target domain DT . Once we fix our hypothesis class H, the last two terms in the generalization

bound (6.2) will be fixed; hence we can only hope to minimize the bound by minimizing the first

two terms, i.e., the maximum source training error and the discrepancy between source domains and

target domain. The idea is to train a neural network to learn a representation with the following two

properties: indistinguishable between the k source domains and the target domain; and informative

enough for our desired task to succeed. Note that both requirements are necessary: without the second

property, a neural network can learn trivial random noise representations for all the domains, and such

representations cannot be distinguished by any discriminator; without the first property, the learned

representation does not necessarily generalize to the unseen target domain. Taking these two properties

into consideration, we propose the following optimization problem:

min
h

max
i∈[k]

(
ε̂Si

(h) +
1

2
dH∆H

(
D̂T ; {D̂Si

}ki=1

))
(6.3)

One key observation that leads to a practical approximation of dH∆H(D̂T ; {D̂Si
}ki=1) from [10] is that
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computing the discrepancy measure is closely related to learning a classifier that is able to distinguish

samples from different domains:

dH∆H

(
D̂T ; {D̂Si

}ki=1

)
= max

i∈[k]

1− 2 min
h∈H∆H

 1

2m

∑
x∼D̂T

I(h(x) = 1) +
1

2m

∑
x∼D̂Si

I(h(x = 0))


Let ε̂T,Si

(h) be the empirical risk of hypothesis h in the domain discriminating task. Ignoring the

constant terms that do not affect the optimization formulation, we can reformulate (6.3) as:

min
h

max
i∈[k]

(
ε̂Si

(h)− min
h′∈H∆H

ε̂T,Si
(h′)

)
(6.4)

The two terms in (6.4) correspond exactly to the two criteria we just proposed: the first term asks for

an informative feature representation for our desired task to succeed, while the second term captures

the notion of invariant feature representations between different domains.

Algorithm 3 Multiple Source Domain Adaptation via Adversarial Training
1: for t = 1 to∞ do
2: Sample {S(t)

i }ki=1 and T (t) from {D̂Si
}ki=1 and D̂T , each of size m

3: for i = 1 to k do
4: Compute ε̂(t)

i := ε̂
S

(t)
i

(h)−minh′∈H∆H ε̂T (t),S
(t)
i

(h′)

5: Compute w(t)
i := exp(ε̂

(t)
i )

6: end for
7: # Hard version
8: Select i(t) := arg maxi∈[k] ε̂

(t)
i

9: Update parameters via backpropagating gradient of ε̂(t)

i(t)

10: # Smoothed version
11: for i = 1 to k do
12: Normalize w(t)

i ← w
(t)
i /
∑

i′∈[k] w
(t)
i′

13: end for
14: Update parameters via backpropagating gradient of

∑
i∈[k] w

(t)
i ε̂

(t)
i

15: end for

Inspired by [35], we use the gradient reversal layer to effectively implement (6.4) by backpropagation.

The network architecture is shown in Figure. 6.2. The pseudo-code is listed in Alg. 3 (the hard version).

One notable drawback of the hard version in Alg. 3 is that in each iteration the algorithm only updates

its parameter based on the gradient from one of the k domains. This is data inefficient and can waste
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our computational resources in the forward process. To improve this, we approximate the max function

in (6.4) by the log-sum-exp function, which is a frequently used smooth approximation of the max

function. Define ε̂i(h) := ε̂Si
(h)−minh′∈H∆H ε̂T,Si

(h′):

max
i∈[k]

ε̂i(h) ≈ 1

γ
log
∑
i∈[k]

exp(γε̂i(h))

where γ > 0 is a parameter to control the approximation accuracy. As γ →∞, 1
γ

log
∑

i∈[k] exp(γε̂i(h))→

maxi∈[k] ε̂i(h). Correspondingly, we can formulate a smoothed version of (6.4) as:

min
h

1

γ
log
∑
i∈[k]

exp

(
γ

(
ε̂Si

(h)− min
h′∈H∆H

ε̂T,Si
(h′)

))
(6.5)

During the optimization, (6.5) naturally provides an adaptive weighting scheme for the k source

domains depending on their relative error. Use θ to denote all the model parameters, then:

∂

∂θ

1

γ
log
∑
i∈[k]

exp

(
γ

(
ε̂Si

(h)− min
h′∈H∆H

ε̂T,Si
(h′)

))
=
∑
i∈[k]

exp γε̂i(h)∑
i′∈[k] exp γε̂i′(h)

∂ε̂i(h)

∂θ
(6.6)

The approximation trick not only smooths the objective, but also provides a principled and adaptive

way to combine all the gradients from the k source domains.

In words, (6.6) says that the gradient of MDAN is a convex combination of the gradients from all the

domains. The larger the error from one domain, the larger the combination weight in the ensemble.

Formally, we show that (6.5) also corresponds to minimizing an upper bound of the generalization error

on the target domain. But different from Thm. 6.3.4 where the worst caseH-divergence is considered,

the following theorem characterizes the divergence between the target and multiple source domains

using a weighted combination of divergences between the target domain and each source domain. As

we will see in Sec. 6.5, the optimization problem (6.5) often leads to better generalizations in practice,

which may partly be explained by the ensemble effect of multiple sources implied by the upper bound.

Theorem 6.4.1. Let DT and {DSi
}ki=1 be the target distribution and k source distributions over X . Let

H be a hypothesis class where V C-dim(H) = d. If D̂T and {D̂Si
}ki=1 are the empirical distributions
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of DT and {DSi
}ki=1 generated with m i.i.d. samples from each domain, then, ∀α ∈ Rk

+,
∑

i∈[k] αi = 1,

for 0 < δ < 1, with probability at least 1− δ (over the choice of samples), we have:

εT (h) ≤
∑
i∈[k]

αi ·
(
ε̂Si

(h) +
1

2
dH∆H(D̂T ; D̂Si

)

)
+O

(√
1

m

(
log

k

δ
+ d log

me

d

))
+ λα (6.7)

where λα is a constant that only depends onH.

By a proper choice of α in the upper bound of Thm. 6.4.1, we obtain the following upper bound that is

minimized by the optimization problem (6.5).

Theorem 6.4.2. Choose αi = exp (ε̂i(h)) /
∑

j∈[k] exp (ε̂j(h)) with ε̂i(h) := ε̂Si
(h)+1

2
dH∆H

(
D̂T ; D̂Si

)
,

then we have

εT (h) ≤ log
∑
i∈[k]

exp (ε̂i(h)) +O

(√
1

m

(
log

k

δ
+ d log

me

d

))
+ λ∗ (6.8)

where λ∗ is a constant that only depends onH.

Remark. It is not hard to see that, up to a constant that does not depend on the training errors on

multiple domains, the upper bound given by Thm. 6.4.2 is tighter than that of Thm. 6.3.4. We also note

that both sample complexity bounds given in Thm. 6.3.4 and Thm. 6.4.2 are optimal in terms of the

number of training instances m in each source domain, as it matches the Ω(
√

1/m) lower bound in

the non-realizable binary classification scenario [74, Thm. 3.7]. We summarize this algorithm in the

smoothed version of Alg. 3. Note that both algorithms, including the hard version and the smoothed

version, reduce to the DANN algorithm [35] when there is only one source domain.

6.5 Experiments

We evaluate both hard and soft MDANs and compare them with state-of-the-art methods on three

real-world datasets: the Amazon benchmark dataset [22] for sentiment analysis; a digit classification

task that includes 4 datasets: MNIST [62], MNIST-M [35], SVHN [77], and SynthDigits [35]; and

our own CityCam dataset descriped in Chapter 2. Details about network architecture and training
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parameters of proposed and baseline methods, and detailed dataset description will be introduced in

the Appendix B.

6.5.1 Amazon Reviews Classification

Domains within the dataset consist of reviews on a specific kind of product (Books, DVDs, Electronics,

and Kitchen appliances). Reviews are encoded as 5000 dimensional feature vectors of unigrams and

bigrams, with binary labels indicating sentiment. We conduct 4 experiments: for each of them, we

pick one product as target domain and the rest as source domains. Each source domain has 2000

labeled examples, and the target test set has 3000 to 6000 examples. During training, we randomly

sample the same number of unlabeled target examples as the source examples in each mini-batch. We

implement the Hard-Max and Soft-Max methods according to Alg. 3, and compare them with three

baselines: MLPNet, marginalized stacked denoising autoencoders (mSDA) [22], and DANN [35].

DANN cannot be directly applied in the multiple source domains setting. In order to compare MDAN

with baselines, we use two protocols. The first one combines all the source domains into a single one

and train it using DANN, which we denote as Combine-DANN. The second protocol is to train multiple

DANNs separately, where each one corresponds to a source-target pair. Among all the DANNs, we

report the one achieving the best performance on the target domain. We denote this experiment as

Best-Single-DANN. For fair comparison, all these models are built on the same basic network structure

with one input layer (5000 units) and three hidden layers (1000, 500, 100 units).

Train/Test MLPNet mSDA Best-Single-DANN Combine-DANN MDANs
Hard-Max Soft-Max

D+E+K/B 0.7655 0.7698 0.7650 0.7789 0.7845 0.7863
B+E+K/D 0.7588 0.7861 0.7732 0.7886 0.7797 0.8065
B+D+K/E 0.8460 0.8198 0.8381 0.8491 0.8483 0.8534
B+D+E/K 0.8545 0.8426 0.8433 0.8639 0.8580 0.8626

Table 6.1: Sentiment classification accuracy.

Results and Analysis We show the accuracy of different methods in Table 6.1. Clearly, Soft-Max

significantly outperforms all other methods in most settings. When Kitchen is the target domain,
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MLPNet mSDA Best-Single-DANN Combine-DANN Hard-Max
Soft-Max Soft-Max Soft-Max Soft-Max Soft-Max

B 0.550 0.101 0.521 0.013 0.946
D 0.000 0.072 0.000 0.051 0.000
E 0.066 0.000 0.097 0.150 0.022
K 0.306 0.001 0.001 0.239 0.008

Table 6.2: p-values under Wilcoxon test.
cDANN performs slightly better than Soft-Max, and all the methods perform close to each other.

Hard-Max is typically slightly worse than Soft-Max. This is mainly due to the low data-efficiency

of the Hard-Max model (Section 6.4, Eq. 6.4, Eq. 6.5). We argue that, with more training iterations,

the performance of Hard-Max can be further improved. These results verify the effectiveness of

MDANs for multisource domain adaptation. To validate the statistical significance of the results, we

run a non-parametric Wilcoxon signed-ranked test for each task to compare Soft-Max with the other

competitors, as shown in Table 6.2. Each cell corresponds to the p-value of a Wilcoxon test between

Soft-Max and one of the other methods, under the null hypothesis that the two paired samples have the

same mean. From these p-values, we see Soft-Max is convincingly better than other methods.

6.5.2 Digits Classification

Following the setting in [35], we combine four popular digits datasets (MNIST, MNIST-M, SVHN,

and SynthDigits) to build the multisource domain dataset. We take each of MNIST-M, SVHN, and

MNIST as target domain in turn, and the rest as sources. Each source domain has 20, 000 labeled

images and the target test set has 9, 000 examples.

Baselines We compare Hard-Max and Soft-Max of MDANs with ten baselines:

1. Best-Single-Source. A basic network trained on each source domain (20, 000 images) without

domain adaptation and tested on the target domain. Among the three models, we report the one

that achieves the best performance on the test set.

2. Combine-Source. A basic network trained on a combination of three source domains (20, 000

images for each) without domain adaptation and tested on the target domain.

3. Best-Single-DANN. We train DANNs [35] on each source-target domain pair (20, 000 images for
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each source) and test it on target. Again, we report the best score among the three.

4. Combine-DANN. We train a single DANN on a combination of three source domains (20, 000

images for each).

5. Best-Single-ADDA. We train ADDA [101] on each source-target pair (20, 000 images for each

source) and test it on the target domain. We report the best accuracy among the three. ADDA

is an unsupervised adversarial adaptation method, which learns a discriminative representation

using the labels in the source domain and then a separate encoding that maps the target data to

the same space using an asymmetric mapping learned through a domain-adversarial loss.

6. Combine-ADDA. We train ADDA on a combination of three source domains (20, 000 images for

each).

7. Best-Single-MTAE. We train MTAE [39] on each source-target domain pair (20, 000 images

for each source) and test it on the target domain. We report the best accuracy among the three.

MTAE is feature learning algorithm that extends the standard denoising autoencoder framework

by substituting corruption with naturally occurring inter-domain variability in the appearance

of objects. It learns to transform the original image into analogs in multiple related domains,

thereby learns features that are robust to variations across domains. The learned features are then

used as inputs to the classifier.

8. Combine-MTAE. We train MTAE on a combination of three source domains (20, 000 images for

each).

9. MDAC. MDAC [119] is a multiple source domain adaptation algorithm that explores causal

models to represent the relationship between the features X and class label Y . It models PX |PY

(the process to generate effect X from cause Y ) on the target domain as a linear mixture of those

on source domains, and estimate all involved parameters by matching the target-domain feature

distribution. As MDAC is designed for multiple source domain adaptation, we directly train

MDAC on a combination of three source domains.

10. Target-only. It is the basic network trained and tested on the target data. It serves as an upper

bound on the DA algorithms.
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Method Sv+Mm+Sy/Mt Mt+Sv+Sy/Mm Mm+Mt+Sy/Sv

Best-Single-Source 0.964 0.519 0.814
Best-Single-DANN 0.967 0.591 0.818
Best-Single-ADDA 0.968 0.657 0.800
Best-Single-MTAE 0.862 0.534 0.703

Combine-Source 0.938 0.561 0.771
MDAC 0.755 0.563 0.604

Combine-DANN 0.925 0.651 0.776
Combine-ADDA 0.927 0.682 0.804
Combine-MTAE 0.821 0.596 0.701

MDAN-Hard-Max 0.976 0.663 0.802
MDAN-Soft-Max 0.979 0.687 0.816

Target-only 0.987 0.901 0.898

Table 6.3: Accuracy on digit classification. Mt: MNIST; Mm: MNIST-M, Sv: SVHN, Sy: SynthDigits.

All the MDANs and baseline methods are built on the same basic network structure to put them on a

equal footing.

Results and Analysis The classification accuracy is shown in Table 6.3. The results show that MDAN

outperforms all the baselines in the first two experiments and is comparable with Best-Single-DANN

in the third experiment. For the combined sources, MDANs always perform better than the source-only

baseline (MDANs vs. Combine-Source). However, a naive combination of different training datasets

can sometimes decrease the performance of the baseline methods. This conclusion comes from three

observations: First, directly training DANN on a combination of multiple sources leads to worse results

than the source-only baseline (Combine-DANN vs. Combine-Source); Second, The performance of

Combine-DANN can be worse than the Best-Single-DANN (the first and third experiments); Third,

directly training DANN on a combination of multiple sources has always lower accuracy when

compared with our approach (Combine-DANN vs. MDANs). We can make similar observations for

ADDA and MTAE. Such observations verify that the domain adaptation methods designed for single

source lead to suboptimal solutions when applied to multiple sources. They also confirm the superiority

of MDAN for multiple source adaptation. Though MDAC is designed for multiple source domain

adaptation, it has obviously lower accuracy than MDANs. Furthermore, we observe that adaptation to

the SVHN dataset (the third experiment) is hard. In this case, increasing the number of source domains
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does not help. We conjecture this is due to the large dissimilarity between the SVHN data to the others.

Surprisingly, using a single domain (best-Single DANN) in this case achieves the best result. This

indicates that in domain adaptation the quality of data (how close to the target data) is much more

important than the quantity (how many source domains). As a conclusion, this experiment further

demonstrates the effectiveness of MDANs when there are multiple source domains available, where a

naive combination of multiple sources using DANN may hurt generalization.

6.5.3 CityCam Vehicle Counting

As explained in Chapter 2, CityCam is a public dataset for vehicle counting from large-scale city

camera videos, which has low resolution (352 × 240), low frame rate (1 frame/second), and high

occlusion. It has 60, 000 frames annotated with vehicle bounding box and count, divided into training

and testing sets, with 42, 200 and 17, 800 frames, respectively. Here, we demonstrate the effectiveness

of MDANs to count vehicles from an unlabeled target camera by adapting from multiple labeled source

cameras: we select 8 cameras that each has more than 2, 000 labeled images for our evaluations. As

shown in Fig. 6.3, they are located in different intersections of the city with different scenes. Among

these 8 cameras, we randomly pick two cameras and choose each camera as target camera, with the

other 7 cameras as sources. We compute the proxyA-distance (PAD) [10] between each source camera

and the target camera to approximate the divergence between them. We then rank the source cameras

by the PAD from low to high and choose the first k cameras to form the k source domains. Thus

the proposed methods and baselines can be evaluated on different numbers of sources (from 2 to 7).

We implement the Hard-Max and Soft-Max MDANs according to Alg. 3, based on the basic FCN

vehicle counting network of FCN-rLSTM introduced in Chapter 5. We compare our method with two

baselines: FCN [120], a basic network without domain adaptation, and DANN [35], implemented

on top of the same basic network. We record mean absolute error (MAE) between true count and

estimated count.

Results and Analysis The counting error of different methods is compared in Table 6.4. The Hard-

Max version achieves lower error than DANN and FCN in most settings for both target cameras. The
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S T
MDANs

DANN FCN T
MDANs

DANN FCN
Hard-Max Soft-Max Hard-Max Soft-Max

2 A 1.8101 1.7140 1.9490 1.9094 B 2.5059 2.3438 2.5218 2.6528
3 A 1.3276 1.2363 1.3683 1.5545 B 1.9092 1.8680 2.0122 2.4319
4 A 1.3868 1.1965 1.5520 1.5499 B 1.7375 1.8487 2.1856 2.2351
5 A 1.4021 1.1942 1.4156 1.7925 B 1.7758 1.6016 1.7228 2.0504
6 A 1.4359 1.2877 2.0298 1.7505 B 1.5912 1.4644 1.5484 2.2832
7 A 1.4381 1.2984 1.5426 1.7646 B 1.5989 1.5126 1.5397 1.7324

Table 6.4: Counting error statistics. S is the number of source cameras; T is the target camera id.

Figure 6.3: Source&target camera map.

Figure 6.4: Counting results for target camera A (first row) and B (second row). X-frames; Y-Counts.
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Figure 6.5: Counting error over different source numbers.

Soft-Max approximation outperforms all the baselines and the Hard-Max in most settings, demon-

strating the effectiveness of the smooth and adaptative approximation. The lowest MAE achieved by

Soft-Max is 1.1942. Such MAE means that there is only around one vehicle miscount for each frame

(the average number of vehicles in one frame is around 20). Fig. 6.4 shows the counting results of

Soft-Max for the two target cameras under the 5 source cameras setting. We can see that the proposed

method accurately counts the vehicles of each target camera for long time sequences. We can ask if

adding more source cameras always helps improvinig the performance on the target camera. To answer

this question, we analyze the counting error when we vary the number of source cameras as shown

in Fig. 6.5. From the curves, we see the counting error goes down with more source cameras at the

beginning, while it goes up when more sources are added at the end. This phenomenon corresponds to

the prediction implied by Thm. 6.3.4 (the last remark in Section 6.3): the performance on the target

domain depends on the worst empirical error among multiple source domains, i.e., it is not always

beneficial to naively incorporate more source domains into training. To illustrate this prediction better,

we show the PAD of the newly added camera (when the source number increases by one) in Fig. 6.5.

By observing the PAD and the counting error, we see the performance on the target can degrade when

the newly added source camera has large divergence from the target camera.

6.6 Conclusion

We derive a new generalization bound for DA under the setting of multiple source domains with

labeled instances and one target domain with unlabeled instances. The new bound has interesting
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interpretation and reduces to an existing bound when there is only one source domain. Following

our theoretical results, we propose MDANs to learn feature representations that are invariant under

multiple domain shifts while at the same time being discriminative for the learning task. Both hard and

soft versions of MDANs are generalizations of the popular DANN to the case when multiple source

domains are available. Empirically, MDANs outperform the state-of-the-art DA methods on three

real-world datasets, including a sentiment analysis task, a digit classification task, and a visual vehicle

counting task, demonstrating its effectiveness for multisource domain adaptation.
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Chapter 7

Conclusions

7.1 Accomplishments

Understanding traffic density is of great importance for many real-world applications, such as urban

traffic management and autonomous driving. In this thesis, we propose CityScapeEye, a system to

extract vehicle counts from streaming real-time videos captured by hundreds of low resolution web

cameras and to construct maps of traffic density and traffic flow in a city environment. This is an

extremely challenging problem as videos from web cameras have low spatial and temporal resolution,

high occlusion, large perspective, and variable environment conditions. To overcome these challenges,

we develop several techniques:

1. a block-level regression model with a rank constraint to map the dense image feature into vehicle

densities.

2. a deep multi-task learning framework based on fully convolutional neural networks (FCN-MT)

to jointly learn vehicle density and vehicle counts;

3. deep spatio-temporal networks for vehicle counting to incorporate temporal information of the

traffic flow;

4. a multi-source domain adaptation mechanism with adversarial learning to adapt the deep counting

model to multiple cameras.

To train and validate the developed system, we collected a large-scale webcam traffic dataset CityCam
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Figure 7.1: Failure case analysis. X axis-frames; Y axis-Counts.

that contains 60 million frames from 212 webcams installed in the key intersections of NYC. Of there,

60, 000 frames have been annotated with rich information, leading to about 900, 000 annotated objects.

The proposed methods are extensively evaluated and compared on different counting tasks and datasets

to existing techniques, with experimental results demonstrating their effectiveness and robustness.

While we have achieved the above accomplishments, we also notice some failure cases from our

methods. As shown in Figure. 7.1, though the FCN-rLSTM achieves better counting accuracy than

the baseline methods, there are still some errors between the estimated vehicle counts and the ground

truth (blue dotted circle). One reason of these errors is the strong sunshine and shadows in the sunny

weather, which confuse the network to distinguish the cars from the shadows. We also observe that

there are less training images with very congested or sparse traffic, resulting in the imbalance of the

training data and increasing the difficulty to estimate very congested or sparse traffic in the testing data.

Another reason for the failure cases is the imperfection of the predefined ROI mask, which covers only

half of the parking vehicles on its edge.

7.2 Claims

Cities are becoming increasingly instrumented with a variety of sensors, such as magnetic loop

detectors, infra-red sensors, or web cameras. In particular, the increasing availability of video cameras
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installed at intersections of urban streets or other roads in the city, allows one to extract real time

estimation of traffic density. The citywide web cameras capture traffic video twenty four/seven,

continuously, generating large-scale traffic video data with low resolution, low frame rate, high

occlusion, and large perspective, precluding most existing techniques for traffic flow analysis. This

thesis is the first to develop deep learning based methodologies that extract vehicle counts from

streaming real-time videos captured by hundreds of low resolution and low frame rate web cameras.

The increasing instrumentation and increasing automation in public sectors leads to increasing amounts

of data and the desire to use that data for different applications such as improving automation and,

more generally, increasing realtime awareness of information that can be useful for decision-makers.

The extracted traffic densities from city wide infrastructure cameras significantly augment autonomous

intelligent systems. For example, it enhances the intelligence and autonomy of driverless vehicles

by making them interact intelligently with the instrumented infrastructure of the city. It will allow

driverless and autonomous vehicles to better plan their routes through the city as they move around the

city. The CityScapeEye system that we develop in the thesis can provide each driverless vehicle with

maps of traffic flows across the entire city by determining vehicle counts at all traffic cameras available

in a city.

The CityScapeEye system outperforms all the state-of-the-art systems for vehicle counting from

streaming traffic videos captured by webcams. The system is robust to different weather, light, and

environmental conditions, counting vehicles accurately over long time sequences. CityScapeEye can

be applied to other counting problems, such as crowd counting, achieving better performance than the

best state-of-the-art methods.

We are the first to study the problem of traffic counting for multiple cameras with limited annotations.

We formulate this problem as unsupervised multi-source domain adaptation, and we propose a new

generalization bound and algorithms to solve it. We develop multi-source domain adaptation networks

with adversarial learning to adapt the deep counting model trained from multiple source cameras to the

target cameras, which have no annotations, achieving better performance than the best state-of-the-art

methods. CityScapeEye is the first system that explores both temporal information (correlation among
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sequential frames) and spatial information (correlation among multiple cameras) for traffic counting

from large scale webcams.

The collected CityCam dataset is the first and largest annotated webcam traffic dataset to date. Unlike

the car data set KITTI[37] and Detrac[112] that focus on vehicle models, CityCam emphasizes real

world traffic network analysis in a large metropolis. Benefits provided by CityCam include: 1. It

motivates research on vision based traffic flow analysis, posing new challenges for state-of-the-art

algorithms. 2. With various street scenes, it can serve as benchmark for transfer learning and domain

adaptation. 3. With large amount of labeled data, it provides a training set for various learning based

models, especially for deep learning techniques.

7.3 Current Explorations and Future Work

7.3.1 Density Estimation Based Vehicle Detection

Given the superior performance of CityScapeEye on vehicle density estimation, we will further explore

it to detect vehicles in traffic videos from webcams. To overcome the limitations of existing methods,

we propose a deep multi-task model to jointly learn vehicle density and detect vehicle types. In our

preliminary work so far, to detect small and highly occluded vehicles, we take the estimated density

map as a prior to the vehicle detection. This method is distinct from existing detection based counting

methods that first detect individual vehicles and then count the number of vehicles. In the test stage,

our system takes an image as input and outputs vehicle density, class confidence score, and predicted

location offsets for each pixel.

Vehicle detection from traffic video is faced with the challenge that high occlusion and small vehicle

scales induce high missing rate for vehicle detection. To address this challenge, instead of directly

detecting individual vehicles, we regress the vehicle bounding box for each pixel with the prior of

the estimated density map. This action encourages pixels with positive density values to have a high

confidence score, while pixels with zero density values should have low confidence score. In similar

fashion, pixels with large density values are encouraged to have small bounding boxes, while pixels
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with small density values to have large bounding boxes.

Figure 7.2: Current framework of Den-Det. Jointly learn vehicle density and detect vehicles.

To test this design, we developed the density estimation based vehicle detection network (Den-Det).

The overall structure of Den-Det is illustrated in Fig 7.2. The whole network includes two branches:

the density estimation branch and the detection branch. The density estimation branch is based on a

fully convolutional network; the detection branch is based on Faster RCNN [83] architecture; these

two branches share the first several layers for feature extraction. We crop patches from the estimated

density map corresponding to each region proposal and calculate the sum of the density for each patch.

To take the estimated density as prior for vehicle detection, we reweight the confidence score for each

region proposal and the regression loss of the detection, based on the closeness between 1 and the

sum of the density. If the sum of the density of that region proposal is close to 1, we encourage this

proposal to have a high confidence score and low detection loss; if the sum of the density of that region

proposal is far from 1 (either greater or smaller), we encourage this proposal to have a low confidence

score and high detection loss. The re-weighted confidence score is:

Score′ = N

(∑
p∈Pi

Den(p); 1, δ

)
∗ Score (7.1)

where Score′ is the re-weighted score, and Pi is the pixels in the region proposal i. The re-weighted
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Figure 7.3: Detection results of Den-Det.

detection loss is:

LDet
′ =

(
1−N

(∑
p∈Pi

Den; 1, δ

))
∗ LDet (7.2)

where LDet
′ is the re-weighted detection loss. By jointly learning vehicle density and detect vehicles,

both tasks achieve better performance. As a preliminary evaluation, the mean Average Precision (mAP)

of Den-Det is 72.8, outperforming YOLO V2 (52.1), SSD (68.6), Tiny Face (65.3), and Faster RCNN

[83] (72.3). As a qualitative evaluation, some detection results are shown in Fig. 7.3. From these

results we can see that Det-Den is capable of detecting vehicles with various scales, including small

cars and big buses. Det-Den is also able to detect vehicles in highly occluded scenarios.

7.3.2 Understanding Camera Perspective

In order to understand different camera perspectives and adapt the counting model to different cameras,

we propose an adversarial domain adaptation method that reduces both feature distribution shift and

geometric shift. The basic idea is similar to MDAN as described in Chapter 6. In addition to the

domain discriminator and density estimation branches, we add a Perspective Discriminator branch to
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Figure 7.4: Domain adaptation architecture to reduce both feature distribution shift and geometric shift.

reduce the geometric shift between the source camera and the target camera.

The framework is shown in Fig. 7.4. The Perspective Discriminator branch shares the idea of

conditional generative adversarial networks (C-GANs) [52, 82, 105]. The input of the whole network

is either the image from the source camera or from the target camera. After the Feature Extractor,

we add a generator network to generate a perspective map for the input image. Then we input this

generated perspective map and the ground truth source camera perspective map into a discriminator

network, which should determine if the generated perspective map is a true pair of the ground truth

perspective map. With adversarial training of the generator and discriminator networks, we encourage

the generator network to generate a source-like perspective map even when the input image is from the

target camera. This way, we encourage the Feature Extractor network to reduce the shift between the

source perspective and the target perspective.

We have manually generated the ground truth source perspective map (Pmap), as shown in Fig. 7.5.

Each pixel of the Pmap is the weight based on the expected depth of the vehicle which generated the

pixel, with larger weights given to farther away vehicles. We approximate the ground truth source

Pmap by linearly interpolating between the two extremes of the scene. A ground lane is first marked,

as shown in Fig. 7.5 (a), and the width of the bottom line and top line are measured by w1 and w2.

Next, two reference cars are selected, and the length h1 and h2 are measured when the center of the

cars are on the bottom line and the top line respectively. The pixels on the bottom line are given a
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Figure 7.5: Generate perspective map for each camera.

weight of 1, and the pixels on the top line are given the weight of h1w1/h2w2. Finally, the remaining

pixel weights are computed by interpolating linearly between the two lines. Fig. 7.5 (c) shows the

perspective map of the scene using the above procedure.

7.3.3 Learning Traffic Pattern from Estimated Traffic Density

Finally, an interesting application of traffic density estimation is to learn traffic pattern and detect

changes of traffic density when special events occur in a city. Traffic patterns can be analyzed based on

the estimated traffic density, vehicle type, and traffic flows. To verify the capability of detecting traffic

pattern changes by our method, we estimate traffic densities for two cameras and multiple days. From

the results we find that traffic density on July 4th at 18h is different from that on other normal days, as

illustrated in Figure 7.6. For the camera in downtown (3Ave@49st), the traffic density on July 4th is

on average lower than that of other days, and the traffic can be periodically very sparse. This can be

explained by the fact that several streets around 3Ave@49st are closed after 3 pm due to the fireworks

show on Independence Day, resulting in less traffic around it. For the camera on parkway (FDR Dr

@ 79st), the average traffic is less than on Friday (4-29), but larger than on a normal Monday (5-2).

The detected increase of the traffic density on July 4th corresponds to the fact that FDR under 68 St is

closed, resulting in larger traffic congestion on FDR above 68 St. We can also compute the Isomap of

the estimated density maps and cluster them into different traffic patterns. All these observations verify

that CityScapeEye can help to detect traffic density changes when special events occur.

86



Figure 7.6: Independence Day traffic density detection
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Appendix A

Theoretical Proofs

A.1 Technical Tools

Definition A.1.1 (Growth function). The growth function ΠH : N → N for a hypothesis class H is

defined by:

∀m ∈ N, ΠH(m) = max
Xm⊆X

|{(h(x1), . . . , h(xm)) | h ∈ H}|

where Xm = {x1, . . . , xm} is a subset of X with size m.

Roughly, the growth function ΠH(m) computes the maximum number of distinct ways in which m

points can be classified using hypothesis inH. A closely related concept is the Vapnik–Chervonenkis

dimension (VC dimension) [107]:

Definition A.1.2 (VC dimension). The VC-dimension of a hypothesis classH is defined as:

V C-dim(H) = max{m : ΠH(m) = 2m}

A well-known result relating V C-dim(H) and the growth function ΠH(m) is the Sauer’s lemma:

Lemma A.1.1 (Sauer’s lemma). LetH be a hypothesis class with V C-dim(H) = d. Then, for m ≥ d,
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the following inequality holds:

ΠH(m) ≤
d∑
i=0

(
m

i

)
≤
(em
d

)d

The following concentration inequality will be used:

Theorem A.1.1 (Hoeffding’s inequality). Let X1, . . . , Xn be independent random variables where

each Xi is bounded by the interval [ai, bi]. Define the empirical mean of these random variables by

X̄ := 1
n

∑n
i=1 Xi, then ∀ε > 0:

Pr
(∣∣X̄ − E[X̄]

∣∣ ≥ ε
)
≤ 2 exp

(
− 2n2ε2∑n

i=1(bi − ai)2

)

The VC inequality allows us to give a uniform bound on the binary classification error of a hypothesis

classH using growth function:

Theorem A.1.2 (VC inequality). Let ΠH be the growth function of hypothesis class H. For h ∈ H,

let ε(h) be the true risk of h w.r.t. the generation distribution D and the true labeling function h∗.

Similarly, let ε̂n(h) be the empirical risk on a random i.i.d. sample containing n instances from D,

then, for ∀ε > 0, the following inequality hold:

Pr

(
sup
h∈H
|ε(h)− ε̂n(h)| ≥ ε

)
≤ 8ΠH(n) exp

(
−nε2/32

)

Although the above theorem is stated for binary classification error, we can extend it to any bounded

error. This will only change the multiplicative constant of the bound.

A.2 Proofs

For all the proofs presented here, the following lemma shown by [13] will be repeatedly used:

Lemma A.2.1 ([13]). ∀h, h′ ∈ H, |εS(h, h′)− εT (h, h′)| ≤ 1
2
dH∆H(DS,DT ).
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A.2.1 Proof of Thm. 6.3.1

One technical lemma we will frequently use to prove Thm. 6.3.1 is the triangular inequality w.r.t.

εD(h), ∀h ∈ H:

Lemma A.2.2. For any hypothesis class H and any distribution D on X , the following triangular

inequality holds:

∀h, h′, f ∈ H, εD(h, h′) ≤ εD(h, f) + εD(f, h′)

Proof.

εD(h, h′) = Ex∼D[|h(x)− h′(x)|] ≤ Ex∼D[|h(x)− f(x)|+ |f(x)− f(x)|] = εD(h, f) + εD(f, h′)

�

Now we are ready to prove Thm. 6.3.1:

Theorem 6.3.1. εT (h) ≤ maxi∈[k] εSi
(h) + 1

2
dH∆H(DT ; {DSi

}ki=1) + λ.

Proof. ∀h ∈ H, define ih := arg maxi∈[k] εSi
(h, h∗):

εT (h) ≤ εT (h∗) + εT (h, h∗)

= εT (h∗) + εT (h, h∗)−max
i∈[k]

εSi
(h, h∗) + max

i∈[k]
εSi

(h, h∗)

≤ εT (h∗) + |εT (h, h∗)− εSih
(h, h∗)|+ εSih

(h, h∗)

≤ εT (h∗) +
1

2
dH∆H(DT ,DSih

) + εSih
(h, h∗)

≤ εT (h∗) +
1

2
dH∆H(DT ; {DSi

}ki=1) + εSih
(h, h∗)

≤ εT (h∗) +
1

2
dH∆H(DT ; {DSi

}ki=1) + εSih
(h) + εSih

(h∗)

≤ εT (h∗) +
1

2
dH∆H(DT ; {DSi

}ki=1) + max
i∈[k]

εSi
(h) + max

i∈[k]
εSi

(h∗)

= max
i∈[k]

εSi
(h) + λ+

1

2
dH∆H(DT ; {DSi

}ki=1)
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The first and the fifth inequalities are due to the triangle inequality, and the third inequality is based on

Lemma A.2.1. The second holds due to the property of | · | and the others follow by the definition of

H-divergence. �

A.2.2 Proof of Thm. 6.3.2

Theorem 6.3.2. Let DT and {DSi
}ki=1 be the target distribution and k source distributions over X . Let

H be a hypothesis class where V C-dim(H) = d. If D̂T and {D̂Si
}ki=1 are the empirical distributions

of DT and {DSi
}ki=1 generated with m i.i.d. samples from each domain, then for ε > 0, we have:

Pr
(∣∣∣dH (DT ; {DSi

}ki=1

)
− dH

(
D̂T ; {D̂Si

}ki=1

)∣∣∣ ≥ ε
)
≤ 4k

(em
d

)d
exp

(
−mε2/8

)
Proof.

Pr
(∣∣∣dH(DT ; {DSi

}ki=1)− dH(D̂T ; {D̂Si
}ki=1)

∣∣∣ ≥ ε
)

= Pr

(∣∣∣∣∣max
i∈[k]

sup
A∈AH

|Pr
DT

(A)− Pr
DSi

(A)| −max
i∈[k]

sup
A∈AH

|Pr
D̂T

(A)− Pr
D̂Si

(A)|

∣∣∣∣∣ ≥ ε

2

)

≤ Pr

(
max
i∈[k]

sup
A∈AH

∣∣∣∣∣|Pr
DT

(A)− Pr
DSi

(A)| − |Pr
D̂T

(A)− Pr
D̂Si

(A)|

∣∣∣∣∣ ≥ ε

2

)

= Pr

(
∃i ∈ [k],∃A ∈ AH :

∣∣∣∣∣|Pr
DT

(A)− Pr
DSi

(A)| − |Pr
D̂T

(A)− Pr
D̂Si

(A)|

∣∣∣∣∣ ≥ ε

2

)

≤
k∑
i=1

Pr

(
∃A ∈ AH :

∣∣∣∣∣|Pr
DT

(A)− Pr
DSi

(A)| − |Pr
D̂T

(A)− Pr
D̂Si

(A)|

∣∣∣∣∣ ≥ ε

2

)

≤
k∑
i=1

Pr

(
∃A ∈ AH : |Pr

DT

(A)− Pr
D̂T

(A)|+ | Pr
DSi

(A)− Pr
D̂Si

(A)| ≥ ε

2

)

≤ 2k Pr

(
∃A ∈ AH : |Pr

DT

(A)− Pr
D̂T

(A)| ≥ ε

4

)
≤ 2k · ΠAH(m) Pr

(
|Pr
DT

(A)− Pr
D̂T

(A)| ≥ ε

4

)
≤ 2k · ΠAH(m) · 2 exp(−2mε2/16)

≤ 4k
(em
d

)d
exp(−mε2/8)
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The first inequality holds due to the sub-additivity of the max function, and the second inequality

is due to the union bound. The third inequality holds because of the triangle inequality, and we use

the averaging argument to establish the fourth inequality. The fifth inequality is an application of the

VC-inequality, and the sixth is by the Hoeffding’s inequality. Finally, we use the Sauer’s lemma to

prove the last inequality. �

A.2.3 Proof of Thm. 6.3.3

We now show the detailed proof of Thm. 6.3.3.

Proof.

Pr

(
sup
h∈H

∣∣∣∣max
i∈[k]

εSi
(h)−max

i∈[k]
ε̂Si

(h)

∣∣∣∣ ≥ ε

)
≤ Pr

(
sup
h∈H

max
i∈[k]
|εSi

(h)− ε̂Si
(h)| ≥ ε

)
= Pr

(
max
i∈[k]

sup
h∈H
|εSi

(h)− ε̂Si
(h)| ≥ ε

)
≤

k∑
i=1

Pr

(
sup
h∈H
|εSi

(h)− ε̂Si
(h)| ≥ ε

)
≤ k · ΠH(m) Pr (|εSi

(h)− ε̂Si
(h)| ≥ ε)

≤ k · ΠH(m) · 2 exp(−2mε2)

≤ 2k
(me
d

)d
exp(−2mε2)

Again, the first inequality is due to the subadditivity of the max function, and the second inequality

holds due to the union bound. We apply the VC-inequality to bound the third inequality, and Hoeffding’s

inequality to bound the fourth. Again, the last one is due to Sauer’s lemma. �

A.2.4 Derivation of the Discrepancy Distance as Classification Error

We show that the H-divergence is equivalent to a binary classification accuracy in discriminating

instances from different domains. Suppose AH is symmetric, i.e., A ∈ AH ⇔ X\A ∈ AH, and we
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have samples {Si}ki=1 and T from {DSi
}ki=1 and DT respectively, each of which is of size m, then:

dH∆H(D̂T ; {D̂Si
}ki=1) = max

i∈[k]
sup

A∈AH∆H

|Pr
D̂T

(A)− Pr
D̂Si

(A)|

= max
i∈[k]

sup
h∈H∆H

| Pr
x∼D̂T

(h(x) = 1)− Pr
x∼D̂Si

(h(x = 1))|

= max
i∈[k]

sup
h∈H∆H

1−

(
Pr

x∼D̂T

(h(x) = 1) + Pr
x∼D̂Si

(h(x = 0))

)

= max
i∈[k]

1− 2 min
h∈H∆H

 1

2m

∑
x∼D̂T

I(h(x) = 1) +
1

2m

∑
x∼D̂Si

I(h(x = 0))



A.2.5 Proof of Thm. 6.4.1

Theorem 6.4.1. Let DT and {DSi
}ki=1 be the target distribution and k source distributions over X . Let

H be a hypothesis class where V C-dim(H) = d. If D̂T and {D̂Si
}ki=1 are the empirical distributions

of DT and {DSi
}ki=1 generated with m i.i.d. samples from each domain, then, ∀α ∈ Rk

+,
∑

i∈[k] αi = 1,

for 0 < δ < 1, with probability at least 1− δ (over the choice of samples), we have:

εT (h) ≤
∑
i∈[k]

αi ·
(
ε̂Si

(h) +
1

2
dH∆H(D̂T ; D̂Si

)

)
+O

(√
1

m

(
log

k

δ
+ d log

me

d

))
+ λα (6.7)

where λα is a constant that only depends onH.

Proof. We first extend the definition ofH-divergence in the multiple sources setting from Def. 6.3.1 to

the case where a convex combination α is used to combine all the single source divergence measures.

Under this new divergence measure, we prove similar concentration results like Thm. 6.3.1, Thm. 6.3.2

and Thm. 6.3.3. By choosing α to be proportional to exp(ε̂i), we obtain the upper bound in Thm. 6.4.1

using a combination of Jensen’s inequality and the arithmetic-geometric mean inequality.

Let α ∈ Rk be α ≥ 0 and
∑

i∈[k] αi = 1. Define dH,α(DT ; {DSi
}ki=1) as follows:

94



Definition A.2.1.

dH,α(DT ; {DSi
}ki=1) :=

∑
i∈[k]

αi · dH(DT ;DSi
) = 2

∑
i∈[k]

αi · sup
A∈AH

|Pr
DT

(A)− Pr
DSi

(A)|

It is easy to check that Def. A.2.1 is a generalization of Def. 6.3.1 where α is chosen to be a one-hot

vector that has value 1 in the source domain with the largest discrepancy. Similarly, define h∗α and λα

as follows:

h∗α := arg min
h∈H

εT (h) +
∑
i∈[k]

αi · εSi
(h)

 , λα := εT (h∗) +
∑
i∈[k]

αi · εSi
(h∗)

Realizing that the proof of Thm. 6.3.1 only depends on the subadditivity of the max operator, and the

fact that convex combination trivially satisfies subadditivity, we can easily show that the following

generalization bound holds for all such α:

εT (h) ≤
∑
i∈[k]

αi · εSi
(h) + λα +

1

2
dH∆H,α(DT ; {DSi

}ki=1) (A.1)

The next step is to provide finite sample bounds for the first and the third terms of (A.1). To bound

the third term, we simply replace dH(DT ; {DSi
}ki=1) in the proof of Thm. 6.3.2 to dH,α(DT ; {DSi

}ki=1),

and use the following inequality:

Pr

∑
i∈[k]

αi · sup
A∈AH

∣∣∣∣∣|Pr
DT

(A)− Pr
DSi

(A)| − |Pr
D̂T

(A)− Pr
D̂Si

(A)|

∣∣∣∣∣ ≥ ε

2


≤ Pr

(
∃i ∈ [k],∃A ∈ AH :

∣∣∣∣∣|Pr
DT

(A)− Pr
DSi

(A)| − |Pr
D̂T

(A)− Pr
D̂Si

(A)|

∣∣∣∣∣ ≥ ε

2

)

≤
k∑
i=1

Pr

(
∃A ∈ AH :

∣∣∣∣∣|Pr
DT

(A)− Pr
DSi

(A)| − |Pr
D̂T

(A)− Pr
D̂Si

(A)|

∣∣∣∣∣ ≥ ε

2

)

where the first inequality is due to the fact that
∑

i∈[k] αiti ≥ ε/2 =⇒ ∃i ∈ [k], ti ≥ ε/2, otherwise∑
i∈[k] αiti < ε/2, and the second inequality is a simple union bound. All the other parts of the proof

of Thm. 6.3.2 still hold under dH,α(DT ; {DSi
}ki=1), hence we immediately have the following lemma
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to estimate dH,α(DT ; {DSi
}ki=1) using finite samples:

Lemma A.2.3. Let DT and {DSi
}ki=1 be the target distribution and k source distributions over X . Let

H be a hypothesis class where V C-dim(H) = d. If D̂T and {D̂Si
}ki=1 are the empirical distributions

of DT and {DSi
}ki=1 generated with m i.i.d. samples from each domain, then for ε > 0, we have:

Pr
(∣∣∣dH,α(DT ; {DSi

}ki=1)− dH,α(D̂T ; {D̂Si
}ki=1)

∣∣∣ ≥ ε
)
≤ 4k

(em
d

)d
exp

(
−mε2/8

)
To bound the first term uniformly for all h ∈ H, we have:

Lemma A.2.4. Let {DSi
}ki=1 be k source distributions over X . Let H be a hypothesis class where

V C-dim(H) = d. If {D̂Si
}ki=1 are the empirical distributions of {DSi

}ki=1 generated with m i.i.d.

samples from each domain, then, for ε > 0, we have:

Pr

sup
h∈H

∣∣∣∣∣∣
∑
i∈[k]

αi · εSi
(h)−

∑
i∈[k]

αi · ε̂Si
(h)

∣∣∣∣∣∣ ≥ ε

 ≤ 2k
(me
d

)d
exp(−2mε2)

The proof of the above lemma is as follows:

Pr

sup
h∈H

∣∣∣∣∣∣
∑
i∈[k]

αi · εSi
(h)−

∑
i∈[k]

αi · ε̂Si
(h)

∣∣∣∣∣∣ ≥ ε

 ≤ Pr

sup
h∈H

∑
i∈[k]

αi |εSi
(h)− ε̂Si

(h)| ≥ ε


≤ Pr

∑
i∈[k]

αi · sup
h∈H
|εSi

(h)− ε̂Si
(h)| ≥ ε


≤ Pr

(
∃i ∈ [k] : sup

h∈H
|εSi

(h)− ε̂Si
(h)| ≥ ε

)
≤

k∑
i=1

Pr

(
sup
h∈H
|εSi

(h)− ε̂Si
(h)| ≥ ε

)
≤ k · ΠH(m) Pr (|εSi

(h)− ε̂Si
(h)| ≥ ε)

≤ k · ΠH(m) · 2 exp(−2mε2)

≤ 2k
(me
d

)d
exp(−2mε2)

The first inequality is due to the triangle inequality of | · |, and the second one is because of the
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subadditivity of the sup function. The third inequality holds by a contrapositive argument. The fourth

one is by the union bound. We apply the VC-inequality to bound the fifth inequality, and Hoeffding’s

inequality to bound the sixth. Again, the last one is due to Sauer’s lemma.

To complete the proof, we simply combine Lemma A.2.3 and Lemma A.2.4 into (A.1), and solve for

ε. �

A.2.6 Proof of Thm. 6.4.2

Theorem 6.4.2. Choose αi = exp (ε̂i(h)) /
∑

j∈[k] exp (ε̂j(h)) with ε̂i(h) := ε̂Si
(h)+1

2
dH∆H

(
D̂T ; D̂Si

)
,

then we have

εT (h) ≤ log
∑
i∈[k]

exp (ε̂i(h)) +O

(√
1

m

(
log

k

δ
+ d log

me

d

))
+ λ∗ (6.8)

where λ∗ is a constant that only depends onH.

Proof. Define αi = exp(ε̂i(h))/
∑

j∈[k] exp(ε̂j(h)) with ε̂i(h) := ε̂Si
(h) + 1

2
dH∆H(D̂T ; D̂Si

), then the

first term of the R.H.S. of (6.7) can be bounded as:

∑
i∈[k]

exp(ε̂i(h))∑
j∈[k] exp(ε̂j(h))

· ε̂i(h) = Eα[ε̂i(h)] = Eα[log exp(ε̂i(h))]

≤ log
(
Eα[exp(ε̂i(h))]

)
= log

(∑i∈[k] exp2(ε̂i(h))∑
i∈[k] exp(ε̂i(h))

)
≤ log

∑
i∈[k]

exp(ε̂i(h))

where the first inequality is due to the Jensen’s inequality, and the second one is based on the fact that∑
i a

2
i ≤ (

∑
i ai)

2 when ai ≥ 0,∀i. �
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Appendix B

Experimental Details

In this section, we describe more details about the datasets and the experimental settings. We extensively

evaluate the proposed methods on three datasets: 1). We first evaluate our methods on Amazon Reviews

dataset [22] for sentiment analysis. 2). We evaluate the proposed methods on the digits classification

datasets including MNIST [62], MNIST-M [35], SVHN [77], and SynthDigits [35]. 3). We further

evaluate the proposed methods on the public dataset CityCam [120] for vehicle counting. It contains

60,000 labeled images from 12 city cameras with different distributions. Due to the substantial

difference between these datasets and their corresponding learning tasks, we will introduce more

detailed dataset description, network architecture, and training parameters for each dataset respectively

in the following subsections.

B.1 Details on Amazon Reviews Evaluation

Amazon reviews dataset includes four domains, each one composed of reviews on a specific kind

of product (Books, DVDs, Electronics, and Kitchen appliances). Reviews are encoded as 5000

dimensional feature vectors of unigrams and bigrams. The labels are binary: 0 if the product is ranked

up to 3 stars, and 1 if the product is ranked 4 or 5 stars.

We take one product domain as target and the other three as source domains. Each source domain has

2000 labeled examples and the target test set has 3000 to 6000 examples. We implement the Hard-Max
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and Soft-Max methods according to Alg. 3, based on a basic network with one input layer (5000 units)

and three hidden layers (1000, 500, 100 units). The network is trained for 50 epochs with dropout

rate 0.7. We compare Hard-Max and Soft-Max with three baselines: Baseline 1: MLPNet. It is the

basic network of our methods (one input layer and three hidden layers), trained for 50 epochs with

dropout rate 0.01. Baseline 2: Marginalized Stacked Denoising Autoencoders (mSDA) [22]. It takes

the unlabeled parts of both source and target samples to learn a feature map from input space to a

new representation space. As a denoising autoencoder algorithm, it finds a feature representation

from which one can (approximately) reconstruct the original features of an example from its noisy

counterpart. Baseline 3: DANN. We implement DANN based on the algorithm described in [35] with

the same basic network as our methods. Hyper parameters of the proposed and baseline methods

are selected by cross validation. Table B.1 summarizes the network architecture and some hyper

parameters.

Method Input layer Hidden layers Epochs Dropout Domains Adaptation weight γ

MLPNet 5000 (1000, 500, 100) 50 0.01 N/A N/A N/A
DANN 5000 (1000, 500, 100) 50 0.01 1 0.01 N/A
MDAN 5000 (1000, 500, 100) 50 0.7 3 0.1 10

Table B.1: Network parameters for proposed and baseline methods

B.2 Details on Digit Datasets Evaluation

We evaluate the proposed methods on the digits classification problem. Following the experiments

in [35], we combine four popular digits datasets-MNIST, MNIST-M, SVHN, and SynthDigits to

build the multi-source domain dataset. MNIST is a handwritten digits database with 60, 000 training

examples, and 10, 000 testing examples. The digits have been size-normalized and centered in a 28×28

image. MNIST-M is generated by blending digits from the original MNIST set over patches randomly

extracted from color photos from BSDS500 [4, 35]. It has 59, 001 training images and 9, 001 testing

images with 32 × 32 resolution. An output sample is produced by taking a patch from a photo and

inverting its pixels at positions corresponding to the pixels of a digit. For DA problems, this domain
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is quite distinct from MNIST, for the background and the strokes are no longer constant. SVHN is

a real-world house number dataset with 73, 257 training images and 26, 032 testing images. It can

be seen as similar to MNIST, but comes from a significantly harder, unsolved, real world problem.

SynthDigits consists of 500; 000 digit images generated by [35] from WindowsTM fonts by varying

the text, positioning, orientation, background and stroke colors, and the amount of blur. The degrees of

variation were chosen to simulate SVHN, but the two datasets are still rather distinct, with the biggest

difference being the structured clutter in the background of SVHN images.

We take MNIST-M, SVHN, and MNIST as target domain in turn, and the remaining three as sources.

We implement the Hard-Max and Soft-Max versions according to Alg. 3 based on a basic network,

as shown in Fig. B.1. The baseline methods are also built on the same basic network structure to put

them on a equal footing. The network structure and parameters of MDANs are illustrated in Fig. B.1.

The learning rate is initialized by 0.01 and adjusted by the first and second order momentum in the

training process. The domain adaptation parameter of MDANs is selected by cross validation. In each

mini-batch of MDANs training process, we randomly sample the same number of unlabeled target

images as the number of the source images.

Figure B.1: MDANs network architecture for digit classification
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B.3 Details on CityCam Vehicle Counting

CityCam is a public dataset for large-scale city camera videos, which have low resolution, low frame

rate, and high occlusion. CityCam has 60, 000 frames annotated with rich information: bounding box,

vehicle type, vehicle orientation, vehicle count, vehicle re-identification, and weather condition. The

dataset is divided into training and testing sets, with 42,200 and 17,800 frames, respectively, covering

multiple cameras and different weather conditions. CityCam is an appropriate dataset to evaluate

domain adaptation methods, for it covers multiple city cameras and each camera is located in different

intersection of the city with different perspectives and scenes. Thus, each camera data has different

distribution from others. The dataset is quite challenging and in high demand of domain adaptation

solutions, as it has 6, 000, 000 unlabeled images from 200 cameras with only 60, 000 labeled images

from 12 cameras. The experiments on CityCam provide an interesting application of our proposed

MDANs: when dealing with spatially and temporally large-scale dataset with much variations, it

is prohibitively expensive and time-consuming to label large amount of instances covering all the

variations. As a result, only a limited portion of the dataset can be annotated, which can not cover all

the data domains in the dataset. MDAN provide an effective solution for this kind of application by

adapting the deep model from multiple source domains to the unlabeled target domain.

We evaluate the proposed methods on different numbers of source cameras. Each source camera

provides 2000 labeled images for training and the test set has 2000 images from the target camera.

In each mini-batch, we randomly sample the same number of unlabeled target images as the source

images. We implement the Hard-Max and Soft-Max version of MDANs according to Alg. 3, based

on the basic FCN vehicle counting network of FCN-rLSTM introduced in Chapter 5. Please refer

to Chapter 5 for detailed network architecture and parameters. The input images are resized into

224×224. The learning rate is initialized by 0.01 and adjusted by the first and second order momentum

in the training process. The domain adaptation parameter is selected by cross validation. We compare

our method with two baselines: Baseline 1: FCN. It is our basic network without domain adaptation as

introduced in work [120]. Baseline 2: DANN. We implement DANN on top of the same basic network

following the algorithm introduced in work [35].
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