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Abstract 

Compared to current single-standard radio solutions, multi-standard radio transceivers enable 

higher integration, backward compatibility and save power, area and cost. The primary bottleneck 

in their realization is the development of high-performance frequency-reconfigurable RF circuits. 

To that end, this research introduces several CMOS-integrated, transformer-based reconfigurable 

circuit techniques whose effectiveness is validated through measurements of designed transceiver 

front-end low-noise (LNA) and power amplifier (PA) prototypes. 

In the first part, the use of high figure-of-merit phase-change (PC) based RF switches in the 

reconfiguration of CMOS LNAs in the receiver front-end is proposed. The first reported 

demonstration of an integrated, PC-switch based, dual-band (3/5 GHz) reconfigurable CMOS 

LNA with transformer source degeneration and designed in a 0.13 µm process is presented. 

In the second part, a frequency-reconfigurable CMOS transformer combiner is introduced that can 

be reconfigured to have similar efficiencies at widely separated frequency bands. A 65-nm CMOS 

triple-band (2.5/3/3.5 GHz) PA employing the reconfigurable combiner was designed.  

In the final part of this work, the use of transformer coupled-resonators in mm-wave LNA designs 

for 28 GHz bands was investigated. To cover contiguous and/or widely-separated narrowband 

channels of the emerging 5G standards, a 65-nm CMOS 24.9-32.7 GHz wideband multi-mode 

LNA using one-port transformer coupled-resonators was designed. Finally, a 25.1-27.6 GHz 

tunable-narrowband digitally-calibrated merged LNA-vector modulator design employing 

transformer coupled-resonators is presented that proposes a compact, differential quadrature 

generation scheme for phased-array architectures. 



vi 

 

Table of Contents 

Acknowledgement ................................................................................................................... iii 

Abstract ..................................................................................................................................... v 

1 Introduction ........................................................................................................................ 1 

1.1 Motivation and overview .............................................................................................. 1 

1.2 Thesis Contributions and Organization ........................................................................ 5 

2 Frequency Reconfiguration of RF Circuits Using PC Switches .................................... 8 

2.1 Introduction .................................................................................................................. 8 

2.2 Four Terminal PC Switches ........................................................................................ 11 

2.2.1 MOS vs PC Switch .............................................................................................. 11 

2.2.2 PC Switch Design................................................................................................ 14 

2.2.3 PC Switch Characterization ................................................................................ 18 

2.3 Dual-band LNA Design .............................................................................................. 20 

2.3.1 Dual-Band Simultaneous Noise and Input Match ............................................... 21 

2.3.2 Narrowband Matching with Coupled Source Inductors ...................................... 27 

2.3.3 Design Details ..................................................................................................... 32 

2.4 Measurement Results .................................................................................................. 34 

2.4.1 PC Wafer Fabrication and Integration with CMOS ............................................ 34 

2.4.2 Measurement Setup ............................................................................................. 36 

2.4.3 Characterization of Stand-alone Passive Structures ............................................ 38 

2.4.4 Gain and NF Characterization of B1 and Baseline LNAs .................................. 39 

2.4.5 Characterization of B2 CMOS-PC LNAs ........................................................... 43 



vii 

 

2.4.6 Input Matching .................................................................................................... 45 

2.4.7 Cyclability ........................................................................................................... 47 

2.5 Integrated CMOS-PC LNA Summary ........................................................................ 50 

3 A Triple-Band (2.5/3/3.5 GHz) Power Amplifier with a Frequency Reconfigurable 

Power Combiner ......................................................................................................................... 52 

3.1 Introduction ................................................................................................................ 52 

3.2 Power Combiner Efficiency ....................................................................................... 55 

3.3 Optimum Combiner Design........................................................................................ 58 

3.4 Proposed Reconfigurable Transformer Combiner ...................................................... 61 

3.5 Combiner Switched Capacitor .................................................................................... 66 

3.6 Triple-band Power Amplifier ..................................................................................... 71 

3.6.1 Doherty PA Basics .............................................................................................. 71 

3.6.2 Load Modulation in Power Combining PA ........................................................ 73 

3.6.3 4-way Power Combining PA .............................................................................. 74 

3.6.4 CW Measurement Results ................................................................................... 76 

3.6.5 Post-Measurement Analysis ................................................................................ 79 

3.7 Summary ..................................................................................................................... 88 

4 A 28 GHz Wideband Receiver Design Using One-Port Transformer-Coupled 

Resonators ................................................................................................................................... 90 

4.1 Introduction ................................................................................................................ 90 

4.2 Transformer Coupled-Resonator Wideband Loads .................................................... 92 

4.2.1 One-port vs Two-port Configuration .................................................................. 92 



viii 

 

4.2.2 Reduction of Complex Zero Peaking .................................................................. 98 

4.2.3 (k,ξ) Design Space............................................................................................. 103 

4.2.4 Design Example ................................................................................................ 104 

4.2.5 Design Tunability .............................................................................................. 105 

4.2.6 Transformer Layout........................................................................................... 107 

4.3 Wideband Receiver Design ...................................................................................... 108 

4.3.1 Low-Noise Amplifier ........................................................................................ 109 

4.3.2 RF Mixer and I/Q LO Generation ..................................................................... 111 

4.4 Measurement Results ................................................................................................ 114 

4.5 Summary ................................................................................................................... 118 

5 A 25.1-27.6 GHz Frequency-Tunable Merged LNA Vector Modulator Using 

Transformer-Coupled Resonators .......................................................................................... 120 

5.1 Introduction .............................................................................................................. 120 

5.2 Wideband vs. Narrowband Vector Modulator ......................................................... 123 

5.3 Coupled-Resonator Quadrature Generation ............................................................. 127 

5.4 Digitally-Calibrated Merged LNA Vector Modulator .............................................. 130 

5.4.1 Merged LNA-VM ............................................................................................. 131 

5.4.2 Quadrature Error Correction ............................................................................. 135 

5.4.3 Quadrature Error Extractor................................................................................ 137 

5.5 Measurement Results ................................................................................................ 142 

5.6 Summary ................................................................................................................... 145 

6 Conclusions and Future Work ...................................................................................... 146 



ix 

 

6.1 Conclusions and Contributions ................................................................................. 146 

6.2 Future Work .............................................................................................................. 149 

References ............................................................................................................................. 154 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



x 

 

List of Figures 

Figure 1.1 (a) Conventional multi-band radio transceiver. (b) Frequency-reconfigurable, all-

CMOS integrated radio. .................................................................................................................. 1 

Figure 1.2 Modern RFIC designs employ dozens of inductors/transformers: (a) state-of-the-art 8-

channel beamforming MIMO receiver in 65-nm CMOS [85], (b) (not drawn to scale) Qualcomm’s 

multi-band multi-mode RF transceiver (RTR8600) (Image taken from: 

https://www.ifixit.com/Teardown/Apple+A6+Teardown/10528). ................................................. 2 

Figure 2.1 (a) Structure of a deep N-well (NDW) nMOS transistor. (b) Equivalent model of the 

DNW transistor in the on-state and the off-state when used as a switch ...................................... 12 

Figure 2.2 Deep N-well nMOS transistor in 28 nm CMOS: (a) simulated insertion loss and 

isolation, (b) extracted effective RON and COFF with grounded and floated body terminals. All 

simulations were performed at 5 GHz. In the floated configuration, the body terminal was 

connected to ground through a 10 kΩ resistor. ............................................................................. 13 

Figure 2.3 (a) Cross-section and isometric view of the four-terminal PC switch. (b) The layer stack 

of the PC die with the layer materials and thicknesses indicated. The figures are not drawn to scale.

....................................................................................................................................................... 15 

Figure 2.4 Dominant parasitics in the four-terminal PC switch in the (a) on-state, and (b) off-state.

....................................................................................................................................................... 16 

Figure 2.5 (a) Heat and voltage profiles of the amorphization (red) and crystallization (blue) 

programming pulses with 10 ns rise and fall times. Stand-alone measurements of two fabricated 

PC switches (#1, #2): (b) RON and ROFF, and (c) COFF.  (d) Switch #2 resistance as a function of 

switching pulses. ........................................................................................................................... 19 



xi 

 

Figure 2.6 (a) Input network of a inductively degenerated CS LNA (b) CS LNA with a 

reconfigurable gate inductor for multi-band operation. The gate inductance is reconfigured either 

using a tapped-inductor (configurations I, II) or by switching the secondary coil of a transformer 

(configuration III). While CMOS switches can be used, high-FCO PC RF switches are preferable 

to maintain RF performance when the switches are turned on. .................................................... 21 

Figure 2.7 (a) Dual-band CS LNA with two CS legs and a shared source inductor (b) Dual-band 

CS LNA with two CS legs and coupled source inductors. ........................................................... 24 

Figure 2.8 (a) Small-signal equivalent of the input matching network of a CS LNA with two CS 

legs, a shared gate inductor and with finite coupling between the source inductors. Effect of Cgd is 

ignored. (b) Equivalent representation with gate inductance merged into an equivalent transformer.

....................................................................................................................................................... 26 

Figure 2.9 (a)Small-signal equivalent of the input network with the branch currents identified. (b) 

Equivalent representation of the wire-segments with inductors. .................................................. 27 

Figure 2.10 Reduction of the small-signal equivalent of the input network to a canonical 

representation. ............................................................................................................................... 28 

Figure 2.11 (a) Design example of a dual-band input network using ideal elements and a single 

switch. (b) Magnitude of input admittance for different values of coupling factor ‘k’ between the 

source inductors LS1 and LS2. ........................................................................................................ 31 

Figure 2.12 Schematic diagram of the 3/5 GHz LNA designed in a 0.13 µm process. ............... 32 

Figure 2.13 (a) Layout implementation of three-terminal the high-k source transformer with 

interleaved windings. (b) Simulated values of primary and secondary coil inductances and quality 

factors, and the transformer coupling efficient k. ......................................................................... 33 



xii 

 

Figure 2.14 (a) Die photo in 0.13 µm CMOS. LNA #1 has open switch pads for integration with 

PC switch and for CMOS testing in the 5 GHz mode. LNA #2 has shorted switch pads for 3 GHz 

mode testing. (b) Die photo of the integrated LNA. ..................................................................... 34 

Figure 2.15 Measurement setup of the integrated LNA-PC chip using two RF and two DC probes.

....................................................................................................................................................... 35 

Figure 2.16 (a) Micrograph of the single-ended inductor test structure (drain inductor of the 

implemented CMOS LNA). (b) Micrograph of the high-k transformer test structure (source 

transformer of the implemented CMOS LNA). MT = Top Metal. ................................................ 37 

Figure 2.17 Measured and simulated (a) inductance, and (b) quality factor of the inductor test 

structure. Measured and simulated (a) inductances, coupling factor, and (b) quality factor of the 

coils in the transformer test structure. ........................................................................................... 37 

Figure 2.18 Measured (a) S21 and (b) NF of the CMOS-only baseline, control and the B1 CMOS-

PC LNAs. Simulated LNA performance is also shown. ............................................................... 38 

Figure 2.19 Illustration of the input signal return path (marked in dashed red line) in the 3 GHz 

mode for (a) baseline CMOS with a metal short, (b) control LNAs with Au metal short on the PC 

die, and (c) CMOS-PC LNA. In the 5 GHz mode, the input signal return path bypasses the switch 

pads completely, the metal shorts in (a) and (b) are absent, and the PC switch in (c) is in the off-

state. The magnitude of change in the minimum NF observed in the three configurations is also 

shown. ........................................................................................................................................... 39 

Figure 2.20 (a) Measured S21, S11 and (b) NF of 4 CMOS-PC LNAs (batch 2) in the 3/5 GHz 

modes before switching, and after one/ten switching cycles. ....................................................... 41 

Figure 2.21 Measured IIP3 of the baseline LNA (CMOS-only) in (a) 3 GHz, and (b) 5 GHz modes.

....................................................................................................................................................... 42 



xiii 

 

Figure 2.22 Circuit and layout floorplan of the LNA. The buffer is not shown. Two possible AC 

current loops (external input loop in green, internal loop through bypass capacitance in red) are 

marked by dashed lines. Interconnect segment G1-G2-G3 with substrate taps on either end is the 

ground trace drawn in the top metal layer. ................................................................................... 44 

Figure 2.23 Schematic simulations of the LNA in the 3 GHz mode (b) with and (c) without an EM 

model of the input/output and ground metal traces and parasitic capacitances Cpar1 and Cpar2. Both 

Cpar1 and Cpar2 were assumed to be 20 fF. ..................................................................................... 45 

Figure 2.24  Effect of the addition of an EM model of the input traces on PC die on the S11 of the 

baseline CMOS-only LNA and its comparison with S11 of the B1 CMOS-PC LNA. Simulated S11 

of the LNA schematic (comprising foundry-provided RF models of the transistor and capacitors, 

and EM models of the input/output pads, gate, drain inductors and the source transformer) is also 

shown. ........................................................................................................................................... 46 

Figure 2.25 Measured resistance change of 5 standalone-switches over 100 switching cycles. . 47 

Figure 2.26 (a) Measured LNA-PC B2-W1 #1 S21 at 2.9 GHz and 4.9 GHz over 200 switching 

cycles (total number of pulses = 400). Each switching cycle comprises one amorphization and one 

crystallization pulse. (b)Measured LNA-PC B2-W1 #2 S21 at 2.9 GHz, and 4.9 GHz over 330 

switching cycles (total number of pulses = 660). ......................................................................... 48 

Figure 2.27 Measured NF in the 3 GHz mode of (a) LNA-PC B2-W1 #1, and (b) LNA-PC B2-

W1 #2 over large number of switching cycles. ............................................................................. 50 

Figure 3.1 Transformer-based power combiners. (a) Voltage combiner, and (b) current combiner 

with 1:N turns ratio. ...................................................................................................................... 52 

Figure 3.2 Secondary tuning capacitance in a voltage transformer combiner and its effect on output 

power level. ................................................................................................................................... 53 



xiv 

 

Figure 3.3 (a) Single-stage equivalent of the transformer combiner. (b) Transformation steps to 

derive a simplified equivalent network of a single-stage of the transformer combiner. ............... 54 

Figure 3.4  (a) Variation of transformer efficiency with Cs. Here, L = 0.68 nH, k = 0.7, Q0 = 12, 

 𝜔0 = 2 GHz. (b) Transformer maximum efficiency contours in the (k,Q) design space. ........... 57 

Figure 3.5 Transformer efficiency for different values of coil self-inductance (L) at (a) 2 GHz, 

and (b) 3 GHz................................................................................................................................ 59 

Figure 3.6 Capacitance-switched dual-band power-combining PA. ............................................ 60 

Figure 3.7 Figure-8 combiner and its equivalent circuit representation. ..................................... 61 

Figure 3.8 (a) Modified ‘figure-8’ layout of the designed transformer combiner for low insertion 

loss and high coupling. The locations of two pairs of low-swing nodes (B-C and D-E) are also 

shown. (b) Equivalent circuit representation. ............................................................................... 62 

Figure 3.9  (a) Optimal values of Csn (Csn,opt) at 2.5/3/3.5 GHz. (b) Efficiency variation with 

frequency for different values of Csn,opt. ....................................................................................... 63 

Figure 3.10  (a) Operation of the triple-band transformer combiner and the equivalent circuit 

representation (b)-(d) of the secondary coil in the three frequency bands. Simulated efficiency 

curves of the designed transformer combiner assume ideal switches and the following capacitance 

values: Csn1 = 0.55 pF, Csn2 = 2.35 pF and Csn3 = 2.8 pF. ............................................................. 64 

Figure 3.11 Layout of the unit transformer of the combiner, and the EM-simulated inductance, 

quality factor of the primary and secondary coils and the coupling factor. .................................. 65 

Figure 3.12 Design of the three-terminal (T1, T2, CTRL) CMOS switched capacitor used in the 

transformer combiner. DC bias values of the transistor terminals in the ON and OFF states is also 

shown. ........................................................................................................................................... 67 



xv 

 

Figure 3.13 (a) Illustration of the terminal-to-terminal RF swings in the capacitor off state. (b) 

Simulation capacitance and quality factor with different incident power levels. ......................... 68 

Figure 3.14 Equivalent Circuit of the switched capacitor in the (a) on and (b) off states assuming 

a shunt-RC model for the transistor switch................................................................................... 69 

Figure 3.15 (a) Die photo of the standalone combiner switched capacitor. (b) Large-signal 

measurement set-up. (c) Measured ratio of reflected and incident power for different incident 

power-levels. (d) Measured off-state and on-state capacitance values for different incident power 

levels. ............................................................................................................................................ 70 

Figure 3.16 (a) Active load-pull using two coherent sources. (b) Operation of a Doherty amplifier.

....................................................................................................................................................... 71 

Figure 3.17 (a) Model of a four-way power-combining PA. (b) Efficiency behavior at back-off.

....................................................................................................................................................... 72 

Figure 3.18 Schematic of the implemented triple-band PA with a digitally-tuned, 4-way 

transformer combiner in the output stage. .................................................................................... 74 

Figure 3.19 PA die photo and PCB test board. ............................................................................ 75 

Figure 3.20 (a) Measured PA small-signal performance. (b) Close proximity of thick transformer 

coil traces (< 4 µm) to high-density fill structures in top and lower level metal layers. All 

transformer coil traces were 12 µm wide. ..................................................................................... 76 

Figure 3.21 Measured PA (a) output power and (b) output stage drain efficiency in the three 

frequency modes with 2.6/3/3.65 CW signals respectively. Measured frequency selectivity of the 

PA at low (-12 dBm input) and high (8 dBm) input power levels in the three frequency modes. 77 

Figure 3.22 PA behavior in the 2.5 GHz mode with the combiner switches turned on and off 

respectively. .................................................................................................................................. 78 



xvi 

 

Figure 3.23 Simulated small-signal PA gain in the 3.5 GHz mode with different (a) inductor Qs 

and (b) transformer coupling factors (These simulations included C-extracted transistor caliber and 

power/ground routing parasitics). ................................................................................................. 79 

Figure 3.24 Simulated PA power and output stage drain efficiency in the 3.5 GHz mode with 

different (a) inductor Qs and (b) transformer coupling factors (These simulations included C-

extracted transistor netlists and power/ground routing parasitics). .............................................. 80 

Figure 3.25 Layout of the unit transformer of the combiner, and the EM-simulated inductance, 

quality factor of the primary and secondary coils and the coupling factor. .................................. 81 

Figure 3.26 (a) Load-pull simulation setup of unit amplifiers. (b) Simulated impedances at the 

input of the designed transformer combiner. ................................................................................ 82 

Figure 3.27 Transient simulation demonstrating the effect of phase imbalance between the class 

AB and class C amplifiers on voltage combining in the designed transformer combiner. The 

combiner is in the 3.5 GHz mode (all combiner switches are turned off). ................................... 83 

Figure 3.28 Top-level PA simulation setup with behavioral phase offsets added in the main Class 

AB amplifier path. The phase offsets are inserted before the Class AB driver stage. .................. 84 

Figure 3.29 Top-level PA simulation: Output power and output stage DE in the (a) 2.5 GHz, (b) 

3 GHz, and (c) 3.5 GHz modes with different amounts of phase offsets in the main amplifier path. 

Transient simulations showing the voltages developed at the output of the Class AB amplifiers 

(X1, X4) and Class C amplifiers (X2, X3) (a)without any phase offset, and (e) with 60̊ phase offset 

in the main amplifier path in the 3.5 GHz mode. All simulations are based on the setup shown in 

Figure 3.28. ................................................................................................................................... 85 

Figure 3.30 Simulated (a) output power, output stage drain efficiency, (b) differential voltage 

amplitude of the unit amplifiers, and (c) DC current draw with and without adaptive C bias in the 



xvii 

 

2.5 GHz mode. Amp 1 and 2 are the class AB unit amplifiers, while Amp 3 and 4 are the class C 

amplifiers. The adaptive bias circuit adopted in these simulations was like the one implemented in 

[67]. ............................................................................................................................................... 87 

Figure 4.1  Block diagram of a sliding IF quadrature receiver adopted to relax the requirements of 

LO generation and distribution. In a direct-conversion and low-IF implementation, the first mixing 

and divide-by-N stages are omitted. A wideband LNA offers the flexibility of covering both 

contiguous and non-contiguous narrowband channels using the same RF front-end. .................. 90 

Figure 4.2 Even and odd resonant modes of a transformer coupled-resonator. Since the current 

flowing in the primary and secondary coils are in phase (out of phase) in the even (odd) mode, the 

voltage amplitudes developed across nodes N1-N2 and N3-N4 are identical. Nodes N1 and N2 can 

either be respectively electrically connected to N3 and N4 in the even mode, or with N4 and N3 in 

the odd mode, resulting in equivalent parallel-RLC networks from which the resonant mode 

frequencies can be deduced. ......................................................................................................... 92 

Figure 4.3 Representative bode amplitude plots of Z11 and Z21 of a transformer coupled-resonator.

....................................................................................................................................................... 94 

Figure 4.4  Typical frequency response of magnitudes of Z11 and Z21 of transformer coupled-

resonator. fp1 and fp2 are the locations of the complex pole pairs, and Δfp represents their frequency 

separation.  |Z|p1 and |Z|p2 are the values of the gain peaks, |Z|v  is the minimum value of gain within 

Δfp (where fp1 ≤ f ≤ fp2 ). The 3-dB bandwidth, marked as Δf-3dB in the figure, is defined with 

respect to |Z|max = max(|Z|p1, |Z|p2). In a similar manner, Δf-6dB can also be defined. R = |Z|max -|Z|v 

represents the gain ripple. ............................................................................................................. 94 

Figure 4.5  Variation of |Z21| and |Z11| with different values of ‘kQ’ product.  In (a) and (b), Q was 

varied while k was kept constant at 0.2. In (c) and (d), k was varied while Q was kept constant at 



xviii 

 

10. Here, L = 200 pH, C = 140.7 fF. Inductor loss Rs was adjusted for different Qs at 30 GHz. All 

simulations were performed using ideal circuit elements. ............................................................ 96 

Figure 4.6 Z11 magnitude and quality factor of a transformer coupled-resonator with different 

series losses in the primary and secondary coils. In (a), Q of the primary coil (Q1) was fixed at 10, 

while Q of the secondary coil (Q2) was varied between 5 and 15. In (b), Q2 was fixed at 10, while 

Q1 was varied between 5 and 15. Here, L = 200 pH, C = 140.7 fF. Inductor loss Rs was adjusted 

for different Qs at 30 GHz. ........................................................................................................... 99 

Figure 4.7  Movement of the primary and secondary coil current phasors in the complex plane as 

the frequency is varied between 25 GHz (marked as point A) and 37 GHz (marked as point B). 

Simulation setup is shown as an inset. i1 and i2 are the currents in the primary and secondary coils 

respectively. Current phasors near the complex pole and zero frequencies are also marked. Here, 

L = 200 pH, C = 140.7 fF, k = 0.3, and R = 2.5 Ω...................................................................... 100 

Figure 4.8 |Z21| and |Z11| for different values of k. The ripple-compensated Z11 response (n <1) is 

also overlaid. Here, L = 200 pH, C = 140.7 fF, Q1 = 10. ............................................................ 101 

Figure 4.9 (k, ξ) design space of a transformer-based resonator where ξ = (ω1/ω2)
2 and k is 

transformer coupling factor. ω1 and ω2 are the individual resonant frequencies of the uncoupled 

tanks. Contour plots of χ = (ωp2/ωp1)
2 are marked in blue (ωp1 and ωp2 are respectively the even- 

and odd-mode resonant frequencies of the coupled tanks). Contours assume high-Q conditions. 

Z11 and Z21 magnitude plots for three points A1 (k = 0.2, ξ = 1), A2 (k = 0.18, ξ = 1.19), and A3 

(k = 0.18, ξ = 0.83) on χ = 1.5 contour are shown (Q = 10). ...................................................... 102 

Figure 4.10 (a) Design example showing stagger-tuned and cascaded gain stages with coupled-

resonator loads using ideal elements. In (a), Z21 wideband loads are used. Transformer coil Q-ratio 

n = 1 and ξ = 1 where ξ = (ω1/ω2)
2, and ω1 and ω2 being the individual resonant frequencies of the 



xix 

 

uncoupled tanks. In (b) and (c), Z11 wideband loads are used. Transformer coil ratio n = 0.6. In (b), 

ξ = 1. In (c), the second stage coupled-resonator is designed with ξ > 1 as  ω1 > ω2 . ............... 104 

Figure 4.11  (a) 15fF MOM capacitor constructed using M7, M6 and M5 metal layers. (b) Impact 

of MOM capacitor switching on the quality factor of an LC tank in 65 nm CMOS.  The tank quality 

factor was determined from the phase stability factor. Q of the 230-pH inductor was 19 at 30 GHz.

..................................................................................................................................................... 105 

Figure 4.12  Offset and nested low-k transformer layouts with the simulated quality factors of the 

primary and secondary coils. ...................................................................................................... 106 

Figure 4.13   Block diagram and die photo of the receiver chip in 65 nm CMOS. ................... 107 

Figure 4.14 Circuit schematic and layout of the three-stage LNA. Layouts of the transformers 

employed in the design are also shown. All transistors are of minimum length (60 nm). ......... 108 

Figure 4.15 Equivalent circuit model of the input matching network. Note that in mode 1, section 

II only has an ‘even’ mode of operation due to symmetry and reduces to a series-RLC resonant 

circuit. ......................................................................................................................................... 109 

Figure 4.16 (a) Design example of a wideband input network using ideal elements. (b) Simulated 

S11. Here, gm = 35 mS and Q of inductors in the coupled-resonator is 12. Other component values 

are noted in the figure. ................................................................................................................ 110 

Figure 4.17 (a) Circuit schematic, and simulated conversion gain and DSB noise figure of the 

double-balanced mixer. All transistors are of minimum length (60 nm). IF frequency = 1 GHz. (b) 

Circuit schematic and layout of the two-stage wideband PPF. ................................................... 112 

Figure 4.18 (a) Complete LO Path layout. (b) Relative gain error, phase error between I+/Q+ and 

I-/Q-, and the single-ended to differential I-path and Q-path gains. ........................................... 113 



xx 

 

Figure 4.19  LNA measurement results in different modes: (a) gain, (b) S11, (c) input-referred 1-

dB compression point (iP1dB) at 28 GHz, and (d) group delay variation. ................................. 115 

Figure 4.20  Variation of LNA (a) iP1dB, and (2) NF with RF frequency................................ 116 

Figure 4.21   Receiver measurement results (a) conversion gain (IF = 1 GHz), (b) DSB NF (IF = 

2 GHz). (c) I/Q phase mismatch measured at the IF output at a low IF frequency of 50 MHz.. 117 

Figure 5.1 Architectures of a homodyne N-element RF-path phase-shifting phased array receiver: 

(a) traditional vector modulator/interpolator using a quadrature hybrid and Cartesian combining, 

(b) reflection-type phase shifter (RTPS), (c) complex mixing based Cartesian phase shifting, (d) 

proposed merged LNA-vector modulator using a coupled-resonator for I/Q generation. .......... 120 

Figure 5.2   Block diagram of an N-channel phased-array receiver with proposed integrated LNA-

VM and on-chip calibration. ....................................................................................................... 122 

Figure 5.3 Normalized peak gain of undesired pattern plotted against quadrature error (MATLAB 

simulations of an 8-element array). ............................................................................................ 124 

Figure 5.4 MATLAB simulations of the impact of quadrature error (QE) on mainlobe, sidelobes 

and nulls in the beam pattern of a linear 8-element array (interelement spacing: λ/2) for incident 

angles, (a) 30̊, (b) 45̊, (c) 60̊, and (d) 75̊. .................................................................................... 125 

Figure 5.5 MATLAB simulations of linear 8-element array: (a) wideband VM with zero QE over 

0.5GHz bandwidth, (b) narrowband VM with 5̊ QE over 0.5 GHz bandwidth, (c) wideband VM 

with zero QE over 1.5GHz bandwidth, and (d) narrowband VM with 15̊ QE over 1.5 GHz 

bandwidth. Incident angle is 30̊ (with respect to normal). .......................................................... 126 

Figure 5.6 Phase plots of Z11 and Z21 of a low-k transformer coupled resonator. ..................... 128 

Figure 5.7 Variation of Z11 and Z21 (a) phases and (b) magnitudes for different ‘kQ’ values for 

two different Q values, 5 and 10 (L = 200 pH, C = 161.6 fF). ................................................... 129 



xxi 

 

Figure 5.8 Z11 and Z21 phase difference for two different C values, 151 fF and 174 fF (L = 200 

pH) .............................................................................................................................................. 130 

Figure 5.9 Block diagram and die photo of the merged LNA-VM chip in 65 nm CMOS. ....... 131 

Figure 5.10 (a) Circuit schematic of the merged LNA-VM. (b) Layout of low-k coupled resonator 

load. (c) Z21 and Z11 response and phase difference of the low-k coupled resonator load under three 

different capacitance settings. ..................................................................................................... 132 

Figure 5.11 (a) Simulated LNA voltage gain with quadrature frequency at 28 GHz and 30 GHz 

respectively. (b) EM-simulated inductance and quality factor of transformer coils (a) XFMR2 (b) 

XFMR3, and (c) a low-k high-Q transformer design adopted from [110] with similar k as XFMR2.

..................................................................................................................................................... 134 

Figure 5.12 (a) QE extraction using a single mixer. (b) QE extraction using a single mixer in 

presence of external phase mismatch (θ). (c) QE extraction using a cross-coupled mixer pair. (d) 

QE extraction using cross-coupled mixer pair in presence of amplitude mismatch. .................. 136 

Figure 5.13 Proposed QE extractor robust against phase and amplitude mismatches. .............. 139 

Figure 5.14 Differential DC voltage output of the QE extractor plotted with QE in the presence of 

amplitude mismatch (a) without, and (b) with initial downconversion. ..................................... 139 

Figure 5.15 Schematic and layout of the proposed quadrature error extractor. ......................... 140 

Figure 5.16 Measured (a) LNA voltage gain, and (b) I/Q phase difference of the merged LNA-

VM at three different frequencies. .............................................................................................. 141 

Figure 5.17 (a) Measured phase difference between I- and Q-paths and quadrature frequency for 

different values of capacitance word. (b) Measured constant modulus constellation points on the 

normalized I/Q channel coordinates. (c) Measured phase-response of the LNA-VM at 26.6 GHz 



xxii 

 

demonstrating full-span range. (d) Measured gain-variation over 500 MHz bandwidth at 26.6 GHz.

..................................................................................................................................................... 143 

Figure 5.18 (a) I/Q phase difference, and (b) quadrature error before and after calibration. .... 144 

Figure 6.1 (a) Envisioned 2.4/5/11/17 GHz reconfigurable quad-band CMOS receiver with PC-

switched LNAs and VCO.  (b) Block diagram and layout of the quad-band receiver. S1 to S6 

highlights the location of the flip-chip pads that connect to the PC switches on the PC chip. DCR 

standards for digitally-controlled resistor, implemented through a parallel network of binary 

weighted pMOS switches controlled by digital code. ................................................................ 150 

Figure 6.2 Possible implementation of an 8-way voltage-current combining frequency-

reconfigurable PA architecture. ZU represents the output impedance of each unit amplifier. .... 152 

 

 

 

 

 

 

 

 

 

 

 



xxiii 

 

List of Tables 

Table 2-1  Comparison of MOS switches in different technology nodes. ................................... 14 

Table 2-2 Summary of measured gain and NF of B1 devices. .................................................... 38 

Table 2-3 Performance summary of CMOS-PC LNAs fabricated in batch 2. ............................. 41 

Table 2-4 Performance summary and comparison. ...................................................................... 42 

Table 3-1 Efficiency comparison of dual-band transformer combiner with optimized values of L 

and Cs............................................................................................................................................ 59 

Table 4-1 Parameter values in canonical expressions of (4-2) and (4-3) with identical primary and 

secondary coil quality factors. ...................................................................................................... 93 

Table 4-2 Parameter values in Z11 canonical expression of (4-5) and (4-3) with different primary 

and secondary coil quality factors................................................................................................. 98 

Table 4-3 Measurement results and comparison. ....................................................................... 118 

Table 5-1 Measurement results and comparison. ....................................................................... 144 



1 Introduction 

1.1 Motivation and overview   

A significant portion of a modern cell-phone radio transceiver is implemented using the 

standard CMOS (complementary-metal-oxide-semiconductor) technology. In current practice, 

illustrated in Figure 1.1(a), several dedicated, non-reconfigurable (a single unit optimized for 

operation only at a single standard) CMOS RF sub-blocks (for example, power amplifiers (PAs), 

low-noise amplifiers (LNAs), voltage-controlled oscillators (VCOs)) are employed in order to 

meet stringent performance requirements of the burgeoning number of cellular and wireless 

standards. With the rapid development of newer standards that aim to achieve higher data-rates 

while requiring backward compatibility, current radio solutions are forced to adopt the brute-force 

approach of adding new hardware for each additional narrowband frequency. Understandably, this 

non-scalable approach, due to its high cost and complexity, has reached its limit. We therefore 

seek a ‘universal’ solution: a multi-standard, multi-band CMOS transceiver (Figure 1.1(b)) that 

enables higher integration, saves power, area and cost, and facilitates a more efficient use of the 

available frequency spectrum [1].  
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Figure 1.1 (a) Conventional multi-band radio transceiver. (b) Frequency-reconfigurable, 

all-CMOS integrated radio. 
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The primary bottleneck in realizing multi-standard transceivers is the requirement of frequency-

reconfigurable RF circuits. Front-end RF blocks such as LNAs, VCOs and PAs comprise resonant 

circuits requiring passive structures like inductors, transformers and capacitors with high quality 

factors. Switching the resonant frequency of these circuits without degrading their quality factor 

requires the availability of a switch which simultaneously features low loss, low parasitic 

capacitance and additionally, high-power handling capability for large signal applications. As 

such, the path to achieving RF reconfigurability without incurring serious performance 

degradation and other functionality issues is still an open problem.  

Before addressing reconfigurability in RF designs, it is worthwhile to consider the primary 

building blocks and a key enabling technology of modern RFIC design – integrated inductors and 

transformers. Figure 1.2 shows the die photos of two state-of-the-art RFIC chips – an 8-element 

beamformer receiver operating at 28 GHz [85], [119], and a complete multi-band Qualcomm 

transceiver for 3G/4G radio standards. Note the extensive use of on-chip inductors and 

transformers in both chips. Notably, the beamformer receiver chip of Figure 1.2 references the 

study of transformer coupled-resonators presented in Chapter 4 of this thesis.  

 

Figure 1.2 Modern RFIC designs employ dozens of inductors/transformers: (a) state-of-

the-art 8-channel beamforming MIMO receiver in 65-nm CMOS [85], (b) (not drawn to 

scale) Qualcomm’s multi-band multi-mode RF transceiver (RTR8600) (Image taken from: 

https://www.ifixit.com/Teardown/Apple+A6+Teardown/10528).  

(a) (b)



3 

 

At sub-GHz frequencies, on-chip realization of inductors and transformers was impractical and 

economically infeasible due to the prohibitively large size of passives required (silicon area is 

expensive): however, this was no longer a constraint at cellular radio frequencies, and with 

research and development towards developing CMOS processes with higher quality passives 

(higher BEOL metal stacks, high resistivity substrate etc.), and advent of fast electromagnetic 

simulators,  current RFIC designs at GHz frequencies extensively use of CMOS-integrated 

inductors and transformers [2]. Integrated transformers are especially versatile and their use has 

resulted in the development of several new and high-performance RFIC designs. While inductors 

are most commonly used in narrowband LC tanks in LNAs, VCOs, mixers and as a choke in PAs 

(to double the output voltage swing and consequently, boost the efficiency), transformers have 

been used as bandpass loads of amplifier stages with superior gain-bandwidth product (GBW), in 

active mixers to boost conversion gain and reduce noise figure by isolating the transconductor and 

switching stages, to stabilize amplifiers through transformer feedback, in multi-band and wideband 

VCOs, in PAs for power-combining, impedance transformation and inter-stage matching, and as 

integrated baluns [2]. It would be fair to say that the versatility of transformers and their use in 

integrated CMOS RFICs has injected fresh life into the art of RF circuit design. In fact, a look at 

the papers in the Wireless sessions of ISCCC (The International Solid-State Circuits Conference, 

the premier IEEE conference on solid-state circuits) in the recent years highlights the myriad and 

creative ways in which transformers have been used in RF designs that push the state-of-the-art 

each year. Moreover, with the recent focus on the mm-wave frequency spectrum, especially in 

context of the emerging 5G wireless standards [3], the use of integrated transformers will become 

more and more ubiquitous as size of passives at mm-wave frequencies is no longer a cause of 

concern [4].  
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This research explores the use of integrated transformers to solve the circuit challenges of 

designing reconfigurable RFIC designs and introduces several CMOS-integrated, transformer-

based techniques whose effectiveness is validated through measurements of designed transceiver 

front-end low-noise (LNA) and power amplifier (PA) proof-of-concept prototypes. Specifically, 

we adopt two different approaches in this work. Firstly, we explore ‘more-than-Moore’ CMOS-

compatible approaches and investigate the use of four-terminal phase-change (PC) RF switches in 

the design of CMOS LNAs. As a result, a novel dual-band reconfigurable LNA with transformer 

degeneration was developed, which led to the demonstration of the first CMOS-PC integrated 

LNA [5], [6]. This work is also being extended to develop a complete quad-band CMOS receiver 

over a 2-18 GHz range, and integrated with a multitude of RF PC switches (currently in 

development, with block level details in Chapter 6). Like the narrowband LNA, the design is 

targeted to achieve circuit performance comparable to standalone narrowband receivers. While the 

first part of thesis motivates the possibility of high-performance and complex CMOS-PC field-

programmable transceivers, we also investigate CMOS-only transformer-based circuit techniques 

for frequency-reconfigurable transceiver front-ends in the second part of this work. While LNAs 

are a small-signal RF block, we explored frequency reconfigurability in a large-signal block like 

the power amplifier. Designing a switchable output network in a PA is challenging due to the large 

voltage/current stand-off requirements. To address this, we propose a novel transformer combiner 

for use in a frequency reconfigurable near-watt-level CMOS PA design, where regular CMOS 

switches can be inserted at adjacent, low-swing nodes which drastically reduces the voltage stand-

off requirements. Notably, the proposed design can work equally work with PC switches which 

have demonstrated promising power handling capabilities; however, high-power PC switches are 

still under active study. 
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In the final part of the work, we investigate the use of transformer coupled-resonators in mm-

wave LNA designs for the upcoming 5G bands. While numerous bands between 20 and 100 GHz 

have been identified for commercial use, there is high current interest in several bands between 20 

and 30 GHz including 27.5-28.35 GHz (USA), 24.25-27.5 GHz (Europe), 25-29 GHz (Latin 

America), and 26.5-29.5 GHz (Asia) [3]. However, emerging 5G standards stipulate channel 

bandwidths below 500 MHz thereby making both frequency-tunable low fractional bandwidth 

designs and wideband high fractional designs (to simultaneously cover contiguous wideband-

separated narrowband channels of the diverse 5G spectrum) probable. It should be noted that while 

wideband LNA solutions are compact, they have higher noise figures (lower sensitivities) and high 

linearity requirements (they amplify interfering signals along with the main signal). While both 

approaches have their pros and cons, a choice between a frequency-tunable design (which suffers 

from a performance-tunability trade-off) and a wideband design (lower NF, higher linearity 

requirement) often involves a careful system level evaluation of the intended application and the 

associated overheads. Without making a case for one over the other, this work explores both 

wideband and narrowband LNA designs using transformer coupled-resonators. While examples 

of the use of transformer coupled-resonators in LNA designs are abundantly available in literature, 

this work identifies hitherto unexplored properties of coupled-resonators, and demonstrates their 

applications to mm-wave LNA designs.  

1.2 Thesis Contributions and Organization  

The specific contributions of this thesis and its organization are detailed below: 

1) Frequency reconfiguration of RF circuits using PC switches: In Chapter 2, it is 

demonstrated that by using GeTe-based PC switches with high cut-off frequencies (FCO), 

parasitic-sensitive narrowband RF CMOS circuits such as an LNA can be stably and 
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reversibly reconfigured across disparate frequency bands, while simultaneously achieving 

RF performance approaching that of non-reconfigurable CMOS-only implementations. A 

compact, dual-frequency narrowband low-noise amplifier reconfigured using a four-

terminal phase-change RF switch was designed and fabricated. Extensive characterization 

of several prototypes is presented demonstrating robustness and repeatability of the PC 

switch reconfiguration. This work was published in [5], [6] and [7]. [7] was co-authored 

with Greg Slovin (CMU) as the lead author.  

2)  Frequency reconfigurable transformer combiner for CMOS PAs: In Chapter 3, a 

frequency-reconfigurable transformer combiner is proposed with adjacent low swing nodes 

where switched tuning capacitors with regular CMOS switches can be used to realize multi-

band operation. The design of a high-power switched capacitor and a triple-band CMOS 

PA incorporating the proposed transformer combiner is also presented. Measurement 

results of the triple-band (2.5/3/3.5 GHz) PA chip showed good frequency selectivity; 

however, when compared to simulations, a reduction in the PA’s small and large signal 

performance was observed. Post-measurement analysis investigations identified probable 

causes of reduced performance in measurements. This work was published in [8]. 

3) Wideband mm-wave LNA design using one-port transformer coupled-resonators: In 

Chapter 4, the design of a multi-mode, wideband, low-noise amplifier (LNA) and receiver 

in a 65-nm process using the driving-point impedance (Z11) of one-port transformer 

coupled-resonators is described. Design guidelines and insights are presented for the use 

of Z11 as a wideband load. Nested-layout transformers are shown to simultaneously 

minimize area and flatten the Z11 response. The effectiveness of the proposed design 

techniques is demonstrated through measurements of 28-GHz LNA and quadrature 
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receiver prototypes. This work will be submitted for publication [9]. Referencing the work 

presented in Chapter 4, [85] and [119] (co-authorship with Susnata Mondal, CMU as the 

lead author) extensively uses transformer-coupled resonators in the design of wideband 

gain stages in its receive path. 

4) Narrowband Merged LNA-Vector Modulator transformer coupled-resonators: In 

Chapter 5, the use of wide tuning range and narrowband compact vector modulators for 

emerging 5G phased-array receivers is proposed. A low-Q coupled-resonator load in the 

LNA is used for quadrature generation, thereby avoiding the need for an explicit quadrature 

hybrid and facilitating an ultra-compact design. The use of phase-invariant PGAs with 

constant input capacitance following the LNA ensured low RMS gain and phase errors. An 

on-chip calibration loop is also implemented which adjusts the coupled-resonator’s 

capacitance to generate quadrature I/Q outputs at any desired frequency in the band. This 

work was originally published in [10].  

5) Finally, Chapter 6 concludes the thesis and identifies future directions of this work. 
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2 Frequency Reconfiguration of RF Circuits Using PC 

Switches 
 

2.1 Introduction   

Phase change (PC) chalcogenide materials like GST (GexSbyTez) and germanium telluride (GexTy) 

are able to undergo stable, rapid and thermally-actuated reversible phase transitions between their 

disordered amorphous and ordered crystalline states [11]. The two phases exhibit different 

reflectivities and conductivities, which has been exploited in both the optical storage and the digital 

non-volatile memory industries respectively [12]. In either case, the phase transition is initiated by 

a heating pulse followed by a cooling process. For example, in electronic PC memories, a high-

intensity short dc pulse raises the PC material’s temperature above the melting point due to Joule 

heating (I2R) from an adjacent resistive metal electrode. Subsequent rapid quench cooling locks 

the atoms in a high resistance amorphous state. In contrast, lower intensity pulses of longer 

duration allow the PC material sufficient time for crystal growth resulting in a locally ordered low 

resistance state [13]. A key advantage offered by PC memories is their zero steady-state power 

consumption: energy is expended only to accomplish the phase transitions while the 

amorphous/crystalline states themselves are stable and non-volatile.  

In addition to memory technology, PC materials have recently been used to develop high-

performance, non-volatile RF switches for use in frequency agile RF modules [14]-[23]. In contrast 

to PC memory where switching speed and memory density are paramount, an RF switch also 

requires extremely low on-state resistance (RON ~ 1-2 Ω) to minimize insertion loss and quality 

factor degradation (when used to switch passive inductors and capacitors), a high ON-OFF 

impedance ratio (> 104), and a low off-state capacitance (COFF ~ 10-20 fF) to achieve high isolation 

[22], [23]. A figure-of-merit (FoM) commonly used to encapsulate RF switch’s electrical 
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performance is the cut-off frequency (FCO = 1/(2·π·RON·COFF)) and is defined as the frequency 

above which the OFF-state impedance of the switch falls below the ON-state impedance. Thus, an 

FCO greater than 4 THz (2 Ω RON, 20 fF COFF) is essential for close-to-ideal RF switch operation. 

A small form factor, simple actuation mechanism, and compatibility with CMOS technology are 

additional critical requirements.  Failure to meet any one of these renders even a high-FCO RF 

switch technology non-viable. 

As the majority of RF front-end circuits are realized in standard CMOS processes, MOS RF 

switches are easiest to design and integrate. However, they fail to simultaneously achieve low RON 

and low COFF, and are not well-suited to act as an RF switch [23]. In contrast, PC RF switches 

based on GeTe (50/50 alloy) are uniquely positioned to meet all the RF switch requirements. Thin-

film crystalline GeTe resistivity as low as 1.83×10-6 Ω-m has been reported [4], which is more 

than an order of magnitude lower than that of state-of-the-art field-effect transistors (FETs). Thus, 

very low ON-state   resistances can be realized with a much smaller device geometry. Via-style 

PC switches based on the vertical PC memory cell were initially explored [14]-[16] and RF 

prototypes incorporating these switches such as a tunable inductor [22] and a wide-tuning range 

CMOS VCO [23] were successfully demonstrated. However, the vertical design often necessitated 

the use of multiple vias in parallel to achieve low RF loss and suffered from filament formation 

leading to incomplete transformations [18]. To avoid these issues, a new class of indirectly-heated 

PC switches has recently been developed [17]-[20], where the RF-signal path is electrically 

decoupled from the programming path through the use of a micro-heater element separated from 

the PC material by a thermally conductive dielectric barrier. Analogous to a FET switch with two 

signal terminals and an independent voltage-controlled gate terminal, these PC switches have four 

terminals comprising two RF terminals in the signal path connected in-line with the PC material 
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and two independent heater terminals in the programming current path. With reported cut-off 

frequencies exceeding 12 THz [19], the GeTe PC switch compares favorably in RF performance 

with various other technologies like RF MEMS, PIN diodes and FET switches [18], [24]. A 

directly-heated four-terminal GeTe PC switch has also been developed to reduce the heater 

programming power at the expense of electrical isolation [21]. A performance comparison between 

the directly-heated and indirect heating schemes is provided in [25]. 

Complex and highly reconfigurable RF systems employing these high-performance GeTe 

PC switches are already becoming a practical reality while offering many opportunities for both 

inter-circuit (field-programmable routing interconnects between different RF blocks analogous to 

a digital FPGA) and intra-circuit (alterable circuit characteristics such as center frequency) 

reconfiguration. In [4], the first in-situ frequency reconfiguration of a dual-band LNA employing 

a four-terminal GeTe PC switch was reported. More recently, PC switches have also been used to 

a receiver with component-level reconfigurable architecture [26] where banks of functionally 

similar circuit blocks tuned to different circuit frequencies were placed in a sea of PC switches. 

The implementation in [26] is especially nosteworthy as it exploits the small form-factor of PC 

switches to integrate 15 switches within a single receiver chipset. A similar implementation would 

incur a substantial area overhead if bulkier switches available from competing technologies were 

used [27]. 

This work describes the circuit-device co-design approach adopted to realize a 3/5 GHz dual-

band narrowband LNA. Previous MEMS-based and MOS-switch based reconfigurable LNA 

architectures suffered from large area overhead either through the use of bulky MEMS devices 

[28] or through the use of multiple inductors and resonators [29]-[30]. Compact narrowband 

implementations have been reported [31]-[34], but lossy CMOS switches resulted in large 
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performance variation between the frequency modes where the switches were turned on and turned 

off respectively.  In this work, a compact dual-band LNA design, with the area footprint of a single 

inductively-degenerated common-source LNA, is reported. The design uses a single integrated PC 

switch to transition between the two frequency bands. The introduction of the PC switch was 

experimentally verified to have introduced minimal performance degradation. As a result, the 

integrated CMOS-PC LNA achieved similar RF performance in both the frequency bands. Six 

prototypes of the CMOS-PC LNA were developed and tested to demonstrate the repeatability and 

robustness of the PC switch and the integration process. The issue of switching reliability of the 

PC RF switches was also addressed through standalone switch measurements, and by observing 

changes in the integrated LNA’s RF performance over several hundred switching cycles.  

2.2 Four Terminal PC Switches 

2.2.1 MOS vs PC Switch   

As discussed in the previous section, RF circuit reconfiguration requires switches with very low 

ON-state resistance and minimal parasitic capacitance. In [4], a PC switch with a width of 20 µm 

and an effective length (RF gap) of 600 nm was reported with an on-state resistance of ~2 Ω. In 

contrast, a MOS switch with similar dimensions would yield an on-state resistance of the order of 

several hundred ohms even in deeply-scaled technologies. A low RON can be achieved by 

increasing the MOS device’s gate-width but this would increase the area overhead, and reduce the 

OFF-state isolation at high frequencies due to the large source/drain junction capacitances. It is 

important to note that a switch can have low RON and yet exhibit a high insertion loss (IL). IL is 

defined as the ratio of the available power from the source to the power delivered to the load,  
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and measures the RF power loss through the switch [35]. Arguably, IL is a more meaningful 

measure of a switch’s ON-state RF loss than RON. Thus, if the width of a MOS switch is made 

arbitrarily large, it will have a small RON, but RF signal loss or IL will still be high as additional 

power will now be lost through capacitive coupling to the grounded substrate network [36].  

Modern CMOS processes offer a deep N-well transistor (DNW) for better substrate 

isolation (Figure 2.1(a)). Floating the body of the DNW transistor by connecting the body terminal 

to ground through a large resistance improves the power-handling capability [37] and reduces the 

insertion loss [36]. However, compared to a grounded substrate, a floating body configuration 

results in a worsening of the OFF-state isolation. To better understand this effect, two-port S-

simulations were performed where the two ports were connected to the drain and source terminals 

of a DNW transistor in 28 nm CMOS. A simple-RC switch model (Figure 2.1 (b)) was assumed in 

order to extract the effective RON and COFF from two-port S-parameter simulations. From the 

simulated values of IL in the ON-state (VGATE = VDD) and isolation (S12) in the OFF-state (VGATE =  
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Figure 2.1 (a) Structure of a deep N-well (NDW) nMOS transistor. (b) Equivalent model 

of the DNW transistor in the on-state and the off-state when used as a switch 
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0 V), the values of RON,EFF and COFF,EFF  were then calculated.   

The switch FoM was then determined as FCO= 1/(2·π·RON,EFF·COFF,EFF). Figure 2.2 shows the IL, 

isolation, RON,EFF and COFF,EFF of the DNW transistor for different gate widths with and without a 

floating body terminal. In the floated configuration, the body terminal was connected to ground 

through a 10-kΩ resistor. It was observed that large widths were helpful in reducing the insertion  

loss only when the body was intentionally floated. However, large widths and the attendant 

increase in junction capacitance resulted in the isolation of the switch falling below -10 dB. When 

the body was not floated, the best-case IL was only 0.39 dB (RON,EFF = 4.5 Ω). To achieve an 

RON,EFF of 2 Ω with a floating body, a 227.8 µm wide transistor was required which resulted in a 

COFF,EFF of 77.5 fF and a FCO of only 1 THz (Table 2-1). DNW transistors in 65 nm and 180 nm 

CMOS technologies were also characterized and the switch FoM was observed to have dropped  

        

                                         (a)                                                                (b) 

Figure 2.2 Deep N-well nMOS transistor in 28 nm CMOS: (a) simulated insertion loss and 

isolation, (b) extracted effective RON and COFF with grounded and floated body terminals. 

All simulations were performed at 5 GHz. In the floated configuration, the body terminal 

was connected to ground through a 10 kΩ resistor. 
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to 0.69 THz and 0.45 THz respectively. These results show that despite the incremental 

improvements afforded by the availability of DNW transistors and continued CMOS scaling, the  

rapid evolution of GeTe PC switches with cut-off frequencies beyond 10 THz [19] will help 

maintain their obvious advantages over MOS switches. It should be further noted that the ultimate 

performance of an RF switch is limited by the sheet resistance of the switchable channel as any 

performance gain accrued from a low RON will be offset by a corresponding increase in COFF. Thus, 

even state-of-the-art FET switches based on GaAs/GaN HEMTs and silicon-on-sapphire (SOS) 

technology (where the high resistivity substrate is effectively floating) fail to achieve cut-off 

frequencies beyond 2 THz [24] and are unlikely to approach the performance of a PC switch using 

GeTe (50/50 alloy) which has properties of extremely low crystalline resistivity (ρON) and high 

ρOFF/ ρON [18]. 

2.2.2 PC Switch Design 

In this section, the details of the switch design are briefly introduced. Further elaboration on the 

switch fabrication and design considerations are available in [7], [20], and [39], and formed the 

basis of the PhD thesis of a former CMU PhD student [39]. The schematic cross-section and 

isometric view of the designed PC switch is shown in Figure 2.3(a). As noted previously, the  

       

 

Table 2-1  Comparison of MOS switches in different technology nodes. 

 

 

Node 

[nm] 

Width 

[µm] 

RON,EFF 

[Ω] 

COFF,EFF 

[fF] 

Insertion 

Loss [dB] 

Isolation 

 [dB] 

FoM 

 [THz] 

28 227.8 2 77.5 0.17 -12.6 1.01 

65 256.5 2 119 0.17 -8.2 0.69 

180 407.2 2 176 0.17 -4.6 0.45 
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switch has two RF terminals and two heater terminals. The PC switch was fabricated in a custom 

process. A cross-section of the PC layer stack is shown in Figure 2.3(b) with all the process steps  

noted. The PC material (GexTe1-x) was sputter deposited from elemental targets at 200 ̊C and 

patterned using ion milling. The composition ratio of GeTe alloy was optimized near 50/50 to 

achieve very low ON-state resistivity [4], [38]. From Rutherford backscattering spectrometry 

measurements, the percentage of Ge and Te in the deposited PC film was determined to be 45%  
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Figure 2.3 (a) Cross-section and isometric view of the four-terminal PC switch. (b) The 

layer stack of the PC die with the layer materials and thicknesses indicated. The figures 

are not drawn to scale.  
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and 55% respectively. The heater (with the heater programming current flowing out of the plane 

of the page in Figure 2.3(a)) is electrically isolated from the phase change material through a 

dielectric barrier. The dielectric material should simultaneously have high thermal conductivity  

kth, to allow heat to flow from the heater to the PC material without a large temperature gradient, 

and small relative permittivity εr for good electrical isolation. In contrast to switches in [17]-19] 

which use Si3N4, PC switches in this work use AlN as the dielectric barrier due to their high kth 

(285 W/m-K) and moderate εr of 9 [4], [20]. The heater comprised a tungsten heating element of 

width 1 µm and length 25 µm. Compared to NiCrSi heaters in [17]-[19], the higher melting 

temperature, better thermal stability, and lower resistivity of tungsten enables a more reliable 

heater that can transform the PC material using lower pulse voltages [39]. The use of a thermally 

conductive sapphire substrate (kth = 35 W/m-K) resulted in quick cooling times necessary to 
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                                         (a)                                                                (b) 

Figure 2.4 Dominant parasitics in the four-terminal PC switch in the (a) on-state, and (b) 

off-state. 
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quench the PC material in its amorphous state and prevent unwanted crystallization after it has 

been heated to above its melting temperature [40]. Further details about the material choices and 

the fabrication process has been reported in [4]. Figure 2.4 marks the dominant parasitics of the 

PC switch in the ON and OFF states. Switch RON is determined by the PC material’s resistivity, 

the length of the RF gap between the electrodes (LPC in Figure 2.3(a)), as well as the thickness 

(TPC) and width of the GeTe layer (WPC in Figure 2.3(b)). The OFF-state capacitance COFF equals 

CTT +(CTH/2), where CTT comprises the parallel-plate and fringing capacitances between the RF 

terminals and CTH is the capacitance between the PC material and the heater. Since the sapphire 

substrate is electrically insulating, the capacitance from the PC material and the heater to the 

substrate can be ignored. LPC was optimized to be ~ 500-600 nm in order to obtain a reasonable 

trade-off between RON and COFF. It is easily observed that CTH is a function of the heater width as 

well as the thickness (WB) and dielectric constant of the barrier layer. Since WB determines CTH 

and the thermal coupling efficiency between the heater and PC material, it was chosen to be 100 

nm even as larger values of WB have been shown to significantly improve the cut-off frequency at 

the expense of higher programming power [20]. A thin GeTe layer (TPC = 50 nm) was preferred to 

limit the volume of the transformable PC material. While thicker GeTe layers would result in better 

RON, they have been found to be difficult to transform in the absence of a significant improvement 

in the switch’s thermal environment and heater reliability [18].  To achieve RON ≈ 1-2 Ω under 

conditions of perfect crystallization (where the entire volume of the PC material between the 

electrodes crystallizes in the ON-state), the switch width WPC was fixed at 20 µm.  

It should be noted that the magnitudes of the required actuation voltages are a function of the 

switch/heater dimensions and the heater resistance. If the heater resistance is lowered either by 

segmenting the switch into parallel segments or by increasing the thickness of the heater, lower 
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actuation voltages can be realized. However, in the work described in this paper, these approaches 

were not investigated. All measurements in this work were carried out at room temperature. 

Changes in ambient temperature will change the amount of power required from the heater to 

transform the PC material. Potential solutions, which include appropriate temperature feedback to 

heater driver and calibration of the transformation voltage profiles based on temperature, are 

beyond the scope of the investigation reported in this work. 

2.2.3 PC Switch Characterization 

To characterize the RF performance of the designed switches, one-port S-parameter 

measurements were made on two standalone PC switches having the dimensions given above. The 

two switches differed only in the length of the RF gap with LPC = 500 nm for switch #1 and LPC = 

600 nm for switch #2. The heating profiles of the PC material are shown in Figure 2.5(a). To turn 

the switch on, a 1 µs wide ~4.4 V pulse (VC) was used to raise the temperature of GeTe above its 

crystallization temperature (TC). To turn off, a 100 ns wide ~9.1 V pulse (VM) was used to raise the 

temperature of the PC material above its melting point temperature (TM) after which the pulse was 

turned off (10 ns fall time) to quench the PC material in its amorphous state. Both the 

amorphization and crystallization pulses were generated using an Agilent 8114A pulse generator.  

Figure 2.5(b) shows the measured RON, ROFF and COFF of the two switches. To ensure accurate 

estimation of switch parasitics and to keep the results consistent with previously reported work, 

the heater pads were left floating during the S-parameter measurements [19], [39]. If the heater 

pads were left connected to an external impedance (pulse generator), finite signal leakage to the 

heater pad through CTH (see Figure 2.4) would lead to an incorrect evaluation of the intrinsic switch 

RON and COFF in the on- and off-states respectively. Through this setup, FCO for the two switches 

was measured to be 5.5 THz and 6.4 THz respectively. The measured resistance of the heater for  
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both the switches was 39 Ω. Compared to [19] (12.5 THz FCO), PC switches in this work achieve 

similar COFF (~15 fF). However, RON was higher (1.5-2 Ω vs. 0.9 Ω in [19]) due to the use of a 
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Figure 2.5 (a) Heat and voltage profiles of the amorphization (red) and crystallization 

(blue) programming pulses with 10 ns rise and fall times. Stand-alone measurements of 

two fabricated PC switches (#1, #2): (b) RON and ROFF, and (c) COFF.  (d) Switch #2 
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comparatively thinner GeTe layer and smaller switch width. Figure 2.5(d) shows the resistance of  

switch #2 as it was switched on and off 100 times through the application of successive 

amorphization and crystallization pulses. RON remained stable at ~ 1.6 Ω while ROFF remained 

greater than 30 kΩ for the duration of the 50 measured switching cycles, thus exhibiting a DC  

resistance ratio better than 1.9×104:1. 

2.3 Dual-band LNA Design 

In a multi-standard receiver, flexibility in the operation of the LNA can be achieved in three 

different ways: (i) by using a narrowband LNA for each standard resulting in large area and power 

overheads, (ii) by using a wideband LNA concurrently covering all bands of interest, or (iii) by 

using reconfigurable multiband LNAs. The design specifications of wideband LNAs are very 

stringent: flat gain, good input matching, low NF and high linearity are required over the entire 

bandwidth. Moreover, due to the finite gain-bandwidth product available from an amplifier stage, 

a wideband LNA often requires more than one stage of amplification to achieve an RF gain 

approaching that of a narrowband amplifier with a high quality factor (Q) load. On the other hand, 

multiband LNAs preserve the frequency band selectivity of narrowband LNAs resulting in 

enhanced immunity to out-of-band interferers, and can theoretically achieve RF performance 

metrics similar to that of narrowband LNAs given the availability of RF switches with high FCO 

(low RON, low COFF). Since reconfiguration in multiband circuits is usually accomplished by 

switching either a capacitance or an inductance of a resonant-LC tank, a high FCO switch ensures 

an adequate tank Q even in the frequency bands where the switches are turned on. Multi-band 

LNAs using lossy MOS switches have been attempted [31]-[34] – but a significant disparity in RF  
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performance between the bands limits their applicability. In section II, we established that PC 

RF switches are capable of achieving both low RON and COFF thereby creating several interesting  

possibilities for their use in reconfigurable multiband circuits. In this section, we introduce our 

proposed design of a dual-band 3/5 GHz LNA employing one such RF PC switch.  

2.3.1 Dual-Band Simultaneous Noise and Input Match 

Consider the input network of an inductively degenerated CS LNA as shown in Figure 2.6(a). 

The input impedance is given by: 
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                                                   (a)                                                                (b) 

Figure 2.6 (a) Input network of a inductively degenerated CS LNA (b) CS LNA with a 

reconfigurable gate inductor for multi-band operation. The gate inductance is 

reconfigured either using a tapped-inductor (configurations I, II) or by switching the 

secondary coil of a transformer (configuration III). While CMOS switches can be used, 

high-FCO PC RF switches are preferable to maintain RF performance when the switches 

are turned on.  
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Here, CT=Cex+Cgs is the total capacitance across the gate-source terminals comprising an 

explicit capacitor Cex and the transistor Cgs. To set a conjugate power match, RIN must be designed 

to equal the source resistance R0, and the reactance X0 should be chosen such that X0=-XIN. The 

latter can be achieved by realizing X0 using a single series inductor LG, resulting in a conjugate 

match at a frequency ω1 given by 

                                         
 

1

1
. 

S G TL L C
                                                               (2-2) 

To minimize the noise figure, the impedance of the network driving the gate of the MOSFET 

must be set to an optimum value given by (to keep the expression simple, the correlation coefficient 

(c) between the gate-induced and channel noise current is set to zero. The reader is referred to [41] 

for expressions including a finite c): 
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Here, 
0/ ,  / 5    m dg g  where δ and γ are the gate and drain noise coefficients 

respectively. This results in a minimum noise figure given by: 

                       min 1 2 ,  where  .


 


   m
T

T gs

g
F

C
                                              (2-4) 



23 

 

   In order to achieve a simultaneous noise and conjugate match at a frequency ω1 in the absence 

of a power constraint, Cex can be set to zero so that CT=Cgs. By then equating Rs,opt to R0  the 

required device capacitance (and hence its width) can be found from (2-3) to be:   

                                         2

1 0

1
 .

1
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
gsC

R
                                                        (2-5) 

For a given bias condition (which sets the cut-off frequency ωT), the required value of the source 

inductance can then be obtained using 0  T SR L . From (2-1) and (2-3), it is evident that an 

approximate noise match is simultaneously achieved, since XIN  −Xs,opt. However, in deeply scaled 

technologies, setting Cex=0 usually necessitates a very large device width to achieve the requisite 

Cgs. For a targeted current density, this typically results in high power consumption. Therefore, a 

simultaneous noise and conjugate match is desired under a power constraint. This is accomplished 

by using an explicit capacitor Cex to realize part of the total required gate-source capacitance. It 

can be shown that the minimum noise figure remains unchanged with this addition [41].  

Next, consider the challenge of reconfiguring this CS LNA topology to achieve a simultaneous 

noise and conjugate match at a lower frequency ω2 < ω1.  If the gate inductance alone is changed 

from LG to LG2, while leaving unchanged the device size, the device bias and the source inductance, 

(2-2) indicates that the conjugate match is achieved at a new frequency 21/ ( )G S TL L C , which 

can then be set to ω2 with an appropriate choice of LG2. The inductor can be reconfigured either by 

using a tapped gate inductor, as shown in configurations I and II in Figure 2.6(b), or by switching 

the secondary coil of a transformer introduced in the input path (configuration III). The latter 

method avoids the use of lossy switches directly in the input signal path. However, the design still 

suffers from a significant disparity in noise performance between the targeted bands when CMOS  
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switches are used [33], [34]. Similar reconfiguration can be implemented using PC switches 

and can possibly reduce the performance disparity. 

Nevertheless, it is important to note that a noise match is no longer achieved at ω2, which 

fundamentally leads to a non-optimum design. This is evident from the expression for Rs,opt in (2-

3). If the device width is increased to maintain the same Rs,opt as before (see (2-5)), the  

transconductance or the source inductance (or both) must be increased in order to maintain the 

conjugate match; this is evident from (2-1). Switching the source inductance to a larger value 

would require a second “near-ideal” RF switch (in addition to the one that is needed to switch the 

value of LG), and is therefore not a desirable option. On the other hand, increasing the device size 

alone increases the gm at the expense of reduced ωT, thereby leading to an increase in FMIN. 

However, increasing the bias current in proportion to the device width allows ωT to remain 

unchanged, thus keeping FMIN constant. 
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Figure 2.7 (a) Dual-band CS LNA with two CS legs and a shared source inductor (b) Dual-

band CS LNA with two CS legs and coupled source inductors. 
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A possible implementation of the aforementioned reconfiguration is illustrated in Figure 2.7(a). 

In the high-frequency mode, branch #1 is turned on while branch #2 and the switch SW are both 

turned off. In the low-frequency mode, both branches and the switch SW are turned on. The 

branches are turned on and off by either enabling or grounding the gate of the cascode device. 

Note the use of a single RF switch, a shared source inductor, a tapped gate inductor, and MOS 

switched-capacitor tuned output tank. It is emphasized that while MOS switches can be used in 

the output load network, they cannot be used to reconfigure the input network because the switch 

appears directly in the RF signal path before the gate of the LNA transconductors, and must 

therefore have a very low RON to avoid degrading the LNA’s NF. As discussed previously, a MOS 

device dimensioned to achieve such low RON is accompanied by large parasitic capacitance which 

results in poor matching and reduced gain. However, although simultaneous noise and input 

matching can be theoretically achieved at two different frequencies with this topology, the 

presence of a large parasitic capacitance from the transistors’ source junctions at the shared source 

node (node A in Figure 2.7(a)) can also disrupt input matching in both the frequency modes. 

A superior approach to reconfiguration is illustrated in Figure 2.7(b). A single “near-ideal” RF 

switch SW is sufficient to switch the tapped gate inductor to achieve conjugate matching at two 

different frequencies. Since the effective gate-source capacitance is increased, Rs,opt remains 

unchanged, thereby preserving the noise match. Also, since the effective transconductance is 

increased, ωT remains unchanged. In the absence of coupling between the source inductances LS1 

and LS2, the effective source inductance would decrease (since LS1 and LS2 are effectively in 

parallel), which in turn would lead to a decrease in the real part of the input impedance, thereby 

disrupting the conjugate match. However, if strong coupling (coupling coefficient k→1) were 

introduced between the LS1 and LS2, the effective source inductance in the low-frequency mode can  
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be designed to remain roughly unchanged since LS1+M and LS2+M are now effectively in 

parallel. Thus, the real part of ZIN remains unaffected at the lower frequency, thereby preserving 

the conjugate match. Furthermore, since the introduction of strong coupling enables the 

implementation of the source inductors as a transformer with inter-leaved windings, an extremely 

compact design that occupies the footprint of a single-band LNA results. For moderately-separated  

frequency bands, the tapped gate inductor can be replaced by a simple gate inductor such that only 

the change in effective gate-source capacitance is used to realize the frequency separation. Note  
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Figure 2.8 (a) Small-signal equivalent of the input matching network of a CS LNA with 

two CS legs, a shared gate inductor and with finite coupling between the source inductors. 

Effect of Cgd is ignored. (b) Equivalent representation with gate inductance merged into 

an equivalent transformer. 
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that to satisfy (2-2) and (2-5) simultaneously, a tapped gate inductor will still be necessary. 

However, a simple layout afforded by the non-tapped gate inductor might be preferred at the 

expense of a non-optimum noise match as long as the performance is within the targeted design 

specifications. 

2.3.2 Narrowband Matching with Coupled Source Inductors 

Our objective is to design a 3/5 GHz LNA using the topology introduced in the previous section. 

Since the frequency separation between the high and low bands is moderate, a simple gate inductor  
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Figure 2.9 (a)Small-signal equivalent of the input network with the branch currents 

identified. (b) Equivalent representation of the wire-segments with inductors. 
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was preferred to avoid complexity. Figure 2.8(a) shows the small-signal equivalent of the input 

matching network of such an LNA in the low frequency band (an ideal short is assumed in lieu of 

the ‘on’ RF switch). The small-signal equivalent in the high frequency band follows from the 

conventional CS LNA configuration in Figure 2.6(a) and hence is not shown. By first replacing  

the coupled inductors with an equivalent transformer T-model, and then accounting for the 

frequency-independent resistances generated due to reactive feedback from the source inductors, 

the input network can be reduced to a fourth-order system with two parallel series-RLC branches  

 (Figure 2.8(b)) where the inductors La (= LS1+LG) and Lb (= LS2+LG) are coupled through a mutual 

inductance Me (=LG+M). Thus, the effective coupling factor ke may be written as 
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Figure 2.10 Reduction of the small-signal equivalent of the input network to a canonical 

representation. 
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Figure 2.9(a) shows an equivalent representation of the input network of the proposed CS LNA 

architecture, where the coupled inductors of Figure 2.8(a) are replaced by the transformer T-model. 

While an expression for the input admittance Yin can be derived, the resulting expression is too 

complicated to derive useful insight. However, the network can be reduced to a canonical 

representation through simple transformations. If he currents flowing in the two branches are 

assumed to be I1 and I2, it is straightforward to express their ratio as: 
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At the lower mode frequency where capacitive impedances dominate, a reasonable simplifying 

approximation is to assume that the current division at node A is determined primarily by the ratio 

of CT1 and CT2, and (2-7) can be rewritten as:  
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                                                                  (2-8) 

Thus, I1 and I2 can be expressed in relation to I as:     
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Next, the wire segments with inductors, B-D, C-D and D-GND, can be redrawn with resistors 

in series such that the transistor drain current injections at nodes B and C are accounted for and 

the voltages across the segments remain unchanged (Figure 2.9(b)). The values of the resistances 

R1, R2 and R3 can be expressed as (2-10)-(2-11): 
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Thus, the network of Figure 2.9(a) can be redrawn as shown in Figure 2.10(a), (b) by replacing 

the T-model with an equivalent three-terminal transformer. The gate inductor LG can then be 

combined resulting in a new transformer, shown in Figure 2.10(e) with an effective coupling factor 

defined as in (2-6). The resulting structure comprises two magnetically-coupled series-RLC 

branches, and hence is a fourth-order system. Now, if LG >> LS1 and LG >> LS2, the transformer in 

Figure 2.10(e) reduces to an inductance LG, resulting in the simplified structure of Figure 2.10(f). 

To generate the 50 Ω real part required for input matching as per (2-1), the value of source 

inductance LS is usually restricted to small values [42]. On the other hand, to satisfy (2-2) at low 

RF frequencies (< 5 GHz), a large gate inductance is required. Therefore, LG >> LS1 and LG >> LS2 

is generally true, and ke approaches 1, as is evident from (2-6). Thus, the transformer with coupling 

ke now reduces to a gate inductance LG, as is shown in Figure 2.8(b) and Figure 2.10(f) . Since CT1 

and CT2 now appear in parallel, the approximate values of the high and low band frequencies can 

be written as:  

                                    
1 2 1

1 1
;

2 ( ) 2 
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G T T G T
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L C C L C

                           (2-12)                          

This result can also be proved analytically. The overall expression for the input admittance can be 

described by (2-13) where: 1 1 2 2 1 1 1 2 2 21/ , 1/ , ( ) / , ( ) / . a gs b gs a bL C L C Q L R Q L R        

If we now reconsider under the constraint that LG >> L1 and LG >> L2 such that ke→1, we find that 

the s4 term in the numerator of Yin disappears. 
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(2-13) 

Note that (2-12) would also be valid with uncoupled source inductors or with low coupling; 

however, strong coupling is preferred for reasons already discussed in the previous section. The 

above result demonstrates that in addition to the simultaneous power and noise match which the  

proposed topology facilitates, we are also able to approach narrowband behavior in both frequency 

bands.  This behavior is demonstrated through a simple design example. Consider the circuit in 

Figure 2.11(a) in which we model a 3/5 GHz input matching network using ideal circuit elements  

and a single switch. In the 5 GHz mode, the switch is off and gm2 = 0. In the 3 GHz mode, the 

switch is turned on, a finite gm2 is assumed, and the coupling factor (k) between the source inductors 

is varied to observe the effect on input admittance (Yin). For narrowband matching at 5 GHz, the 

following designs parameters were initially chosen: gm1 = 13 mS, CT1 = 210 fF, LS1 = 750 pH, LS2  

CT1 Vgs1 CT2 Vgs2

LS2
LS1

LG
Yin

M

Ideal Switch

gm1Vgs1 gm2Vgs2

        

                                               (a)                                                                (b) 

Figure 2.11 (a) Design example of a dual-band input network using ideal elements and a 

single switch. (b) Magnitude of input admittance for different values of coupling factor ‘k’ 

between the source inductors LS1 and LS2.   
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= 750 pH, and LG = 4 nH. In the next step, CT2 was chosen to be 450 fF to satisfy the resonance 

condition at 3 GHz as per (2-12). Figure 2.11(b) shows the Yin magnitude as the coupling factor 

(k) between the source inductors was varied between 0 and 0.7. While the gm2 values had to be 

adjusted with higher k requiring lower gm2, the resonance frequency itself did not deviate from 3 

GHz. With this simple model as the starting point, the design was further optimized for noise and 

gain based on principles discussed in the previous section and in [41]. 

2.3.3 Design Details 

The circuit schematic of the LNA is shown in Figure 2.12. The LNA comprises two inductively-

generated cascode common-source (CS) legs, with strong coupling introduced between the source  

inductors through a compact, high-k transformer as shown in Figure 2.13(a). While both primary 

and secondary coils were initially designed to be two-turn inductors tightly interleaved with each 

other, an additional turn - implemented in the top metal - was added to the primary coil during the 

design optimization phase to realize the source inductance required at 5 GHz. The transformer 

coupling factor k at 3/5 GHz was simulated to be 0.74 (Figure 2.13(b)). The PC RF switch, inserted  
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Figure 2.12 Schematic diagram of the 3/5 GHz LNA designed in a 0.13 µm process. 
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between the gate inductor and one of the CS stages, removes it from the input signal path when 

turned off during operation in the higher band (5 GHz). To enable the lower band (3 GHz) 

operation, the PC switch is turned on and both CS stages are included. An explicit capacitor of 250 

fF was inserted between the gate and source of M2 to satisfy matching requirements in the 3 GHz 

mode. Band selection at the output is performed by switching the capacitance of an LC-tank load. 

The size and RON of the CMOS switches in the capacitor bank (controlled by a three-bit digital  

word C1C2C3) pose a trade-off between the output tank’s quality factor and the off-state 

capacitance. However, wide CMOS switches can be employed in the capacitor bank by ensuring 

that the off-state capacitance is accounted for during operation in the 5 GHz mode. Metal-insulator-

metal (MIM) capacitors available in the process displayed high Qs (> 80) at 5 GHz; therefore, the 

overall tank Q suffered only minor degradation with the use of MOS-switched capacitors.  

       

118 µm
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Metal 7
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+

                

                                               (a)                                                                (b) 

Figure 2.13 (a) Layout implementation of three-terminal the high-k source transformer 

with interleaved windings. (b) Simulated values of primary and secondary coil inductances 

and quality factors, and the transformer coupling efficient k. 
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2.4 Measurement Results 

2.4.1 PC Wafer Fabrication and Integration with CMOS 

The PC chips were fabricated in two batches. In the first batch (B1), the PC switches used in the 

LNA had width WPC = 20 µm, gap length LPC = 600 nm and PC layer thickness TPC = 50 nm. In  

the second batch (B2), two wafers B2-W1 and B2-W2 were fabricated with PC layer thicknesses 

TPC = 50 nm and TPC = 75 nm respectively. The PC material (GexTe1-x) was sputter deposited at  
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    (b) 

Figure 2.14 (a) Die photo in 0.13 µm CMOS. LNA #1 has open switch pads for integration 

with PC switch and for CMOS testing in the 5 GHz mode. LNA #2 has shorted switch pads 

for 3 GHz mode testing. (b) Die photo of the integrated LNA. 
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160 °C instead of 200 °C as in the first batch. The tungsten heater was 25 µm long and 1 µm wide 

in all cases. In both batches, a thermally conducting, electrically insulating aluminum nitride (AlN) 

barrier layer of thickness TB = 100 nm was used. All wafers used copper metallization on pads; 

however, a ~200 nm thick gold layer was additionally sputtered on top of the copper pads in B2-

W1 and B2-W2. The device cross-section of B2 devices was similar to Figure 2.3(b), except the 

addition of the gold layer between the Cu electrode and the Cu metal stud.  

A substrate-agnostic design of a PC switch has been discussed in [26]. Monolithic integration of 

the PC switch stack (Figure 2.3(b)) with the backend of a CMOS process is preferable to minimize 

the parasitics associated with integration of the switch with the rest of the circuit. However, the 

thermal environment and associated heat sinking required for reliable transformation of such a 

switch remains the subject of a future study. Therefore, the PC switch used herein was fabricated 

in-house on a sapphire substrate due to its high thermal conductivity and high electrical resistivity.  
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Figure 2.15 Measurement setup of the integrated LNA-PC chip using two RF and two DC 

probes. 
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The CMOS part (Figure 2.12) of the system was fabricated in a 0.13 µm RF-CMOS foundry 

technology, and was flip-chip bonded to the PC chip using an in-house integration process [4], 

[39]. To obtain baseline measurements of CMOS-only LNA’s in each mode, two separate CMOS 

LNA’s (#1, #2), shown in Figure 2.14(a), were fabricated. Both LNA’s had two switch pads to 

enable integration with the PC switch fabricated on a separate die. In LNA #2, the switch pads 

were shorted on the CMOS die by a thick metal trace thus resulting in a hardwired 3 GHz  

operation. LNA #1 with open switch pads was used both for higher band CMOS-only testing, for 

integration with the PC switch and to serve as a control LNA for the 3/5 GHz modes, as described 

below. To isolate the effects of the flip-chip integration on the RF performance, and estimate the  

impact of the PC switch itself, two additional “control” chips were fabricated. In control chip #1, 

the PC material was replaced with metal (Au) to mimic an ideal short. In control chip #2, the GeTe 

layer was completely removed to mimic an ideal open circuit.  

A total of six functional CMOS-PC LNA’s (two per wafer) were available between the three 

wafers. The open/short circuits used in the control LNA’s were fabricated on the B1 wafer. 

2.4.2 Measurement Setup 

 All measurements were performed using on-wafer probing. Details of the setup for the control 

and CMOS-PC LNA’s are shown in Figure 2.15. Power supplies and biases to the circuitry on the 

CMOS chip were provided via the PC chip using two DC probes. Two-port S-parameter 

measurements were made using an Agilent N5247A PNA-X vector network analyzer and two 

calibrated RF probes at the input and output of the LNA. To enable a fair comparison, the biasing 

conditions were adjusted slightly to keep the power consumption of the CMOS-PC and control  

LNA identical to that of the CMOS LNA. All the LNAs were operated from a 1.2 V supply.  The 

PC switch was transformed by using an Agilent 8114A pulse generator to apply voltage pulses to 

the heater through two pads on the PC chip. During characterization, the heater resistance was  
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measured to ensure that no inadvertent breakdown had occurred in the heater path due the high 

temperature stresses of the switching process. 

                 

                                      (a)                                                                (b) 

Figure 2.16 (a) Micrograph of the single-ended inductor test structure (drain inductor of 

the implemented CMOS LNA). (b) Micrograph of the high-k transformer test structure 

(source transformer of the implemented CMOS LNA). MT = Top Metal. 

                             

                                      (a)                                                                (b) 

 

                                      (c)                                                                (d) 

Figure 2.17 Measured and simulated (a) inductance, and (b) quality factor of the inductor 

test structure. Measured and simulated (a) inductances, coupling factor, and (b) quality 

factor of the coils in the transformer test structure. 
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2.4.3 Characterization of Stand-alone Passive Structures 

To verify the accuracy of our electromagnetic (EM) simulations, two stand-alone test structures 

with the same layouts as those of LDRAIN and XFMR in Figure 2.16(a) were also fabricated on the 

same CMOS chip. Measured and EM simulated inductance and quality factor of LDRAIN is shown 

in Figure 2.17, with <5 % error in the inductance value but with up to 20% error in Q values at 5 

GHz. A proportional reduction in the LNA gain between simulations and measurement is therefore  

 

Table 2-2 Summary of measured gain and NF of B1 devices. 

        

                                      (a)                                                                (b) 

Figure 2.18 Measured (a) S21 and (b) NF of the CMOS-only baseline, control and the B1 

CMOS-PC LNAs. Simulated LNA performance is also shown. 
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expected. A similar trend was observed in the measurements of the primary/secondary coils of 

XFMR. The measured value of transformer k was same as the simulated value of 0.74. It is possible 

that the lower measured Q at higher frequencies was due to a higher bulk substrate resistivity 

assumed in our simulations. 

2.4.4 Gain and NF Characterization of B1 and Baseline LNAs 

 Our first objective was to quantify the degradation caused by the flip-chip interconnect 

parasitics, and then to quantify the effect of the PC reconfiguration. This was done by comparing 
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Figure 2.19 Illustration of the input signal return path (marked in dashed red line) in the 

3 GHz mode for (a) baseline CMOS with a metal short, (b) control LNAs with Au metal 

short on the PC die, and (c) CMOS-PC LNA. In the 5 GHz mode, the input signal return 

path bypasses the switch pads completely, the metal shorts in (a) and (b) are absent, and 

the PC switch in (c) is in the off-state. The magnitude of change in the minimum NF 

observed in the three configurations is also shown. 
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the gain (S21) and noise figure of the control LNA’s and the CMOS-PC LNA against the baseline 

CMOS LNA. The chips used in this measurement, fabricated on the B1 wafer, were the same as  

 those reported in [4]. The results are plotted in Figure 2.18 and summarized in Table 2-2. The 

S21 includes the output buffer whose gain was simulated to be 0.95 with a 50 Ω load.  

The peak S21 of the baseline LNAs was 20.9 (21.6) dB in the 3 (5) GHz mode, while the peak 

gain of the control LNAs was comparatively lower at 20.2 (20.8) dB in the 3 (5) GHz modes 

respectively. This level of degradation is expected since the addition of the bump bonds introduces 

additional resistances in the input/output signal paths and the power/ground network. The S21 of 

the CMOS-PC LNA was measured to be 19.5 dB and 20.1 dB in the two modes respectively. 

Simulations showed that a switch with RON ~ 2-4 Ω was unlikely to have caused the observed gain  

drop between the control and CMOS-PC LNAs. The reason for the excessive degradation was 

attributed to a weak solder joint in the CMOS-PC chip which led to increased contact resistance 

between the solder bumps and copper bond pads on the PC chip. To minimize the contact 

resistance, a layer of gold was coated on the copper pads before the bonding process in the second  

batch (B2). A consistently higher S21 was observed in the B2 devices (discussed in the next 

section), thereby verifying the finite effect of the bump bond contact resistances on the gain of the 

integrated LNAs. 

The addition of solder bumps at the CMOS-PC interface also had a significant impact on the 

noise figure. Going from the baseline to the control LNA’s, the NF was observed to increase from 

1.9 (2.25) dB to 2.55 (2.8) dB in the 3 (5) GHz modes. To quantify this degradation due to flip-

chip integration parasitics, an equivalent circuit was constructed for the baseline, control and 

CMOS-PC LNA’s, as shown in Figure 2.19. Both the control and the CMOS-PC versions add four 

bump bonds into the signal path, and the traces on the PC chip contribute to additional parasitic  
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resistance, inductance and capacitance. In going from the control to the CMOS-PC LNA, 

additional parasitics are accrued due to the RON and COFF of the PC switch. A simple, approximate 

expression can be derived for the NF of the CMOS-PC LNA relative to the control LNA due to 

excess resistance caused by the insertion of the PC switch:   

        

(a) 

       

(b) 

Figure 2.20 (a) Measured S21, S11 and (b) NF of 4 CMOS-PC LNAs (batch 2) in the 3/5 GHz modes 

before switching, and after one/ten switching cycles. 

 

                       

Table 2-3 Performance summary of CMOS-PC LNAs fabricated in batch 2.  
1The amorphization pulse is 100 ns wide. 2The crystallization pulse is 1 µs wide. 3S11 values reported at 3.4/5.3 GHz. S11 shift is 

discussed in section IV(E). 4Two-tone test with RF inputs at 3/3.001 GHz and 5/5.001 GHz. 
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After 

1 
cycle 

After 

10 
cycles 

Before 

Switching 

After 

10 
cycles 

Before 

Switching 

After 

10 
cycles 

B2-W1 #1 
[50 nm] 

32.7 8.0 4 
3 21.2 20.9 20.2 -8.1 -8.6 -10.1 2.65 2.70 -12.1 -11.6 

5 − 21.1 21.0 − -5.7 -6.6 − 2.75 − -13.4 

B2-W1 #2 
[50 nm] 

37.1 7.6 4 
3 21.2 21.0 20.5 -8.2 -8.2 -10.0 2.67 2.65 -12.0 -11.6 

5 − 21.7 21.4 − -5.9 -6.4 − 2.76 − -13.6 

B2-W2 #1 

[75 nm] 
23.4 8.7 4.8 

3 21.5 20.9 20.8 -7.9 -8.9 -10.4 2.52 2.67 -12.6 -11.8 

5 − 21.9 21.7 − -5.8 -6.8  2.79 − -13.0 

B2-W2 #2 

[75 nm] 
21.8 8.9 4.9 

3 21.6 21.5 21.2 -7.7 -7.7 -9.2 2.46 2.48 -12.7 -12.5 

5 − 21.9 21.9 − -6.1 -6.4 − 2.66 − -13.8 
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                                       (a)                                                                      (b) 

Figure 2.21 Measured IIP3 of the baseline LNA (CMOS-only) in (a) 3 GHz, and (b) 5 GHz 

modes. 

        

 

Table 2-4 Performance summary and comparison.  
1 Continuous tuning (only select bands shown).2 Only narrowband modes of LNA shown.3 LNA B2-W2 #2 after 10 

switching cycles. 
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From the measurement data in Table 2-2, an excess resistance of 6.5 Ω is estimated for the 

Batch #1 CMOS-PC LNA. This is well in excess of the expected value of ~2 Ω due to the intrinsic  

 RON of the PC switch. As discussed previously, this can be attributed to a weak solder joint in 

the Batch #1 CMOS-PC LNA. Indeed, NF measurements on Batch #2 devices revealed a 

degradation of only 0.1-0.2 dB for the CMOS-PC-LNA relative to the control LNA, (see next 

section), which results in a more reasonable estimate of RPC ~ 2-4 Ω. Taken together, these 

measurement results show that the integration of the CMOS-PC chips resulted in a tolerable   

 degradation in the LNA’s gain and noise performance despite flip-chip integration parasitics. 

These metrics also compare favorably with that of non-reconfigurable LNAs at similar frequencies 

[43].  

2.4.5 Characterization of B2 CMOS-PC LNAs 

Extended gain and NF measurements were conducted on batch 2 CMOS-PC LNA’s as well. 

Each of the two wafers in batch 2 had two LNAs (B2-W1-#1, #2 and B2-W2-#1, #2). The LNAs 

were first measured in the as-fabricated condition before the application of switching pulses  

(deposited GeTe is in its crystalline state) and then after the first and tenth switching cycles, 

respectively. Each switching cycle comprised one amorphization pulse and one crystallization  

pulse. The measured S21, S11 and NF of the four CMOS-PC LNAs are plotted in Figure 2.20. It can 

be observed that there was little or no change in the gain and the NF of all four LNAs between the  

and the tenth switching cycles, suggesting stable and reversible transformations. Table 2-3 

summarizes the performance of the four CMOS-PC LNAs. Compared to B2-W1, the use of a 

thicker GeTe layer in B2-W2 LNAs resulted in a slight improvement in S21 and NF. Furthermore,  

compared to B1, B2 devices of same GeTe thickness (W1) also showed an improvement in S21 and 

NF due to the use of gold-coated pads.  The input-referred third-order intercept point (IIP3) was 

measured before the first and after the tenth switching cycles, and is also summarized in Table 2-3.  
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The two-tone tests were performed with RF inputs at 3/3.001 GHz and 5/5.001 GHz for the 3 GHz 

and 5 GHz modes respectively. The linearity of stand-alone PC switches was not characterized in 

this paper and has been characterized in [25] for similar switches. Since the standalone IIP3 of the  

PC switches is much higher than that of typical LNAs, they can be expected to have minimal 

impact on the overall linearity of the CMOS-PC LNA. Expectedly, the IIP3 of the baseline LNA 

(Figure 2.21) was nearly identical to the IIP3 of the CMOS-PC LNA reported in Table 2-3. In 

Table 2-4, the integrated LNA’s performance is compared with previously reported CMOS and 

CMOS-MEMS multi-band LNAs. It is evident that due to the employed design techniques and a  

superior RF switch, the CMOS-PC LNA achieves identical gain, noise and linearity performance 

in both bands, an attribute missing from previously reported multi-band LNAs. 

 

                      

VDD

LDRAIN

LGATE

L1 L2

M2M1

CBypass

 

INPUT PORT

Trace Inductance

Substrate 
Tap 2

Substrate  Tap 1

A B C

D E

F H

G1

G2

G3

Metal 8
Metal 7
Metal 6

XFMR

LGATE

LDRAIN

XFMR

Substrate 
Tap 1 Substrate 

Tap 2
Switch Pads

A

B C

D E

F H
VDD

G1G2
G3

550 µm

Ground Trace

Cpar1 Cpar2

 

Figure 2.22 Circuit and layout floorplan of the LNA. The buffer is not shown. Two possible 

AC current loops (external input loop in green, internal loop through bypass capacitance 

in red) are marked by dashed lines. Interconnect segment G1-G2-G3 with substrate taps 

on either end is the ground trace drawn in the top metal layer. 
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2.4.6 Input Matching 

In Figure 2.20, it is shown that S11 of the CMOS-only baseline LNA was measured to be ~ -10 

dB in both modes: this was higher than the simulated values and showed a frequency misalignment 

with the S21 peak. Furthermore, the stability factor [44], K, at the peak gain frequencies dropped 

below 5 (with |Δ| < 1, where Δ = S21S12 – S11S22). In a single-ended LNA design, parasitics on the  

current return paths must be tightly controlled and minimized to avoid adverse impact on 

performance [45]. Figure 2.22 shows the circuit and layout floorplan of the LNA. Note that the 

substrate taps at either end of the LNA layout (marked as substrate taps 1 and 2) are connected 

through a long metal trace (G1-G2-G3) in the top metal instead of a low-impedance ground plane. 

This ground trace also runs parallel to the input and output feedlines creating parasitic magnetic 

couplings which can degrade the reverse isolation (S12). Furthermore, the presence of parasitic 

capacitances (Cpar1, Cpar2 in Figure 2.22) across the input-output terminals can also lower the gain, 

disrupt the input matching and further lower the isolation. These factors were erroneously  

 

       

                                       (a)                                                                      (b) 

Figure 2.23 Schematic simulations of the LNA in the 3 GHz mode (b) with and (c) without 

an EM model of the input/output and ground metal traces and parasitic capacitances Cpar1 

and Cpar2. Both Cpar1 and Cpar2 were assumed to be 20 fF. 
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overlooked during the design phase, thereby creating higher order effects, evidenced by S11 

deviation from narrowband behavior and a reduction of stability factor K. While identification of 

all the parasitic capacitances and ground return paths proved to be difficult, diagnostic schematic-

only simulations of the LNA (Figure 2.23(a), (b)) in the 3 GHz mode with and without an 

electromagnetic (EM) model of the trace parasitics and explicitly added Cpar1, Cpar2 (each equal to  

20 fF) showed that the aforementioned reasons were likely responsible. The parasitic capacitance 

values in simulations were chosen to match the S11 frequency shift observed in measurements. 

 Flip-chip integration also caused degradation of the S11 of the control LNA and the CMOS-PC 

LNA relative to the baseline LNA, as can be observed from Figure 2.24. This degradation is 

attributed to the long traces which were required on the PC chip at the input and the output of the 

LNA. Note that the parasitics from the bump bonds and PC pads were not significant enough to  

      

  

      

                                               

Figure 2.24  Effect of the addition of an EM model of the input traces on PC die on the S11 

of the baseline CMOS-only LNA and its comparison with S11 of the B1 CMOS-PC LNA. 

Simulated S11 of the LNA schematic (comprising foundry-provided RF models of the 

transistor and capacitors, and EM models of the input/output pads, gate, drain inductors 

and the source transformer) is also shown. 
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alter the input network characteristics. In Figure 2.14(b), it is shown that each of the input traces 

is > 1.75 mm long (standalone inductance of ~ 1.35 nH). Since the integrated LNAs were wafer- 

probed, such long traces, appearing in series with the CMOS input network, were necessary to 

provide sufficient clearance between the DC and RF probes. When the EM model of the input 

traces was added to a simulation setup comprising measured S-parameters of the baseline LNA, 

the degradation in S11 was similar to that observed in the CMOS-PC LNA (Figure 2.24). These 

results show that the relatively higher S11 of the integrated LNAs can be avoided in practice by  

wire-bonding to the PC chip rather than wafer probing, thereby eliminating the aforementioned 

traces.  

2.4.7 Cyclability 

Although GeTe switches show exceptional RF performance, they have been known to either 

stop switching completely or show an increase in its RON, especially after a period of continuous  

 

Figure 2.25 Measured resistance change of 5 standalone-switches over 100 switching 

cycles. 
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switching activity. Switch failures can be attributed either to a heater breakdown from temperature 

stresses or due to the degradation of the GeTe material into an intermediate state between the 

amorphous and crystalline phases [46]. The slow increase in RON observed in some switches may 

be similarly attributed to pockets of amorphous GeTe developing within the crystallized volume 

eventually leading to switch failure. To characterize this behavior, ON- and OFF-state resistances 

of several stand-alone switches were studied over 100 switching cycles. It was observed that the 

switches behaved in one of three ways: 

                            

(a) 

                            

(b) 
 

Figure 2.26 (a) Measured LNA-PC B2-W1 #1 S21 at 2.9 GHz and 4.9 GHz over 200 

switching cycles (total number of pulses = 400). Each switching cycle comprises one 

amorphization and one crystallization pulse. (b)Measured LNA-PC B2-W1 #2 S21 at 2.9 

GHz, and 4.9 GHz over 330 switching cycles (total number of pulses = 660). 
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 (1) RON remained stable only for a few cycles after which a steady increase in its value was 

observed. The number of cycles with stable RON as well as the subsequent rate of increase was 

different for different switches, even though they were designed to have similar dimensions. This 

behavior, observed for most of the switches, is represented by switches marked #1 and #2 in Figure 

2.25. (2) RON remained stable for a few cycles after which the switches failed immediately. This 

behavior, less common than (1) and mostly attributable to heater failure, is represented by switch  

#3 in Figure 2.25. (3) RON remained stable for the entire duration of switching measurements. 

This behavior, again less common than (1), is represented by switches #5 and #6 in Figure 2.25.  

Note that, for most of the switches, the heater resistance itself showed little change even after 100 

switching cycles. The improvement in heater reliability can be attributed to the use of the thermally  

conductive AlN as the barrier layer in this work. To observe the impact of the RON drift, the RF 

performance of two of the batch 2 CMOS-PC LNAs (B2-W1 #1 and B2-W1 #2 in Figure 2.20) 

was characterized over several hundred switching cycles. The S21 results are shown in Figure 2.26, 

and the NF results in Figure 2.27. CMOS-PC LNA #1 showed little change in lower-band S21 up 

to 100 cycles, after which a more rapid deterioration was observed. No change was observed in 

the higher band S21 as it does not depend on RON. The experiment was stopped at 200 cycles, at 

which point the S21 had already degraded by over 2.5 dB. NF, measured after 200 cycles, had 

increased to 4.4 dB from 2.65 dB, measured after 10 cycles. On the other hand, LNA #2 showed 

stable RF performance for larger number of cycles: the start of S21 degradation was observed only 

after 225 cycles. It is evident that the degradation in LNA performance with increasing switching 

activity can be attributed to the increase in RON observed in Figure 2.25. Unfortunately, the RF 

performance of other functional CMOS-PC LNA’s could not be similarly characterized as they 

were lost prematurely due to an ESD event. Obviously, future revisions of the PC switch design  
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address the issue of RON drift to improve their switching reliability well beyond what has been 

reported here and in the related state-of-the-art [17], [46]. While this will be an important task in 

the development of this technology, no attempt was made to optimize or engineer the cyclability 

of the devices presented here, nor to understand the source of the RON drift. Thus, the behavior of 

these devices should not be taken as seriously limiting the potential application of this technology. 

Recently, Sb-Te based phase-change switches with improved fabrication and heater construction 

has demonstrated switching cycle endurance greater than 300,000 [47] for the first time by a 

commercial lab thereby strengthening the case for phase-change material based RF switches.   

2.5 Integrated CMOS-PC LNA Summary 

  This work has demonstrated that by using GeTe-based PC switches with high cut-off frequencies 

(FCO), parasitic-sensitive narrowband RF C MOS circuits such as an LNA can be stably and 

reversibly reconfigured across disparate frequency bands, while simultaneously achieving RF 

performance approaching that of non-reconfigurable CMOS-only implementations. A compact, 

dual-frequency narrowband low-noise amplifier reconfigured using a four-terminal phase-change 

                    

                                       (a)                                                                      (b) 

Figure 2.27 Measured NF in the 3 GHz mode of (a) LNA-PC B2-W1 #1, and (b) LNA-PC 

B2-W1 #2 over large number of switching cycles.  
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RF switch has been designed and fabricated. Extensive characterization of several prototypes is 

presented demonstrating robustness and repeatability of the PC switch reconfiguration. Finally, 

this work highlights the importance and feasibility of adopting a circuits-technology co-design 

approach towards the development of new integrated systems such as CMOS-PC as an enabling 

technology for complex field programmable transceivers. 
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3 A Triple-Band (2.5/3/3.5 GHz) Power Amplifier with 

a Frequency Reconfigurable Power Combiner 
 

3.1 Introduction  

Modern cellular applications require power amplifiers (PA) with multi-watt output power 

levels. To facilitate integration, there has been a strong push to realize multi-watt PAs in standard 

CMOS processes. However, this is a challenging problem due to the low quality factor of 

integrated passives and the low breakdown voltage of active devices. The latter limits the driving 

capabilities of CMOS amplifiers, thereby mandating the use of a passive combiner network. The 

combiner is usually transformer-based [48]-[49], and is usually categorized as series-combining 

or parallel-combining, depending on whether voltage or current is combined at the load [50]. In 

other words, a series-combining structure combines voltages (Figure 3.1(a), while a parallel-

combining structure combines currents Figure 3.1(b)). Current-combining ensures channel 

symmetry and compared to voltage combiners, suffer from lesser efficiency degradation due to 

amplitude and phase mismatches between the unit amplifiers [51]-[53]. Voltage combiners are 

more common as they facilitate the transformation of a 50Ω load to a low impedance at the unit 

1
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Rln
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ZPA=Rln/N

ZPA=Rln/N

ZPA=Rln/N
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                                       (a)                                                           (b) 

Figure 3.1 Transformer-based power combiners. (a) Voltage combiner, and (b) current 

combiner with 1:N turns ratio.  
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amplifier output, resulting in high output power delivery from each unit PA. On the other hand, 

current combining results in a higher PA output impedance resulting in a reduction of power 

delivered from each unit PA. Thus, the unit transformer in a current combiner requires a 1:N turns 

ratio in order to present the same impedance to the unit amplifier and deliver the same power to a 

50Ω load as an N-way voltage combiner with 1:1 unit transformers (Figure 3.1). Realizing a turns 

ratio greater than 1 is usually not possible in standard CMOS processes with a single thick metal. 

Therefore, due to their ease of implementation, we limit our analysis in this work to series-

combining networks / voltage combiners for sub-5 GHz frequencies. Phase and amplitude 

mismatches between unit amplifiers are likely to be much worse at mm-wave frequencies, and 

current-combining then might indeed prove to be a better choice of implementation despite the 

layout challenges [51], [53].  

In previous implementations of voltage combiners, the values of the coil self-inductances are 

optimized at a given frequency, and a fixed tuning capacitor (𝐶𝑠𝑛 in Figure 3.2) is inserted in the 

secondary network to minimize the insertion loss [48]-[49]. While the capacitor can also be placed 

in series with the load, a shunt capacitor is preferred for narrowband applications [54]-[56]. If a  
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Figure 3.2 Secondary tuning capacitance in a voltage transformer combiner and its effect 

on output power level.  
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series capacitor is used, the efficiency curve shows a high-pass response, and is more suited for 

broadband applications. However, the combiner then loses its frequency-shaping characteristics 

favorable in narrowband applications to suppress higher harmonics.  Thus, while using a shunt 

capacitor is useful for narrowband applications, it limits the use of a PA with a large-footprint 

transformer network to a single standard. This is because of a lack of high-voltage CMOS switches 

to enable switching of the shunt capacitance between different standards. In this work, we show 

that by switching capacitances inserted between low-swing nodes of the secondary coil of the 

combiner network, the voltage stand-off requirement on the switches is vastly reduced, and the 
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Figure 3.3 (a) Single-stage equivalent of the transformer combiner. (b) Transformation 

steps to derive a simplified equivalent network of a single-stage of the transformer 

combiner.  
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same transformer combiner can be used to realize multi-standard operation using regular CMOS 

switches. 

3.2 Power Combiner Efficiency 

The efficiency of the amplifier stage and the combiner network together determine the overall 

power efficiency of the PA. The amplifier efficiency depends on the amplifier class as well as the 

presence of optimal load impedance (𝑍𝑜𝑝𝑡) at the amplifier output. The passive combiner often 

functions as a matching network to transform the antenna load to the required 𝑍𝑜𝑝𝑡 of the amplifier. 

In order to design the combiner for maximum efficiency, we begin by considering a single-stage 

equivalent of an N-way power combiner [Figure 3.3(a)]. The simplified structure with a 

transformer and output network is also shown in Figure 3.3(b). Note that 𝑘 and 𝑅𝑠 represent the 

coupling factor and the low-frequency series loss of the coils respectively. 𝑅𝑙  (=  𝑅𝑙𝑛/𝑁) is the 

load at the secondary side while 𝐶𝑠 (=  𝑁𝐶𝑠𝑛) is the secondary parallel capacitance. A sequence of 

transformation steps, comprising successive parallel-to-series and series-to-parallel conversion 

steps is performed to absorb the secondary coil loss into an equivalent output network comprising 

a shunt-RC load (𝐶𝑒𝑞 and 𝑅𝑒𝑞). Note that after the first transformation step, we have: 
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(3-1) 

Here, 𝜔0 represents the frequency of operation. Since the secondary-side load (𝑅𝑙) can be 

considered a constant (= 50 Ω) for simplicity, the secondary-side efficiency can be written as a 

function of 𝜔0, 𝐿,  𝑄0 and 𝐶𝑠 as follows: 
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where 𝑄0 represents the quality factor of a coil with self-inductance 𝐿 at 𝜔0. After the second 

transformation step, 𝑅𝑒𝑞 and 𝐶𝑒𝑞 are given by: 
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(3-3) 

In the third transformation step, the transformer is then replaced by its T-model equivalent 

structure comprising an ideal transformer. Finally, in the fourth transformation step, the secondary 

impedances are reflected to the primary side. Thus, the transformer network along with the load is 

reduced to an equivalent structure represented by an effective resistance 𝑅𝑒𝑓𝑓 in series with a 

residual reactance 𝑋𝑒𝑓𝑓. Now, the primary-side efficiency also be written as a function of 𝜔0, 𝐿,  𝑄0 

and 𝐶𝑠 as follows: 
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Thus, from (3-1)-(3-4), the overall efficiency can be derived as:  
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Using (3-2)-(3-4) in (3-5), it is observed that the overall efficiency is also a function of 𝜔0, 𝐿,  𝑄0 

and 𝐶𝑠. However, as the best achievable 𝑄0 for a given inductance 𝐿 is constrained by the process’s 

metal stack, we can deduce that the transformer efficiency at any given frequency  ω0 and fixed k 

is a function of only two parameters: 𝐿 and 𝐶𝑠.                                       (a)                                                                     

(b) 

Figure 3.4Figure 3.4 shows the variation of the primary-side and secondary-side efficiencies of 

a transformer with 0.68 nH inductors with different values of 𝐶𝑠  at 2 GHz.  Observe that while 

primary-side efficiency improves with 𝐶𝑠, the secondary-side efficiency degrades. Therefore, at 

each value of 𝐿, there exists an optimal value of 𝐶𝑠(𝐶𝑠,𝑜𝑝𝑡) at which the overall efficiency is 

maximized. By taking the derivative of the expression in (3-5) with respect to 𝐶𝑠, the 𝐶𝑠,𝑜𝑝𝑡 value 

is determined to be  
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                                      (a)                                                                     (b) 

Figure 3.4  (a) Variation of transformer efficiency with Cs. Here, L = 0.68 nH, k = 0.7, Q0 

= 12,  𝝎𝟎 = 2 GHz. (b) Transformer maximum efficiency contours in the (k,Q) design space.  
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Similarly, by taking the derivative of the expression in (3-5) with respect to 𝐿, the 𝐿𝑜𝑝𝑡 value is 

determined to be 
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Next, the value of Cs and L that satisfy both (3-6) and (3-7) simultaneously is found to be: 
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Therefore, for a given Q0 and k (both limited by process characteristics), one can find the 

maximum achievable efficiency (ηmax) by using the values of 𝐶𝑠,𝑜𝑝𝑡 and 𝐿𝑜𝑝𝑡  from (3-8) in (3-5) 

resulting in (3-9) where the dependency of ηmax on the transformer’s kQ product is clearly seen: 
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                     (3-9)                             

Figure 3.4(b) plots ηmax contours in the (k,Q) design space. In a typical CMOS process, inductor 

Q is usually less than 15, and the best achievable coupling factor k is usually between 0.6 (co-

planar primary/secondary coils in a process with a single thick RF metal) and 0.75 (overlaid coils 

in a process with two thick RF metals). Thus, ηmax is usually between 60% (insertion loss of -2.2 

dB) and 80% (insertion loss of -0.97 dB).  

3.3 Optimum Combiner Design 

To choose an optimum value of L and C for operation at a particular frequency, the following 

procedure was adopted: using (3-6), 𝐶𝑠,𝑜𝑝𝑡 values for different values of 𝐿 ranging from 0.1 nH to 
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2 nH at 2 GHz and 3 GHz were calculated. 𝑄 values at these frequencies were determined from 

single- and two-turn inductors available in a standard non-RF 65 nm CMOS process. Since the  

maximum coupling realizable with planar transformer structures is known to be less than 0.75, a 

𝑘 value of 0.7 was used in this analysis. The variation in the transformer efficiency at different  

values of 𝐿 is shown in Figure 3.5. The values of (𝐿𝑠,𝑜𝑝𝑡, 𝐶𝑠,𝑜𝑝𝑡) for which efficiency is maximized 

are (0.68 nH, 6.3 pF) and (0.44 nH, 4.3 pF) at 2 GHz and 3 GHz respectively. Now, consider the 

 

 

                                      (a)                                                                     (b) 

Figure 3.5 Transformer efficiency for different values of coil self-inductance (L) at (a) 2 

GHz, and (b) 3 GHz.  

                                 
 

ωo  
[L,Cs] 

(nH, pF) 

η 

(%) 

2 GHz Optimized L,Cs [0.68, 6.3] 77.5 

3 GHz 

Fixed L,Cs [0.68, 6.3] 71.5 

Switch only Cs [0.68, 2.8] 79 

Switch L and Cs [0.44, 4.3] 81 

3 GHz Optimized L,Cs [0.44, 4.3] 81 

5 GHz 

Fixed L,Cs [0.44, 4.3] 69 

Switch only Cs [0.68, 1.5] 81 

Switch L and Cs [0.22, 3.0] 82 

 

Table 3-1 Efficiency comparison of dual-band transformer combiner with optimized 

values of L and Cs.   
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implications when this optimized transformer network is to be used in a dual-band PA. We begin 

with optimized 𝐿 and  𝐶𝑠 values at 2 GHz (3 GHz), using the procedure outlined above, and then  

study the impact on efficiency if only 𝐿 or  𝐶𝑠 or both were selectively optimized for operation at 

3 GHz (5 GHz). Optimally, both L and C’s will have to be switched to transition between the 

bands.  However, we observed that as long as the center frequencies of the intended multi-band 

operation were not too far apart (within 2-3 GHz of each other), switching both L and Csn resulted 

in only a minor improvement in efficiency compared to the case when only Csn was switched (see 

Table 3-1). Switching capacitive elements only is preferable since inductor switching complicates 

the combiner layout and requires reconfiguration switches with very low on-state resistance to 

avoid severely affecting the network quality factor and efficiency. However, switching Csn imposes 

challenging voltage-handling requirements on the switch. For example, even at an output power 

level of 0.25W, the peak voltage swing across the switched capacitor in the off state will be ~5V, 

which is beyond the breakdown voltages of thin/thick-oxide CMOS transistors. While the voltage 

swing across the switches can be reduced by using stacked switched capacitors (Figure 3.6), this 

is still impractical as very wide switches would be required in a stacked configuration to minimize 

loss thereby introducing significant parasitics. In this analysis, we assume that the same amplifier 
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Figure 3.6 Capacitance-switched dual-band power-combining PA.   
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stage can be used at both the frequencies as the optimal impedance  𝑍𝑜𝑝𝑡, to a first order, is 

broadband [57].  

3.4 Proposed Reconfigurable Transformer Combiner 

The transformer combiner layout, and hence its equivalent circuit representation, generally differs 

significantly from the simplistic representation in Figure 3.6. In order to realize low insertion loss 

transformer combiners in standard CMOS processes, a ‘figure 8’ layout was proposed in [49]. This 

layout minimizes the negative mutual coupling between adjacent primary leads and current 

crowding effects, resulting in better coupling and efficiency. A similar ‘figure 8’ 4-way 

transformer combiner in a 9-metal 65 nm process without any special RF process options (Figure 

3.7). Both the primary and secondary coils were laid out in the top thick metal (MT) with underpass 

elements in the lower metal layer (MT-1). From the equivalent circuit representation of the 

combiner, it is observed that given a value of secondary tuning capacitance Csn, an effective 
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Figure 3.7 Figure-8 combiner and its equivalent circuit representation.   
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capacitance 4Csn appears across each of the unit transformers. To make this transformer 

reconfigurable, the value of Csn will have to be switched, which has been discussed to be infeasible 

in the previous section.  

In contrast to the original design in [49], our proposed design places the secondary coil taps at 

the center of the combiner resulting in a more symmetric design. The combiner layout and the 

equivalent circuit representation is shown in Figure 3.8. Optimal  𝐶𝑠𝑛 values for maximum 

efficiency at 2.5 GHz, 3 GHz and 3.5 GHz were determined to be 1.3 pF, 0.9 pF and 0.6 pF 

respectively (Figure 3.9(a)), and the frequency-dependent efficiency curves with the optimized Csn 

values were plotted (Figure 3.9(b).  Thus, an efficiency of approximately 70% represents the 

maximum achievable non-reconfigurable performance of the designed power combiner at the two  
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Figure 3.8 (a) Modified ‘figure-8’ layout of the designed transformer combiner for low 

insertion loss and high coupling. The locations of two pairs of low-swing nodes (B-C and 

D-E) are also shown. (b) Equivalent circuit representation.     
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frequencies (Figure 3.9 (b)). Higher efficiencies (~80%) have been reported in literature, but this 

is only possible with dedicated RF processes where the availability of multiple thick metals and 

higher resistivity substrates improves both the inductor quality factor as well as the transformer 

coupling factor [48]. 

A major benefit of our proposed layout is the presence of two pairs of low-swing nodes (B and 

C, D and E) in close proximity to each other. From Figure 3.8, it can be observed that if the voltage 

swing at the single-ended antenna load is  𝑉𝑝, the swings between B-C and D-E will only be 

~0.25𝑉𝑝. Here, we assume that all sections of the secondary network have the same self-inductance. 

Since we have already determined that directly switching  𝐶𝑠𝑛 is an unfeasible approach to realize 

frequency reconfigurability, we propose to exploit the spatial proximity of the low-swing nodes  

B-C and D-E by introducing two switched tuning capacitors ( 𝐶𝑠𝑛2,  𝐶𝑠𝑛3) between them (Figure 

3.10(a)) for triple-band operation. This approach also validates our modified ‘figure 8’ layout as 

any extraneous lead inductances that would negatively impact the efficiency from the addition of  

              

                                          (a)                                                                (b) 

Figure 3.9  (a) Optimal values of Csn (Csn,opt) at 2.5/3/3.5 GHz. (b) Efficiency variation with 

frequency for different values of Csn,opt.  
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Figure 3.10  (a) Operation of the triple-band transformer combiner and the equivalent 

circuit representation (b)-(d) of the secondary coil in the three frequency bands. Simulated 

efficiency curves of the designed transformer combiner assume ideal switches and the 

following capacitance values: Csn1 = 0.55 pF, Csn2 = 2.35 pF and Csn3 = 2.8 pF. 

 



65 

 

these additional capacitances are now minimized. Notice in Figure 3.10(b) that when the switches 

are off, an effective  𝐶𝑠 (=4𝐶𝑠𝑛1) appears across each stage (X1-X4). Since this mode of operation 

is similar to the non-reconfigurable case, the value of  𝐶𝑠𝑛1  is chosen to be 0.55 pF for optimal  

efficiency at 3.5 GHz. When one of the switches is turned on on (3 GHz mode), an effective 

secondary capacitance equal to 𝐶𝑠𝑛2 + 4𝐶𝑠𝑛1 appears across the stages X2 and X4 (Figure 3.10(c)). 

Since  𝐶𝑠𝑛1 is fixed by the 3.5 GHz mode, 𝐶𝑠𝑛2  can now be optimized to maximize efficiency of 

these stages (and the overall combiner efficiency) at 3 GHz. Similar arguments apply to the case 

when both the switches are turned on (2.5 GHz) Moreover, due to the vastly reduced swing across 

the switched capacitors, the switches can now be implemented with regular CMOS devices. Figure 

3.10 also shows that the efficiency of the designed combiner in the three modes of operation is 
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Figure 3.11 Layout of the unit transformer of the combiner, and the EM-simulated 

inductance, quality factor of the primary and secondary coils and the coupling factor.  
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~70%, which is similar to the non-reconfigurable case of Figure 3.9. Finally, Figure 3.11 shows 

the EM-simulated performance of the unit transformer of the combiner. At 3 GHz, the quality 

factor of the primary and secondary coils was simulated to be 12 and 8 respectively, while the 

coupling factor between the coils was 0.65. It should be noted that these values are limited by the 

process, and availability of an RF process with thicker metals and possibility of overlaying the 

primary/secondary coils on top of each other would have resulted in better coupling and coil 

quality factors.  

3.5 Combiner Switched Capacitor 

The switched capacitor was implemented using metal-insulator-metal (MIM) capacitors and 

stacked deep N-well thin-oxide transistors as shown in Figure 3.12. High-value resistors were used 

to allow independent dc biasing of transistor terminals [58] and to facilitate the use of a feedback  

capacitor (Cf) bootstrapping the large voltage excursions at the drain onto the gate terminal [59]. 

This eliminates large relative voltage swings between the transistor terminals and improves 

reliability (Figure 3.13(a)). Deep N-well transistors are preferred, and two of them were stacked 

to improve isolation. In this CMOS process, thick-oxide transistors (rated for operation at 2.5V) 

had a minimum channel length of 280 nm. Therefore, when compared to regular thin-oxide 

transistors (channel length 60 nm), the thick-oxide transistor required greater than 4 times the 

width to achieve similar on-state resistance.  Due to the resulting large transistor size and parasitic 

capacitances, capacitor switches with thick-oxide transistors result in poor CON to COFF ratio [58].  

To improve isolation in the off-state, the source/drain terminals are biased at a value greater than 

0V (0.6V in this design) to strongly turn-off the transistor, reduce the bias-dependent drain/source  

depletion capacitances and also improve linearity. The simulated capacitance and quality factor of 

the designed switched capacitor with different incident power levels are shown in Figure 3.13(b)  
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and (c) respectively. It achieved an on-to-off capacitance ratio better than 12, with a reasonable 

on-state Q of 9.5. The simulated value of the allowable voltage swing before channel formation in 

the off-state switch (marked by rapid increase in capacitance and decrease in Q) was ~3.2V. These 

simulations were performed using one-port large-signal SP (LSSP) simulations with the harmonic 

balance (HB) simulator in Cadence SpectreRF [60]. In contrast to small-signal SP simulations, 

LSSP simulations are sensitive to incident power levels. From the real and imaginary parts of S11 

values so obtained (S11 = A+jB), C and Q values were extracted using the following equation: 
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Figure 3.12 Design of the three-terminal (T1, T2, CTRL) CMOS switched capacitor used 

in the transformer combiner. DC bias values of the transistor terminals in the ON and 

OFF states is also shown. 
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To understand the impact of the transistor switch size, we can consider a first-order shunt-RC 

model (𝐶𝑝//𝑅𝑝) of the switch [23], applicable to both the modes of operation. 𝑅𝑝 represents the 

on- or the off-state resistance while 𝐶𝑝 represents the effective capacitance appearing across the 

drain and source terminals. As illustrated in Figure 3.14(a), a parallel-to-series transformation can 

be performed to reduce the model to an equivalent series-RC network. Since Qp <<1 in the on 

state, the switch quality factor is given by 1/(2πCswRON), as shown below: 
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Figure 3.13 (a) Illustration of the terminal-to-terminal RF swings in the capacitor off state. 

(b) Simulation capacitance and quality factor with different incident power levels. 
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Each 336 µm thin-oxide deep N-well transistor (see Figure 3.12) was simulated to have an RON of 

0.95Ω. Thus, the stack of two HVT transistors would have an RON of ~2 Ω, resulting in a Q of ~16 

at 2.5 GHz. After layout, Q dropped to ~10, as observed in the simulations of Figure 3.13(b). In  

the off-state, the switch’s isolation is determined completely by COFF as shown below and in Figure 

3.14(b):   
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A stand-alone test structure of the switched capacitor (95 µm × 115 µm) was fabricated in the 65 

nm process (Figure 3.15(a)), and its large-signal performance was characterized for incident power  

levels up to 15 dBm (limited by set-up) using two-port measurements from an Agilent E8364A 

PNA-X Network Analyzer. A 50 Ω shunt resistor was placed in parallel to switched capacitor on-

chip to provide a better impedance match to the 50 Ω port of the network analyzer. Measured  

capacitance values (extracted using (3-10), and shown in Figure 3.15(c)) showed good agreement 

with simulation data. At 15 dBm of incident power (1.8V applied voltage amplitude), the proposed 

structure only shows a minor increase (18%) in its off-state capacitance value.  
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                                           (a)                                                              (b) 

Figure 3.14 Equivalent Circuit of the switched capacitor in the (a) on and (b) off states 

assuming a shunt-RC model for the transistor switch. 
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Incident (Pin) and reflected power (Pref) for the switched capacitor were also measured using the 

setup in Figure 3.15(b). A change in the impedance of the on-chip DUT due to the turning-on of  

the switched capacitor at high incident voltage levels is indicated by a change in Pref/Pin [58], as 

shown in Figure 3.15(c). However, a proportional increase in off-state capacitance was only  

observed at 3.3V of applied voltage in simulations. Discrepancy between measured and simulated 

value of peak voltage stand-off might be attributed to inaccurate large-signal modeling of the 

transistors provided by the foundry [61] – for example through an improper capture of diode 

behavior resulting in earlier turn-on of junction diodes of the nMOS switch resulting in a lower 

voltage-swing handling capability [62].  
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Figure 3.15 (a) Die photo of the standalone combiner switched capacitor. (b) Large-signal 

measurement set-up. (c) Measured ratio of reflected and incident power for different 

incident power-levels. (d) Measured off-state and on-state capacitance values for different 

incident power levels. 
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3.6 Triple-band Power Amplifier 

3.6.1 Doherty PA Basics 

Conventional power amplifiers are designed to have maximum efficiency at a single power 

level, which usually corresponds to the maximum output power. Backing-off from this power level 

also results in a rapid drop in the efficiency. For example, consider the problem of operating a 

simple Class B amplifier at back-off. It is well known that at peak power, the efficiency of a Class 

B amplifier is 𝜋/4  or 78.5%. However, as the input drive-level is reduced by a factor of p, it can 

be shown that while the output power drops by a factor of p2, the efficiency also drops by a factor 

of p. Thus, at 3-dB power back-off, the efficiency reduces to 55.5% [64]. Intuitively, this happens 

because as the input drive level is reduced, the DC power reduces by the same factor (p), but the 

RF power reduces by a factor of p2. If the output impedance seen by the PA can be increased 

dynamically such that the RF power also falls in proportion to p, the peak efficiency of 𝜋/4 will  

be maintained. This concept of dynamic load modulation is the basis of operation of a Doherty PA 

(DPA).   

In order to understand the operation of a DPA exploiting dynamic load modulation, it is 

important to understand the active load-pull technique shown in Figure 3.16(a). If we assume that 

both sources are phase-coherent, it is easily proved that the impedance seen by each of the  
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(a)                                                                           (b) 

Figure 3.16 (a) Active load-pull using two coherent sources. (b) Operation of a Doherty 

amplifier. 
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generators can be controlled through the ratio of the two source currents. Thus, when source 2 is 

off, source 1 sees a load of ZL. However, when both source 1 and 2 are on such that I1=I2, both 

sources now see an impedance of 2ZL. A Doherty PA employs dynamic load modulation using a 

similar configuration of Figure 3.16(a), with the exception that a λ/4-impedance transformer is 

additionally introduced between one of the sources and the load impedance (Figure 3.16 (b)).  Such 

a configuration enables two modes of operation, each corresponding to operation in the low-power 

and high-power modes. In the low-power mode, the auxiliary source in Figure 3.16(b) is turned 

off (I2=0). Thus, the main source sees an impedance of 4ZL (if the characteristic impedance of the 

impedance transformer is 2ZL). In the high-power mode, the auxiliary source is turned on, and it 

is easily seen that at peak power (when I2=I1), the impedance seen by each of the sources is 2ZL.  

Since the impedance seen by the main amplifier increases from 2ZL in the high-power mode to 4ZL 

in the low-power mode, the main amplifier can maintain peak efficiency between peak power and 

6-dB back-off point. Additionally, since half of the active devices (auxiliary amplifier) 

contributing to the peak power is turned-off in the low-power regime and hence not drawing any 

DC power, efficiency at lower power levels is also improved compared to using a single amplifier. 

Since the auxiliary amplifier is required only in the high-power regime, a Doherty PA is generally 
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Figure 3.17 (a) Model of a four-way power-combining PA. (b) Efficiency behavior at back-
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realized by combining a relatively linear (Class AB/B) main amplifier with a relatively non-linear 

(Class C) auxiliary amplifier. The gain-compressive behavior of Class AB/B amplifier combines 

with the gain-expansive behavior of the non-linear Class C amplifier to extend the linear range of 

operation of the PA [65], [66]. 

3.6.2 Load Modulation in Power Combining PA 

We have already seen the benefits of using a power combining PA to realize high output power 

levels in modern CMOS processes with low-breakdown voltages. Interestingly, a power-

combining PA also exhibits the useful property of dynamic load modulation explained in the 

previous section, enabling higher efficiencies at back-off. To understand this, consider a simple 4-

way combiner depicted in Figure 3.17(a).  It is easily seen that at peak power-level when all unit 

amplifiers are on, the impedance seen by each unit amplifier is RL/4 (assuming all unit amplifiers 

are identical). Thus, if we neglect the output impedance of the amplifier, the output voltage from 

each amplifier is GmVi (RL/4), where Vi is the input drive voltage. Now, to operate at a lower-power 

level, we begin to turn-off the unit amplifiers one-by-one. When a single unit amplifier is turned  

off, then the output impedance seen by each of the still-on unit amplifiers would increase to RL/3. 

Thus, if now the input drive level is reduced to 3Vi/4, the output voltage from each amplifier is 

still GmVi (RL/4), similar to the peak power case. Therefore, in principle, the efficiency of each still-

on amplifier is maintained. Similarly, when two unit amplifiers are turned off and input drive level  

is reduced to half, the output power is reduced to half (6-dB back-off) while the efficiency of each 

turned-on unit amplifier is identical to the peak-power case [48]. However, due to higher 

transformer losses and finite resistance of the shorting switches at back-off, the efficiency behavior 

degrades from the ideal case [67]. Nevertheless, on account of load modulation due to the 

transformer action, a power-combining PA exhibits superior back-off characteristics compared to 

a conventional PA, as illustrated in Figure 3.17(b). 
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3.6.3 4-way Power Combining PA 

A triple-band (2.5/3/3.5 GHz) power-combining PA incorporating the four-way power 

combiner and the combiner switched capacitor was designed. Shown in Figure 3.18, the combiner  

uses switches SW1 and SW2 to move between the different frequency modes. Amplifiers 1 and 4 

are biased in Class AB, while the larger amplifiers 2 and 3 are biased in Class C to enable 

transformer-based Doherty operation [63], [68]. In the low-power (LP) mode, amplifiers 2 and 3 

are turned off and their primary coils shorted by switches SW3. Thus, only amplifiers 1 and 2 

contribute to output power in the LP mode. In the high-power (HP) mode, switches SW2 are 

opened, and auxiliary amplifiers 2 and 3 are turned on.  
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Figure 3.18 Schematic of the implemented triple-band PA with a digitally-tuned, 4-way 

transformer combiner in the output stage. 
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In addition to the output stage, an input matching and driver stages were also designed. Differential 

digitally-switched capacitors with thick-oxide CMOS switches were used in the inter-stage 

matching network and the primary-side tuning capacitance of the output transformer.  Each unit 

XFMR of the power combiner had a coupling ratio of ~0.65. Each Class AB output stage 

comprised a differential cascode stage where the CS stage transistors were sized to be 

1.35mm/0.06µm (thin-oxide) and the cascode stage transistors were sized to be 5.12mm/0.28µm 

(thick-oxide).  Each Class C output stage comprised a differential cascode stage where the CS 

stage employed 3.07mm/0.06µm thin-oxide transistors and the cascode stage (CG stage) employed 

5.12mm/0.28µm thick-oxide transistors. A sufficiently large shunt capacitance (5.8pF) was added 

to the gate of the cascode transistor to form a capacitive feedback network with the drain-gate 

capacitance. Hence, a part of the drain voltage swing appeared at drain gate thereby improving 

reliability while allowing an independent DC bias of the cascode transistor from the drain voltage 

[69]. Series resistors of ~5Ω were used before the gates of both the CS and CG stages to improve 

 

 

Figure 3.19 PA die photo and PCB test board. 
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stability [70]. Class AB bias was fixed close to 0.45V, while the class C bias was fixed at 0.22V. 

The PA was operated of a 1.2 V supply, and designed to deliver a peak power of 26.5 dBm. 

3.6.4 CW Measurement Results 

Figs. 3.19 and 3.20(a) show the chip photograph and the measured small-signal PA performance 

respectively. The PA chip occupied an area of 2.88 mm2. The chip was packaged in a 52-pin open-

cavity QFP package. The supply, ground, and digital pins were wire-bonded to the QFP package, 

while the input and output RF pads were wafer-probed. During large-signal measurements, a 2-to-

8 GHz co-axial driver amplifier (ZVE-8G+ from Mini-Circuits) [71] was placed before the PA  

and after the signal generator to deliver adequate power to the input of the PA.  The PA showed a 

peak gain of ~15dB in the three modes while the simulated value was ~20-21dB. Since the DC 

current draw of the PA under different biasing conditions closely mirrored simulations, thereby  

ruling out excessive resistive loss in the power/ground network, a probable cause for the 

discrepancy in the small-signal gain is the impact of the metal fill on the inter-stage and the output  

     

                                    (a)                                                                           (b) 

Figure 3.20 (a) Measured PA small-signal performance. (b) Close proximity of thick 

transformer coil traces (< 4 µm) to high-density fill structures in top and lower level metal 

layers. All transformer coil traces were 12 µm wide. 
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transformers. Due to stringent fill requirements of this process, high-density fill structures had to 

be placed very close (<4 µm) to the thick primary and secondary coil metal traces (Figure 3.20(b)). 

The small-signal performance was then simulated with different transformer coupling factors 

where a strong dependence of the PA gain on the coupling factor was observed. This will be further 

investigated in the next section. It is probable that due to the excessive transformer loss in the 

driver stage, amplifiers 2 and 3 could not be fully pushed towards Class C operation and failed to 

contribute adequate power to the lossy power combiner. The following observation was supported 

            

(a)                                                           (b) 

 
                                                        (c)                                                               (d) 

Figure 3.21 Measured PA (a) output power and (b) output stage drain efficiency in the 

three frequency modes with 2.6/3/3.65 CW signals respectively. Measured frequency 

selectivity of the PA at low (-12 dBm input) and high (8 dBm) input power levels in the 

three frequency modes. 
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by the fact that while the rate of increase in the DC current draw of the AB amplifiers with 

increasing input power level matched simulations, the current draw of the non-linear Class C 

amplifiers did not show the characteristic rapid increase in DC current draw with rising input 

power expected from Class C behavior.  

As shown in Figure 3.21, the measured peak output power was only 22.5 dBm (16.5% drain 

efficiency DE with a 1.2V supply) in the 2.5 GHz mode, and 21.5 dBm (15% DE) in the 3 GHz/3.5 

GHz modes. To demonstrate the frequency reconfigurability of the PA, the output power was 

measured at low and high input powers at different frequencies (Figure 3.21(c), (d)). Excellent 

selectivity was observed for low input power, while a degradation in frequency selectivity was 

observed in the 3/3.5 GHz high-power modes attributable to the finite power handling capability 

of the various off-state switched capacitors. To isolate the influence of the frequency-tuned input 

and driver gain stages, the output power was measured in the 2.5 GHz HP mode with only the 

power combiner intentionally mistuned to operate in the 3.5 GHz mode (SW1, SW2 off). As shown 

in Figure 3.22, frequency selectivity is maintained due to the driver stage gain shaping. However,  

                                          

Figure 3.22 PA behavior in the 2.5 GHz mode with the combiner switches turned on and 

off respectively. 
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the peak output power and drain efficiency with combiner switches off reduces to 0.8X of the 

values with the combiner switches on, thereby illustrating the impact of combiner tuning.  

3.6.5 Post-Measurement Analysis 

Measurement results discussed in the previous section reveal that while the frequency 

reconfigurability of the PA behaved as designed, there was a significant reduction in both the PA’s 

small signal and large signal RF performance. In this section, we investigate the various reasons 

that could have been responsible for the low PA efficiency, and the reduction of the small-signal 

gain and output power between measured and simulated PA performance.  

3.6.5.1  Effect of Transformer kQ 

Equation (3-9) relates the transformer’s insertion loss to its ‘kQ’ product. The implemented PA 

uses transformers in the final combiner, as well as in the input and inter-stage matching networks. 

In the previous section, it was mentioned that high-density fill had to be placed very close to the 

transformer metal traces to satisfy metal density requirements. While some studies have 

                                                                    

                                       (a)                                                                           (b) 

Figure 3.23 Simulated small-signal PA gain in the 3.5 GHz mode with different (a) inductor 

Qs and (b) transformer coupling factors (These simulations included C-extracted 

transistor caliber and power/ground routing parasitics). 
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investigated the impact of fill on inductor/transformer performance [72]-[75], a clear consensus is 

not available, and some designers prefer to include fill structures in their EM simulations (which  

makes simulations memory intensive and time consuming) or resort to experimental 

characterization to account for their effects. Eddy currents in the fill structures at high frequencies 

affect inductor performance by lowering inductance, quality factor, self-resonance frequency (for 

example, see Appendix A) and even by disrupting the coupling in the transformer. Figure 3.23 

shows the simulated small-signal performance of the PA with different transformer inductor Qs 

and coupling factors. In these simulations, all transformers in the design were replaced with simple 

lumped-element models so that their k and Q values could be readily changed. A strong 

dependence of the overall gain on k and Q was observed. For example, lowering the Q of the 

inductors from 10 to 7.5 reduced the small-signal gain by nearly 3.5 dB. It is likely that a 

combination of these two factors were responsible for the higher observed loss. Figure 3.24 shows  

              

                        
                                       (a)                                                                 (b) 

Figure 3.24 Simulated PA power and output stage drain efficiency in the 3.5 GHz mode 

with different (a) inductor Qs and (b) transformer coupling factors (These simulations 

included C-extracted transistor netlists and power/ground routing parasitics). 
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the simulated output power and output stage’s drain efficiency (DE) for different values of 

transformer k and Q. Increase in k from 0.65 to 0.75 improved the peak DE by over 5% and the 

peak output power by 0.5 dB. Since high coupling factors are critical, a better design would involve 

a more carefully-designed unit transformer in the combiner, for example as shown in Figure 3.25. 

The modified transformer layout in Figure 3.25 employs M8 metal straps in the primary coil (M9 

is the top metal) to improve coupling. Thus, compared to the previous transformer design of  Figure 

3.11, the coupling factor improves to 0.75 from 0.65. However, due to increase in parasitic 

capacitance to the substrate, the self-resonance frequency drops. Additionally, an optimized  

approach to fill should have been adopted [75] to satisfy fill requirements while minimizing the 

effect on inductor Qs.      
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Figure 3.25 Layout of the unit transformer of the combiner, and the EM-simulated 

inductance, quality factor of the primary and secondary coils and the coupling factor. 
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3.6.5.2 Amplifier Optimum Impedance 

Figure 3.26(a) shows the load-pull simulation setup of the unit amplifiers to determine the 

optimal load impedance (Zopt) at which the amplifiers deliver maximum power and efficiency. The 

simulations were performed at 3.5 GHz and an inductance (Lp) was added in parallel to RLoad to 

resonate with the device’s output capacitance [76]. Due to the finite knee voltage, the load 

delivering the maximum output usually does not coincide with the load delivering maximum  
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Figure 3.26 (a) Load-pull simulation setup of unit amplifiers. (b) Simulated impedances at 

the input of the designed transformer combiner.  
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efficiency. The load corresponding to maximum efficiency is a higher value and often pushes the 

load line into the knee region for a part of the cycle, and is therefore not recommended [77]. In 

Figure 3.26(a), it is seen that an Ropt of ~10Ω represented an ideal compromise between output 

power and efficiency for both the class AB and class C amplifiers. In Figure 3.26(b), the impedance 

presented by each input port of the transformer combiner is shown. While some impedance 

imbalance exists between the positive and negative terminals of each primary-side coil, the 

resulting amplitude and phase imbalance is likely to be significant enough only a mm-wave 

frequencies to affect the power combining efficiency [78]-[79]. It is also observed in Figure 3.26(b) 

that each unit amplifier would see a differential load impedance of ~16Ω due to the impedance 

transformation of the 50Ω load due to the 4-way combiner, while the desired Ropt was ~10Ω. Two 

conclusions can therefore be drawn from these simulations. First, either the design of the amplifier 

or of the combiner could have been modified to reduce the mismatch between the load presented 

by the combiner and each unit amplifier’s Ropt. Second, although the increase in Ropt reduces the 

power delivered by each unit amplifier, and perhaps resulted in an undesirable early onset of  
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Figure 3.27 Transient simulation demonstrating the effect of phase imbalance between the 

class AB and class C amplifiers on voltage combining in the designed transformer 

combiner. The combiner is in the 3.5 GHz mode (all combiner switches are turned off). 
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compression, this alone cannot explain the reduction in power and efficiency observed in the 

design and in measurements.    

3.6.5.3 Phase Misalignment between Unit Amplifiers 

In a Doherty configuration like the one adopted in this design, power from a class AB/B carrier 

amplifier is combined with power from a class C amplifier. However, the class AB and class C 

biases and the difference in the amplifier sizes creates very different amplitude-dependent phase 

distortion (AM/PM) characteristics in the carrier and peaking paths. This phase imbalance between 

the output signal of the class AB and larger class C biased amplifier in a Doherty network creates 

several issues like output power loss, improper load modulation thereby bringing down efficiency 

[80]. As an example, Figure 3.27 shows a standalone transient simulation of the designed combiner 

with a phase mismatch of 60̊ between the input ports corresponding to the Class AB and Class C  

              

 
Figure 3.28 Top-level PA simulation setup with behavioral phase offsets added in the main 

Class AB amplifier path. The phase offsets are inserted before the Class AB driver stage. 
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amplifiers. A clear reduction in the output voltage amplitude due to the non-ideal summation of 

the unit amplifier voltages is observed. Therefore, phase-compensation techniques are necessary 

to ensure voltages are combined in accurate phase [65], [80]- [81], for example, through the use 

of transmission-line based offset lines. However, this critical point was overlooked during the 

 

                  (a)                                                    (b)                                                (c) 

 
(d) 

 
(e) 

Figure 3.29 Top-level PA simulation: Output power and output stage DE in the (a) 2.5 

GHz, (b) 3 GHz, and (c) 3.5 GHz modes with different amounts of phase offsets in the main 

amplifier path. Transient simulations showing the voltages developed at the output of the 

Class AB amplifiers (X1, X4) and Class C amplifiers (X2, X3) (a)without any phase offset, 

and (e) with 60 ̊phase offset in the main amplifier path in the 3.5 GHz mode. All simulations 

are based on the setup shown in Figure 3.28. 
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design-phase of the PA, and a finite phase imbalance existed between the output voltage 

amplitudes of the class AB and class C amplifiers due to the different biasing, differing sizes of 

the class AB/C unit amplifiers and drivers and the different inter-stage matching networks  As is 

common in Doherty implementations, an improved design would have to incorporate a single or 

multiple offset lines to correct the phase imbalance between the AB-C amplifiers. The most 

common technique is to insert a phase offset line at the input of either the main or the peaking 

amplifier to correct for the phase imbalance at average power level [136], [137].  

To study the impact of this phase imbalance in the present design, a simulation setup as shown in 

Figure 3.28 was constructed. Behavioral phase offsets were inserted before the main (Class AB) 

driver stages, and the offset value was swept to determine the required phase correction in the three 

frequency modes. Figure 3.29 (a), (b) and (c) shows the simulation results at an input power level 

of 15 dBm which resulted in an output power close to saturated power. It was observed that in the 

3.5 GHz mode, a phase offset of 60̊ was necessary to achieve the maximum achievable output 

stage efficiency of ~24% (the output power increased by ~1.8dB). Without any offset, the present 

design only achieved a peak efficiency of ~16.4%. In the 3 GHz mode, a phase offset of 40̊ was 

necessary for the peak efficiency of 24.7%. The 2.5 GHz mode was close to peak efficiency even 

without any phase offset. Figure 3.29 (d) and (e) shows the transient simulation results in the 3.5 

GHz mode with and without 60̊ phase offset in the main amplifier path. It is evident that as the 

output voltages of the unit amplifiers are aligned in phase after adding the phase offsets, the output 

voltage swing has improved compared to the case when there was no phase mismatch correction. 

These results demonstrate that while phase compensation is necessary, the offset lines should also 

have to be made tunable, for example, through tunable passive lumped-element π-networks. 

Furthermore, it is also conceivable to implement a digital loop that detects the power levels of the 
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auxiliary and peaking amplifiers (examples of integrated implementations of RF power detectors 

and peak detectors), which then automatically adjusts the digital settings of a tunable phase offset 

line to maximize output power.  

In conclusion, the implemented design showed a peak efficiency of 20% or below even in 

simulations: the phase imbalance between the AB and C amplifiers was one of the contributing 

factors. Simulations with behavioral offsets revealed that the efficiency could be improved by over 

7.5% in the 3.5 GHz mode. An improved design would have to incorporate tunable offset lines to 

ensure the design approached best-case efficiency in the three frequency modes. Further efficiency 

drops observed in measurements was likely due to the reduction in the transformer’s kQ product 

due to fill, as explained in Section 3.6.5.1. 

3.6.5.4 Adaptive Class C Biasing 

In a Doherty configuration, the class-C biased peaking amplifier turns on only when the output 

voltage from the carrier amplifier saturates (near the power-back-off or the PBO point). As such, 

the class-C unit amplifier must be sized 2-3 times the carrier amplifier to ensure that it remains 

   

                  (a)                                                    (b)                                                (c) 

Figure 3.30 Simulated (a) output power, output stage drain efficiency, (b) differential 

voltage amplitude of the unit amplifiers, and (c) DC current draw with and without 

adaptive C bias in the 2.5 GHz mode. Amp 1 and 2 are the class AB unit amplifiers, while 

Amp 3 and 4 are the class C amplifiers. The adaptive bias circuit adopted in these 

simulations was like the one implemented in [67]. 
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turned-off before PBO, but should provide a rapidly increasing current after PBO when it turns on 

[64]. However, even after upsizing, the behavior still deviates from Doherty-like operation due to 

insufficient power delivered by the class C amplifier. Recently, adaptive biasing of the class C 

amplifier has been proposed to overcome this problem [67], [82]. An on-chip adaptive bias circuit 

can be implemented by using a pMOS rectifier pair to extract the envelope of the input signal, 

followed by a low-pass filter to adaptively change the DC bias of the class C amplifiers [67]. Thus, 

the auxiliary amplifier remains biased below the threshold voltage at low input signal levels and 

the bias voltage increases rapidly with increasing power after PBO. Although an adaptive bias 

circuit was not implemented in the final design, Figure 3.30 compares the large-signal performance 

of the designed PA with and without an adaptive C-bias. Noticeably, the C-amplifier turn-on is 

accelerated with an adaptive C-bias and it can therefore contribute higher power after PBO, leading 

to a slight increase in output power. However, the impact on overall performance was not 

significant. Thus, while an adaptive C-bias was useful in increasing output power and approaching 

Doherty-like behavior, its absence was not critical in this design.    

3.7 Summary 

In summary, this work proposes a frequency-reconfigurable transformer combiner with adjacent 

low swing nodes where switched tuning capacitors with regular CMOS switches can be used to 

realize multi-band operation. The design of a high-power switched capacitor and a triple-band 

CMOS PA incorporating the proposed transformer combiner is also presented. Measurement 

results of the triple-band PA chip showed good frequency selectivity; however, when compared to 

simulations, a reduction in the PA’s small and large signal performance was observed. Post-

measurement analysis revealed that the presence of high-density fill around the various 

transformer structures in the design could have resulted in a substantial increase in transformer’s 



89 

 

insertion loss bringing down the small-signal gain. The PA was designed to achieve transformer-

based Doherty-like operation: however, phase mismatch between the carrier and peaking 

amplifiers was unfortunately overlooked during the design phase. Simulations confirmed the need 

to include phase compensation blocks in a Doherty-like PA design for optimum performance.  
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4 A 28 GHz Wideband Receiver Design Using One-

Port Transformer-Coupled Resonators 
 

4.1 Introduction   

Phased-array transceivers [83]−[85] are required to overcome path loss and to realize advanced 

MIMO communication in emerging 5G networks in the 28/38 GHz bands [86]−[87]. Since antenna 

arrays with high element count are needed, it is important for the transceiver circuits to be compact, 

scalable and energy-efficient. Figure 4.1 shows a typical implementation of a sliding-IF receiver 

architecture with a wideband low-noise amplifier (LNA). The use of a wideband LNA results in a 

cost- and area-efficient flexible RF front-end which is easily integrated into a multi-element system 

and covers contiguous as well as widely-separated narrowband channels of a diverse spectrum 

[85]. Emerging 28 GHz 5G standards stipulate channel bandwidths below 500 MHz thereby 

requiring wideband LNA solutions to support the multiple narrowband 5G channels [86]. A 

wideband LNA also obviates the need to make the LNA frequency reconfigurable. While several 

wideband solutions have been reported for bands beyond 60 GHz [88]−[89], the design of 

RF IF2,I

IF2,Q
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fLO1 fLO2,I

fLO2,Q
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f R
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Figure 4.1  Block diagram of a sliding IF quadrature receiver adopted to relax the 

requirements of LO generation and distribution. In a direct-conversion and low-IF 

implementation, the first mixing and divide-by-N stages are omitted. A wideband LNA 

offers the flexibility of covering both contiguous and non-contiguous narrowband channels 

using the same RF front-end.  
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wideband CMOS LNA’s for the 28 GHz band is of high current interest due to a lack of high-

performance designs in literature so far.      

There is currently renewed interest in coupled LC-resonators whose application to mm-wave 

circuits including wide-tuning voltage-controlled oscillators (VCO) [91]−[92], power amplifiers 

(PA) [93] and LNAs [85], [88]−[90], [94] has been recently investigated. While various types of 

coupling (capacitive, inductive and magnetic)) are possible between the resonators, each resulting 

in a fourth-order transfer function, magnetic coupling is often preferred since it results in a lower 

ripple for a given bandwidth [89], and compact transformers provide dc isolation between stages 

besides saving area. The focus of this work is therefore on the design of transformer coupled-

resonators. 

  Recently, mm-wave LNA designs have been reported that exclusively use the trans-impedance 

(Z21) of weakly-coupled two-port transformer coupled-resonators as wideband loads of amplifier 

stages [85], [88]−[90]. However, prior literature has overlooked the fact that in addition to Z21, the 

input driving point impedance (Z11) of a one-port coupled-resonator is also a fourth-order function 

with two pairs of complex poles, and can potentially be used in wideband system design. Except 

for [94], there have been no reports to date on the use of Z11 as a wideband load. 

 In this work, the properties of Z11 and Z21 responses are compared, and design techniques are 

introduced to facilitate the use of Z11 as a wideband load. A detailed analysis is to show that in 

weakly-coupled transformer coupled-resonators, adopting the use of Z11 over Z21 can result in a 

higher gain-bandwidth product (GBW) if the Z11 response’s in-band gain ripple is adequately 

tempered. Motivated by this insight, an effective transformer design technique is introduced to 

reduce the ripple in the Z11 response. It is shown that the Z11 gain ripple has a strong dependence 

on the quality factor of the transformer’s secondary coil, and this property is exploited in compact,  



92 

 

nested-layout transformers to realize coupled-resonators with superior GBW.  The design of a 

wideband LNA using these ripple-compensated Z11 wideband loads and its use in a quadrature 

receiver are described. Characterization results of the 65-nm CMOS prototypes show that the 

design achieves competitive performance with the smallest LNA footprint among comparable 

inductor and transformer-based designs [85], [94]−[98].  

4.2 Transformer Coupled-Resonator Wideband Loads 

4.2.1 One-port vs Two-port Configuration 

The driving point impedance (Z11) and the trans-impedance (Z21) of a pair of magnetically-

coupled LC resonators can be written as: 
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Figure 4.2 Even and odd resonant modes of a transformer coupled-resonator. Since the 

current flowing in the primary and secondary coils are in phase (out of phase) in the even 

(odd) mode, the voltage amplitudes developed across nodes N1-N2 and N3-N4 are identical. 

Nodes N1 and N2 can either be respectively electrically connected to N3 and N4 in the even 

mode, or with N4 and N3 in the odd mode, resulting in equivalent parallel-RLC networks 

from which the resonant mode frequencies can be deduced. 
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               (4-2) 

Since these transfer functions have two complex poles, there are two possible resonant modes, 

called the ‘even’ and ‘odd’ modes (Figure 4.2). The currents in the two coils (i1 and i2) are in phase 

in the lower frequency even mode, and out of phase in the higher frequency odd mode [99]. From 

(4-1), it can be seen that Z11 has a real and a complex zero, while Z21 has a zero at the origin of the 

s-plane. The poles and the zeros of the two transfer functions are summarized in Table 4-1 in terms 

of the un-coupled resonant frequency ω0, component quality factor Q and coupling coefficient k 

(characterizing a bandpass response in terms of resonator resonances, quality factors and coupling 

factors instead of specific values of L, C and R is often referred to as the ‘k and Q approach [100], 

[101]). Figure 4.3 shows representative Bode magnitude responses of Z11 and Z21. It is seen that if 

the ripple between the pole frequencies is not too severe, the coupled-resonator can be used as a 

wideband load in an amplifier by either configuring it as a one-port network (Z11) [94] or a two-

port network (Z21) [88]−[90]. 

Figure 4.4 shows the important response characteristics as captured though the gain ripple R, the -

3-dB bandwidth Δf-3dB, separation of peak frequencies Δfp, gain at the peak frequencies − |Z|p1 and 
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Table 4-1 Parameter values in canonical expressions of (4-2) and (4-3) with identical 

primary and secondary coil quality factors. 
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|Z|p2, and the maximum gain |Z|max.  

Several observations can now be made: 

1) Complex Zero: The presence of a complex zero (see (4-1) and (4-2))) located between the  

complex pole frequencies causes a notch in the Z11 response. Since a complex zero is not present 
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Figure 4.3 Representative bode amplitude plots of Z11 and Z21 of a transformer coupled-

resonator. 
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Figure 4.4  Typical frequency response of magnitudes of Z11 and Z21 of transformer 

coupled-resonator. fp1 and fp2 are the locations of the complex pole pairs, and Δfp represents 

their frequency separation.  |Z|p1 and |Z|p2 are the values of the gain peaks, |Z|v  is the 

minimum value of gain within Δfp (where fp1 ≤ f ≤ fp2 ). The 3-dB bandwidth, marked as 

Δf-3dB in the figure, is defined with respect to |Z|max = max(|Z|p1, |Z|p2). In a similar manner, 

Δf-6dB can also be defined. R = |Z|max -|Z|v represents the gain ripple.   
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in Z21, its response only shows a -20 dB/decade drop in the pass-band resulting in a less severe 

gain roll-off. The amount of peaking at the complex pole and zero frequencies are related to 

their respective quality factors, which are proportional to Q, as is evident from Table 4-1. Thus, 

while higher Q’s will increase the gain ripple R, the effect will manifest more rapidly in the Z11 

response due to presence of the complex zero in the passband.  

2) Amplitude Mismatch: The different quality factors (Qp1 and Qp2 in Table 4-1) cause an amplitude 

mismatch in the vicinity of the pole frequencies [88]. If k increases, both Δfp and R, and the 

amplitude mismatch increase as well. Therefore, most applications exploiting the wideband 

response of a transformer coupled-resonator usually have k ~ 0.1-0.25 [85], [88]−[89], 

[93]−[94]. To simultaneously achieve high gain and large fractional bandwidths at mm-wave 

frequencies, multiple stagger-tuned gain stages, each employing a low-k coupled-resonator load, 

must then be cascaded [88]-[89], [94]. The use of cascaded frequency-offset stages relaxes the 

constraint on R. In other words, even if individual stages are constrained to have R less than 6 

dB (instead of 3 dB), an overall flat response can be achieved [94]. Therefore, to facilitate 

analysis, this paper assumes that the wideband condition of a coupled-resonator’s frequency 

response is violated only when R > 6 dB (Δf-6dB < Δfp). When R > 6 dB, a condition typically 

encountered for high values of k or Q, and more commonly for Z11, the response is no longer 

wideband and should instead be considered as being concurrently narrowband at the two pole 

frequencies. 

3) Shape Factor (SF): SF, defined as the ratio of the -3-dB bandwidth to the -60-dB bandwidth, is 

a degree of measure of the steepness of the stopband skirts [102]. Note in Figure 4.3 that the Z11 

response is symmetrical around the passband: both the upper and lower frequency transition- 
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band skirts plummet down at the rate of -20 dB/decade. On the other hand, the Z21 response is 

skewed with the upper frequency portion decreasing at -60 dB/decade resulting in a lower value 

of SF (compared to Z11). The -60 dB/decade skirt together with the zero at the origin lower the 

        

                                              (a)                                                         (b) 

       

                                             (c)                                                         (d) 
 

Figure 4.5  Variation of |Z21| and |Z11| with different values of ‘kQ’ product.  In (a) and (b), 

Q was varied while k was kept constant at 0.2. In (c) and (d), k was varied while Q was kept 

constant at 10. Here, L = 200 pH, C = 140.7 fF. Inductor loss Rs was adjusted for different 

Qs at 30 GHz. All simulations were performed using ideal circuit elements. 
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effective -3-dB (Δf-3dB) and -6-dB (Δf-6dB) passband bandwidth of Z21, which is a limitation in the 

context of wideband system design.  

These observations are borne out by simulations shown in Figure 4.5 which plots the magnitudes 

of Z11 and Z21 for different values of the kQ product. An important point to note is that all 

applications of the transformer coupled-resonator as a wideband load satisfy kQ > 1, which 

corresponds to the over-coupled condition where a wide bandwidth is obtained at the expense of 

some in-band gain ripple [103]. As kQ drops below 1 (under-coupled), the response is either 

effectively narrowband (k→0) or shows high insertion loss (Q→0), and is therefore avoided in 

practice. From Figure 4.5, it is observed that for very high values of kQ, both the Z11 and Z21 

responses violate the wideband condition (R < 6 dB). For moderate kQ values (kQ ~ 2), only Z11 

violates the wideband condition due to the complex zero peaking. At lower values (for example, 

see kQ = 1), both the Z11 and Z21 responses are wideband. However, the Z11 response has a higher 

GBW as it not only exhibits a higher Δf-3dB and Δf-6dB, which is expected from the discussion of 

shape factors earlier, but a higher |Z|max as well. For example, it was observed in Figure 4.5(b) that 

when kQ = 1 (k = 0.2, Q = 5), the Z11 -3-dB (-6-dB) GBW was 2.1 (2.3) times the corresponding 

GBW of Z21. A similar observation holds for Figure 4.5(d) as well. This rapid increase in the 

difference between the Z11 and Z21 magnitudes at low kQ values can be studied mathematically by 

expressing the ratio of Z11 and Z21 using (4-1), (4-2) and the values in Table 4-1 as:  
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If we assume low coupling such that the middle of the passband is approximately at ω0, then 

on substituting s = jω0 in (4-3) results in:  
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Equation (4-4) demonstrates that the ratio of the Z11 and Z21 magnitudes at ω0 indeed shows a 

strong inverse dependence on kQ. It should be noted that the above analysis is limited to low values 

of kQ (≤1) where both the pole separation and the gain ripple are small and the Z11 and Z21 

magnitudes at ω0 can be considered representative of their passband magnitudes. The design 

predicament in the use of Z11 is thus evident: in a real application, the value of kQ is generally 

greater than 1 while the benefit of Z11’s higher GBW only manifests at kQ values close to or below 

1. It is also understood from the preceding discussion that the complex zero peaking in the Z11 

passband is the main reason limiting its wideband application. The next section introduces a 

technique which reduces the ripple due to the complex zero and extends Z11’s GBW advantage to 

higher kQ values. 

4.2.2 Reduction of Complex Zero Peaking 

Consider the transformer coupled-resonator of Figure 4.2, but with the primary and secondary 

coil inductors having different quality factors at ω0 − Q1 and Q2 respectively. The Z11 expression  

can be derived as shown in (4-5): 
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Table 4-2 Parameter values in Z11 canonical expression of (4-5) and (4-3) with different 

primary and secondary coil quality factors. 
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By comparing (4-5) with the canonical form of (4-1), the frequency and quality factor of the 

complex poles and zero can be determined, as shown in Table 4-2.  A key result follows from the 

expression of the quality factor of the complex zero (Qz2) in Table 4-2: for low values of k, Qz2 has 

a much stronger dependence on Q2 than on Q1. Thus, to alleviate the impact of complex zero 

peaking, it is sufficient to merely reduce Q2. Note that reducing Q2 also reduces the quality factor 

        

                                                                           (a)                                                      (b) 

Figure 4.6 Z11 magnitude and quality factor of a transformer coupled-resonator with 

different series losses in the primary and secondary coils. In (a), Q of the primary coil (Q1) 

was fixed at 10, while Q of the secondary coil (Q2) was varied between 5 and 15. In (b), Q2 

was fixed at 10, while Q1 was varied between 5 and 15. Here, L = 200 pH, C = 140.7 fF. 

Inductor loss Rs was adjusted for different Qs at 30 GHz. 
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of the poles  (Qp1,p2  Q1||Q2): however, the effect on GBW is less pronounced as de-Qing of the 

Z11 response curve around the gain peaks also increases the bandwidth. In Figure 4.6, the Z11 

magnitude and quality factor is plotted for different values of Q1 and Q2. The quality factor was 

determined from the Z11 phase response [104]. As expected, the quality factor near the complex 

zero frequency changes rapidly with Q2 if Q1 is kept constant (Figure 4.6(a)) but shows only a 

minor change with Q1 if Q2 is kept constant (Figure 4.6(b)).  

The strong dependence of Qz2 on Q2 for low k values can be intuitively understood by observing 

the currents flowing in the primary and second coils near the complex zero frequency. In Figure 

4.7, the movement of the primary (i1) and secondary coil (i2) current phasors in the complex plane 

with frequency is shown. When driven by a constant current source, as in Figure 4.7, the induced 

voltage across the primary coil near the complex zero frequency should be real-valued. Therefore, 

i2 is nearly opposite in phase and approximately M/L (= 1/k, since mutual inductance M=kL) times 

        

Figure 4.7  Movement of the primary and secondary coil current phasors in the complex 

plane as the frequency is varied between 25 GHz (marked as point A) and 37 GHz (marked 

as point B). Simulation setup is shown as an inset. i1 and i2 are the currents in the primary 

and secondary coils respectively. Current phasors near the complex pole and zero 

frequencies are also marked. Here, L = 200 pH, C = 140.7 fF, k = 0.3, and R = 2.5 Ω. 
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larger with respect to i1 to cancel the frequency-dependent voltage induced across the primary coil 

due to i1. This result can also be derived analytically: by solving the expressions for the mesh 

currents i1 and i2, their ratio reduces to: 
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From Table 4-2, the frequency of the complex zero is given by: 
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On substituting (4-7) in (4-6) and letting s = jω, (4-6) reduces to: 
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In a similar manner, on substituting the values of the complex pole frequencies, the ratio of i2 to i1 

can be found to evaluate to 1 (assuming high Q2). Therefore, we find from (4-8) that the ratio of 

        

Figure 4.8 |Z21| and |Z11| for different values of k. The ripple-compensated Z11 response (n 

<1) is also overlaid. Here, L = 200 pH, C = 140.7 fF, Q1 = 10. 
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the i2 to i1 magnitudes near the complex zero frequency increases when k is lowered. Consequently, 

the resonator power loss (and hence its Q) comes to be dominated by the loss in the larger current-

carrying secondary coil thereby creating a strong dependence of the resonator Q on Q2. 

Figure 4.8 overlays the ripple-compensated Z11 response with the Z21 and the uncompensated Z11  

responses of a low-k coupled-resonator (k = 0.15, 0.2, 0.25) where the coil Q-ratio n = Q2 / Q1. 

Since this work uses cascaded stagger-tuned stages to realize a bandwidth larger than that available  

        

Figure 4.9 (k, ξ) design space of a transformer-based resonator where ξ = (ω1/ω2)2 and k is 

transformer coupling factor. ω1 and ω2 are the individual resonant frequencies of the 

uncoupled tanks. Contour plots of χ = (ωp2/ωp1)2 are marked in blue (ωp1 and ωp2 are 

respectively the even- and odd-mode resonant frequencies of the coupled tanks). Contours 

assume high-Q conditions. Z11 and Z21 magnitude plots for three points A1 (k = 0.2, ξ = 1), 

A2 (k = 0.18, ξ = 1.19), and A3 (k = 0.18, ξ = 0.83) on χ = 1.5 contour are shown (Q = 10). 
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form a single stage [94], a k of 0.2 resulted in a reasonable trade-off between gain ripple and 

bandwidth. It was observed that the Z11 gain ripple at larger k values was difficult to compensate 

adequately without adversely affecting the gain. When k = 0.25, an n of 0.45 was required; 

however, this noticeably reduces the peak gain at the pole frequencies. Therefore, the transformer 

coupled-resonator designs in this paper have k ≈ 0.2 and n ≈ 0.6-0.7.  

4.2.3 (k,ξ) Design Space 

In [91]-[92], it has been previously shown that the ratio of the transformer coupled-resonator’s 

odd- and even-mode resonant frequencies, denoted here by χ for convenience, can be expressed as 

a function of the coupling factor k and ξ, where ξ =(ω1/ω2)
2 and ω1, ω2 are the resonant frequencies 

of the uncoupled tanks, as:   
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                          (4-9) 

The above expression assumes high-Q conditions. Figure 4.9 shows the contour plots of χ 

contours in the (k, ξ) design space. If the uncoupled tanks have the same resonant frequency (ξ = 

1), then under conditions of low coupling, the complex zero frequency (ωz2) is approximately at 

the center of the Z11 passband. Since Qp1 is always greater than Qp2, it is expected that the even-

mode gain peak should always be higher than the odd-mode peak (for example, case A1 in Figure 

4.9). This assumption holds only if the complex zero either has minimal or equal effect on both 

the pole frequencies. However, by choosing ξ ≠ 1, we find that ωz2 can now be positioned either 

close to ωp1 (ξ > 1, case A2 in Figure 4.9) or close to ωp2 (ξ < 1, case A3). The effect of a proximate 

complex zero near the pole frequencies creates two different kinds of Z11 gain responses: in case 

A2, the even-mode peak is lower than the odd-mode peak while the behaviour reverses in case A3. 

Thus, a transformer coupled-resonator with a fixed k (chosen at design time) but with tunable 
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capacitors (and hence tunable ξ) can be configured to work at different points in the (k, ξ) design 

space, thereby providing an important post-fabrication design knob to control the Z11 frequency 

response. Notably, the Z21 response lacks a complex zero, and hence lacks this flexibility (in Figure 

4.9, the Z21 gain profile does not change with ξ).   

4.2.4 Design Example 

To further illustrate the design guidelines developed in the previous sections, consider the 

circuits in Figure 4.10 which model an amplifier having two cascaded stagger-tuned stages using 

ideal circuit elements. In Figure 4.10(a), the Z21 responses of transformer coupled-resonators with 

coil Q-ratio n = 1 are used as wideband loads, while in Figure 4.10(b), the Z11 responses of ripple-

compensated transformer coupled-resonators (n = 0.6) are used. Z11’s GBW advantage is apparent: 

when compared to Figure 4.10(a), the amplifier gain profile in Figure 4.10(b) clearly has a larger 
       

 

Figure 4.10 (a) Design example showing stagger-tuned and cascaded gain stages with coupled-

resonator loads using ideal elements. In (a), Z21 wideband loads are used. Transformer coil Q-ratio 

n = 1 and ξ = 1 where ξ = (ω1/ω2)2, and ω1 and ω2 being the individual resonant frequencies of the 

uncoupled tanks. In (b) and (c), Z11 wideband loads are used. Transformer coil ratio n = 0.6. In (b), 

ξ = 1. In (c), the second stage coupled-resonator is designed with ξ > 1 as  ω1 > ω2 . 
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bandwidth with similar peak gains. In Figure 4.10(c), the second stage uses a coupled resonator 

with ξ >1 (where the odd-mode gain peak is higher than the even-mode peak) to flatten the gain 

response further. 

4.2.5 Design Tunability 

To counter the effects of manufacturing line variations and dummy metal-fill structures, post-

fabrication corrections using tunable switched capacitors are often necessary. Since metal-

       

(a) 

  

(b) 

Figure 4.11  (a) 15fF MOM capacitor constructed using M7, M6 and M5 metal layers. (b) 

Impact of MOM capacitor switching on the quality factor of an LC tank in 65 nm CMOS.  

The tank quality factor was determined from the phase stability factor. Q of the 230-pH 

inductor was 19 at 30 GHz. 
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insulator-metal (MIM) capacitors (density > 1 fF/µm2) are lossy at mm-wave frequencies [105], 

coupled-resonator’s capacitances were realized as inter-digitated metal-oxide-metal MOM  

capacitors designed using the fifth, sixth and seventh metal layers (each 0.22 µm thick) of a 9-

metal 65 nm process. A 15 fF MOM capacitor unit cell occupied an area of 4.9 µm×4.9 µm (density 

~ 0.63 fF/µm2, Figure 4.11(a)), and achieved a standalone Q of 65 at 30 GHz. A good design 

strategy is to use fixed MOM capacitors with high Qs along with switched MOM capacitor banks 

to simultaneously achieve high overall capacitor Q and post-fabrication tunability. LC resonators, 

designed using this strategy (see Figure 4.11(b)), were found to have Qs above 12 while allowing 

the resonance frequency to be adjusted by  10%. 

        

Figure 4.12  Offset and nested low-k transformer layouts with the simulated quality factors 

of the primary and secondary coils. 

 

94 µm

L1

L2

L1=0.18 nH, L2=0.18 nH

k = 0.18

L1=0.17 nH, L2=0.17 nH

k = 0.18

L1

L2

132 µm

Metal 9 Metal 8

25 30 35
0

10

20

30
Nested XFMR

Q2 

Q1 

 

Q

Frequency [GHz]

25 30 35
0

10

20

30
Offset XFMR

Q2 

Q1 

 

Q

Frequency [GHz]



107 

 

4.2.6 Transformer Layout 

For a compact layout of transformer coupled-resonators, it is instructive to consider the various 

low-k implementations. Spatially-offset inductors are commonly used [85], [88]−[89], [94] in 

which case both the primary and secondary coils exhibit similar Qs (Figure 4.12).  However, the 

area penalty can be severe, especially for low-k designs. A nested layout is also shown in Figure 

4.12. Since L1≈L2, L2 has two turns while L1 has one. While low coupling factors can be achieved, 

the secondary coil has a smaller Q when compared to the primary coil as current-crowding effects 

in multi-turn inductors are known to limit Q at high frequencies. However, the overall area is 

limited to that of a single one-turn inductor and thus exhibit a better area vs. Q tradeoff.  In addition, 
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Figure 4.13   Block diagram and die photo of the receiver chip in 65 nm CMOS. 
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they inherently exhibit a coil Q-ratio less than 1 (n = 0.65 in Figure 4.12). As such, no special 

techniques are required to reduce the secondary coil Q. Therefore, the Z11 response of a coupled-

resonator with a nested-layout transformer (where the high-Q primary coil is the input port) can 

be readily employed in wideband system design.   

4.3 Wideband Receiver Design 

The previously discussed techniques were used to implement a wideband LNA, employed in a 

quadrature low-IF receiver designed in a 65-nm CMOS process. Figure 4.13 shows the receiver 

die photograph and the block diagram. 
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Figure 4.14 Circuit schematic and layout of the three-stage LNA. Layouts of the 

transformers employed in the design are also shown. All transistors are of minimum length 

(60 nm). 
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4.3.1 Low-Noise Amplifier 

The proposed wideband LNA architecture employing three gain stages is shown in Figure 4.14. 

The first stage of the LNA comprises two inductively-generated cascode common-source (CS)  

legs – M1 and M2, degenerated by source inductors LP2 and LS2. In contrast to a conventional LNA, 

weak coupling is introduced between the two inductors (k ~ 0.2), laid out in nested configuration 

to save area. The two CS legs are designed to be symmetrical with same transistor sizes (24 µm) 

and degenerating inductances (142 pH). To avoid the noise penalty, a cascode transistor was not 

used. Stage 1 employs a coupled-resonator load (XFMR1) comprised of a nested transformer and 

a combination of fixed and tunable MOM capacitors on the primary and secondary terminals. The  

second CS stage, comprising two transistors M3 and M4 in parallel, uses a simple LC resonator 

and serves to correct the droop in the frequency response of the first stage. A final third stage with 

a coupled resonator load (XFMR3) extends the bandwidth of operation. Cascoded transistors M5 
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Figure 4.15 Equivalent circuit model of the input matching network. Note that in mode 1, 

section II only has an ‘even’ mode of operation due to symmetry and reduces to a series-

RLC resonant circuit. 
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and M6 are used in the third stage to improve the reverse signal flow. It is advantageous to design 

XFMR3 with ξ >1 as in the design example of Figure 4.10(c): however, due to the increase in  

capacitance seen at the output node of the third stage from the following circuits, XFMR3’s 

response was offset from but similar to XFMR1 (as in Figure 4.10(b)). Each of the CS transistors 

(M1-M5) was biased through a digitally-controlled current DAC, thereby allowing independent 

control of the parallel CS branches in stages 1 and 2. The design of the LNA is often governed by 

the need to accommodate large input signals due to the presence of large interferers. In this design,  

higher linearity modes could be enabled by turning off parts of stage 1 and stage 2 respectively 

(Figure 4.14). Thus, linearity could be traded for noise and voltage gain in discrete steps though 

simple digital control.  

Figure 4.15 shows the equivalent circuit model of the LNA’s input matching network. To 

facilitate analysis, the input network can be partitioned into two sections. The first section 

comprises the gate-inductor Lg in a π-configuration with two capacitances, C1 and C2. C1 is the 
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capacitance from the input trace and pads and a purposely added 24 fF capacitor, while C2 

represents the sum of the trace parasitics and the miller-reflected gate-to-drain capacitance (Cgd) 

of the first-stage’s CS transistors. The second section comprises the CS stage with transformer 

source degeneration. When one half of CS stage is off, the second section reduces to a series-RLC 

resonant circuit. Since the two CS stages were designed to be symmetrical, the second section 

reduces to a second-order system when both CS stages are on (Figure 4.15). While a shared source 

inductor could have been employed, the use of a source transformer with a nested layout avoids 

the large parasitic capacitance from a shared source node at no additional area overhead. The 

presence of the π-network reduces the value of the gate inductance required for input matching 

[106]. Cascading the low-Q π-network with a low-Q series-RLC second section, as in Figure 4.15, 

results in wideband input matching [94]. However, in the absence of a cascode transistor, the 

fourth-order response of the first stage’s transformer-coupled load modifies the input match 

through the miller-reflected Cgd. This behavior is demonstrated through a simple design example 

in Figure 4.16(a) where the input network is modelled using ideal circuit elements. The higher-

order response of the transformer-coupled load can be seen reflected in the simulated S11 in Figure 

4.16(b). With this model as the starting point, the input network was further optimized for noise 

and gain [94], [106]. Since close to -10 dB S11 was observed in the three modes, no additional 

wideband input matching techniques were employed. 

4.3.2 RF Mixer and I/Q LO Generation 

A double-balanced Gilbert cell mixer was used to perform the mixing operation (Figure 4.17(a)). 

The first stage of a mixer, a single-ended transconductance (gm) stage, was coupled to the switching 

quad through a single-ended to differential balun. Additional common-gate transistors were 

inserted between the secondary winding of the balun and the switching quad to improve RF-to-LO 
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isolation [107]. The use of a balun isolates the dc current of the switching stage from that of the 

gm-stage, which allows for a higher load resistance at the output of the mixer and consequently, a  

higher conversion gain [84]. The mixer was simulated to have a conversion gain of 7.7 dB at 28 

GHz, while consuming ~11 mA of current. The mixing stage was followed by 50Ω IF buffers to 

drive the instrument load. 

       

L1

600Ω

RF IN

VDD1

VDD2

600Ω

600Ω

600Ω

VBIAS1

VBIAS2

L2
L1=263 pH
L2= 90 pH

k=0.66

M1 (32 µm)

M2

M3

M4

M5

M6

LO_0º

I+

I-

Q+

Q-

LO_180º

LO_0º

LO_90º

LO_270º

LO_90º VDD2

k

Metal 9 Metal 8

L2

L1

55µm

20 25 30 35 40
0

2

4

6

8

10

D
SB

 N
o

is
e

 F
ig

u
re

 [
d

B
]

 

C
o

n
ve

rs
io

n
 G

a
in

 [
d

B
]

Frequency [GHz]

14

16

18

20

22

24

 

(a) 

IN+

IN-

I+

Q+

Q-

I-

R

R

R

R

R

R

R

R

C1

C1

C3

C3

C2

C2

C4

C4

R=150.3  Ω, C1=38.5  fF, C2=36.9  fF,    
C3=30.7  fF, C4=29.7  fF

IN+

IN-

I+

I-

Q+

Q-

160 µm
1

1
0

 µ
m

Metal 9 Metal 8

Dummy R

Dummy R

Dummy C Dummy C

                                                             

(b) 

 

Figure 4.17 (a) Circuit schematic, and simulated conversion gain and DSB noise figure of 

the double-balanced mixer. All transistors are of minimum length (60 nm). IF frequency 

= 1 GHz. (b) Circuit schematic and layout of the two-stage wideband PPF. 
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To simplify the measurement setup, quadrature LO signals for the mixer were generated on-

chip using an external sinusoidal LO signal source. An input balun provided input-matching, and  

converted the single-ended LO input to a differential signal. A two-stage polyphase filter (PPF) 

followed the balun. Layout and parasitic compensation techniques, introduced in [108], were 

       

 

(a) 

                                                

(b) 

 

Figure 4.18 (a) Complete LO Path layout. (b) Relative gain error, phase error between 

I+/Q+ and I-/Q-, and the single-ended to differential I-path and Q-path gains. 
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followed to improve the PPF’s I/Q accuracy over a wide bandwidth. The circuit schematic and 

layout of the PPF are shown in Figure 4.17(b). To compensate for the high signal loss in the two- 

stage PPF, two differential staggered-gain stages (LO Buffers 1 and 2, see Figure 4.18(a)) followed 

the PPF which ensured a reasonable voltage swing at the mixer inputs. Image rejection ratio (IRR) 

of the LO path was simulated to be better than 29 dB in the 25-32 GHz frequency range. The 

relative gain error and phase error are plotted in Figure 4.18(b).  Each LO buffer consumed 13.5 

mA from a 1.1V supply.  

4.4 Measurement Results 

Although the LNA was fabricated along with the rest of the receiver, a measurement buffer was 

added at the output of the LNA to facilitate standalone characterization. The LNA was measured 

in each of its three modes of operation with a power supply of 1.1 V. To demonstrate low-power  

operation, mode 1 performance was also measured at reduced supply voltages of 0.95 V and 0.85 

V respectively. Figure 4.19(a), (b) shows the measured gain and input match of the LNA. The 

voltage gain was determined from the measured S-parameters [109], and the simulated loss of the 

measurement buffer was de-embedded from the measurement. The addition of the LNA 

measurement buffer as well as a long interconnect between the LNA and the mixer resulted in a 

slight reduction in bandwidth. Good correlation between the simulations and measurements was 

observed. The input match was measured to be smaller than -7.5 dB throughout the band in each 

of the linearity modes.  

The linearity of the LNA was characterized through its input referred input compression point 

(iP1dB). Figure 4.19(c) shows the improvement in the linearity performance of the LNA between 

mode 1 and mode 3. At an RF frequency of 28 GHz, mode 1 iP1dB was measured to be -23 dBm 

while the mode 3 iP1dB was measured to be -19 dBm. The group-delay variation in mode 1 was 
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measured to be 7313 ps over the -3-dB bandwidth, as shown in Figure 4.19(d). The variation of 

the LNA’s iP1dB and NF with RF frequency is shown in Figure 4.20. A Noisecom NC346V noise  

source in conjunction with an Agilent E4440A spectrum analyser was used for NF measurement. 

Due to the upper frequency limit of the measurement set-up, NF could only be measured up to 

26.5 GHz.  

            

                                                (a)                                                            (b) 

           

                                                        (c)                                                            (d) 

Figure 4.19  LNA measurement results in different modes: (a) gain, (b) S11, (c) input-

referred 1-dB compression point (iP1dB) at 28 GHz, and (d) group delay variation. 
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In the low-NF mode 1 of operation, a minimum NF of 4 dB was observed at 25 GHz. As expected, 

NF increases to 6.2 dB in the high-NF high-linearity mode 3 of operation. Over 55% reduction in 

power was observed in the low-power mode (0.85 V supply). Use of local current mirrors (sharing  

the LNA VDD) resulted in lowering of transistor biases at reduced supply voltages, thereby further 

reducing the power.  

Like the standalone LNA measurement, the receiver was also measured with the LNA 

configured to be in each of its three linearity modes. Figure 4.21(a), (b) shows the measured 

conversion gain (CG) and the DSB NF. A maximum CG of 29.5 dB and a minimum DSB NF of 

5.3 dB was measured in mode 1 of operation. The output IF buffer’s loss was de-embedded from 

the measurement results. In the receiver’s low-power mode, where the LNA operates in mode 1 at  

a reduced supply voltage of 0.85 V, peak CG of 24.7 dB and a minimum DSB NF of 6.5 dB was 

measured. When the LNA is configured to operate in its high-linearity mode 3, an improvement 

of 5 dB in the measured iP1dB is observed. The receiver achieved an RF bandwidth of 6 GHz 

between 26.5 GHz and 32.5 GHz. Reduction in the RF bandwidth of the receiver, compared to the 

           

                                          (a)                                                                (b)                                  

Figure 4.20  Variation of LNA (a) iP1dB, and (2) NF with RF frequency.  
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LNA, can be attributed to the non-wideband design of the mixer’s gm-stage. The upper limit of the 

IF frequency, limited by the pole at the mixer’s output, was measured to be 2.5 GHz. The  

quadrature phase error of the LO path with the wideband PPF was also estimated by measuring 

the phase difference between the I+ and Q+ IF outputs. Note that the LO phase error appears  

           

                                            (a)                                                                    (b) 

 

(c) 

Figure 4.21   Receiver measurement results (a) conversion gain (IF = 1 GHz), (b) DSB NF 

(IF = 2 GHz). (c) I/Q phase mismatch measured at the IF output at a low IF frequency of 

50 MHz. 
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directly at the IF output while the LO gain error is mostly rejected by the mixer at sufficiently large 

LO amplitudes. To minimize the contributions from the signal path layout mismatches and the 

measurement setup to the LO I/Q phase error, the measurement was carried out at a low IF of 50  

MHz. The I/Q phase error, shown in Figure 4.21(c), was measured to be smaller than 5̊ in the 26-

33 GHz band. The gain imbalance was smaller than 0.32 dB. 

4.5 Summary 

A summary of the LNA and receiver performance and benchmarking against similar work is 

provided in Table 4-3. The LNA demonstrates a best-case FoM [74], [81] of 3.4, highest among 

similar designs, while occupying the smallest area. While the use of Z11 wideband loads was 

previously proposed in [94], this paper studies their properties and application in significant detail, 

and proposes an effective technique to reduce their gain ripple by lowering the secondary coil Q.   

 

                       

    Table 4-3 Measurement results and comparison.  

1Measured up to 26.5 GHz, 2Measured at 28 GHz, 3Excludes the LNA buffer, 4Excludes IF buffer, 5Transmission line-

based design 6Calculated from reported S21 assuming ideal input match (S11 = 0), 7Calculated from IIP3, 8Including pads, 
9Measured at low IF of 50 MHz. 
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It would also be fair to note that the advantages of Z11 are less obvious in applications where the 

inter-stage network capacitances can be very large: for example, the driver stages of a power 

amplifier. However, this investigation was beyond the scope of this paper.   

In summary, this work describes the design of a multi-mode, wideband, low-noise amplifier 

(LNA) and receiver in a 65-nm process using the driving-point impedance (Z11) of one-port 

transformer coupled-resonators. Design guidelines and insights are presented for the use of Z11 as 

a wideband load. Nested-layout transformers are shown to simultaneously minimize area and 

flatten the Z11 response. The effectiveness of the proposed design techniques is demonstrated 

through measurements of 28-GHz LNA and quadrature receiver prototypes. The LNA achieves 

~7.8 GHz -3-dB RF bandwidth, >22 dB peak voltage gain consuming 20 mA of current, and 

compares favorably with state-of-the-art while occupying the smallest area compared to similar 

inductor-based wideband designs.   
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5 A 25.1-27.6 GHz Frequency-Tunable Merged LNA 

Vector Modulator Using Transformer-Coupled 

Resonators 

5.1 Introduction   

Emerging 5G mm-wave networks require multi-antenna beamforming systems to overcome path 

loss and facilitate directional communication. RF-domain gain and phase control (complex-

weighting) of each received signal results in better energy-efficiency for simple phased-array 

beamforming compared to a full digital implementation. RF phase control is achieved through RF 

phase shifters which can be realized using several different topologies [110]-[122]. The 

requirements of phase shifters include large phase-control range (360̊), small phase-shift step size, 

low insertion loss, and orthogonal phase and gain control for simultaneous beam steering and 

sidelobe control [110] (in other words, gain variation over all phase states and phase variation over 
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Figure 5.1 Architectures of a homodyne N-element RF-path phase-shifting phased array 

receiver: (a) traditional vector modulator/interpolator using a quadrature hybrid and 

Cartesian combining, (b) reflection-type phase shifter (RTPS), (c) complex mixing based 

Cartesian phase shifting, (d) proposed merged LNA-vector modulator using a coupled-

resonator for I/Q generation.  
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all gain states should be low). Additionally, phase-shifting architectures must be scalable (small 

area and power footprint) and be amenable to easy and inexpensive calibration. 

 A passive approach composed of cascaded switched LC networks [111]-[112] can achieve 

discrete phase shifts. The advantages of a passive approach include low power and high linearity. 

However, they require large area, which can become prohibitively large if higher phase-shifting 

resolutions are required. Additionally, the use of MOS switches at mm-wave frequencies is 

challenging (an ideal RF switch should simultaneously achieve low insertion loss and high 

isolation, which has been proven to be a problem even in advanced CMOS nodes in Chapter 2).  

Vector modulator (VM) based active architectures employing multibit programmable gain 

amplifiers (PGA) enable high-resolution RF beamforming thereby enabling advanced array signal 

processing techniques and are widely adopted in phased-array implementations [113]-[119]. The 

vector modulator/interpolator creates variable gain and phase shift using a cartesian combining 

technique [113], [117] using weighted in-phase (I) and quadrature-phase (Q) vectors (in Figure 

5.1(a), the magnitude and phase of the weight are given by 2 2

r iA A A   and  1tan /i rA A   

respectively).  However, a limitation of VM-based complex-weighting is the need for large, lossy 

quadrature hybrids in each receive channel, which are usually realized using polyphase filters or 

lumped-element microwave couplers. The quadrature hybrid can be re-purposed for use in a 

reflection-type phase shifter (Figure 5.1(b)) [120]-[122]; however, RTPS-based designs suffer 

from phase-dependent signal loss requiring complex gain calibration.  

To overcome the problems of traditional phase shifters, the 90̊ phase shift function can be 

realized through complex downconversion (Figure 5.1(c)) [117], [118] which results in a compact, 

wideband solution. An additional benefit of this approach is that direct-conversion and complex 

image-reject receivers must generate quadrature LO signals which can be readily utilized to realize 
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complex-mixing based Cartesian combining. However, a drawback of this approach is the 

constraint on mixer linearity: the mixers are exposed to large spatial interferers. This is in contrast 

to quadrature-hybrid based architectures as RF combining before complex downconversion 

ensures the interferer is heavily attenuated before reaching the mixer.     

In this work, we propose an ultra-compact merged LNA-VM [10] where quadrature generation 

is absorbed into the gain stage of an LNA (Figure 5.1(d)). In contrast with previous RF phase 

shifters, the proposed scheme is compact, frequency-reconfigurable and narrowband. Emerging 

28 GHz 5G standards stipulate channel bandwidths below 500 MHz thereby making frequency-

tunable low fractional bandwidth designs like ours both viable and desirable [123]. An on-chip 

calibration unit is also implemented to autonomously update a digitally-controlled capacitance 

bank in the LNA for quadrature operation at a desired frequency. As shown in Figure 5.2, the 

overhead for this calibration is small: in a phased-array chip, only one such calibration unit would 

be required irrespective of the number of channels where the I/Q outputs taken from a single 

        
 

Figure 5.2   Block diagram of an N-channel phased-array receiver with proposed 

integrated LNA-VM and on-chip calibration. 
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channel’s LNA generates the calibration code shared by all channels. In addition, the proposed 

scheme enables compact differential quadrature generation (I+/I-/Q+/Q-): this is contrast with  

differential architectures which resort to the use of a couple of quadrature hybrids for differential 

I/Q generation [119] or elaborate passive structures [127].   

5.2 Wideband vs. Narrowband Vector Modulator   

The operating bandwidth (BW) of a VM can be defined by the frequency range over which 

sufficiently low quadrature phase error (QE) is maintained. To calculate the tolerable QE over our 

required bandwidth (~ 0.4-0.5 GHz bandwidth), it is first important to understand and quantify the 

impact of QE on a phased-array system. In this context, two key array performance parameters – 

null-depth/sidelobe-suppression and main-lobe array-gain degradation can be examined to specify 

how much QE is tolerable over a target BW.  

As shown in Figure 5.1(a), after RF combining, the combined output of an N-element array’s array 

factor can be written as ( ) ( )n nF X jY   , where Xn and Yn are the Cartesian expansions of the nth 

element vector. This is represented as a function of the incident angle θ, as the phase shifters have 

to be respectively set to phase shifts of n(2π/λ)(λ/2)sin(θ), to achieve peak directivity at angle θ in 

a linear N-element array with λ/2 interelement spacing. Note that θ=0 corresponds to broadside in 

this analysis. However, if we now assume a global quadrature error δ (same QE across all 

elements), then the combined signal can be written as [119]: 
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 Here, F(θ) represents the desired beam pattern, while Fim(θ) represents the undesired beam 

pattern, where the resulting beam is represented as a summation of the weighted desired and 

undesired patterns, with the respective weights governed by the QE δ. The undesired beam pattern 

Fim(θ) is the conjugate of F(θ): in other words, F(θ) results in a peak directivity at -θ (the image 

angle), while the desired beam pattern results in a peak directivity at θ (the incident angle). Now, 

if we assume that the incident angle is θ0 and a null exists at the image angle -θ0, we then have: 
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                                                  (5-2) 

  It is evident from (5-2) that for a finite δ, a finite value of F(θ,δ) will result at -θ0 due to the non-

zero weighting factor 0.5( 1)je   . The presence of Fim(θ) in (5-1) therefore results in a poorer peak-

to-null ratio in the presence of a quadrature error, due to null degradation at the image angle. Note 

that if δ =0 (no quadrature error) or is so small that 1je     , F(θ,δ) at θ=-θ0 is close to zero implying 

        

 

Figure 5.3 Normalized peak gain of undesired pattern plotted against quadrature error 

(MATLAB simulations of an 8-element array). 
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negligible null degradation. Thus, to keep the null at least R dB below the main desired lobe, we 

set the weights such that [119]: 

                                  

1 1
20log 20log

2 2

1 cos
(in dB) 10log ,  =Quadrature Error

1 cos

  

j je e
R

R
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


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 

 
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 
                              (5-3) 

 This is plotted in Figure 5.3 which shows the peak gain of the undesired pattern R against 

quadrature error based on (5-3). It is seen that 6.4º QE ensures that the undesired pattern is at least 

25 dB below than the desired beam, and will be used to define the tolerable QE (for defining 

bandwidth) of a narrowband VM in this work. Figure 5.4 shows the MATLAB simulations of an 

8-element uniform linear phased-array (directed towards 30º, 45º, 60º, and 75º angles w.r.t normal)  

           

(a)                                                                            (b) 

           

                                (c)                                                                           (d) 

Figure 5.4 MATLAB simulations of the impact of quadrature error (QE) on mainlobe, 

sidelobes and nulls in the beam pattern of a linear 8-element array (interelement spacing: 

λ/2) for incident angles, (a) 30̊, (b) 45̊, (c) 60̊, and (d) 75̊.  
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and simulated for 0º, 5º and 10º QE. It is seen that severity of null degradation is highest for θ=30 ̊

and θ=60̊, where as predicted by Figure 5.3, the null at the image angle gets degraded by -27 dB 

for and -21 dB for QEs of 5̊ and 10̊ respectively. Since θ=30̊ represents the worst-case peak-to-

null ratio, subsequent simulations only consider θ=30̊.  

Figure 5.5 compares the performance of ideal wideband vector modulators (ideal quadrature 

hybrid with zero QE over bandwidth) with that of narrowband vector modulators (finite QE over 

bandwidth, with QE assumed to be linear with frequency offset). We show later that the designed 

LNA-VM suffers from a QE that is nearly linear with frequency offset around the center frequency, 

and is therefore a reasonable assumption for MATLAB simulations of this analysis. For ±5º QE  

 
Figure 5.5 MATLAB simulations of linear 8-element array: (a) wideband VM with zero 

QE over 0.5GHz bandwidth, (b) narrowband VM with 5̊ QE over 0.5 GHz bandwidth, 

(c) wideband VM with zero QE over 1.5GHz bandwidth, and (d) narrowband VM with 

15̊ QE over 1.5 GHz bandwidth. Incident angle is 30̊ (with respect to normal).   
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 over a 0.5 GHz bandwidth, we observe that the both the wideband and narrowband cases 

demonstrate similar main lobe and side lobe levels, with negligible peak-array-gain degradation at 

the band-edges due to beam squinting. The only observable impact is the null degradation at the 

image angle at the band edges (where the QE is maximum): this is expected from our previous 

analysis. Now, if ±15º QE is assumed over a much larger 1.5 GHz bandwidth, both the pointing 

error and gain reduction due to beam squinting are still negligible for both the narrowband and 

wideband cases; however, the narrowband design has significant unwanted array gain around the 

image angle. It can therefore be inferred that a narrowband vector modulator design, supporting 

greater 400-500 MHz of channel BW (set by 5G requirements) with ~±5-6º QE can be an attractive 

alternative to wideband quadrature hybrids as it can achieve similar beam patterns except for null 

degradation at the image angle at band edges which reduces its ability to reject wideband 

interferers incident at the image angle. Furthermore, it is easy to see that the narrowband paradigm 

being proposed in the work becomes much more appealing if the design is ultra-compact and the 

center frequency at which the quadrature is generated can be tuned over a wide frequency range 

to support multiple 5G channels. Therefore, a compact, narrowband frequency-tunable design with 

~0.5 GHz bandwidth are the design targets pursued in this work.  

5.3 Coupled-Resonator Quadrature Generation  

 As demonstrated in the previous chapter, mm-wave LNA designs that use loosely-coupled (low 

coupling coefficient k) LC resonators loads have become popular to achieve a wideband frequency 

response [89]. The frequency response of Z11 of a coupled resonator has a real zero, a complex 

zero and two complex pole pairs, while the Z21 response has a zero and the same two complex pole 

pairs. Figure 5.6 shows sketches of Bode phase plots of Z11 and Z21, while Figure 5.7 shows the 

simulated Z11 and Z21 phase responses of coupled-resonator with symmetric LC tanks and their  
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 phase difference for different values of kQ for Q=5 and Q=10. We observed that imposing a kQ=1 

(critical coupling condition for maximally flat response [93]) constraint created a ‘phase plateau’ 

[124] in the Z11 phase response due to the combination of the phase contributions from the complex  

pole pairs and the complex zero. On the other hand, the Z21 phase response is roughly linear with 

frequency (since the Z21 phase changes from 90̊ to -270̊, it approaches -90̊ around the center 

frequency). Therefore, as shown in Figure 5.6, there always exists a frequency where the Z21 and 

Z11 phase responses are close to quadrature. 

Since both Z11 and Z21 of a coupled-resonator can be used as LNA loads, we can exploit this 

property to generate the I/Q signals required for VM based Cartesian complex-weighting Figure 

5.2). The width of the Z11 phase plateau as well as the rate of Z21 phase change can be related to 

the Q factor (the quality factor of the poles and zeroes are proportional to Q) [124].  In Figure 

5.7(a), we see that choosing Q=5 and k=0.2 (kQ=1) resulted in better than 90̊5̊ phase difference 

over a 0.6 GHz range. On the other hand, choosing Q=10 dropped the range to 0.25 GHz. Thus, 

while a higher value of Q would be beneficial to achieve a higher LNA gain, it also reduces the  

        
 

Figure 5.6 Phase plots of Z11 and Z21 of a low-k transformer coupled resonator.  
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frequency span over which the Z21 and Z11 phase responses are close to quadrature. It is also 

observed in Figure 5.7(b) that the magnitude difference between Z21 and Z11 is small at the 

quadrature frequency only when kQ=1 (maximally flat condition). It should be noted that small 

amplitude imbalance is necessary to ensure expected VM performance with low RMS gain and 

phase errors. Thus, kQ≈1 with Q≈5 was chosen as our design point. Figure 5.7(b) illustrates the 

Z21 and Z11 magnitude responses under this constraint, where the amplitude imbalance was 

observed to be between 0.64 to 1.2 dB over a 0.6 GHz bandwidth (phase difference was 90̊5̊).  A  

   

(a) 
 

              

(b) 

Figure 5.7 Variation of Z11 and Z21 (a) phases and (b) magnitudes for different ‘kQ’ values for 

two different Q values, 5 and 10 (L = 200 pH, C = 161.6 fF). 
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major benefit of this scheme is frequency tunability: digitally-switched capacitor banks can be 

employed in the coupled-resonator tanks to tune the quadrature frequency over a wide range. In  

Figure 5.8, it is observed that when the simulation of Figure 5.6(a) is repeated with two different 

values of C, the quadrature frequency shifted by 2 GHz (from 28.1 GHz to 30.1 GHz) while the 

90̊5̊ range remained nearly constant at 0.55 GHz (this simulation assumes no change in the tank 

quality factor with change in C). 

5.4 Digitally-Calibrated Merged LNA Vector Modulator 

The proposed method of quadrature generator using a coupled resonator load was used to 

implement a frequency-reconfigurable merged LNA vector modulator (LNA-VM), designed in a  

65-nm CMOS process. Figure 5.9 shows the block diagram and chip photograph of the merged 

LNA-VM test chip. The digitally-controlled capacitance in the LNA capacitance bank was updated  

        
 

Figure 5.8 Z11 and Z21 phase difference for two different C values, 151 fF and 174 fF (L = 

200 pH) 
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by an on-chip calibration unit to obtain quadrature outputs from the LNA at a desired frequency. 

The overall design comprised the merged LNA-VM (LNA with the Cartesian phase shifter), a  

 quadrature error extractor, and a digital calibration engine. In the following sub-sections, the 

design of each component of the LNA-VM is discussed. 

5.4.1 Merged LNA-VM 

Figure 5.10 shows the circuit schematic of the merged LNA-VM. The LNA comprises a gm-

boosted common-gate (CG) first stage followed by a common-source (CS) second stage. Passive  

 

 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

        
 

 

Figure 5.9 Block diagram and die photo of the merged LNA-VM chip in 65 nm CMOS. 
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(a) 

 

(b) 

 

(c) 
 

Figure 5.10 (a) Circuit schematic of the merged LNA-VM. (b) Layout of low-k coupled resonator 

load. (c) Z21 and Z11 response and phase difference of the low-k coupled resonator load under 

three different capacitance settings. 
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transformer-based (XFMR1) gm-boosting [125] improves voltage gain, and a low-k coupled 

resonator (XFMR2) provided single-ended to differential conversion. XFMR1 was designed to  

have a turns ratio n=1.5 ( 2

1

L
L

 ) and k=0.6, thereby resulting in an effective turns ratio of 

nk=1.05, and boosting the effective transconductance Gm to gm(1+nk). The low-k coupled 

resonator in stage 2 (XFMR3) is used for quadrature generation where a portion of the layout was 

laid out in lower-level metals to reduce Q and satisfy the kQ≈1 design requirement. Digitally-

switched metal-oxide-metal capacitor array banks were employed to enable frequency tuning. 

Coarse and fine frequency tuning (over 30fF and 8fF respectively) was achieved using 4-bit control 

words. Due to the use of compact two-turn inductors, the entire LNA core area was only 0.48 mm 

× 0.18 mm or 0.086 mm2. Negative resistance cells were added to the LNA I/Q outputs to enable 

post-fabrication tank quality-factor control. The use of negative resistance cells helped to 

counteract the the tank quality factor degradation due to switching on of MOM capacitor banks. 

The entire layout of the low-k coupled resonator stage is shown in Figure 5.10(b), and its 

standalone Z11/Z21 characteristics (without loading from the LNA transconductor and succeeding 

stage) at three different capacitance settings are shown in Figure 5.10(c). With the additional 

loading from the transconductor and succeeding PGA stages, the LNA was designed to be tunable 

over 3 GHz with ~10 dB peak voltage gains at the I/Q outputs (Figure 5.11(a)), while consuming 

15 mA from a 1.1 V supply. Post-layout simulations showed that the first stage had a minimum  

noise figure (NF) of 4 dB, while the overall LNA NF was ~5.5-5.9 dB (Figure 5.11(a)). LNA’s 

input-referred 1-dB compression point was simulated to be -8 dBm. Note that the LNA gain can  

be improved by using larger (single-turn) inductors with higher-Q in XFMR2 (for example, as 

implemented in [118]): however, this trade-off between gain and area was not exercised in this  
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implementation. As can be seen in Figure 5.11(b), use of high-Q coils in the transformer improved 

the quality factor by over 25%, when compared to XFMR2.   

The two LNA outputs are followed by 5-bit I and Q- path PGAs with their output currents 

combined using a low-k coupled resonator load (XFMR4). The LSBs of the PGA control word 

control a binary-weighted array of unit Gm-cells while the MSB determines the sign (turning on  

        

(a) 

 

(b) 

Figure 5.11 (a) Simulated LNA voltage gain with quadrature frequency at 28 GHz and 30 

GHz respectively. (b) EM-simulated inductance and quality factor of transformer coils (a) 

XFMR2 (b) XFMR3, and (c) a low-k high-Q transformer design adopted from [110] with 

similar k as XFMR2.  
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one of the two identical but oppositely connected unit Gm-cell). To ensure that a constant input 

capacitance is presented to the LNA I/Q outputs over all possible VGA gain settings, dummy Gm-

cells were inserted [85], [118]. Negative resistance cells were added to ensure that the output 

resistance of the Gm-cells is constant – this is necessary to avoid phase and gain distortion from a 

varying PGA output conductance. The I/Q VGA current settings were independently controlled, 

thereby enabling tuning of the gain ratio of the two VGAs to further reduce any I/Q gain magnitude 

mismatch.  

5.4.2 Quadrature Error Correction 

The quadrature error (QE) between the LNA I/Q outputs needs to be detected, and the error fed 

into a calibration engine to update the LNA capacitance word. A quadrature error extractor (see 

Section 5.4.3) was designed to convert the QE into a voltage. As shown in Figure 5.9, a comparator 

followed the QE extractor to extract the sign of the error voltage. A digital calibration engine 

following the comparator averages the comparator output over M cycles of the calibration clock 

(M=32 or 64) to increase or decrease the LNA coarse word such that the QE is minimized. To 

understand the calibration flow, as an example, consider that the initial state of the coarse word is 

set for a quadrature frequency for 27 GHz while the desired frequency of operation is 28 GHz. As 

such, also assume that the I/Q phase difference at the LNA output is 70̊. This large QE error would  

result in a comparator output of -1, which would then direct the digital engine to decrement the 

coarse control word. After this update, the quadrature frequency would move to a frequency higher 

than 27 GHz (quadrature frequency shifts by ~150 MHz per LSB increase of coarse word), and 

the I/Q phase difference would be closer to 90̊ than the initial state. This algorithm would continue  

 until the QE reduces below one LSB phase-step, at which point the comparator output would start 

toggling between +1 and -1 every alternate calibration cycle. This will be detected by the digital 

logic, and the calibration would be terminated. It is straightforward to extend this calibration  



136 

 

technique to include the LNA fine word to reduce the calibrated QE error to even smaller values; 

however, this scheme was not implemented in the present design.  
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Figure 5.12 (a) QE extraction using a single mixer. (b) QE extraction using a single mixer 

in presence of external phase mismatch (θ). (c) QE extraction using a cross-coupled mixer 

pair. (d) QE extraction using cross-coupled mixer pair in presence of amplitude mismatch. 
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5.4.3 Quadrature Error Extractor 

Consider the challenge of extracting the QE (ϕQE) between a pair of quadrature signals (at a 

frequency, say fRF , which can then be represented as I≡AI cos(2πfRF) and Q≡AQ sin(2πfRF + ϕQE)  

respectively). One straightforward way of doing this is to multiply the quadrature signals by 

feeding them to the RF and LO port of a mixer (Figure 5.12(a)), whose output f(ϕQE) can then be 

represented as:   

                                   

 

 
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cos(2 )sin(2 )

( / 2) sin( ) sin(2 2 )

         ( / 2)sin( ).
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                                    (5-4) 

Here, AI=AQ=A (no amplitude mismatch), and K is proportional to A. Thus, f(ϕQE) is an odd 

function w.r.t ϕQE, and monotonically increasing with QE (here, -π/2 < ϕQE <π/2). Thus, the sign 

of QE can be extracted by slicing the mixer output with a comparator. If comparator offset is 

assumed to be 0, then the comparator output can be written as:  

                                          sgn ( / 2)sin( ) sgn .QE QEOUT K                                        (5-5) 

Since we only care about the sign of ϕQE, the digital calibration engine following the comparator 

would work correctly. However, now consider the situation in Figure 5.12(b), where there is an  

additional phase mismatch (θ) between the RF and LO port of the mixer. It should be noted that 

this external phase mismatch is unavoidable due to unequal loading at the RF and LO ports, and 

layout-induced delay mismatches, which are exacerbated at mm-wave frequencies. This can be 

understood by considering that a given delay mismatch would lead to larger phase mismatches at 

higher frequencies [126]. (5-4) can now be written as: 
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                                       (5-6) 

Thus, there is now a varying offset present in the QE extractor’s output, which will compromise 

the correct functionality of the calibration algorithm. We also observed thCaat due to the parasitic 

capacitance stealing away a portion of the RF current at the drain of the transconductor in the 

active cell mixer used in our design, a large offset was already present even in the absence of any 

layout-induced mismatches. This offset could be minimized by resonating out the capacitance with 

an inductor [42] but this would increase the layout area significantly. To eliminate the effect of 

this external phase mismatches, a cross-coupled mixer pair can be employed (Figure 5.12(c)), and 

their outputs summed together such that the input to the comparator can now be written as:          
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              (5-7)      

The output of the QE extractor is again an odd function of ϕQE, and the calibration can work 

correctly. For the same reason, the effect of the parasitic capacitance will also be cancelled out as 

it would now result in similar phase shifts in both the I and Q paths.  However, in the present 

calibration scheme, amplitude mismatches between the I/Q signals will be present at the start of 

the calibration operation if the initial LNA cap settings are far from the required value. 

Unfortunately, it was observed that in the presence of amplitude mismatch (ε) (Figure 5.12(d)), an 

offset would again be present in the QE extractor output, which can be written as:  
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                                   
offset

, , 2( )sin( ) sin( )cos( )QE QE QEf K                                              (5-8) 

 (5-8) is interesting because it reveals that if we can reduce θ to 0, then the problematic offset 

disappears. Then, the QE output again reduces to an odd function of ϕQE, and a correct calibration 

operation is possible.  In Figure 5.13, our proposed method of QE extraction is shown. In this 

scheme, the LNA outputs are first downconverted to a low IF frequency (~0.5 GHz) using  
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+
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Figure 5.13 Proposed QE extractor robust against phase and amplitude mismatches. 

 

 

(a) (b)        

Figure 5.14 Differential DC voltage output of the QE extractor plotted with QE in the 

presence of amplitude mismatch (a) without, and (b) with initial downconversion.    
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a mixer pair driven by an external LO signal. The downconverted outputs are then fed to the cross-

coupled mixer pair. Initial downconversion ensures there is only a small phase mismatch due to 

routing or different port loadings (since delay mismatches create low phase mismatches at low 

frequencies). Since the cross-coupled mixer pair routing sees a low-frequency signal, layout-

dependent mismatches are reduced. Therefore, amplitude mismatches between the I/Q signals will 

not compromise the integrity of the calibration operation. It is important to note that we still use a 

cross-coupled pair after the initial downconversion to improve robustness to any residual phase 

mismatch θ, which will inevitably remain. In Figure 5.14, the output of the QE extractor is plotted 

against QE in the presence of amplitude mismatch (upto 2 dB) with and without initial 

downconversion. It is evident the effect of the amplitude mismatch on the QE extractor’s output 

is significantly reduced due to the downconversion.   

        

 

Figure 5.15 Schematic and layout of the proposed quadrature error extractor. 
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The schematic and the layout of the proposed designed QE extractor is shown in Figure 5.15. The 

routing interconnects were carefully laid out to reduce mismatch.  The use of additional mixers for  

downconversion (and the requirement of an external LO signal) increases the overhead: however, 

it is a necessary trade-off to ensure robustness of the calibration operation. In addition, as shown 

in Figure 5.2, the overhead for the proposed calibration scheme is small. In a complete phased-

array chip with multiple elements, only one such unit would be required where the I/Q outputs 

from a single channel’s LNA can be used to generate the calibration code, stored in the on-chip 

memory [116], and then shared by all the channels.    

 

   (a) 

 

(b) 

Figure 5.16 Measured (a) LNA voltage gain, and (b) I/Q phase difference of the merged 

LNA-VM at three different frequencies. 
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5.5 Measurement Results 

The measured LNA voltage gain, and the I- and Q- path phase difference at three different settings 

of the LNA’s capacitance word (quadrature frequency = 25.1 GHz, 26.6 GHz, and 27.6 GHz 

respectively) is summarized in Figure 5.16. The LNA voltage gain was calculated from the 

measured S-parameters (=S21/(1+S11), with S11,dB ≈-10 dB), and the simulated loss of the PGA and 

buffer was de-embedded from the measurement. The voltage gain was measured to be between 

5.8 dB and 8 dB across the entire frequency tuning range. Compared to simulations, a reduction in 

the gain, as well as the shift of the frequency range to lower frequencies was observed. This might  

be attributed to the routing interconnects to the quadrature error extractor, which were not carefully 

accounted for during the design simulations. The I/Q phase difference was measured by 

successively turning on only the I-path and Q-path PGAs, measuring the calibrated two-port S-

parameters, and then subtracting the two S21 phases so obtained. The operating bandwidth 

(QE<6.4̊) at the three frequencies was measured to be 0.43 GHz, 0.47 GHz and 0.45 GHz 

respectively. The LNA consumed 16 mA, while the Cartesian phase shifter block (all unit cells of 

both I- and Q- PGAs turned on) consumed 14.5 mA from a 1V supply. Due to instrument 

limitations, the NF of the LNA-VM was not measured. As shown in Figure 5.17(a), the quadrature 

frequency could be tuned from 25.1 GHz (coarse word=‘15’, fine word=‘15’) to 27.6 GHz (coarse 

word=‘0’, fine word=‘0’), with a fine frequency tuning resolution of ~40 MHz. The frequency 

resolution of the coarse word was ~150 MHz. While this architecture can synthesize all possible 

5-bit I/Q complex weights, Figure 5.17(b) shows the constant modulus phase settings at the three 

frequencies which demonstrates high-resolution phase tuning over the entire 360̊ range (also see 

Figure 5.17(c)). The worst-case measured RMS phase and amplitude error was 2.6̊ and 0.39 dB 

respectively. Here, RMS phase error quantifies the deviations from ideal phase value resulting  
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(a) 

 

(b) 

         
                                         (c)                                                               (d) 

Figure 5.17 (a) Measured phase difference between I- and Q-paths and quadrature 

frequency for different values of capacitance word. (b) Measured constant modulus 

constellation points on the normalized I/Q channel coordinates. (c) Measured phase-

response of the LNA-VM at 26.6 GHz demonstrating full-span range. (d) Measured gain-

variation over 500 MHz bandwidth at 26.6 GHz.  
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from 5-bit I and Q quantized constant-modulus complex-weight settings, and RMS gain error 

quantifies the standard deviation from average gain [114]. It is evident that use of phase-invariant 

PGAs with constant input capacitance [85], [118] ensured low RMS gain and phase errors.  

       

 

(a)                                                               (b) 

Figure 5.18 (a) I/Q phase difference, and (b) quadrature error before and after calibration. 
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  Power 

[mW] 

  Area 
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[127] 

CICC’15 

65 nm 

 CMOS 

Vector 

Modulator 

 

2-24 

Passive I/Q 

+Vector 

Interpolation 

5-bit I, Q 360 ̊ <1.22 ̊ -3.5 84 2.16 

[129] 
MWCL’16 

65 nm 
 CMOS 

Switched-
Filter 

27.5-28.35 Phase Shifters  
4-bit 

(22.5̊) 
360 ̊ <8.98 ̊ -6.36 0 0.23 

[130] 

RFIC’16 

45 nm 

SOI CMOS 
Switched-LC 26-28 

LNA+VGAs+ 

Phase Shifters 

5-bit 

(11.25̊) 
360 ̊ <4 ̊ 12 42 1.75 

[128] 

TCAS-II’17 

130 nm 

CMOS 

Vector 

Modulator 

24.55-27.4/ 

26.55-29.4 

PPF+Vector 

Interpolation 
6-bit 360 ̊ <2.6 ̊

-6.11.5/ 

-51.5 
27 0.284 

[122] 
TMTT’17 

65 nm 
 CMOS 

RTPS 28 
LNA+Phase 

Shifter 
5-bit 

(11.25̊) 
360 ̊ 0.4 ̊ 9.50.4 10 0.32 

[119] 

JSSC’17 

130 nm  

SiGe 
Dual-Vector 28-32 

LNA+Vector 

Interpolation 

4-bit 

(22.5̊) 
360 ̊ <5.4 ̊ 10.5 136.5 1.08 

This Work 
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Narrowband 

LNA-VM 

25.1-27.6 

(Tunable, 

≥0.43GHz BW) 

LNA+Vector 
Interpolation 

5-bit I, Q 
(~3-5̊ 5) 

360 ̊

1.47 ̊1 64 

30.5 
0.3186/ 
0.1237 

2.60 ̊2 7.754 

2.08 ̊3 84 

 

Table 5-1 Measurement results and comparison.  

1Measured at 25.1 GHz, 2Measured at 26.6 GHz, 3Measured at 27.6 GHz ,4LNA gain (excludes loss of the 

Cartesian phase shifter and output buffer), 5Non-uniform phase steps, 6LNA-VM+Calibration, 7LNA-VM only. 
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Table 5-1 compares the proposed LNA-VM with recent RF phase-shifter front-ends. Amongst the 

compared work, only [128] is frequency tunable. However, the design is based on the use of lossy 

current-mode R-C poly-phase shifters which are highly susceptible to PVT variations and may  

require extensive calibration. Figure 5.18 demonstrates the calibration operation: for a desired 

frequency of operation at 5 different frequencies– 25.6 GHz, 26.1 GHz, 26.6 GHz, 27.1 GHz and 

27.6 GHz respectively, the calibration loop approaches the right cap settings from an initial 

arbitrary cap setting (coarse control word=‘8’), bringing down the quadrature error to ~1̊ and 

below. 

5.6 Summary 

This work proposes the use of wide tuning range and narrowband compact vector modulators for 

emerging 5G phased-array receivers. A low-Q coupled-resonator load in the LNA is used for 

quadrature generation, thereby avoiding the need for an explicit quadrature hybrid and facilitating 

an ultra-compact design. The use of phase-invariant PGAs with constant input capacitance 

following the LNA ensures low RMS gain and phase errors. An on-chip calibration loop is 

implemented which adjusts the coupled-resonator’s capacitance to generate quadrature I/Q outputs 

at any desired frequency in the band. 
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6 Conclusions and Future Work 
 

6.1 Conclusions and Contributions 

This research introduced several CMOS-integrated, transformer-based reconfigurable circuit 

techniques whose effectiveness was validated through measurements of designed transceiver 

front-end low-noise (LNA) and power amplifier (PA) proof-of-concept prototypes. 

The first contribution is the demonstration of an integrated, PC-switch based, dual-band (3/5 GHz) 

reconfigurable CMOS LNA with transformer source degeneration in a 0.13 µm process. This work 

was significant because it demonstrated, for the first time, that a phase-change RF switch could be 

integrated with a parasitic-sensitive RF design block like an LNA, and that the integrated system 

could be stably and reversibly configured between different frequency bands. A novel and compact 

LNA design was proposed such that both a power and a noise match could be achieved at two 

different frequencies. Unlike other dual-bands reported in literature, the integrated LNA achieved 

identical performance in both bands: this was a result of both a careful design as well as a superior 

RF switch. The work identified the impact of integration on LNA performance which will motivate 

the development of alternative integration strategies in the future, such as the homogeneous 

integration of PC switches with CMOS, for example as reported in [131]. This work will also serve 

as the foundation for the development of more complex RF systems like transceivers leveraging 

the demonstrated benefits of an integrated CMOS-PC system.  It resulted in the following 

publications:  

− R. Singh, G. Slovin, M. Xu, A. Khairi, S. Kundu, T. E. Schlesinger, J. A. Bain and J. 

Paramesh, “A 3/5 GHz reconfigurable CMOS low-noise amplifier integrated with a four-

terminal phase-change RF switch,” in Proc. IEEE Intl. Electron Devices Meeting, Dec. 

2015, pp. 25.3.1-25.3.4. [5] 
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− R. Singh, G. Slovin, M. Xu, T. E. Schlesinger, J. A. Bain and J. Paramesh, “A 

Reconfigurable Dual-Frequency Narrowband CMOS LNA using Phase-Change RF 

Switches,” IEEE Trans. Microw. Theory Techn, vol. 65, no. 11, pp. 4689-4702, Nov. 

2017. [6] 

[7], [20], [39] and [40] are other publications of fellow PhD students who were involved in the 

development of CMU’s CMOS-PC integration project [17]-[19] and [26] report the parallel 

development of the four-terminal PC RF switch at Northrop Grumman. 

After the development of an integrated small-signal CMOS-PC system, we intended to leverage 

the PC switch’s advantages in a large signal system like a power-combining CMOS PA. During 

our investigations, we proposed a frequency-reconfigurable CMOS transformer combiner that 

could be reconfigured to have similar efficiencies at widely separated frequency bands. This work 

was significant because previous transformer combiners in CMOS PAs were always tuned for 

operation at a single frequency standard: however, this work introduced a way to re-use the same 

transformer combiner for different frequencies using regular CMOS switches. A switched 

capacitor design was also introduced with a high CON/COFF ratio. A 65-nm CMOS triple-band 

(2.5/3/3.5 GHz) PA employing the reconfigurable combiner was implemented. While the original 

intention was to use PC switches, our first prototype was CMOS-only as the design worked equally 

well with regular low-breakdown CMOS switches. Future work will require a careful study of the 

power-handling and linearity performance of the PC RF switch, such as reported in [25] and [132], 

which will consequently pave the way for the development of frequency-reconfigurable large-

signal CMOS-PC systems. This work was published in: 

− R. Singh and J. Paramesh, “A Digitally-Tuned Triple-Band Transformer Power Combiner 

for CMOS Power Amplifiers,” in Proc. IEEE Radio Frequency Integr. Circuits Conf., pp. 

332-335, June 2017. 
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The interested reader should refer to [48], [49], [54], [56], [58] and [63] for relevant literature 

concerning this work.  

In the final part of this work, the use of transformer coupled-resonators in mm-wave LNA designs 

for 28 GHz bands was investigated. To cover contiguous and/or widely-separated narrowband 

channels of the emerging 5G standards, a 65-nm CMOS 24.9-32.7 GHz wideband multi-mode 

LNA using one-port transformer coupled-resonators was designed. The main contribution of this 

work was the introduction of design techniques to facilitate the use of the driving point impedance 

(Z11) of one-port transformer coupled-resonators as wideband loads of millimeter-wave amplifier 

stages for a 28 GHz receiver front-end. While the use of both the Z11 of a one-port and the trans-

impedance (Z21) of a two-port coupled-resonator has been previously considered to achieve a 

wideband response [85], [88]-[90], [94], it was shown that under conditions of low magnetic 

coupling and constrained network quality factor, the use of Z11 results in a higher gain-bandwidth 

product. The effect of the complex zero in the Z11 response on the in-band gain ripple was shown 

to be alleviated merely by lowering the quality factor of the transformer’s secondary coil. This 

work will be submitted for publication in: 

− R. Singh and J. Paramesh, “A 28 GHz Wideband LNA Design Using One-Port 

Transformer Coupled-Resonators”. [To: IEEE Trans. Microw. Theory Techn,] 

 

Finally, a 25.1-27.6 GHz tunable-narrowband digitally-calibrated merged LNA-vector modulator 

design was presented that proposes a compact, differential quadrature generation scheme for 

phased-array architectures. This work is significant because in contrast to the traditional paradigm 

of using bulky quadrature hybrids in vector-modulated based phased array architectures, it 

proposes the use of narrowband, frequency-tunable and compact merged LNA-vector modulators 

based on the use of coupled-resonators. This work showed that by using a low-Q coupled-resonator 
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load, differential quadrature signals can be generated from the LNA stage itself, thereby avoiding 

the need for explicit quadrature hybrids and facilitating an ultra-compact design. The work also 

proposed a gain and external phase-mismatch tolerant quadrature error detector that was employed 

in a correction loop to generate accurate quadrature signals at any desired frequency in the band. 

This work will be published in:  

− R. Singh, S. Mondal and J. Paramesh, “A 25.1-27.6 GHz Tunable-Narrowband Digitally-

Calibrated Merged LNA-Vector Modulator for 5G Phased Arrays,” in Proc. IEEE Radio 

Frequency Integr. Circuits Conf., June 2018. 

− R. Singh, S. Mondal and J. Paramesh, “Narrowband merged LNA vector modualtor 

phased-array receiver front ends,” [To: IEEE Trans. Microw. Theory Techn,].  

6.2 Future Work 

Several different future directions can be outlined based on the work presented in this thesis. 

[1] A complete multi-band CMOS Receiver using PC RF switches: This research demonstrated 

the feasibility of employing PC RF switches in CMOS LNAs, while a concurrent research has 

explored their use in multi-band VCOs [133]. These ideas can be combined together to implement  

a multi-band CMOS receiver integrated with a multitude of RF PC switches. Figure 6.1 shows the 

detailed block diagram of an example quad-band (2.5/5/11/17 GHz) direct-conversion receiver 

front-end and LO generation/distribution. The receiver comprises two parallel narrowband LNAs, 

similar to the ones implemented in Chapter 2. The LNA is followed by a wideband balun, which 

is then followed by current-driven passive mixers. Each of the I/Q mixers drives a low impedance 

load consisting of the virtual ground of a closed loop two-stage operational amplifier. The two  

stage op-amp together with the feedback network functions as a transimpedance amplifier (TIA). 

To generate quadrature LO signals required by the image-reject receiver, a wideband 9-17 GHz 

quadrature VCO is employed. To enable wideband operation, each of the two VCO cores exploits  
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dual resonance of coupled-resonator tanks in addition to PC-switched capacitors to achieve a wide 

tuning range [133]. The QVCO is followed by compact LO buffers (shunt-peaked differential 

amplifiers) and divider stages. The designed receiver is expected to achieve comparable 

performance to baseline single-band CMOS receivers in all the four frequency bands. This work 
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Figure 6.1 (a) Envisioned 2.4/5/11/17 GHz reconfigurable quad-band CMOS receiver with 

PC-switched LNAs and VCO.  (b) Block diagram and layout of the quad-band receiver. 

S1 to S6 highlights the location of the flip-chip pads that connect to the PC switches on the 

PC chip. DCR standards for digitally-controlled resistor, implemented through a parallel 

network of binary weighted pMOS switches controlled by digital code.  
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is currently in development, with plans to demonstrate a complete CMOS-PC receiver prototype. 

A successful demonstration will pave the way for future implementations of complex, high-

performance, field-programmable CMOS-PC transceivers.    

[2] PC switch matrices for high power handling: RF measurements on fabricated PC switches 

has already demonstrated promising power handling capabilities (at least 20 dBm of incident RF 

power) [39]. However, there is room for improvement, and the PC-switch can be re-engineered to 

stand-off multi-watt incident power levels without sacrificing RF performance. The fundamental 

limit of power handling capability of PC switches comes from their tendency to spontaneously 

switch from OFF-state to ON-state due to a threshold-switching event which in turn leads to 

memory switching (permanent change in the resistivity state) [134]. Threshold switching is 

initiated when the voltage across the RF terminals of a PC switch reaches a threshold voltage VTH. 

Experimental methods need to be determined to accurately determine the DC and RF threshold 

voltages of PC switches. Admittedly, redesigning the PC switch involves various device design 

considerations, outside the scope of a circuit designer. Various aspects of the switch design 

including: (1) the composition ratio of the GexTe1-x alloys and its electrodes, (2) the dimensions of 

the GeTe switch, (3) the dimensions of the heater element, (4) the choice and thickness of the 

thermally conductive dielectric layer between the heater and GeTe layer and (5) the choice of the 

substrate material, will have to optimized to achieve high power-handling functionality.  However, 

these device directions will have to be pursued together with circuit considerations in mind to 

achieve the right trade-off between RF performance, robustness and the power handling 

capabilities. Additionally, there are interesting possibilities to be pursued in terms of new switch 

architectures that can lead to improved power handling. For example, placing switches in series 

can allow for an increase in VTH by reducing the electric field across an individual switch. The  
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effective RON can be brought back to its original value by adding a parallel branch of series-

connected switches. Since PC switches have small form factors and limit the addition of parasitic 

capacitances, N×N switch array can then be employed depending on the insertion loss and power 

handling requirements of the design. Successful prototypes of large-signal CMOS-PC systems like 

power amplifiers, and Rx/Tx SPnT switches will further poise CMOS-PC technology for rapid 

mainstream adoption.  

[3] 8-way >1W power-combining CMOS PA: Unlike the single-ended voltage-combining 

implementation of the combiner’s secondary coil in Chapter 3, when the output terminals of the 

combiner are connected differentially, the phase mismatches between the amplifier ports are 

expected to reduce due to differential symmetry. Furthermore, current-combining architectures 

have been shown to be superior in terms of channel symmetry, as discussed in Chapter 3. These 

observations lead to several interesting possibilities for implementing a very high power 8-way 

PA with minimal phase/amplitude mismatches between the unit amplifiers. Figure 6.2 shows a 
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Figure 6.2 Possible implementation of an 8-way voltage-current combining frequency-

reconfigurable PA architecture. ZU represents the output impedance of each unit 

amplifier. 
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possible implementation of an 8-way PA where both voltage and current combining is used to 

reduce mismatches between the amplifier ports. Since the design is based on the earlier 4-way 

reconfigurable PA design, low-swing nodes (A-B, C-D, E-F and G-H) are still available where 

reconfiguration capacitors can be conveniently inserted. This design will be symmetrical if all unit 

amplifiers are identical. However, if like the design in Chapter 3, a Doherty-like architecture is 

adopted, then careful attention should be given to minimizing the phase mismatch between the 

main and the peaking amplifiers. The application of reconfigurable combiner architecture at mm-

wave frequencies is also an unexplored but potentially promising opportunity. 

[4] mm-wave LNA designs: This work, together with [85], [90] and [119] has employed coupled-

resonators in 28 GHz LNA designs employing both common-source (CS) and common-gate (CG) 

stages. While the versatility of coupled-resonator design at these frequencies has been established, 

the design considerations between choosing a CS or CG dominated LNA design are not yet clear. 

In a seminal paper [135], it was predicted that CG-LNA designs will become more and more 

attractive at higher frequencies as the low-noise advantage of CS amplifiers rapidly deteriorates 

with frequency. On the other hand, CG-LNA designs require passive Gm-boosting to break the 

tight link between input matching and noise figure, and suffer from limited gain. Examples of 

CS/CG LNA designs at these frequencies do exist in literature; however, a proper evaluation of 

their advantages, disadvantages and performance is absent.  A theoretical and experimental 

evaluation along these lines is especially important due to the high current interest in the 

development of 28/37 GHz 5G transceivers. 
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