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Abstract

As an alternative to well-established nano-lithographic methods, mechanical manufactur-

ing methods which are widely applied in macro and micro-scales, have also been adapted to

nano-scale. Recently, tip-based mechanical nanomanufacturing have been realized through

the use of Atomic Force Microscopes (AFM) where the ultra-sharp AFM probe is used to

induce sufficiently high contact stresses to remove material from variety of surfaces. Even

though the basic applicability of the AFM-based mechanical nanomanufacturing have been

demonstrated, its application as a viable controlled nanomanufacturing method is hindered

by a number of issues including high dimensional uncertainty, limited shape capability, rapid

tip wear, and inefficient material removal.

In this Ph.D. research, to address the issues with the current application of AFM-

based methods, a new tip-based mechanical nanomanufacturing process, referred to as

nanomilling, is proposed. The overarching objective of this Ph.D. research is to

develop, implement and analyze a novel nanomanufacturing process, nanomilling, and the

associated equipment. The nanomilling process imposes high-frequency rotational motions

to the ultra-sharp probe tip (nanotool) using a piezoelectric actuator, achieving a config-

uration similar to that of the conventional milling process. By imposing controlled high-

frequency motions and implementing a high-stiffness nanotool configuration, nanomilling

has the potential to exhibit high-dimensional accuracy and repeatability, achieve high mate-

rial removal rates and effectively reduce tip wear and forces. Development, implementation

and analysis of the nanomilling process constitute the foundation for realization of high-

volume, controlled tip-based mechanical nanomanufacturing.

To achieve the overarching research objective, first, the nanomilling method and the

associated system is developed. Two fundamental nanomilling configurations are identified:

in-plane and out-of-plane configurations where the nanotool is rotated within a plane parallel

and perpendicular to the sample surface, respectively. The nanomilling system mainly

includes a three-axis piezo-stack actuator hosting the nanotool and imposing the high-

frequency rotations, a high-stiffness nanotool assembly and a high-precision nanopositioning

stage that controls the feeding motions to create desired feature shapes during nanomilling.

Successful implementation of the nanomilling process requires precision characterization

and control of the high-frequency nanotool rotations and feeding motions. To characterize

the motions of the piezo-stack actuator and the nanopositioning stage, a three-dimensional

motion measurement setup is constructed. To generate accurate nanotool rotations, a

comprehensive method is developed for characterization and mathematical representation
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of non-linear dynamics of piezo-stack actuators. The obtained dynamic representations are

then utilized to devise a frequency-domain open-loop method to control the piezo-stack

actuator motions. The capability of this method to generate desired nanotool rotations

with high accuracy is demonstrated.

Having developed the nanomilling method, the associated system and established the

methodology for precision control of nanomilling motions, the dimensional accuracy of the

process is evaluated. It was shown that the removal depth and width can be controlled with

5 nm accuracy using the nanomilling process. The preliminary observations on material

removal mechanism showed that nanomilling process is able to remove material in the form

of long and curled chips.

Finally, the preliminary studies are conducted on the nanotool wear characteristics of

the process. A method for experimentation and quantitative analysis of nanotool wear is

devised.

Specific contributions of this thesis research include: (1) A novel rotating-tip-based me-

chanical nanomanufacturing method and associated system that is capable of creating nano-

scale features with 5 nm dimensional accuracy, (2) A new method for accurate character-

ization and representation of three-dimensional dynamic motions of piezo-stack actuators,

including those used in the nanomilling system, (3) An experimental understanding on the

characteristics of the non-linear dynamic motions of piezo-stack actuators, (4) A frequency-

domain-based open-loop method for controlling the non-linear, three-dimensional motions

of multi-axis piezo-stack actuators, (5) An approach for quantitative analysis of wear in

nanometrically-sharp probe-tips.
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Chapter 1

Introduction

1.1 Motivation

Nanodevices such as integrated circuits, data storage and memory devices, optical devices,

sensors, and analytical devices can provide many benefits by taking advantage of the mod-

ified physical/chemical properties and behavior at the nano scale. However, without re-

peatable, accurate and high-throughput (scalable) nanomanufacturing techniques that are

applicable to a broad range of materials, the potential benefits of these devices cannot be

fully realized. Since early 1990’s a wide-range of lithographic methods such as optical lithog-

raphy, x-ray lithography, electron and focused ion beam lithography have been developed

and considered as well-established methods of nanofabrication [1]. More recently, other

nano-manufacturing approaches, such as molding and embossing based methods, electrical

and nano-transfer printing, and self-assembly methods have been demonstrated [2].

As an alternative to lithographic and other nanomanufacturing methods, motivated by

the agility of the mechanical manufacturing techniques used in the macro- and micro-scales,

researchers have attempted to develop mechanical nanomanufacturing approaches for fabri-

cation of 3D nano-scale features and devices. Mechanical material removal methods, such as

milling, are preferred in a broad range of manufacturing applications in different size scales

due to their versatility, geometric capability, high precision, wide-range material applicabil-

ity, and low overall cost. Precision machining methods, such as diamond turning [3], may

be considered as the first application of mechanical manufacturing techniques to nano-scale

material removal [4, 5].

More recent application of mechanical nanomanufacturing involve the utilization scan-

ning probe microscopy (SPM) systems to facilitate tip-based nanomanufacturing. In gen-
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eral, SPM tips with tip radii up to a few tens of nanometers have been used to selectively

modify surfaces in mechanical, electrical, electrochemical, and/or photonic manners to re-

move or add nano-scale features. The main advantages of the tip-based nanomanufacturing

methods include (1) the ability to induce selective surface modifications with high spatial

resolution, (2) the capability to perform in-situ characterization of the fabricated features,

(3) the applicability to a broad range of materials and media, and (4) the ease of use and

relatively low-cost of application [6, 7]. Mechanical modification of surfaces is commonly

performed using atomic force microscope (AFM) systems, the primary intent of which is

the nano-scale characterization of surface topographies [8].

In AFM-based mechanical material removal, standard AFM cantilevers are used under

high normal forces (significantly higher forces compared to AFM measurements), inducing

sufficient contact stresses to create plastic deformation (ductile) or brittle fracture (brittle)

on the material surface [9, 10]. The tip is moved along a prescribed path to scratch and

plough the substrate. Repeated scratches are used to create deep trenches and pockets.

In addition to the contact mode, the tapping mode is used to ”dynamically plough” the

material from the surface.

Although the application of the AFM-based mechanical nanomanufacturing has been

demonstrated in the literature, its usage as a viable, controlled nanomanufacturing process

has been hindered by a number of factors:

• Low dimensional accuracy: Although AFM has superior positional accuracy, due

to the force controlled–as opposed to displacement controlled–process, the resulting

depth of removal depends on the type and uniformity of the substrate material, the

tip shape, the existing surface topography as well as a number of operational param-

eters such as removal speed. This precludes straightforward fabrication of controlled

features.

• Limited shape capability: The large tip forces required during nano-scratching

generally causes large torsional deflections if the tip is moved lateral to the beam axis.

Moreover, truly three-dimensional features have not been commonly fabricated using

AFMs.

• Rapid tip wear: In the manner that the AFM-based mechanical nanomanufacturing

is currently practiced, the tip wear rate is relatively large due to the large contact

stresses. Furthermore, the mechanism of tip wear is not clearly understood.

• Inefficient material removal: The surface modification through AFM-based nano-
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scratching is usually realized through ploughing type plastic deformation, rather than

removal through shearing (chip formation). This causes unwanted material accumula-

tion in the vicinity of the created features and increases tip wear. The shape and size

of the tip, the workpiece material, and the AFM nanomachining conditions (depth,

width, speed, tip motion) have a significant effect on the mechanism of material re-

moval which has not been studied in detail.

Therefore, limitations of the current application of the AFM-based methods prevent the re-

alization of controllable tip-based mechanical nanomanufacturing techniques with geometric

capability and applicability to a diverse selection of materials. Addressing and resolving the

these issues and gaining fundamental understanding on the nanoscale mechanical removal

of material and tip wear can potentially render tip-based mechanical nanomanufacturing

as a viable nanomanufacturing process for a wide range of applications. Such a research

effort may constitute the foundation for large impact applications of tip-based mechanical

nanomanufacturing where molds and lithography masks with nano-scale features are created

through simultaneous operation of multiple tips, thereby leading to effective high-volume

fabrication of nanoscale devices.

1.2 Research Objectives

In this PhD. research, a new tip-based nanomanufacturing method, referred to as nanomilling,

is proposed in an effort to address the aforementioned issues with AFM-based methods and

to realize controllable tip-based mechanical nanomanufacturing. The nanomilling process

uses an ultra-sharp tip (with nominal radius of a few tens of nanometers) as the nanotool

and imposes high-frequency rotational motions to the nanotool using piezoelectric actuators,

thereby achieving a configuration similar to the conventional macro-scale milling process.

By imposing controlled high-frequency nano-scale motions to the tip, nanomilling has the

potential to widen the shape and size capability, achieve high material removal rates and

effectively reduce tip wear and forces. Implementation of a high-stiffness nanotool config-

uration enables direct prescription and control of the position of the tool-tip (rather than

forces), providing high-level dimensional accuracy and repeatability.

The nanomilling process carries the potential of becoming a viable controlled nanoman-

ufacturing process. However, to realize this potential, there is a strong need for research

on both practical and fundamental aspects of the nanomilling process. The overarching

objective of this PhD. research is to develop, implement and analyze a novel nanoman-
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ufacturing process, nanomilling, and the associated equipment. This overarching objective

is addressed through the following specific objectives:

1. To develop and implement the nanomilling system: The unique aspects of

the nanomilling process such as the high-stiffness nanotool configuration and rota-

tional motions cannot be realized through the commercially-available SPM systems.

Accordingly, the aim of this objective is to develop a dedicated system/testbed for

nanomilling, and to establish the corresponding nanomilling procedure.

2. To characterize and control the three-dimensional dynamic motions of

piezo-stack actuators used as a means to generate nanotool rotations: Pre-

cision control of the nanomilling motions is critical to satisfy the dimensional accuracy

and repeatability requirements. The aim of this objective is to develop an experimen-

tal framework for measurement and alignment of the motions of various components

of the nanomilling system. The emphasis is placed on the accurate generation of the

high-frequency rotational motions of the nano-tool through the use of piezo-stack ac-

tuators. Thus, a comprehensive method for dynamic characterization and open-loop

control of piezo-stack actuators will be devised.

3. To evaluation the dimensional accuracy of nanomilling: The implementation

of a high-stiffness nanotool configuration and precision controlled nanomilling mo-

tions enables attaining high dimensional accuracy of the created features through

nanomilling. To evaluate this capability, a number of reference features are created

using the developed nanomilling system. The dimensions of the created features (mea-

sured using AFM) are then compared to the prescribed dimensions and dimensional

accuracy of nanomilling is quantified.

4. To devise a method for quantitative analysis of nanotool wear: Nanotool

wear significantly affects the throughput, accuracy, and geometric capability of the

nanomilling process. This objective aims to devise an experimental and analysis

method for quantitative analysis of nanotool wear. The outcomes of this preliminary

study will be foundational for more comprehensive studies on nanotool wear and its

dependence on various process parameters.

1.3 Research Contributions

The specific technical contributions of this Ph.D. research are:
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1. A novel rotating-tip-based mechanical nanomanufacturing method and associated sys-

tem that is capable of creating nano-scale features with 5 nm dimensional accuracy.

2. A new method for accurate characterization and representation of three-dimensional

dynamic motions of piezo-stack actuators, including those used in the nanomilling

system.

3. An experimental understanding on the characteristics of the non-linear dynamic mo-

tions of piezo-stack actuators.

4. A frequency-domain-based open-loop method for controlling the non-linear, three-

dimensional motions of multi-axis piezo-stack actuators.

5. An approach for quantitative analysis of wear in nanometrically-sharp probe-tips.

1.4 Thesis Organization

In the next section of this chapter, the literature review on the AFM-based mechanical

nanomanufacturing, experimental methods on the analysis of nano-scale mechanical mate-

rial removal and tip wear is presented. In chapter 2, the nanomilling process and the devel-

oped nanomilling system is introduced. Process kinematics, construction of the nanomilling

system and characterization and alignment of nanomilling motions are discussed in detail.

In chapter 3, the method for dynamic characterization and mathematical representation

of piezo-stack actuator dynamics is presented. In chapter 4, open-loop control method for

piezo-stack actuators is explained, demonstrating the capability of imposing nano-scale ro-

tational nanotool motions with high accuracy. In chapter 5, the dimensional accuracy and

shape capability of the nanomilling system is evaluated. In chapter 6, preliminary studies on

the development of an experimental method for quantitative analysis of nanotool wear are

presented. Chapter 7 summarizes the conclusions from the presented research. Chapter 8

discusses the future work that is needed for rendering nanomilling as a high-throughput, in-

dustrially feasible nanofabrication process and the extension of the conducted fundamental

research.
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(a) (b) (c)

Figure 1.1: AFM images of the features created using AFM-based mechanical nanomanu-
facturing: (a) Small characters created by Choi et al [15], (b) A two dimensional structure
created by Yan et al [12], (c) Human face nano-structure fabricated by Yan et al [13].

1.5 Literature Review

1.5.1 AFM-based mechanical nanomanufacturing

Since the late 90s, variety of SPM systems, such as scanning tunneling microscopes (STM)

and atomic force microscopes (AFM), have been used to create nano-scale features mechan-

ically on various materials [11]. Using AFMs at force levels significantly higher than those

used for topography measurements, a variety of simple and complex shapes (see Fig. 1.1)

were created on semiconductor [14], metal [12, 13], and polymer/photoresist [15, 16] sur-

faces through indentation and scratching using the AFM probe tip. Various applications of

AFM-based mechanical nanomanufacturing have been identified, including shaping of mask

layers for lithography [21], fabrication of single-electron transistors (SETs) [17], Coulomb

blockades, quantum point contacts, quantum nano-dots, quantum wells, nano-wires [18–20]

and grating structures [15].

Although the basic capability of AFM-based mechanical nanomanufacturing techniques

has been established, several issues prevent the application of these techniques as viable

nanomanufacturing approaches. First, the modification of surfaces through scratching with

high normal forces is commonly realized through the mechanism of ploughing (i.e., plastic

deformation) rather than shearing (i.e., removal of material in the form of a chip). This

causes accumulation, rather than removal, of the material in the vicinity of the created

features (i.e., ridge formation,see Fig. 1.2) [21–23] and induces significant increases in tip

deformation and wear. Second, the process throughput is limited by the low translational

speeds of the AFM systems, and the rapid tool wear arising from the ploughing-dominated

material removal mechanism [16,18,21–24]. Third, accurate features can only be fabricated
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Figure 1.2: Number of issues of AFM-based mechanical nanomanufacturing highlighted
Notargiacomo et al [21]: (a) AFM topography and (b) three-dimensional view of a series
of lines patterned on the aluminium surface with different amount of force applied. The
distortion at the end of the lines is due to the torsional deflection of the AFM cantilever.
The section profile along the (c) aa’ and the (d) bb’ directions show the formation of the
ridges alongside the created lines indicating a ploughing type material removal mechanism.

through iterative processing. This is due to the fact that AFM scratching is a force-based,

as opposed to a displacement-based, process: The depth of removal is dictated indirectly by

monitoring the AFM cantilever deflections, which are correlated with the forces applied at

the tip. Since the removal forces depend on removal conditions (e.g., removal speed) [25–29],

tip geometry [23,24,28,30], material properties and inhomogeneities [16], the original surface

topography [16] and progressing tip wear [14,31], a non-linear tip forces vs. removal depth

relationship and corresponding dimensional uncertainty in fabricated geometries are present.

Torsional deflections of the AFM cantilevers has also been shown to affect the created feature

geometry [21] (see Fig. 1.2). Further improvements to the AFM-based techniques, such as

the use of high-stiffness cantilever [14, 22, 32, 33], vibrating cantilevers [18, 25], ultrasonic
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vibrations of the sample [34], depth control algorithms [13,35], and diamond tips (to reduce

wear) [14], have been implemented with limited success.

1.5.2 Mechanical Material Removal at Nano-scale

Researchers used in-situ measurements and post-test observations to determine the mech-

anism of tip-surface interaction during tip-based mechanical material removal processes.

By in-situ measurement of forces acting on the tip, characterization of the process has

been made through determination of several parameters such as friction coefficient [36–38],

scratch hardness [39], specific cutting energy [38]. Acoustic emission based methods that

have been widely used for larger scale machining processes have been recently applied in

nano-scales. It has been shown that acoustic waves are generated from surfaces due to

plastic deformation or crack initiation [40] and different forms of plastic deformation can

be identified through the monitoring of several acoustic wave characteristics [37]. Volume

analysis using the AFM measurements of the created features involves determining the vol-

ume of the removed material and the ploughing debris accumulated in the vicinity of the

feature. The ratio of these volumes provides distinction between cutting and ploughing

regimes [37,41].

Change of material characteristics as a result of the mechanical material removal has

also been investigated. Residual stresses and subsurface damage can be observed through

the diffraction patterns in the TEM images [42, 43]. Furthermore, the mechanical material

removal has been shown to induce certain chemical changes both on the surface and the sub-

surface regions of the modified materials. These changes can be examined through electric

potential measurements using AFM [42] or material composition measurements using X-Ray

spectroscopy [42,43].

As a result of the experimental analysis, several distinct forms of material behavior have

been observed during mechanical material removal at nano-scale. Usually polymers with low

modulus of elasticity exhibit elastic behavior resulting in significant elastic recovery after

modification [43,44]. Ploughing type behavior (plastic deformation and displacement of the

material) has been observed for many materials for low normal forces and/or depths [37,45].

For metals and polymers combination of ploughing and cutting behavior (chip formation)

can be observed depending on several process parameters such as the applied normal force

and tip geometry [38,41,45,46]. Ductile cutting can also be observed for brittle materials for

certain cutting depths [40]. Brittle behavior in the form of crack generation and propagation

is widely observed for materials brittle nature such as silicon [47, 48], GaAS [49] or even
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non-brittle materials like polymers [43] under high loads.

1.5.3 Tip Wear at Nano-scale

Several experimental methods have been utilized to study the wear of the silicon [50, 51],

silicon nitride [50, 52], diamond [53, 54] and diamond like carbon (DLC) [55] tips during

their interactions with various material surfaces. AFM measurements of the tips before

and after their use for material removal are used to determine the volume worn during the

process. By associating this volume to normal load and total process length, wear rate

can be evaluated [53, 54]. Archard’s Law is a commonly used empirical approach which

relates the wear volume with normal load, distance and the material hardness [52,55]. The

proportionality constant in this law is empirically determined and provides a quantitative

measure for tip wear. An indirect quantitative monitoring of tip wear can also be achieved

through observation of the removal depth at constant normal load. It has been shown that

the removal depth decreases as the tool gets blunter and the contact stresses decrease [53,54].

Qualitative tools such as TEM and Raman spectroscopy are used to study the mechanism

of tip wear. Researchers utilized TEM imaging of the tip to observe changes in the crystal

structure [51, 55] and Raman spectroscopy to examine the chemical changes that can be

exhibited by the tip [55].

It has been observed that for the ultra sharp tips of radius around 10 nm or less, both

gradual or sudden (fracture based) wear can occur [55]. It has been noted that, regardless

of material, the tip undergoes some plastic deformation due to high contact stresses [52,53].

Chung et al reported that the silicon tip wear is initiated by the quick abrasion of the

amorphous layer at the very tip and is followed by gradual flattening and oxidation of the

crystalline silicon [51]. Similarly for DLC, it has been reported that amorphous carbon

wears off before the crystalline diamond leading to a wear rate reducing in time [55]. For

silicon nitride tips, main wear mechanisms are determined to be adhesive wear [50,52] and

low cycle fatigue [52]. Zhao et al determined that diamond tip under severe machining

conditions undergoes a chemical wear at high local temperatures by reaction of carbon with

oxygen and silicon [53]. It has also been noted that the environmental conditions such as

the media in which the process takes place [51] and humidity [50] play significant role in tip

wear.

The literature review on the dynamics and control of piezo-stack actuators are provided

in the associated chapters.
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Chapter 2

Development of the Nanomilling

Process and System

In this chapter, the nanomilling process and the associated system is introduced, an ex-

perimental framework for characterization and alignment of various nanomilling motions is

established. The technical contribution of the work presented in this chapter, is the dedi-

cated nanomilling testbed and procedure that constitutes the experimental foundation for

the further research on the practical and fundamental aspects of the nanomilling process.

2.1 Nanomilling Process Kinematics

In this section, we briefly describe the nanomilling process and its basic configurations,

which were originally presented in [56]. The material removal in nanomilling is accom-

plished by rotating a nanotool (an AFM-probe tip with as small as 10 nm tip radius) in an

elliptical pattern, while feeding the sample along a path at a prescribed depth of removal.

Similar rotational motions, but with significantly larger amplitudes, have been recently used

for fabricating complex micro-scale features using single-point diamond tools to facilitate

reduction of machining forces and tool wear [57, 58]. As described below, the nanotool ro-

tation is obtained through three-dimensional motions of a piezoelectric-stack, on which the

nanotool is attached. Two basic configurations of the nanomilling process—in-plane and

out-of-plane—are depicted in Fig. 2.1.

For the in-plane configuration shown in Fig. 2.1 (a), the three-axis piezoelectric actuator

is excited to generate an elliptical nanotool motion in a plane parallel to the sample surface

(the xs−ys plane). The specific shape and the speed of the elliptical nanotool motion is
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Figure 2.1: Two basic configurations of the nanomilling process: (a) the in-plane configu-
ration and (b) the out-of-plane configuration.

controlled by varying the amplitude and frequency of the voltage inputs to the piezoelectric

actuator, whereas the channel depth is prescribed by moving the sample using a nanoposi-

tioning stage. If the depth of removal is larger than the spherical portion of the tip (with

circular cross-section, as shown in Fig. 2.1(a)), the nanotool cross-section changes into a tri-

angular or rectangular shape at higher elevations. Continued motion of the nanotool along

the nanotool path causes the material (the shaded region in Fig. 2.1(a)) to be removed.

Through the feeding motions, complex shapes can be created on the sample surface along

the prescribed feeding path. Importantly, the width of the feature created during a single

pass can be controlled by changing the diameter of the elliptical nanotool motion (in the

xs direction).

For the out-of-plane configuration, the nanotool is rotated in a plane (the ys−zs plane)

that is perpendicular to the sample surface plane. Figure 2.1(b) depicts a cross-sectional

view of the process. The shaded portion of the sample material is removed as the nanotool

follows the motion path (both up-milling and down-milling configurations can be realized).

The depth of removal during a single pass is prescribed by the nanotool path along the

sample-surface normal (zs), rather than through the use of the nanopositioning stage as in

the in-plane configuration. Deeper features can still be obtained by providing additional

depth-direction movements through the nanopositioning stage. The channel width and

shape that can be fabricated in a single tool pass are dictated directly by the shape of the

nanotool.
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Figure 2.2: The nanomilling system and its components.

2.2 Nanomilling System and Procedure

To perform the nanomilling process, a nanomilling system shown in Fig. 2.2 was designed

and constructed. This section describes different subsystems of the nanomilling system and

their operation during the nanomilling process.

2.2.1 Nanotool Assembly

Creating nanomilled features with well-controlled shape and high dimensional accuracy

necessitates a low-compliance structural loop between the nanotool and the sample. The

AFM-based mechanical removal processes in the literature have utilized AFM probes, tips

of which are located at the end of an AFM-cantilever. Due to the low-stiffness of the AFM-

cantilevers that function as the connection element, the loop stiffness of such systems are

very low, causing shape distortions and inaccuracies on the fabricated shapes.

In this work, we used an alternative approach, and attached the AFM tip (i.e., the

nanotool) directly onto an acrylic post in a reverse configuration, where the tip is directly

supported by the nanotool post as shown in Fig. 2.2. Since the compliant AFM cantilever

is not used as the connection element, a high stiffness nanotool assembly is attained.During

the assembly, first a UV-curable adhesive is applied on top of the micromachined protrusion
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on the nanotool post. Under an optical microscope and using a pair of controlled tweezers,

the AFM probe is brought to the top of the protrusion such that the bottom side of the

cantilever below the AFM tip lays on the top of the protrusion. After curing of the UV

adhesive, the AFM beam is snapped off close to the cantilevered end of the beam. This

suspended portion of the AFM beam, referred to here as the nanotool cantilever, is utilized

during contact detection and surface indication procedures (see below). The width and

thickness of the nanotool cantilever is 45 µm and 1 µm, respectively. The final length of

the cantilever is approximately 200 µm.

2.2.2 Obtaining Nanotool Motions

The rotary motions of the nanotool is obtained by attaching the nanotool post onto a three-

axis piezoelectric-stack actuator (Physik Instrumente PI-123.01) shown in Fig. 2.2. This

actuator consists of an assembly of two horizontal (xp and yp) shear-type piezoelectric stacks

and a vertical (zp) tension-type piezoelectric stack. The piezoelectric actuator is attached

to a three axis manual stage (Newport 461-XYZ) that enables the coarse positioning of the

nanotool prior to the nanomilling process.

2.2.3 Sample Attachment and Surface-Contact Indication

The feeding motions (and the depth prescription during the in-plane configuration) are

obtained by moving the sample using a nanopositioning stage (Physik Instrumente P-611.3

NanoCuber) (see Fig. 2.2). The stage includes three flexure-based piezo-driven linear axes

with built-in strain gage sensors for closed-loop position control. Using the nanopositioning

stage, the sample can be positioned with 1 nm resolution and 5 nm rms repeatability

(with the closed-loop position control) within 100µm motion range in each of the three

dimensions. An analog controller (Physik Instrumente E-664 Nanocube Controller) with

proportional-integral (PI) architecture is used to control the stage motion in a closed-loop

fashion. The trajectory of each axis is dictated by the supplying appropriate signals to

the analog reference inputs of the controller with a sensitivity of 0.1 V/µm. Closed loop

control of the nanopositioning stage eliminates non-linear behavior due to its piezoelectric

actuators such as hysteresis and creep.

Precise detection of the nanotool-surface contact is critical to fabricate accurate features.

Furthermore, the initial surface is commonly inclined with respect to the nanopositioning

stage axes. To address these issues, a surface-contact method described in Fig. 2.3is

employed. A piezoelectric (shaker) element (Physik Instrumente PL055.31) is placed under
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Figure 2.3: The contact detection method used for determination of nanotool-surface con-
tact.

the sample, between the sample and the nanopositioning stage (see Fig. 2.2). The tip is

approached to the sample surface to within less than 10µm using the manual stages while

observing through the optical side-microscope shown in Figure 2.2. Next, a Laser Doppler

Vibrometer (LDV) system, which has a bandwidth of 350 kHz and a sensitivity of 50 nm/V

when using the DD-500 decoder [59], is used to determine the first natural frequency (ωc1)

of the nanotool cantilever. Subsequently, the piezoelectric shaker element is vibrated at

ωc1 with an amplitude less than 1 nm. The sample is then gradually (with 4 nm steps)

approached to the nanotool using the nanopositioning stage while measuring the vibrations

at the free end of the nanotool cantilever using the LDV system. A lock-in amplifier is used

to detect the change in cantilever response amplitude at ωc1. The contact is detected by

the abrupt increase of vibration amplitude (A) above a threshold. Using this method for

multiple points within the range of interest enables determination of initial sample-surface

plane (see details below).
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2.2.4 Data Acquisition and Process Control

To generate the analog driving signals for the nanotool rotations and nanopositioning stage

motions, as well as to conduct the contact-detection procedure, a computer controlled data

acquisition/signal generation system (National Instruments PXI-1033 chassis with PXI-

6115 and PXI-6259 acquisition boards) is used. A LabVIEWTM-based program is written

to control the system. This program is capable of managing nanomilling tasks for creating

different feature geometries, such as surface indication, as well as calculation and generation

of the driving signals for the piezoelectric actuator and nanopositioning stage. As outlined

below, the software is also used during the characterization and alignment of nanomilling

motions, including application of (linear and nonlinear) transformations between voltage

inputs and motion responses. Power amplifiers (Khron Hite 7500) are used to supply the

required voltage amplitude to the piezoelectric actuator.

2.2.5 Nanomilling Procedure

The nanomilling process is conducted through the following step-by-step procedure: First,

the surface indication process is performed at different locations on the sample surface and

a sample surface coordinate frame [xs, ys, zs] is defined (see below). The sample is then

brought to contact with the nanotool. Second, according to the required nanomilling con-

figuration, the LabVIEWTM program is used to calculate the signals that are required to

prescribe the desired rotational motions of the nanotool within the sample-surface coordi-

nate frame, and the data acquisition/signal generation system is used to supply the signals

to the piezoelectric actuator through the voltage amplifiers. Third, the required depth (for

a single pass) is imposed by moving the nanopositioning stage along the sample-surface

normal zs. Fourth, the feeding motions for the required feature geometry are obtained by

providing the necessary inputs to the nanopositioning stage through the LabVIEWTM pro-

gram. Continued feeding (and depth, as necessary) motions enables fabricating the feature

with the desired geometry.

2.3 Characterization and Alignment of Nanomilling Motions

Successful execution of the nanomilling process necessitates well-controlled and coordinated

motions of the nanopositioning stage and the nanotool motions with respect to the sample

surface. This section describes the characterization and alignment of nanomilling motions.

To facilitate determination and alignment of coordinate frames associated with the nanopo-
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sitioning stage, nanotool motions and the sample surface, an LDV-based three-dimensional

(3D) motion measurement system is developed. The sample-surface (plane) reference frame

is then described with respect to a measurement reference frame. The physical motion axes

of the nanopositioning stage are then measured, and the coordinate transformations be-

tween those axes and the sample-surface reference frame are determined to enable obtaining

nanopositioning motions with respect to the sample surface. Next, a thorough character-

ization of nanotool (piezoelectric actuator) motions are completed using the measurement

system at different voltage levels and frequencies, considering the nonlinear behavior of the

piezoelectric-stack actuator. An approach is then developed to determine the necessary

inputs to piezoelectric actuator to obtain the required nanotool motions. The details of

each step are described below.

2.3.1 Three-Dimensional Motion Measurement System

Figure 2.4 illustrates the 3D measurement system. Each of the three fiber-optic LDV laser-

beam carriers, which emit and receive the laser beams, is placed on a six-axis kinematic

mount that facilitates orienting and moving the laser beam. Other long-range manual

positioning stages are also attached under the six-axis mounts for coarse positioning of

the lasers. An aluminum frame is constructed to enable attaching the vertical laser beam.

The nanomilling system is assembled onto a breadboard, and placed at the center of the

aluminum frame.

The alignment of three laser beams in mutually orthogonal configuration is crucial to the

establishment of an absolute measurement frame within which the motions of the piezo-stack

actuator is described. Upon the completion of the alignment procedure, each laser beam

coincides with one of the axes of the established measurement reference frame [xm ym zm].

The alignment procedure uses the intensity of the returned laser beams that can moni-

tored through the LDV system. When a laser beam is focused highly on a reflective surface,

the intensity of the returned laser beam is directly correlated with the angular orientation of

the laser beam with respect to the local surface normal: The intensity reaches its maximum

level when the beam is perpendicular to the surface. To achieve mutual-orthogonality, the

three laser beams are oriented to be perpendicular to the surfaces of a reference cornercube

that consists of three mirror surfaces with better than 10 arc-sec perpendicularity. The

cornercube is custom-fabricated by applying a reflective aluminum coating to the back side

of a commercial retro-reflector. The returned beam intensity-based alignment method can

be used align a laser beam perpendicular to a face of a cornercube in an uncertainty of ±
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Figure 2.4: The LDV-based measurement system for 3D characterization of dynamic
nanomilling motions.

0.04 degrees.

The procedure followed to position and align the laser beams can be summarized as

follows: First, the piezo-stack actuator is placed within the measurement frame. The three

laser beams are coarse-positioned to shine onto the acrylic post as shown in Figure 2.5 (a).

Second, the piezo-stack actuator is removed, and the reference cornercube is placed within

the measurement frame such that each of the three laser beams shines on one the mirror

faces. The beams are then individually aligned to be perpendicular to their corresponding

faces of the cornercube as shown in Figure 2.5 (b). This alignment is performed using kine-

matic mounts to rotate the beam carriers while monitoring returned beam intensity for each

beam carrier. During this alignment procedure, the relative position changes of the laser

beams due to rotation of beam carriers are compensated by the manual translation stages

of the system. Finally, the piezo-stack actuator is brought back in the measurement frame
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and positioned such that the laser beams are at their determined measurement locations as

shown in Figure 2.5 (c).

2.3.2 Sample Reference Frame

Since the nanomilling process proceeds on the sample surface, it is logical to define nan-

otool (rotary) motions and feeding/depth motions (provided by the nanopositioning stage)

on a reference frame [xs, ys, zs] attached to the sample surface. Although the nanomilled

feature can be created on a non-planar sample surface, we will limit our discussion to (nom-

inally) planar sample surfaces for simplicity without loss of generality. The average surface

roughness (Ra) of the PMMA samples used during this work was measured (using the Zygo

NewView 7300 system) to be 2 nm.

To establish the sample reference frame [xs, ys, zs], the first step is to use the contact

detection method (described above) to locate a (relatively large) number of points on the

sample surface within the area in which the nano-scale feature will be fabricated. The 3D lo-

cation of each of those points are recorded in the measurement reference frame [xm, ym, zm].

Next, a least square fit is applied to fit the measured points to a plane in space, therefore

determining the sample surface plane. The zs axis is then selected along the normal to

the sample surface plane. Subsequently, Gram-Schmidt [60] orthogonalization procedure is

used to define xs and ys axes (from the initial orientations of xm and ym). Furthermore,

the coordinate transformation between the sample reference frame and the measurement

reference frame is determined and represented using the transformation matrix Ts→m and

its inverse Tm→s.
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2.3.3 Characterization and Generation of the Nanopositioning Stage Mo-

tions

The motions of the nanopositioning stage dictates the shape of the nanomilled feature by

providing the feeding motions and prescribing the removal depth during the nanomilling

process. Therefore, a correlation between the sample reference frame and the nanoposition-

ing stage motions must be established. Since the feeding motions and depth prescription

considered in this work occur at very low frequencies, the dynamic effects and cross-talk

between the motions of different axis of the nanopositioning stage are assumed to be negli-

gible. Furthermore, a nanopositioning reference frame [xn, yn, zn], individual axes of which

are aligned with the motion axes of the nanopositioning stage, is defined.

To determine orientation of the nanopositioning reference frame, a linear motion (30 µm

long) is provided separately to each axis of the stage. Using the measurement system, the

orientation of the resulting motion is measured in the measurement reference frame in three

dimensions. Each of the xn, yn and zn directions are then established by fitting straight

lines to the obtained responses. A coordinate transformation between the measurement

and nanopositioning reference frames is then established (Tn→m and Tm→n). It should be

noted that the nanopositioning reference frame obtained from this procedure was seen to

be non-orthogonal. As a result, for desired feeding motion fs(t) prescribed in the sample

reference frame, the required motion to be commanded to the nanopositioning stage fn(t)

can be then be determined as

fn(t) = Tm→n Ts→m fs(t) (2.1)

2.3.4 Dynamic Characterization of the Piezoelectric Actuator

To enable precise control of the nanotool motions (rotations) during the nanomilling process,

the correlation between the driving signals and the response of the piezoelectric actuator

must be well-characterized. Due to the nonlinear dynamic response, non-ideal motions

of the piezoelectric elements (e.g., cross-talk, hysteresis), and inaccurate assembly of the

piezoelectric stacks, the piezoelectric-stack actuators do not possess a set of well-defined,

orthogonal physical axes of response. In other words, although there are three separate

inputs to control the piezoelectric actuator motions in three dimensions, both the direction

and the magnitude of the response vary (nonlinearly) with the frequency and amplitude

of the excitation voltages. Therefore, instead of assigning a set of (constant) physical axes

along which the motions will be commanded, the piezoelectric actuator is characterized as
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Figure 2.6: The nonlinear response characteristics of the piezoelectric actuator: The re-
sponse at the harmonics of the excitation frequency for (a) ωex = 3 kHz, and (b) ωex = 4
kHz; and (c) the frequency response function showing the effect of amplitude (excitation
voltage) on the response at the excitation frequency for ωex = 3 kHz.

a three input-three output dynamic system, where the inputs are the voltages to each of the

three piezoelectric stacks, and the outputs are the displacement responses along the three

axes of the measurement reference frame.

The piezoelectric stack was seen to exhibit two major types of nonlinearities: First, the

piezoelectric actuator was seen to produce responses at both the excitation frequency and

its harmonics. This is illustrated in Figs. 2.6(a) and 2.6(b) for single-frequency sinusoidal

excitations at ωex to a single stack. The horizontal axis indicates the measured response

frequency as the harmonics of the excitation frequency ωex, and the vertical axis is the ratio

between the responses at each harmonic to that at the excitation frequency, both measured

along one of the measurement axes.

Second, the response behavior (both amplitude and direction of the response at all
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harmonics) was seen to vary with the amplitude of excitation (voltage). This is illustrated

in Fig. 2.6(c), which shows the change of the frequency response characteristics for the

response at the excitation frequency measured along a measurement axis for a single-stack

excitation at different excitation amplitudes.

A comprehensive method for dynamic characterization and control of piezoelectric-stack

actuators to obtain high accuracy nanotool motions is explained in detail in Chapter 3.
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Chapter 3

Characterization of

Three-Dimensional Dynamics of

Piezo-Stack Actuators

Generation of accurate high-frequency nanotool rotations is critical for the implementation

of the nanomilling process with high accuracy and repeatability. In this chapter, the compre-

hensive methodology for characterization and mathematical representation of the dynamic

response of the piezo-stack actuators is presented. The technical contributions of this study,

are a new method for accurate characterization and representation of three-dimensional dy-

namic motions of piezo-stack actuators and an in-depth experimental understanding on the

characteristics of the non-linear dynamic motions of piezo-stack actuators.

3.1 Introduction

Driven by the recent advances in the nanotechnology [61, 62], precision engineering [57],

and metrology [8] fields, there is a strong need for obtaining three-dimensional motions

with nanometer-level accuracy within a broad range of frequencies. Piezoelectric actuators

are commonly chosen to fulfill this need due to their capability of generating nano-scale

motions with sub-nanometer resolution. To obtain long range and multi-dimensional mo-

tions, the piezoelectric actuators are assembled into stacks (see Fig. 3.1). Dynamic motions

of the piezo-stack actuators are three-dimensional in nature due to their complex modes

of deformation that strongly depend upon their mechanical assembly and boundary condi-

tions. Although three-dimensional motions can be generated using multi-axis piezo-stack
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Figure 3.1: Depiction of a typical multi-axis piezo-stack actuator.

actuators, mechanical assembly, boundary conditions, and the non-linear dynamic behavior

brings significant complexities. Therefore, the use of piezo-stack actuators for obtaining

specific (e.g., elliptical) high-accuracy motions at high frequencies require a thorough un-

derstanding of their dynamic response characteristics. Specifically, techniques for accurate

characterization and representation of non-linear behavior of piezoelectric actuators are

needed.

In addition to the complex three-dimensional nature of their motions, the piezo-stack

actuators have been shown to exhibit non-linear response behavior such as hysteresis, drift,

creep, and time delay [63]. Methods of characterizing and controlling the quasi-static non-

linear response behavior of piezo-stack actuators have been well established in the litera-

ture [64, 65]. To understand the dynamic non-linear response behavior of the piezo-stack

actuators, several modeling approaches have been proposed, including the rate-dependent

hysteresis models [66,67] and non-linear lumped-parameter constitutive models [68,69]. The

modeling efforts and accompanying experimental analysis have shown that the dynamic re-

sponse of the piezo-stack actuators exhibit several characteristics common to non-linear

dynamic systems, including (1) response to sinusoidal excitations include not only the ex-

citation frequency, but also other frequencies, especially the harmonics of the excitation

frequency [70], and (2) frequency response behavior of piezo-stack actuators strongly de-

pend upon the excitation amplitudes [68,70]. To date, a comprehensive method for experi-

mental characterization of the response behavior of piezo-stack actuators addressing those

non-linear dynamic characteristics has not yet been devised.

23



In this chapter, we present an experimental method for characterization and represen-

tation of the three-dimensional dynamic response behavior of piezo-stack actuators. The

characterization technique is based on accurate measurements of the response of piezo-stack

actuators within the three-dimensional space using laser Doppler vibrometry (LDV). Sub-

sequently, a system representation that extends the conventional FRF approach to describe

the non-linear behavior is proposed. The following section describes the three-dimensional

metrology system that is created to characterize the dynamic behavior of piezo-stack actua-

tors. Next, the stepped-sine testing method used in this work is described. In this procedure,

the piezo-stack actuators are sinusoidally excited within a range of excitation frequencies

and amplitudes (to capture non-linear behavior) and the three-dimensional responses are

acquired. The following section outlines the data analysis techniques and the extended-

FRF-based representation approach. To demonstrate the presented characterization and

representation approach, two three-axis piezo-stack actuators are then tested. Finally, an

experimental analysis of the measurement errors is conducted to assess the fidelity of the

characterization method.

3.2 Experimental Methods

This section describes the experimental methods used for the dynamic characterization of

piezo-stack actuators. To enable capturing the non-linear dynamic behavior, the stepped-

sine testing method is adopted [71]. The responses obtained during the experiments are

measured along three measurement axes. Furthermore, the measured responses are analyzed

in the frequency domain within a broad frequency range to capture the wide-band response

behavior due to the non-linearity.

Each stepped-sine test consists of a number of excitation steps, during which sinusoidal

excitations are supplied to one of the stacks of the piezo-stack actuator. The excitation fre-

quency is varied incrementally within the predetermined excitation frequency range, while

keeping the excitation amplitude constant. At each excitation step, the excitation with the

prescribed amplitude and frequency is applied for a predetermined duration, and the mo-

tions of the piezo-stack actuator is measured along the three measurement reference frame

axes, as depicted in Fig. 3.2. The generated excitation signal is also measured simultane-

ously to provide a phase reference. A predetermined dwell time is used in the beginning

of the acquisition to discard the transient response. At each step, the average response

from four repetition tests is used to eliminate unbiased noise. The entire stepped-sine test-

ing procedure is repeated for different excitation amplitudes to capture the dependence of
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Figure 3.2: Description of the stepped-sine testing method: (a) A sinusoidal voltage with a
specific amplitude is supplied to one of the stacks of the actuator at the selected excitation
frequency, (b) the piezo-stack actuator’s response is measured in 3D using the three laser
beams, and (c) the time-domain responses in each of the three (measurement) reference
axes are converted to frequency domain through FFT.

dynamic response behavior upon the excitation amplitude.

The measured responses are processed in the frequency domain through a fast Fourier

transform (FFT) algorithm to determine their amplitude and relative phase. The lower

bound of the frequency range is selected to be 500 Hz so that the low frequency drift and

noise introduced by the LDV system are excluded from the response. The frequency domain

calculations are performed using a Hanning window to avoid spectral leakage.

In the conventional application of the stepped-sine testing procedure, a test with a rel-

atively large frequency step is first conducted. To obtain more accurate data, additional

tests with smaller excitation frequency increments are then conducted within the frequency

ranges where the frequency response exhibit rapid changes, i.e., in the vicinity of resonance

and anti-resonant peaks. This refinement procedure commonly considers the response be-

havior only at the excitation frequency. In other words, the refinement is done based on

the fundamental (linear) FRF only. As stated above, however, the dynamic response of

piezo-stack actuators include responses not only at the excitation frequency, but also at the

harmonics of the excitation frequency. In this case, the refinement procedure should include

an analysis of the response at both the excitation frequency and it harmonics. Therefore,

as depicted in Fig. 3.3, those regions that produce peaks in the higher-harmonic responses
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Figure 3.3: Description of the frequency refinement procedure: Response occurs not only at
the excitation frequency, but also its harmonics. Those regions in which the rapid changes
occur on the response either at the excitation frequency or at its harmonics are refined using
smaller excitation-frequency increments.

should also be refined.

Each stepped-sine test is initially executed with a frequency increment of 100 Hz within

the entire frequency range. As a result of this preliminary test, the response amplitudes

(along each of the three measurement frame axes) measured at the harmonics of the exci-

tation frequencies can be plotted as a function of the excitation frequency, as illustrated in

Fig. 3.3. Subsequently, for those regions that exhibit rapid changes (peaks) on the responses

measured at the excitation frequency and its harmonics are refined by successively reducing

the frequency increments to 20 Hz and 4 Hz.
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3.3 Analysis of the Experimental Data

As a result of the stepped-sine tests, amplitude and phase (relative to the excitation) of

the response along the three measurement axes are obtained as functions of the response

frequency, excitation frequency and excitation amplitude. The amplitude and phase of the

response measured along the reference frame axis k at frequency ω for a sinusoidal excitation

to the stack i are denoted as Aki(ω, ωex, Vi) and Φki(ω, ωex, Vi), respectively, where Vi is

the excitation amplitude, and ωex is the excitation frequency. The response amplitude is

measured in the units of nanometers, and the relative phase is measured in radians. For a

multi-axis piezo-stack actuator with n independently-controlled stacks, the amplitude and

relative phase can be described by n×3 matrices, each element of which corresponds to the

response along the measurement axis k to the excitation of stack i.

3.3.1 Frequency Domain Categorization of the Response

The dynamic response characteristics of a piezo-stack actuator within predetermined excita-

tion amplitude and frequency ranges can be fully defined by the aforementioned amplitude

and relative phase functions. Further insight on the response characteristics may be ob-

tained by categorizing the response based on its frequency content. The response to a

sinusoidal excitation at ωex produces harmonic and non-harmonic response components.

The nth harmonic response component is defined as the single-tone response at the nth

harmonic of the excitation frequency (nωex). The first harmonic response component is

referred to as the fundamental response component as it corresponds to the response at

the excitation frequency. The response at the remaining frequencies can be classified as

the non-harmonic response components, which can also be categorized into two groups: A

specific non-harmonic response component is defined as a single-tone response component

measured at a frequency other than the harmonics of the excitation frequency. The wide-

band non-harmonic response component is defined as the response with a wide-band nature

throughout the measurement frequency range excluding the harmonics of the excitation

frequency and the frequencies at which the specific non-harmonic responses are observed.

3.3.2 Power Analysis

For both understanding its dynamic behavior and efficiently controlling its motions, the

dynamics of a piezo-stack actuator should be presented using the simplest possible represen-

tation. The response component categorization can facilitate simplifying the representation
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of the piezo-stack actuator dynamics.

An approach to determine the contribution of each response component to the total

dynamic response is to perform a power analysis. The signal power of a given dynamic

response can be calculated by integrating its power spectral density (PSD) over the desired

frequency range. Given the response amplitude function (Aki), the power spectral density

of the response measured along a single axis can be calculated as [72]

Ski(ω, ωex, Vi) =
(Aki(ω, ωex, Vi))

2

∆ω × ENBW
, (3.1)

where ∆ω is the measurement frequency increment, and ENBW is the equivalent noise

bandwidth for the Hanning window [73].

The power of the response within a given frequency range [ω1, ω2] can be calculated as :

P
[ω1,ω2]
ki (ωex, Vi) =

∫ ω2

ω1

Ski(ω, ωex, Vi) df (3.2)

where i indicates the excited piezo-stack. The integral in the Eq. (3.2) is calculated through

trapezoidal integration.

The total measured power of the response (P totki ) is calculated by performing the above

integration within the entire measurement frequency range. Although the fundamental

and harmonic response components are single frequency components, the use of Hanning

window causes a leakage of response power to its neighboring frequencies. Accordingly,

the power of the nth harmonic response component (P
(n)
ki ) can be calculated by integrating

the response PSD within the frequency band nωex ± 3∆ω to capture the main lobes of

the Hanning window (leakage range) in the frequency domain [72]. The power of the

non-harmonic response component (Pnhki ) can be calculated by subtracting the harmonic

response components from the total measured power of the response as

Pnhki (ωex, Vi) = P totki (ωex, Vi)−
nmax∑
n=1

P
(n)
ki (ωex, Vi), (3.3)

where nmax is the highest harmonic of the excitation frequency within the measurement

frequency range.

The contribution of a specific response component to the total dynamic response can be
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calculated by defining a percent contribution (PCi) as

PCi(ωex, Vi) =

∑
k=xm,ym,zm

Pki(ωex, Vi)∑
k=xm,ym,zm

P totki (ωex, Vi)
× 100, (3.4)

where i is the excited stack, k is the measurement axis, and Pki(ωex, Vi) is the power at a

specific response component.

Eq. (3.3) is used to calculate the total non-harmonic response power that includes the

power corresponding to both the specific and the broad-band non-harmonic response com-

ponents. The significance of specific non-harmonic response components can be determined

through calculation of the spectral flatness [74] of the power spectral density excluding har-

monic response components. If the calculated spectral flatness is above a predetermined

threshold value, the specific non-harmonic response components can be assumed to be neg-

ligible.

By observing the percent power contributions of different response components, dynamic

response within the excitation frequency and amplitude ranges of interest, can be repre-

sented by only a limited a number of response components. Alternatively, results of the

power analysis could be used to select the operational ranges of excitation frequency and

amplitude for the tested actuator, depending on the desired response behavior (such as low

contribution of higher harmonic components).

3.3.3 Frequency Response Representations for the Dynamic Response of

Piezo-Stack Actuators

The excitation-response relations for linear systems are represented by frequency response

functions (FRFs), which are complex functions of excitation frequency. The magnitude

of the FRFs represents the ratio of the response and the excitation amplitudes, and the

phase of the FRFs indicate the relative phase between the response and the excitation.

For many non-linear systems, the definition of FRFs are extended to higher order FRFs

that are obtained through Volterra Series representations [75, 76]. These representations

completely address the aforementioned non-linear dynamic response characteristics, such as

the wide-band response and excitation amplitude dependence. However, their application

to experimental characterization are limited due to their complexity [77].

In this work, we propose a new practical approach for representation of the non-linear

dynamic behavior of piezo-stack actuator. In this approach, the linear FRF definition is ex-

tended to describe each identified response component individually at different levels of the
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excitation amplitudes. The FRFs corresponding to the harmonic response components are

referred to as nth harmonic FRFs (nFRFs), which are complex functions of excitation fre-

quency and amplitude, magnitude and phase of which are the amplitude ratio and relative

phase between the nth harmonic response component and the excitation. The first harmonic

FRF is referred to as the fundamental FRF. A broad-band non-harmonic frequency response

function (nhFRF) is defined as a real function of excitation frequency and amplitude that

is equal to the ratio between the broad-band amplitude of the non-harmonic response com-

ponent and the excitation amplitude. For the cases where specific non-harmonic response

components are not negligible, frequency response function definitions similar to nFRFs can

be made for those components.

Calculation of nFRFs and nhFRFs requires determination of amplitudes and phases cor-

responding to the harmonic and non-harmonic response components. The amplitude of a

response component is equal to the square root of its response power i.e., A
(n)
ki (ωex, Vi) =√

P
(n)
ki (ωex, Vi) and Anhki (ωex, Vi) =

√
Pnhki (ωex, Vi). The phase of a harmonic response com-

ponent can be calculated from the measured relative phase as Φ
(n)
ki (ωex, Vi) = Φki(ω, ωex, Vi)|ω=nωex .

Accordingly, nFRFs and nhFRFs of a multi-axis piezo-stack actuator can be calculated

as

G
(n)
ki (ωex, Vi) =

A
(n)
ki (ωex, Vi)

Vi
ejΦ

(n)
ki (ωex,Vi), and (3.5)

Gnhki (ωex, Vi) =
Anhki (ωex, Vi)

Vi
, (3.6)

where G
(n)
ki and Gnhki are the nFRF and nhFRF corresponding the response along the ref-

erence frame axis k to the sinusoidal excitation provided to the stack i, respectively. For

a multi-axis piezo-stack actuator, the determined frequency response functions can be ex-

pressed as n× 3 matrices, where n is the number of independently controlled stacks of the

actuator.

The nFRFs and nhFRFs can be used to obtain the components of the response of a piezo-

stack actuator to a sinusoidal excitation. The total response can then be estimated by the

summation of the response components included in the simplified response representation.

Furthermore, FRFs and nhFRFs provide detailed information regarding the dynamic re-

sponse characteristics within various ranges of the excitation frequency and amplitude.
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Table 3.1: Parameters used during the characterization of the piezo-stack actuators.

Excitation Frequency Range (kHz) 1 · · · 25
Excitation Amplitudes (V) 10, 60, 110, 160
Excitation Amplitudes (V) (z stack of Actuator 2) 1,6,11,16
Sampling Rate(kHz) 400
Measurement Frequency Range (kHz) 0.5 · · · 200
Excitation Duration (s) 0.6
Dwell Time (s) 0.1
Measurement Frequency Resolution (Hz) 2

3.4 Application of the Characterization Method

This section demonstrates the application of the characterization method for the dynamic

response of piezo-stack actuators.

To demonstrate the application of the presented method,two different three-axis piezo-

stack actuators (Actuators 1 and 2) are tested. The actuators consist of three stacks,

which are denoted as x, y and z stacks. The x and y stacks of both actuators are shear

mode actuators, the z stack of both actuators are normal-mode actuators. Actuator 1 is

a commercially available three-axis piezo-stack actuator (Physik Instrumente PICA Shear

Actuator P-123.01). Actuator 2 is built by assembling two-axis (XY) piezo-stack actuator

(Physik Instrumente PICA Shear Actuator P-112.01) on a single axis normal piezo-stack

actuator (Physik Instrumente PICMA Chip Actuator PL-055.30).

The experimental parameters used during the stepped-sine tests are given in Table 3.1.

The z stack of Actuator 2 exhibits approximately ten times larger displacements than the

other tested stacks do. Accordingly, the excitation voltages of 1, 6, 11 and 16 V is used for

this specific stack.

3.4.1 Results of the Stepped-Sine Testing

Figure 3.4(a) illustrates a typical response amplitude data (in logarithmic scale) that is

acquired through stepped-sine testing approach. The response amplitude is obtained by

exciting the x stack of the Actuator 1 with an amplitude of 160 V and measuring the

responses along the xm axis (i.e., Aki(ω, ωex, 160V ) for k = xm and i = x). The axis labeled

as ω represents the measurement frequency (only the 1-25 kHz range is shown), and the axis

labeled as ωex represents the excitation frequency. The response amplitude obtained for the

excitation step with the excitation frequency of 3 kHz is shown in Fig. 3.4(b). Similar plots

can also be generated for the phase of the measured responses.

31



5
10

15
20

25

5

10

15

20

25

1 2 5 6 8
-8

-6

-4

-2

0

2

4

6

lo
g(

A
xm

,x
(ω

,3
 k

H
z,

16
0V

))

ω=ωex

3 4 7
ω /ωex

ω(kHz)

ω
ex (kHz)

log(Axm,x(ω,ω
ex

,160V))

ω=2ωex

ω=3ωex

(a)

(b)

Figure 3.4: (a) A typical response amplitude (in logarithmic scale) as function of the excita-
tion and response frequencies, and (b) the response amplitude corresponding to a particular
excitation step at ωex = 3 kHz, indicating the responses at the harmonics of the excitation
frequency.

The distinct lines with higher amplitudes seen in Fig. 3.4(a) corresponds to amplitudes

of the harmonics of the excitation frequency. In Fig. 3.4(b), the measurement frequency is

normalized with respect to the excitation frequency to highlight the response observed at

the harmonics of the excitation frequency. It can be seen that the response amplitude has

distinct peaks at the integer multiples of the excitation frequency. Those peaks correspond

to the single-tone harmonic response components.
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Figure 3.5: Percent contribution of the fundamental response component to the total re-
sponse power for Actuator 1: (a)-(c) As a function of both the excitation frequency and
amplitude to excitation of stacks x, y and z, respectively; (d)-(f) as a function of the excita-
tion frequency at excitation amplitudes of 160 V and 60 V given for responses to excitation
of stacks x, y and z, respectively.

3.4.2 Power Analysis

In this section application of the power analysis is demonstrated. For this purpose, percent

contributions (PCi) of each response component are plotted as a function of excitation

frequency and amplitude.

The percent contribution of the fundamental response component as a function of the

excitation frequency and amplitude (PC
(1)
i (ωex, Vi)) for Actuator 1 is given in Fig. 3.5(a)-

(c). Each of the three plots presents the data obtained when a different stack of the

actuator is excited. The data corresponding to the excitation amplitudes between the tested

excitation amplitude values is obtained through spline interpolation. Fig. 3.5(d)-(f) gives

33



160
135
110

85
60
35
10

Excitation Frequency (kHz)

Ex
ci

ta
tio

n 
A

m
pl

itu
de

(V
)

Vy=160 V

Vy=60 V

A B

C

A B A B

0
1
2
3
4
5
6
7
8
9

10

Vx=60 V 

Vx=160 V

Vz=160 V

Vz=60 V

PC(n)Σ
n=2

n max

PC(n)Σ
n=2

n max

PC(n)Σ
n=2

n max

x zy

PC
(n
)

Σ n=
2

n 
m

ax

i

(a) (b) (c)

(d) (e) (f )

1 5 10 15 20 25 1 5 10 15 20 251 5 10 15 20 25

1 5 10 15 20 251 5 10 15 20 251 5 10 15 20 25

% % % % % %0 2 64 8 10

C C
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to the total response power for Actuator 1: (a)-(c) As a function of both the excitation
frequency and amplitude to excitation of stacks x, y and z, respectively; (d)-(f) as a function
of the excitation frequency at excitation amplitudes of 160 V and 60 V given for responses
to excitation of stacks x, y and z, respectively.

the percent contributions for the excitation amplitudes of 60 V and 160 V as a function of

excitation frequency. Similarly, the cumulative percent contribution of the higher harmonic

response components (
∑nmax

n=2 PC
(1)
i (ωex, Vi)) and the non-harmonic response component

(PCnh
i (ωex, Vi)) are presented by Figs. 3.6 and 3.7, respectively.

The contribution of the fundamental response component above 90% of the total power

for the tested excitation frequency and amplitude ranges. However, the amount of contribu-

tion of various response components varies with excitation frequency and amplitude. The

region marked as A in Figs. 3.5 and 3.6 corresponds to the excitation frequency and am-

plitude ranges of 5 kHz to 10 kHz and 10 V to 160 V, respectively. Within this region, the

34



160
135
110

85
60
35
10

Excitation Frequency (kHz)

Ex
ci

ta
tio

n 
A

m
pl

itu
de

(V
)

0
1
2
3
4
5
6
7
8
9

10

PC
nh

PCnh PCnh PCnhx zy
i

C

(a) (b) (c)

(d) (e) (f )

Vy=10 VVx=10 V

Vz=10 V

Vz=160 V

Vy=160 V

Vx=160 V

C

1 5 10 15 20 25 1 5 10 15 20 25 1 5 10 15 20 25

1 5 10 15 20 25 1 5 10 15 20 25 1 5 10 15 20 25

% % % % % % %0 2 64 8 10 12

C
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percent contribution of the fundamental response component is more than 99.03 %, 99.63

% and 98.88 % for the excitation of the x, y and z stacks, respectively. Accordingly, when

used within region A, the dynamic response of Actuator 1 can be accurately represented by

only the fundamental response component.

Region B corresponds to the excitation frequency and amplitude ranges of 15 kHz to 20

kHz and 60 V to 160 V, respectively. In this region, the cumulative percent contribution

of higher harmonic response components reaches 3.37 %, 9.94 % and 3.19 % for x, y and

z stacks, respectively. Therefore, accurate representation of the dynamic response within

this region requires inclusion of higher harmonic response components.

Region C corresponds to the excitation frequency and amplitude ranges of 11 kHz to 19
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Table 3.2: Percent contributions of harmonic response components corresponding to the
excitation of the y stack with an excitation frequency and amplitude of 16 kHz and 160 V,
respectively.

PC
(2)
y PC

(3)
y PC

(4)
y PC

(5)
y PC

(6)
y PC

(7)
y PC

(8)
y

6.172 3.7433 0.0001 0.0259 4.1573E-5 0.0001 1.7519E-5

kHz and 10 V to 50 V, respectively. The percent contribution of the non-harmonic response

component is up to 4 % in this region, particularly when exciting the x stack. Therefore,

the dynamic response representation in this range should include all of the fundamental,

harmonic and non-harmonic components.

Generally speaking, the percent contribution of the harmonic response components re-

duces with the increasing harmonic number. To determine which harmonics are critical

to include in describing the dynamic behavior of the piezo-stack actuators, relative con-

tributions of individual harmonic response components can be studied. As an example,

Table 3.2 presents the percent contributions corresponding to different harmonic response

components for the excitation of y stack at 16 kHz frequency and 160 V amplitude. It

is important to note that, for this case, the cumulative percent contribution of the higher

harmonics is as high as 10 %. The contribution of the harmonic response components de-

crease considerably for harmonic numbers above three. For this particular case, cumulative

percent contribution of the first three harmonic (i.e. fundamental, second and the third

harmonic) response components is equal to 99.96 %.

The percent contributions of the fundamental response component is given for Actuator

2 in Fig. 3.8. For this actuator, the contribution of the fundamental component is as low

as 88% within region given by the excitation frequency range of 5 kHz to 10 kHz and the

excitation amplitude range of 60 V to 160 V (6 to 10 V for the z stack). In this region,

the contribution of higher harmonic response components is higher compared to rest of the

excitation frequency and amplitude ranges. For the case where the z stack is excited, the

contribution of the fundamental component lower for excitation amplitudes less than about

4 V compared to higher excitation amplitude range. This decrease is due to the increase of

the non-harmonic response component contribution.

3.4.3 Analysis of extended-FRFs

This section presents the extended FRFs (nFRFs and nhFRFs) calculated using the exper-

imental characterization data. Through the examination of the obtained extended-FRFs,

observations are made regarding the dynamic response characteristics of the tested piezo-
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Figure 3.8: Percent contribution of the fundamental response component to the total re-
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excitation frequency at excitation amplitudes of 160 V and 60 V given for responses to
excitation of stacks x, y and z, respectively.

stack actuators, particularly the behavior of different response components within different

ranges of excitation frequencies and amplitudes.

Figs. 3.9(a)-(c) show the amplitude ratio of the fundamental FRFs for Actuator 1 as

a function of excitation frequency and amplitude (i.e G
(1)
k,x(ωex, Vx) for k = xm, ym, zm) in

logarithmic scale when exciting the x stack. The values of the amplitude ratio between

the tested excitation amplitudes are calculated by spline interpolation. Figures 3.9 (d)-(f)

present the amplitude ratio as a function of excitation frequency at the tested amplitude

levels. The variation of the fundamental FRFs with the excitation amplitude is a clear

indication of the non-linear dynamic behavior. The black and white strips represent the

resonance and anti-resonance peaks corresponding to the fundamental response component.
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Figure 3.9: Amplitude ratios of fundamental nFRFs corresponding to the excitation of the
x stack for Actuator 1: (a)-(c) As a function of the excitation frequency and amplitude
measured along xm, ym and zm directions, respectively, and (d)-(f) as a function of the
excitation frequency at the tested excitation amplitudes measured along xm, ym and zm
directions, respectively.

Observations can be made regarding the three-dimensional nature of the dynamic piezo-

stack motions through fundamental FRFs. It can be seen that within the 1−5 kHz excitation

frequency range, the amplitude of the fundamental response component along the xm axis

is an order of magnitude higher compared to the other axes. This indicates that the mo-

tion generated by the excitation of the x stack is aligned mostly with the xm axis within

this excitation frequency range. At higher excitation frequencies, significant changes in the

response direction can be observed. For instance, within the 5 kHz to 10 kHz range, the

amplitude ratios measured along the xm and ym are comparable,which indicates that the

motion makes an (close to 45o) angle with the xm direction. Therefore even though the

quasi-static response of a piezo-stack actuator can be considered one-dimensional, for op-

eration at higher frequencies, three-dimensional nature should be taken into consideration.

Amplitude ratios of nFRFs corresponding to the first three harmonic response compo-
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excitation of z stack and response along the zm axis for Actuator 1: (a)-(d) As a function
of the excitation frequency and amplitude. (e)-(h) as a function of the excitation frequency
for the excitation amplitudes of 10 V and 160 V.

nents, as well as the amplitude ratio of nhFRF, for Actuator 1 are given in Figures 3.10

(a)-(d) in logarithmic scale, which correspond to the excitation of the z stack and the

response measured along the zm axis. The amplitude ratios calculated at the excitation

amplitudes of 10 V and 160 V are given with respect to the excitation frequency in Fig-

ures 3.10 (e)-(h). The resonance strips corresponding to the second and third nFRFs can

be identified as the ranges of excitation amplitude and frequency for which the non-linear

dynamic behavior is observed. In fact, the contribution of the harmonic response compo-

nents to the total dynamic response is higher within the ranges including the corresponding

resonance strips.

First three resonance strips corresponding to the presented nFRFs are marked as A,

B and C in Figures 3.10 (a)-(c) as well as the corresponding peaks in Figures 3.10 (e)-

(g). Examining the excitation frequencies at which the first three resonances occur for

each nFRF, following observation can be made: If a resonance peak corresponding to the

fundamental nFRF occur at around the excitation frequency of ωex, the corresponding

resonance peaks for the nth nFRFs are seen at around the excitation frequency of ωex/n. For

instance, for an excitation amplitude of 160 V the resonant peak A occurs around 13.3 kHz,
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6.9 kHz and 4.8 kHz for the fundamental, second and third harmonic response components,

respectively. The contribution of higher harmonic response components are higher within

the ranges of excitation frequency and amplitude including the corresponding resonant

peaks. Accordingly, accurate representation of the dynamic response within the excitation

frequency ranges that are below resonance for the fundamental response component requires

inclusion of the higher harmonic response components due to the aforementioned behavior

of resonant frequencies.

At low excitation amplitudes, the amplitude ratios of nhFRFs are higher as compared

to that at higher excitation amplitudes, as illustrated in Figs. 3.10 (d) and (h). This may

be explained by considering the fact that the measurement noise that contributes to the

non-harmonic component has a constant amplitude throughout the excitation amplitude

range. Accordingly the amplitude ratio is higher when this constant amplitude is divided

by a lower excitation amplitude. At higher excitation amplitudes, the excitation frequency

ranges within which the amplitude ratio of nhFRFs are high such as the region D in Fig.3.10

(d), are the ranges within which specific non-harmonic response components are prominent.

In fact, within these ranges, the spectral flatness of the non-harmonic power spectral density

is determined to be as low as −100 dB, whereas more than −10 dB spectral flatness is

observed in the ranges where the specific non-harmonic components are not observed.

The first three nFRFs along with the nhFRF for the excitation of the y stack of Actuator

2 and the measured responses along the ym axis is given in Fig. 3.11. It can be observed that

for this actuator the first resonant peaks occur at higher frequencies compared to Actuator

1 for each harmonic response component.

3.5 Analysis of Measurement Errors

The fidelity of the characterization and representation methods presented in this work de-

pends critically upon the accuracy of the measurement approach. In particular, there are

three possible error sources that could affect the measurements: (1) Electrical noise and

errors of the LDV controller/decoder and of the data acquisition system; (2) optical re-

flection, focusing and mutually-orthogonal alignment of the LDVs, and (3) motions of the

measurement frame as a response to piezo-stack excitations and external noise. Among

these, the measurement-frame vibrations are the largest contributor to the measurement

errors. Although a formal uncertainty quantification of the characterization technique in-

cluding an analysis of contribution from each of those sources is beyond the scope of this

work, an experimental analysis of cumulative measurement errors from all of the afore-
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Figure 3.11: Amplitude ratios of to the first three nFRFs and nhFRF (in log scale) cor-
responding to the excitation of z stack and response along the zm axis for Actuator 2:
(a)-(d) As a function of the excitation frequency and amplitude. (e)-(h) as a function of
the excitation frequency for the excitation amplitudes of 10 V and 160 V.

mentioned sources considering the worst-case scenarios is conducted to enable assessing the

measurement technique. It is noted here that this analysis covers 1 kHz to 25 kHz range,

which is the frequency range of interest in this work. Since the characterization method

is based on frequency-domain representation, the errors are considered separately for the

harmonic (including the fundamental) and non-harmonic response components.

A set of stepped-sine tests were conducted to identify the compounded measurement error

considering the worst-case scenario. For this purpose, each of the three piezo-stacks (x, y

and z) of Actuator 1 are excited separately with the largest excitation voltage considered

in this work (160 V). A large steel mass (100 mm x 130 mm x 300 mm) is bolted down on

the optical table. Each of the three lasers is shined onto the large mass. Since the relative

vibrations between the large mass and the optical table can be assumed to be negligible

in this configuration, any non-zero displacement measurement may be considered as the

cumulative measurement error.

To determine the measurement errors corresponding to harmonic and non-harmonic

response components, the PSD of the measured displacements (errors) are first calculated

using Eq. (3.1). Using the PSD, the power corresponding to the nth harmonic component of
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Figure 3.12: Percent harmonic and non-harmonic error amplitudes as functions of the ex-
citation frequency (a)-(c) Percent amplitude errors for the first three harmonic error com-
ponents (d) Percent amplitude errors for the non-harmonic error components

the error motions is then calculated using Eq. (3.2) within the frequency band nωex± 3∆ω.

Similarly, the power corresponding to the non-harmonic components of the error motions

is calculated using Eq. (3.3). Next, the amplitudes of the harmonic (E
(n)
ki (ωex, 160V )) and

non-harmonic (Enhki (ωex, 160V )) components of the error motions are calculated by taking

the square root of the corresponding powers. Considering the worst-case scenario, the

actual amplitude of the harmonic and non-harmonic response components are expected to

lie within the ranges A
(n)
ki (ωex, Vi) ± E

(n)
ki (ωex, 160V ) and Anhki (ωex, Vi) ± Enhki (ωex, 160V ),

respectively.

To determine the amount of error on the amplitude of harmonic components, the ratio

(percent) of the calculated error amplitudes to the response (from the piezo-stack measure-

ments) amplitudes are calculated for each of the first five harmonics. This calculation is

performed at each excitation frequency while exciting each of the three piezo-stacks and
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Table 3.3: Largest error amplitudes and ratios for the first five harmonic and non-harmonic
response components.

max(E
(n)
kx ) max(E

(n)
ky ) max(E

(n)
kz )

n nm % A
(n)
ki nm % A

(n)
ki nm % A

(n)
ki

1 0.0833 0.88 0.1489 1.59 0.5824 0.21
2 0.0038 1.47 0.011 1.47 0.0089 2.62
3 0.01 11.41 0.0032 0.4 0.0032 0.36
4 0.0032 13.27 0.0032 5.12 0.0032 5
5 0.002 1.06 0.0032 1.2 0.003 0.65

max(Enhkx ) max(Enhky ) max(Enhkz )

nm % Anhki nm % Anhki nm % Anhki
0.3308 52.30 0.8398 64.07 0.3816 57.37

measuring from each measurement axis. Figure 3.12(a)-3.12(c) provide the error ratios for

the first three harmonics for the excitation of the y stack and the measurement axes along

which the largest error amplitudes are observed for each case. For the first five harmonic

components, the largest error amplitudes and ratios are given in Table 3.3.

It is seen that, for the excitation of a particular stack, the measurement axis along which

the maximum error occurs varies for different harmonics. Furthermore, the largest error

ratios (percentages) are observed within 1 kHz to 2 kHz range, which is the range that

includes several resonant frequencies of the measurement frame (as identified separately

through modal tests on the frame). This observation highlights the large contribution of

frame vibrations to the measurement error. The maximum percent error for the fundamental

frequency is below 1.59%. For the higher harmonic components, although the percent errors

of up to 13.27% are observed, they correspond to the cases where the absolute error is less

than 0.01 nm.

Similarly, amplitude ratio of the non-harmonic error components to the non-harmonic

response components are calculated at each excitation frequency. Figure 3.12(d) gives the

percent non-harmonic error for the case that yields the largest non-harmonic error ratio

(excitation of y stack and measurement along the zm axis). The absolute and percent non-

harmonic errors amplitudes are also given in Table 3.3. The amplitude of the non-harmonic

error components can reach up to 64.07% of the non-harmonic response amplitudes: this

may be interpreted as the measurement error being the major contributor to the measured

non-harmonic response (thus, the actual non-harmonic motions of the piezo-stack actuators

are significantly lower than they were measured). In contrast to those large errors for

its broadband portion, the percent non-harmonic amplitude error corresponding to specific

(single-frequency) non-harmonic response components are comparable to those observed for
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the harmonic components. For instance, a specific non-harmonic response observed at 13.4

kHz has a non-harmonic amplitude error of 0.36%.

3.6 Summary and Conclusions

This chapter has presented a method for characterization and representation of piezo-stack

actuator dynamics. This LDV-based method captures the nonlinear multi-dimensional dy-

namic behavior of piezo-stack actuators, including three-dimensional, multi-frequency, and

amplitude-dependent response characteristics. The method involves the use of a metrology

system for accurate measurement of motions, a stepped-sine modal testing technique, and a

representation of the dynamic behavior through a newly developed extended-FRF approach.

To determine the contribution of different frequency components in the response, and thus,

to enable obtaining simplified dynamic representations, a power-based analysis has also

been outlined. The application of the presented method is demonstrated by characterizing

two different three-axis piezo-stack actuators.

Following conclusions are drawn from this work:

• Piezo-stack actuators do not possess stationary physical motion axes: The response

is three-dimensional, and its direction for a given excitation varies mainly with the

excitation frequency and secondarily with the excitation amplitude. This is an impor-

tant departure from the conventional quasi-static behavior of piezoelectric actuators.

Therefore, obtaining specific high-accuracy motions from piezo-stack actuators neces-

sitates three-dimensional characterization of their dynamic behavior within a broad

range of frequencies and excitation amplitudes. The presented method successfully

addresses this need.

• The dynamic response of piezo-stack actuators involves relatively strong components

at the harmonics of the excitation frequency, and a broad-band response at non-

harmonics frequencies. This behavior, and the amplitude-dependent nonlinearities,

can be effectively captured through the presented LDV-based 3D characterization

technique.

• Contribution of different response (frequency) components can be analyzed through

the presented power-based approach. This analysis enables identifying dominant re-

sponse components, and thus, representing the dynamic behavior in a simplified fash-

ion.
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• The proposed extended-FRF technique successfully represents the 3D non-linear dy-

namics of piezo-stack actuators within a simplified framework. This representation

can be used to facilitate obtaining accurate motions from piezo-stack actuators within

a broad range of frequencies and amplitudes.

• The measurement errors associated with the presented technique are characterized.

The maximum error for the amplitude at the fundamental frequency is less than 1.5%

of the response amplitude. Although higher error percentages are observed for higher

harmonics, their corresponding response amplitude is in the pico-meter range. It is

also concluded that the measurement noise and error accounts for a major portion of

the measurements of (the broadband portion of) the non-harmonic response.
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Chapter 4

A Method for Open-loop Control

of Dynamic Motions of Piezo-stack

Actuators

The work presented in Chapter 3 yielded a mathematical representation of the non-linear

dynamic response of the piezo-stack actuators. In this chapter, an open-loop control method

based on this representation is devised to generate desired single-frequency motions. The

technical contribution of the work presented in this chapter is the capability to generate

accurate nanotool rotations.

4.1 Introduction

Piezoelectric actuators are essential tools in nanotechnology and precision engineering due

to their capability of generating nano-scale motions with sub-nanometer resolution. This

capability has been applied in a wide variety of applications including scanning-probe mi-

croscopy [8], nano-fabrication [61] and nano-manipulation [78]. To obtain larger motion am-

plitudes, piezoelectric actuators are commonly implemented in a stack configuration, where

multiple layers of piezo-electric material are connected in series [79]. Multi-dimensional

motions can be obtained by combining piezo-stack actuators in a multi-axis configuration.

The implementation of piezo-stack actuators to obtain accurate motions is challenged

by a number of factors. Firstly, motions of piezo-stack actuators have a three-dimensional

nature, especially during dynamic operation [80] due to their complex deformation modes

that strongly depend upon their mechanical assembly and boundary conditions. Secondly,
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the piezo-stack actuators exhibit non-linear response behavior that is usually expressed in

the form of hysteresis and creep. In dynamic operation, the response of the piezo-stack

actuators to sinusoidal excitations includes components at not only the intended excitation

freqeuncy, but also its harmonics [70]. Furthermore, the frequency response characteristics

of piezo-stack actuators strongly depend upon the excitation amplitudes [68]. Therefore,

to obtain accurate three-dimensional motions at high frequencies, the nonlinear nature of

dynamic motions of piezo-stack actuators should be well-understood and controlled through

methods that comprehensively address the aforementioned complexities.

Several open-loop and closed-loop control strategies have been proposed to specifically

address the hysteresis and creep behavior of piezoelectric actuators [80]. Open-loop methods

aim to linearize the actuator behavior by compensating for the hysteresis. To implement

the open-loop control methods, the hysteretic behavior of the actuators are modeled various

approaches, including Prandtl-Ishlinski [81,82], Bouc-Wen [83], and Preisach [65] methods.

Constitutive-memory based methods, such as in [84], are also used. Inverse of the deter-

mined hysteresis model is implemented as the open-loop controller. Iterative methods for

compensation of hysteresis are also demonstrated in the literature [85]. Feedback control of

piezoelectric actuator motions is also demonstrated using non-linear control methods such

as sliding-mode control [63, 78] and robust control methods such as H∞ control [86]. It

has been shown that the feedback-only motion control is typically efficient at low frequency

operation, providing successful compensation of the creep behavior [79]. Improved perfor-

mance of closed-loop methods at high frequencies is achieved through the implementation

of the inverse hysteresis models as feedforward controllers [79,87,88]. The need for external

sensors for position feedback can be eliminated by indirectly measuring the motions through

the charge induced by the actuator [89,90].

Although satisfactory control performance have been obtained in a wide-frequency range

using closed-loop methods, their implementation for miniature actuators is limited due to

the need for bulky and expensive sensors and complex circuitry for position feedback [82].

On the other hand, the open-loop methods presented in the literature describe both the

amplitude and frequency based non-linear dynamic characteristics of piezo-stack actua-

tors through time-domain hysteresis models with high complexity; resulting models are

commonly subject to errors from variety of sources [80]. To date, frequency domain char-

acterization, and the associated open-loop compensation, of the nonlinear dynamics of the

piezo-stack actuators have not been addressed. Most importantly, there is a strong need for

better understanding of three-dimensional motion behavior and multi-axis, MIMO control

models for piezo-stack actuators [80].
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In this paper, we present a frequency domain method for open-loop control of three-

dimensional dynamic motions of piezo-stack actuators. The nonlinear dynamic behavior

of the piezo-stack actuator is described through an LDV-based dynamic characterization

method [91] explained in the previous chapter. That work yielded a new frequency-domain

description of non-linear response behavior, referred to here as the harmonic frequency

response function (hFRF) approach. The hFRF approach describes the three-dimensional

dynamic behavior using components at the excitation frequency and its harmonics (due to

non-linearity). Based on the hFRF approach, the open-loop control method presented here

aims to generate arbitrary single-frequency motions in three-dimensions. For this purpose,

each axis of the piezo-stack actuator is supplied with both (1) an excitation component

at the motion frequency to generate the desired motion, and (2) compensatory excitation

components at the harmonics of the motion frequency to compensate for the (undesired)

harmonic response components. The excitation components are determined by using the

hFRF-based response representations. To compensate for higher-order harmonic response,

an additional iterative procedure is described. The performance of the method is evaluated

through experimentation using two different three-axis piezo-stack actuators. A set of

motion metrics is defined to quantify the accuracy of the presented technique in creating

single-frequency motions.

4.1.1 Calculation of response to arbitrary excitations

As noted in Chapter 3, the first few harmonic response components constitutes to more

than 99% of the overall response. Accordingly, throughout the development of the control

method, the response representation including only a limited number of harmonic response

components will be considered.

Using the hFRFs, the harmonic components of the response to arbitrary sinusoidal

excitations can be determined. Frequency domain representation of an arbitrary sinusoidal

excitation provided to the stack i of the piezo-stack actuator is given by Ei(ω) = Viδ(ω −
ωex), where Vi = |Vi|ej∠Vi is the complex amplitude of the excitation and δ is the dirac delta

function. The complex amplitude of the nth harmonic component of the response to this

excitation can be represented by a 3 × 1 vector R(n) = {R(n)
k }, where R

(n)
k is the complex

amplitude of the response component along the measurement frame axis k:

R
(n)
k = G

(n)
ki

∣∣∣
ωex,|Vi|

S
(n)
i Vi, (4.1)
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where S
(n)
i = ej(n−1)∠Vi is the nth harmonic phase shift operator that is needed to obtain

the correct phase shift at the nth harmonic response component due to the phase shift of

the excitation.

For a three-axis piezo-stack actuator, the excitation is represented in vector form as

E(ω) = Vδ(ω − ωex), where V = {Vi} is a 3 × 1 complex excitation amplitude vector,

elements of which are the excitations supplied to individual stacks (i = x, y, z). The nth

harmonic component of the response to this excitation is given by

R(n) = G(n)
∣∣∣
ωex,|V|

S(n)V, (4.2)

where G(n)(ωex, |V|) = [G
(n)
ki (ωex, |Vi|)] is the 3× 3 hFRF matrix and S(n) = diag{S(n)

i } is

the 3× 3 nth harmonic phase shift operator.

Following the simplified response representation and using Eq. (4.2), the total response

of the actuator is given in the frequency domain as

R(ω) = R(1)δ(ω − ωex) +

nmax∑
n=2

R(n)δ(ω − nωex), (4.3)

where nmax is the highest harmonic number included in the simplified response representa-

tion. The first term in Eq.(4.3) represents the fundamental response component, whereas

the second term represents the higher harmonic response components.

4.2 Definition of the control problem

The goal of the open-loop control method is to determine the excitation signals to the

individual stacks of the piezo-stack actuators that will produce the desired three-dimensional

motions. In this study, the discussion is limited to single frequency motions, which can be

described geometrically by a family of Lissajous curves in an arbitrary plane within the

measurement reference frame, as illustrated in Figure 4.1. A nominal motion frame of

reference [γ, η, ζ] is defined by assigning the ζ axis to be normal to the motion plane. A

parametric representation of such motions within the nominal motion frame can be given

as

dη(t) = |Dη|sin(ωf t+ ∠Dη) dγ(t) = |Dγ |sin(ωf t+ ∠Dγ), and dζ(t) = 0, (4.4)
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Figure 4.1: Geometric description of three-dimensional single frequency motions

where ωf is the fundamental motion frequency, and Dη and Dγ are the complex amplitudes

of the motion along the η and γ directions, respectively. It should be noted that the motion

follows an elliptical path if ∠Dη = ∠Dγ + π/2. If additionally, |Dη| = |Dγ |, the motion

follows a circular path. When ∠Dη = ∠Dγ , the motion is along a line segment.

As given in Eq. (4.3), if the actuator is excited at the fundamental motion frequency

with a single frequency excitation, the response will include components not only at the fun-

damental frequency but also at its harmonics. Thus, in the proposed method, to generate

a given single-frequency motion, the piezo-stack actuator is excited at both the fundamen-

tal motion frequency and its harmonics. The purpose of the excitation at the harmonics

is to compensate for the unwanted higher harmonic components. The frequency domain

representation of this excitation is given by

V(ω) = V(1)δ(ω − ωf ) +

nmax∑
n=2

V(n)δ(ω − nωf ), (4.5)

where V(1) = {V (1)
i } is the complex amplitude of the fundamental excitation component at
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Figure 4.2: Frequency domain representations of the response terms (a) R1(ω) (b)Rn(ω)
and (c) H(ω)

the fundamental motion frequency. The fundamental excitation component is selected such

that the response at the fundamental frequency is equal to the desired motion. Excitation

components that are supplied at the harmonics are referred to as the compensatory exci-

tation components, the complex amplitude of which are given by V(n) = {V (n)
i } for n =

2...nmax.

Considering the non-linear behavior, the response of the piezo-stack actuator to the

multi-harmonic excitation is given by summation of three response terms in the frequency

domain as

R(ω) = R1(ω) +

nmax∑
n=2

Rn(ω) + H(ω), (4.6)

where R1(ω) and Rn(ω) are the individual responses to the fundamental and the nth har-

monic compensatory excitation component, respectively. The term H(ω) is the higher-order

(non-linear) response terms that arise due to simultaneous the excitation of the (non-linear)

actuator by the fundamental and compensatory excitation components. From Eq. (4.3), the

response term R1(ω) can be calculated as

R1(ω) = R
(1)
1 δ(ω − ωf ) +

nmax∑
n=2

R
(n)
1 δ(ω − nωf ), (4.7)

where from Eq. (4.2), R
(n)
1 = G(n)(ωf , |V(1)|)S(n)V(1). The amplitudes of the individual

components of term R1(ω) is schematically represented in Fig. 4.2(a), where the frequency

axis is normalized with respect to the fundamental frequency.

The response to the nth harmonic compensatory excitation component Rn(ω) can also
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be calculated through Eq. (4.3) as

Rn(ω) = R(1)
n δ(ω − nωf ) +

nmax∑
m=2

R(m)
n δ(ω − nmωf ), (4.8)

where R
(m)
n = G(m)(nωf , |V(n)|)S(m)V(n). Similarly, the amplitudes of the individual com-

ponents of the term Rn(ω) is schematically represented in Fig. 4.2(b). The component R
(1)
n

is used to compensate for harmonic distortions due to fundamental excitation (R
(n)
1 ) at

frequency nωf . The components R
(m)
n for m = 2...nmax occur at the higher harmonics of

the nth harmonic frequency (namely at frequencies nmωf ) due to non-linearity.

Referring to the actuator characteristics presented in [91], the cumulative power contri-

bution of the higher harmonic components of the response to the fundamental excitation

(i.e, the second term in Eq. (4.7)) is approximately an order of magnitude smaller than

that of the fundamental response component (R
(1)
1 ). Therefore, the amplitude of the com-

pensatory excitation components will be considerably smaller than that of the fundamental

excitation component. The contribution of higher harmonic components was also seen to

further decrease at lower excitation amplitudes. Accordingly, the response at the harmonics

of the harmonics (i.e., nmωf ) is expected to be very small, and will thus be neglected in

this work. With this assumption, Eq. (4.8) is reduced to Rn(ω) = R
(1)
n δ(ω − nωf ).

The response of the actuator with the non-linear dynamic behavior to the simultane-

ous excitation at multiple frequencies will deviate from the superposition of the individual

responses to the excitations at each frequency. This deviation is captured by the higher-

order response (H(ω)) throughout the entire frequency range. The individual responses to

fundamental and compensatory excitation components (R1(ω) and Rn(ω)) simultaneously

contribute to the total response only at the frequencies nωf for n = 2...nmax. Thus, in

this work, the higher-order response is assumed to be negligible in the rest of the frequency

range as shown in Fig. 4.2(c). Therefore,

H(ω) =

nmax∑
n=2

H(n)δ(ω − nωf ). (4.9)

Considering the aforementioned simplifications, the expression for the total response can
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be given in terms of the components at the fundamental frequency and its harmonics as

R(ω) = R
(1)
1 δ(ω − ωf ) +

nmax∑
n=2

Γ(n)δ(ω − nωf ), (4.10)

where

Γ(n) = R
(n)
1 + R(1)

n + H(n). (4.11)

are the complex amplitude vectors for the higher harmonic response components.

4.3 Determination of the excitations to generate arbitrary

single-frequency motions

The goal of the proposed open-loop control method can now be restated as the determina-

tion of the fundamental and compensatory excitation components such that the fundamental

response component is equal to the desired motion and the higher harmonic response com-

ponents are reduced to sufficiently low levels. Fundamental and compensatory excitation

components are separately determined using the fundamental and harmonic FRFs.

4.3.1 Determination of the fundamental excitation component

The frequency domain representation of the desired response is given by Dδ(ω−ωf ) where

D = {|Dk|ej∠Dk} is the complex amplitude vector corresponding to the desired response at

the fundamental motion frequency. The vector D is defined in the measurement frame and

may be obtained from Eq. (4.4) through a coordinate transformation.

The fundamental response component depends only on the fundamental excitation com-

ponent. Accordingly, by setting the complex amplitude of the fundamental response compo-

nent equal to the complex amplitude of the desired response (D), the fundamental excitation

can be determined as

V(1) =
[
G(1)

∣∣∣
ωf ,|V(1)|

]−1
D. (4.12)

Since, due to non-linear behavior, G(1) matrix is a function of the excitation amplitude

|V(1)|, Eq. (4.12) is an implicit equation and should be solved iteratively. For the iterative

solution, the identity matrix is used as an initial estimate for the G(1) matrix is approx-
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imated to be an identity matrix, yielding the initial approximation for the fundamental

excitation component V(1) = D. The corresponding G(1) matrix (amplitude ratio and

relative phase) are then calculated using the fundamental FRFs obtained from the char-

acterization tests. Since the fundamental FRFs are available at only distinct excitation

frequencies and amplitudes, spline interpolation is used to determine G(1) for a given |V(1)|
and ωf Next, Eq. (4.12) is solved and the next iteration of V(1) is calculated. An error

vector is also calculated as the difference between the guessed and calculated V(1) vectors.

At every iteration step, the V(1) vector calculated at the previous step is used as the next

guess to calculate the G(1) matrix. The above procedure is repeated until the amplitude of

each element of the error vector reduces to less than 0.1% of the corresponding element of

the V(1) vector determined as a result of the last iteration.

4.3.2 Determination of the compensatory excitation components

As shown in Eq. (4.11), the compensatory excitation components (V(n)) should be selected

such that the compensating response component R
(1)
n cancels out the harmonic compo-

nents of the response to the fundamental excitation (R
(n)
1 ) and the higher-order response

terms (H(n)). The component R
(n)
1 can be calculated through the determined fundamental

excitation component and the hFRFs. However, the higher-order terms cannot be pre-

dicted; therefore, a direct analytical solution (similar to Eq. (4.12)) cannot be obtained

for the compensatory excitation components that will simultaneously compensate for R
(n)
1

and H(n). In this chapter, an alternative harmonic compensation scheme is adopted, where

the first-order harmonic compensation is used to compensate for only the component R
(n)
1 .

Higher-orders of harmonic compensation are determined through an iterative experimental

method. Increasing orders of harmonic compensation successively reduce the effect of the

higher-order response terms.

The first-order compensatory excitation component V
(n)
1 can be analytically calculated

by solving R
(n)
1 + R

(1)
n = 0 as

V
(n)
1 = −

[
G(1)

∣∣∣
nωf ,|V

(n)
1 |

]−1
G(n)

∣∣∣
ωf ,|V(1)|

S(n)V(1). (4.13)

According to Eq. (4.11), when the actuator is excited with the fundamental and the first-

order compensatory excitation components, the residual harmonic response component will

be equal to the higher-order terms only (Γ(n) = H(n)). Therefore, an analysis of the residual

harmonic response will enable identifying the need for additional compensation to reduce

the effect of the higher-order terms. Harmonic response power may be used for such an

54



1 1.5 2 2.5 3 3.5 4
0

0.1

0.2

0.3

0.4

0.5

P
(3

) /P
(1

)  (%
)

Fundamental Frequency (kHz) 1 1.5 2 2.5 3 3.5 4
0

0.1

0.2

0.3

0.4

P
(3

) /P
(1

)  (%
)

Fundamental Frequency (kHz)

1 1.5 2 2.5 3 3.5 4
0

0.5

1

1.5

2

2.5

3

3.5

4

P
(3

) /P
(1

)  (%
)

Fundamental Frequency (kHz)

(a) (b) (c)

Compensated

Uncompensated

Compensated

Uncompensated
Compensated

Uncompensated

Figure 4.3: The reduction of third harmonic power through first level harmonic compensa-
tion for the cases where the fundamental excitation of 160 V amplitude is supplied to the
(a)x-stack (b)y-stack and (c)z-stack of the actuator.

analysis. The harmonic response power is defined as:

P (n) =
∑

k=xm,ym,zm

|Γ(n)
k |

2, (4.14)

where Γ
(n)
k is the complex amplitude of the nth harmonic component of the response mea-

sured along the measurement frame axis k.

Figure 4.3 shows the third harmonic response power, as a percentage of the response

power of the fundamental component (P (3)/P (1)), both before and after the first-order har-

monic compensation for three representative cases. It should be noted that without any

compensatory excitation, the harmonic response will be equal to the components in response

to the fundamental excitation only (Γ(n) = R
(n)
1 ). Each plot included in this figure corre-

sponds to a case where the fundamental excitation with an amplitude of 160 V and a range

of frequencies between 1 kHz to 4 kHz is supplied only to one axis of a three-axis piezo-stack

actuator (e.g V(1) = [160 0 0]V in Fig. 4.3(a)). The first-order compensatory excitation

components calculated through Eq. (4.13) are supplied to all three axis for each case. As

seen in these examples, for most of the tested fundamental frequencies, the first-order har-

monic compensation is able to compensate for at least 80% of the harmonic response power,

reducing the power of the third harmonic response component down to less than 0.1% of

that of the fundamental component. In such a case, the first-order compensation of the

harmonic components can be considered as sufficient. However, there are other cases, (e.g.,

around 2.5 kHz, where the fundamental excitation is provided to the y stack of the actua-

tor), where the response power of the higher-order terms is as high as 1% of the harmonic

response power of the fundamental component. Obtaining accurate motions in such cases

necessitates higher-orders of harmonic compensation.
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Figure 4.4: Description of the multi-level stepped-sine testing procedure. The fundamental
excitation is supplied to x stack as an example.

To determine the higher-order compensatory excitation components, an iterative exper-

imental procedure is adopted. The higher-order compensatory excitation components are

empirically correlated to the fundamental excitation as

V(n)
q = C(n)

q

∣∣∣
ωf ,|V(1)|

S(n)V(1), (4.15)

where C
(n)
q is the qth order 3× 3 compensation matrix. The compensation matrices can be

decomposed into three column vectors as C
(n)
q = [λ

(n)
q,x

... λ
(n)
q,y

... λ
(n)
q,z ], where λ

(n)
q,i (ωf , |V

(1)
i |) are

the qth order compensation vectors corresponding to the stack i. The compensation vectors

correlate the fundamental excitation supplied to a particular stack to the corresponding

compensatory excitation and are separately determined through an experimental procedure.

To determine the higher order compensation vectors for various fundamental frequencies

and excitation amplitudes, a stepped-sine testing method is used (see Fig. 4.4) where a

fundamental excitation with no added phase (φi = 0) is supplied to only one stack of the
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piezo-stack actuator. In such a case, Eq. (4.15) reduces to

V
(n)
q = λ

(n)
q,i

∣∣∣
ωf ,|V

(1)
i |
|V (1)
i |, (4.16)

where i corresponds to the stack to which the fundamental excitation is supplied. During

the stepped-sine testing, the fundamental frequency (ωf ) is varied incrementally at each

excitation step within the predetermined range, while keeping the fundamental excitation

amplitude constant. To determine the compensation vector with the order q + 1, at each

excitation step in addition to the fundamental excitation, the qth order compensatory exci-

tations are provided to all three stacks at frequencies nωf where n = 2...nmax (Fig. 4.4(a)).

To determine the 2nd-order compensation vectors , analytically determined first-order com-

pensatory excitations (V
(n)
1 ) calculated through Eq. (4.13) are used. The response of the

piezo-stack actuator is then measured in three-dimensions (Fig. 4.4(b)) and the residual

higher-order response terms corresponding to each harmonic is determined.

The second and higher order compensatory excitation components are obtained by

adding a refining excitation component to the one lower order compensatory excitation

as

V(n)
q = V

(n)
q−1 + ∆V(n)

q . (4.17)

Referring to Eq. (4.8) and associated simplification, the individual harmonic response

to the refining excitation component is given by ∆Γ
(n)
q = G(1)(nωf , |∆V(n)|)∆V

(n)
q . The

refining excitation ∆V
(n)
q is selected such that this response compensates for the residual

higher order terms measured as a result of the lower order harmonic compensation (H
(n)
q−1).

Accordingly, as depicted by Fig. 4.4(c), the refining excitation is calculated by solving

∆Γ
(n)
q + H

(n)
q−1 = 0 as,

∆V(n)
q = −

[
G(1)

∣∣∣
nωf ,|∆V(n)|

]−1
H

(n)
q−1. (4.18)

The compensation vectors of a particular order can then be calculated using Eq. (4.16)

by dividing the calculated compensatory excitation by the amplitude of the fundamental

excitation.

As are result of a step-sine testing procedure, the compensation vectors (λ
(n)
q,i ) corre-

sponding to a particular stack i are obtained at the tested fundamental frequencies for

various orders q. This procedure is repeated to obtain λ
(n)
q,i at different fundamental ex-

citation amplitudes. Finally, the compensation vectors corresponding to all the stacks of
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Figure 4.5: Reduction of the third harmonic response power through four levels of harmonic
compensation for the cases where the y-stack of the actuator is excited with a fundamental
excitation of 160 V amplitude at (a)2.5 kHz (b)3 kHz and (c)3.5 kHz.

the actuator, and thus, the entire compensation matrix, can be obtained by supplying the

fundamental excitation to each stack and following the same procedure.

Figure 4.5 illustrates the reduction of the third harmonic response power with higher-

order harmonic compensation. Three cases with the highest residual harmonic response

power in Fig. 4.3 are considered, where the single axis fundamental excitation with ampli-

tude of 160 V and frequencies of 2.5 kHz, 3 kHz and 3.5 kHz are supplied to the y axis of

the piezo-stack actuator. Order zero represents the case where no compensatory excitation

is used. As shown, the harmonic response power is reduced to or less than 0.1% of the

fundamental response power as a result of the fourth order harmonic compensation.

The complete procedure to determine the voltages that will be supplied to the piezo-

stack actuator can be summarized as follows: For a specific desired motion, the complex

amplitude vector corresponding to the fundamental excitation component (V(1)) is first

determined through Eq. (4.12). Next, the complex amplitude vectors corresponding to the

higher harmonic excitation components (V(n)) are calculated through Eq. (4.15) using the

V(1) vector. Since discrete levels of fundamental excitation amplitudes and fundamental

frequencies are considered during the multi-level stepped-sine procedure, the compensation

matrices are determined through spline interpolation. Accordingly, amplitude and phase

of each element of the compensation matrices are interpolated with respect to the tested

fundamental frequencies and the fundamental excitation amplitudes. From the complex

amplitudes of the fundamental and compensatory excitation components, the time domain

voltage signal to be supplied to each stack of the actuator can be constructed as,

vi(t) =

nmax∑
n=1

|V (n)
i | sin(nωf t+ ∠V (n)

i ) for i = x, y, z. (4.19)
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4.4 Evaluation of the control method

To evaluate the proposed open-loop control approach for generating 3D single frequency

motions, a set of tests were performed on two different three-axis piezo-stack actuators.

The evaluation tests were carried out by selecting different motion paths as targetted mo-

tions, calculating the required excitations using the presented approach, supplying those

excitations to the actuators, and measuring the resultant motions. The measured motions

are then compared to the targeted motions, and a quantitative assessment of the open-loop

control approach is completed by using a set of quality metrics.

4.4.1 Experimental Details

Two three-axis piezo-stack actuators with different mechanical construction are tested. The

first actuator (Actuator 1) is a three-axis piezo-stack actuator (Physik Instrumente PICA

Shear Actuator P-123.01). The second actuator (Actuator 2) is constructed by manually

combining the z-stack of P-123.01 with a two-axis piezo-stack actuator (Physik Instrumente

PICA Shear Actuator P-112.01).

The first step for applying the presented open-loop control is the determination of dy-

namic response behavior in the form of hFRFs. This was accomplished by using the method

outlined Chapter 3 above. An excitation frequency range of 1 kHz to 25 kHz and excitation

amplitudes of 1 V, 10 V, 60 V, 110 V and 160 V are used during the characterization tests.

The analysis of the obtained response indicated that for both actuators, the power contri-

bution of the fundamental response component is more than 90% throughout the tested

excitation frequency and amplitude ranges. The simplified response representation for each

actuator is selected to include only the first five harmonic response components.

During all the evaluation tests, fourth-order harmonic compensation is used. To de-

termine the compensation matrix C
(n)
4 (see Eq. (4.15)), a set of stepped-sine tests was

conducted for each actuator. Based on the excitation frequency range used during the

characterization and the highest harmonic included in the response representation, a fun-

damental frequency range of 1 kHz to 5 kHz were considered at the excitation amplitudes

of 1 V, 10 V, 60 V, 110 V and 160 V.

During the evaluation tests, the fundamental and compensatory excitations are cal-

culated for a set of desired motions of various shapes and frequencies. Each calculated

excitation is applied for a total duration of 1 s, and the actuator response is measured us-

ing the LDV-based measurement system. Hardware-synchronized digital excitation output
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Figure 4.6: Determination of harmonic motions: (a)total motion (b)harmonic motion ob-
tained as a result of the sample-by-sample averaging

and response acquisition are performed using a sampling rate of 400 kHz. The acquired

responses are filtered through a zero phase-shift high-pass filter with a cut-off frequency of

1 kHz to eliminate the low frequency noise from the LDV system.

4.4.2 Evaluation Method

The motions measured during the evaluation tests are compared to the desired motions

to evaluate the performance of the open-loop control method. To perform this analysis,

each measured motion is decomposed into its harmonic and non-harmonic parts. Since the

desired motions are purely harmonic, any deviation of the harmonic part of the motion

from the desired motion is considered as the harmonic motion error. Similarly, the entire

non-harmonic motion is considered as the non-harmonic motion error. The harmonic and

non-harmonic motion errors are analyzed within the nominal motion frame of the desired

motion along the [γ, η, ζ] axes (see Fig. 4.1) by performing a coordinate transformation

between the measurement and nominal motion frames.

An accepted method for isolating the harmonic part of the measured motions in time

domain is to use synchronous averaging [92]. This approach is illustrated in Fig. 4.6. The
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measured response (after coordinate transformation) along a particular axis of the nominal

motion frame is shown in Fig. 4.6(a), where the period of the motion at fundamental

frequency is easily identified. Considering the fact that the sampling rate may not be an

integer multiple of the period, the signal is resampled to obtain signals at specific time

instants. The data corresponding to the same instant within each period is then averaged.

Finally, the replicates of the averaged response period are combined back-to-back in time

domain to construct the harmonic response of 1 s total duration as shown in Fig. 4.6(b).

The method used to evaluate the harmonic motions is described in Figures 4.7(a) and

(b). The quantitative evaluation of the harmonic part of the motions is performed in polar

coordinates within the nominal motion frame. The actual path is defined by the harmonic

part of the measured motion. The nominal path is the desired motion path, which is

parametrically represented by dγ(t) and dη(t) as given in Eq. (4.4). The descriptions in

Fig. 4.7(a) are adopted from ISO 230-4:2005 standard [93] by extending the error definitions

for the circular motions to those for general Lissajous-shaped motions. For this purpose,

three additional paths having parametric representations that are scaled versions of that of

the nominal path (αdγ(t), αdη(t)) are defined: The scaling factors (α) for the two minimum

zone paths are selected such that they envelope the actual path as shown. The least-

squares path is obtained by selecting the scaling factor that minimizes the least-squares

error between this path and the actual path. By definition, all the paths are concentric

with the center located at (0, 0) within the [η, γ] plane.

The angular position θ of a particular point on any given path is defined as the angle

between the γ axis and the vector connecting this point to the path center. The radial

distance between the actual path and the nominal path at a given angular position is defined

as the radial deviation F (θ), which has a positive value when the actual radial distance is

larger than the nominal radial distance. The radial distance between the nominal path and

the least-squares path is defined as the mean radial deviation D(θ), and the radial distance

between the minimum zone paths is defined as the path deviation G(θ). Each quantity is

normalized with respect to the radial distance of the nominal path r(θ), and the normalized

quantities are denoted with an overbar. Since the minimum zone paths and the least-squares

path are obtained by integer scaling of the parametric representation of the nominal path

, D̄ and Ḡ do not vary with angular orientation θ. Since the nominal motions are within

the [γ, η] plane, any non-zero motion along the ζ direction is considered to be entirely an

error. This error is represented as a total out-of-plane deviation and denoted as N , (as seen

in Fig. 4.7(b)). The out-of-plane deviation is normalized by the length of the nominal path

defined by L = 2 max(r(θ)) to obtain normalized normal deviation (N̄).
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The non-harmonic part of the measured motions which, by definition, are error motions,

are also determined in the polar coordinates. The radial non-harmonic motion (rnh(t))

is calculated as the difference between the radial positions of the total (rt(t)) and the

harmonic motions (rh(t)) at a particular angular position θ in the [γ, η] plane, as shown

in Fig. 4.7(c). The out-of-plane non-harmonic motion is defined as the difference between

total and the harmonic motions along the ζ direction (see Fig. 4.7(d)). Considering the

wide-band nature of the non-harmonic motions, radial non-harmonic deviation (σr) and

out-of-plane non-harmonic deviation (σζ) are defined as the standard deviations radial and

normal non-harmonic motions, respectively.

For linear motions, the error descriptions given above cannot be applied since the nominal

motion frame is not uniquely defined. Accordingly, measured linear motions are described

in cylindrical coordinates [r, θ, ζ], where the ζ axis is defined along the desired motion, as

shown in Fig. 4.7(e). The normalized path deviation for linear nominal paths is calculated

by dividing the diameter of the smallest cylinder that encloses the actual path by the nom-

inal motion length (Ḡ = 2 max(r(θ, ζ))/L). The radial non-harmonic motion is similarly

calculated as the difference between the total and the harmonic motions in cylindrical co-

ordinates. The radial non-harmonic deviation is expressed as the standard deviation of the
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Case 1 2 3 4 5 6

Actuator 1 1 1 1 1 1
Dγ (nm) 180 60 240 60 130 240

Dη (nm) 120ej
π
2 120ej

π
3 120ej

π
4 60ej

π
2 130ej

π
2 60ej

π
2

∠ζ, xm(deg) 0 0 90 90 90 90
∠ζ, ym(deg) 90 90 0 90 0 0
∠ζ, zm(deg) 90 90 90 0 90 90
Freq(kHz) 3 1.5 4 5 2.5 2

D̄ 0.1(0.6) 1.0(1.3) 0.9(1) 4.1(4.2) 0.2(0.8) 0.7(0.3)
Ḡ 2.1(6.0) 2.4(3.0) 3.6(4.8) 5.8(6.1) 5.4(20.2) 2.4(15.4)

max(F̄ (θ)) 1.2(4.4) 2.4(2.7) 3.0(2.8) 6.9(7.0) 2.4(10.2) 0.7(7.6)
min(F̄ (θ)) -0.9(-2.2) -0.02(-0.3) -0.6(-2.0) 1(0.8) -3.0(-10.0) 1.7(7.8)

N̄ 3.2(5.6) 3.7(3.4) 1.1(0.8) 3.0(3.0) 2.3(8.2) 0.5(2.4)
σr (nm) 0.2(0.2) 0.6(0.7) 0.3(0.4) 0.2(0.3) 0.4(0.3) 0.6(0.3)
σζ (nm) 0.2(0.2) 0.2(0.2) 0.3(0.3) 0.2(0.3) 0.2(0.2) 0.2(0.2)

Case 7 8 9 10 11 12

Actuator 2 2 2 2 2 2

Dγ (nm) 240 160 80 40 200 10ej
π
2

Dη (nm) 240ej
π
2 80ej

π
2 160ej

π
6 160ej

π
2 140ej

π
3 10

∠ζ, xm(deg) 54.74 70.53 48.19 65.91 48.19 45
∠ζ, ym(deg) 54.74 48.19 70.53 65.91 48.19 90
∠ζ, zm(deg) 54.74 48.19 48.19 35.26 70.53 45
Freq(kHz) 3 2.5 5 2.5 4 1.5

D̄ 0.3(0.01) 0.02(0.1) 0.1(0.4) 0.2(0.2) 0.5(0.2) 0.6(0.7)
Ḡ 1.2(3.8) 1.5(5.1) 3.2(7.3) 1.8(3.7) 2.1(15.1) 4.0(3.8)

max(F̄ (θ)) 0.2(1.5) 0.9(2.2) 2.0(4.2) 0.9(1.2) 0.5(7.9) 2.2(2.7)
min(F̄ (θ)) -1(-2.3) -0.7(-2.9) -1.2(-3.1) -0.9(-2.5) 1.6(-7.2) -1.8(-1.1)

N̄ 1.1(4.5) 1.1(2.2) 0.9(1.1) 0.6(1.4) 1.2(3.1) 1.7(1.7)
σr (nm) 0.2(0.3) 0.2(0.2) 0.5(0.4) 0.3(0.4) 0.4(0.4) 0.2(0.2)
σζ (nm) 0.2(0.3) 0.3(0.3) 0.2(0.2) 0.2(0.3) 0.2(0.3) 0.2(0.2)

Table 4.1: Results of the evaluation tests for circular, elliptical and general Lissajous curve
shaped motions. Error terms are given in percentages unless noted otherwise.

radial non-harmonic motion.

4.4.3 Results of the Evaluation Tests

In this section, the described evaluation method is used to assess the proposed open-loop

control technique by testing two three-axis piezo-stack actuators. A number of single-

frequency circle, ellipse, line or general Lissajous shapes, with different dimensions, are

considered as the target motions. The nominal motion frames of target motions are varied

to evaluate the 3D nature of the control approach.

Table 4.1 provides a quantitative evaluation of the measured actual paths with respect to
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Case 1 2 3 4

Actuator 1 1 2 2

Dxm (nm) 180 60 200 20
Dym (nm) 120 180 200 40
Dzm (nm) 60 120 200 20
Freq(kHz) 5 4 2.5 3

Ḡ 1.3(2.1) 2.3(2.4) 0.8(1.6) 1.6(2.1)
σr (nm) 0.8(1.4) 0.3(0.3) 0.4(0.9) 0.2(0.2)

Table 4.2: Results of the evaluation tests for linear motions. Error terms are given in
percentages unless noted otherwise.

the circular, elliptical and general Lissajous shaped nominal paths for a number of represen-

tative cases with different fundamental frequencies. Similarly, evaluation corresponding to

the tests with linear nominal paths is presented in Table 4.2. The nominal motion frame of

each motion is identified by the angles between each of the measurement frame axes and the

corresponding ζ axis. The η and γ axes are defined for each case through Gramm-Schmitt

orthogonalization [60] of the xm and ym axes, respectively, with respect to the defined ζ

axis. The values corresponding to each error metric are given in percentages. To study

the effect of the compensatory excitation components, each test is conducted both with a

fourth-order harmonic compensation (Vn = V
(n)
4 ) and without an harmonic compensation

(V(n) = 0) and , the result of for the latter is given in parenthesis in Tables 4.1 and 4.2.

As a result of the evaluation tests corresponding to Actuator 1, the average values for

the mean radial deviation D̄ and and the normalized path deviation Ḡ are 1.1% and 4.1%,

respectively, after the harmonic compensation. Better performance have been achieved

with Actuator 2, with the average values for D̄ and Ḡ of 0.6% and 2.8%, respectively. The

average normalized out-of-plane deviation N̄ are 2.0% and 1.0% for Actuator 1 and Actuator

2, respectively, after the harmonic compensation. Similar performance have been obtained

for the motions with linear shape for which the normalized path deviation Ḡ is shown to

be below 2.3 % and 1.6 % for Actuator 1 and Actuator 2, respectively. The non-harmonic

motion deviations for all cases (standard deviations corresponding to the broad-band non-

harmonic response) are in sub-nanometer levels and do not show significant variation for

different cases and actuators.

The inclusion of the harmonic compensation provided a large improvement on the accu-

racy particularly for a number of cases. For instance for case 11, the path deviation (Ḡ) has

been reduced from 15.1 % to 2.1 %. Similarly, the out-of-plane deviation has been reduced

by the inclusion of the compensatory excitation components. As an example, the radial

deviation (F̄ (θ)) and the harmonic motion in [γ, ζ] plane for case 5 is given by Figures
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Figure 4.8: Effect of the compensatory excitation on the harmonic errors (a)Radial deviation
(F(θ)) plot ,all numbers are in percentile (b)Normal deviation

4.8(a) and (b), respectively. It should be noted for Fig. 4.8(a) that the negative values of

the radial deviation is also included, and the zero deviation circle is explicitly shown.

This evaluation shows that the presented harmonic excitation method was able to re-

duce the higher harmonic response components successfully. Harmonic compensation does

not provide significant improvement for the cases especially where the size of the targetted

motions are small (e.g. cases 4 and 12). For those cases, both the amplitude of the deter-

mined fundamental excitation components and the corresponding harmonic distortions are

relatively small, indicating that the behavior is linear and a single frequency excitation is

sufficient to achieve the required accuracy.

Frequency domain analysis of the the motion errors showed that after the harmonic

compensation, the residual motion errors occur mostly at the fundamental motion frequency.

This may be attributed to uncertainties in the obtained fundamental FRFs arising from (i)

measurement errors during the characterization and the evaluation tests (see Section 4.5)

and (ii) small variations of the actuator characteristics due to environmental disturbances

(e.g. temperature fluctuations).
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4.5 Analysis of Measurement Errors

The fidelity of the presented control method depends critically upon the accuracy of the per-

formed measurements. In particular, there are three possible error sources that could affect

the measurements: (1) Electrical noise and errors of the LDV controller/decoder and of the

data acquisition system; (2) optical reflection, focusing and mutually-orthogonal alignment

of the LDVs, and (3) motions of the measurement frame as a response to piezo-stack excita-

tions and external noise. As noted earlier, the motion measurements are contaminated with

the noise arising from the LDV below 1 kHz (addressed using a high-pass filter). Above 1

kHz, the main contributor of the measurement error is the vibrations of the measurement

frame. Although a formal uncertainty quantification including an analysis of contribution

from each of those sources is beyond the scope of this work, an experimental analysis of cu-

mulative measurement errors from all of the aforementioned sources is conducted to enable

assessing the measurement technique.

The errors corresponding to the determination of harmonic response components have

been characterized in [91]. It was shown that the fundamental response component can be

characterized with FRF amplitude errors less than 0.6 nm corresponding, to less than 1.6%

of the measured amplitude. The amplitude errors corresponding to the higher harmonic

components was seen to be less than 0.01 nm.

To experimentally characterize the cumulative measurement error, a number of tests

are conducted where the Actuator 2 is excited to generate a select set of motions targeted

during the evaluation tests. Each of the three lasers is shined onto a large steel mass (100

mm x 130 mm x 300 mm) that is bolted down on the optical table. Since the relative

vibrations between the large mass and the optical table can be assumed to be negligible

in this configuration, any non-zero displacement measurement may be considered as the

cumulative measurement error.

For the measurements above 1 kHz, the results of measurement error characterization

tests are processed to determine their contribution to the evaluation metrics explained in

Section 4.4.2. The average contribution of the measurement error on the radial deviation,

mean radial deviation, path deviation and normal deviation are determined as 0.05 %, 0.02

%, 0.12 % and 0.03 %, respectively. The largest contribution of the measurement error

is determined to be in the fundamental frequency ranges that include several resonant fre-

quencies of the measurement frame. This observation highlights the significant contribution

of the frame vibrations on the measurement errors. The average radial and normal non-

harmonic deviation corresponding to the measurement error is found to be 0.16 nm and
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0.12 nm, respectively. These deviations are more than 50% of the non-harmonic deviation

values determined during the evaluation tests, which shows that measurement error is the

main contributor of the non-harmonic motion deviations.

4.6 Summary and Conclusions

This chapter presents an open-loop method to control multi-axis piezo-stack actuators in

generating accurate three-dimensional single-frequency motions. In determining the nec-

essary excitations, the presented method utilizes the frequency domain representation (in

the form of hFRFs) of the piezo-stack actuators obtained from an experimental dynamic

characterization. The proposed method for generating the desired responses involves exci-

tation of the actuator at the fundamental (motion) frequency to obtain the desired response

and inclusion of a compensatory excitation at the higher harmonics of the fundamental fre-

quency to reduce or eliminate for the higher harmonic response components. Fundamental

component of excitation is directly determined using the inverse of the fundamental FRF

matrices and the desired response. A multi-order method is used for the harmonic com-

pensation, where the first order compensatory excitation components can be analytically

calculated using the higher harmonic FRFs (hFRFs). An experimental procedure is out-

lined for determining the higher-order compensatory excitation components. The accuracy

of the proposed method is then studied through a set of evaluation tests that are conducted

on two different three-axis piezo-stack actuators, where motions with different shape, size

and frequencies are targetted, and response of the actuators to corresponding excitations

are measured. The results of the evaluation tests are processed to determine the harmonic

and non-harmonic motion errors.

The harmonic motion errors are evaluated through a number of error metrics defined in

this work for target motion amplitudes 10 nm to 240 nm. For Actuator 1, 1.1% average

mean radial deviation, 4.1% average path deviation and 2.0% average normal deviation

is reported. Better performance is achieved with Actuator 2 for which 0.6% average mean

radial deviation 2.8% average path deviation and 1.0% average normal deviation is reported.

The harmonic compensation successfully reduced the unwanted higher harmonic response

components to acceptably low levels, resulting in more than 75% reduction in path deviation.

Sub-nanometer levels of radial and out-of-plane non-harmonic deviations were observed for

all cases. An analysis of measurement errors showed that the major contributor of the

determined non-harmonic deviations is the measurement error.

The presented method provides a means of controlling the single-frequency dynamic mo-
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tions of piezo-stack actuators with high accuracy at nanometric levels. Due to its open-loop

nature, the the presented method requires extensive dynamic characterization. However,

depending on the accuracy requirements, the ranges of fundamental motion frequency and

size, satisfactory results can be obtained with no or low orders of harmonic compensation,

which considerably reduces the experimental characterization requirements. Particularly,

first-order harmonic compensation which reduces the harmonic response power by more

than 80% for many cases, does not necessitate the use of the iterative compensatory step-

sine testing procedure.
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Chapter 5

Evaluation of the Dimensional

Accuracy and Shape Capability

In this chapter, we present a dimensional accuracy evaluation of the nanomilling system

through examination of various nanomilled feature geometries on poly(methyl methacry-

late) (PMMA) samples. Furthermore capability of nanomilling to create complex shapes,

as well as the preliminary observations on the material removal mechanism and feature

quality is presented. Through the findings of this work,(1) the dimensional accuracy of the

nanomilling process is quantified (2) the hypothesis, ”implementation of the high-stiffness

nanotool assembly and the controlled nanotool motions will improve the dimensional accu-

racy and widen the shape capability”, is verified.

First, the capability of the system and the nanomilling process in accurately prescribing

depth of removal for both in-plane and out-of-plane configurations is evaluated. Next, the

ability to fabricate varying feature widths during a single tool-pass when using the in-plane

configuration is analyzed. Finally, we demonstrate the general capability of the nanomilling

system and process to create complex feature shapes. During these analysis, a silicon AFM

tip with a nominal (fresh) radius of less than 10 nm is used. The nanotool motions are

prescribed considering the motion control and compensation approaches presented above.

5.1 Accuracy of Feature Depth

To evaluate the depth-prescription capability during the in-plane configuration, a set of

seven side-by-side parallel steps with varying depth and 1 µm nominal width were created

using circular nanotool motions (in the xs − ys plane) with 200 nm diameter at 5 kHz
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Prescribed Depth (nm) 50 80 100 80 50 0
Measured Depth (nm) 50.2 80.9 101.1 80.1 51.3 2.5
Standard Deviation (nm) 4.8 3.6 3.6 3.6 4.1 4.5

Table 5.1: Prescribed depths, average depths, and standard deviation of the steps created
during in-plane nanomilling.

rotational frequency, while feeding the sample along the xs direction. As described above,

the removal depths for the in-plane configuration are prescribed by the nanopositioning

stage. Figure 5.1 shows the AFM image of the fabricated steps and the average cross-

sectional profile. The relative average depths of the steps are calculated by comparing

the distances between the parallel planes that are determined through curve fitting to each

step. To eliminate the uncertainties arising from surface irregularities and contact detection,

the first created step (marked as 1 in Figure 5.1) is considered as the reference, and the

relative depths of the following steps are determined accordingly. The standard deviation

of measured surface points around the fitted planes were also calculated. As seen in Table

5.1, the measured average depths are within 2.5 nm (corresponding to less than 3% error

in average depth) with standard deviations less than 4.8 nm, which are comparable to the

repeatability of the nanopositioning stage.

In order to assess the capability to control the depth of a created channel during the

out-of-plane configuration, channels with different depths were created using circular out-

of-plane nanotool motions. It should be noted that, for small depths crated through a

single tool-pass using the out-of-plane configuration, the depth of removal is prescribed by

the piezoelectric actuator (nanotool motions), rather than by the nanopositioning stage

as in the in-plane configuration. Three channels were created using out-of-plane circular

nanotool motions (in the ys − zs plane) with radii 80, 120 and 160 nm at a frequency

of 5 kHz, while feeding the sample along the ys direction. To eliminate the uncertainties

arising from surface irregularities and contact detection, first a reference surface is created

with a circular out-of-plane motion with 20 nm radius. The channels are then created on

the created reference surface. Since the center of the motion is 20 nm above the reference

surface, those motions correspond to prescribed depths of 60, 100 and 140 nm, respectively.

An AFM image and an average cross-sectional profile of the created channels are given in

Figure 5.2. The averaged cross-sections are calculated by averaging the measured channel

profiles at a large number of cross-sections. The measured average depths of three channels

were seen to be 62.39, 100.97 and 143.64 nm. Thus, depths can be prescribed with less than

4 nm, which is comparable to the the uncertainty level that can be achieved for the direct

prescription of depth using the nanopositioning stage.
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Figure 5.1: An AFM measurement of the steps created on a PMMA surface using the
in-plane configuration of the nanomilling process for evaluation of the depth prescription.

5.2 Accuracy of Feature Width

Next, to evaluate the capability of assessing varying widths during a single tool pass of

the in-plane nanomilling configuration, channels with linearly increasing width are created.

Circular nanotool motions (in the xs−ys plane) with frequency of 5 kHz and with increasing

Channel Number 1 2 3 4
Width-Increase Rate (nm/µm) 51.05 54.71 50.58 54.13
Mean Width Variation (%) 3.15 1.44 2.28 2.41

Table 5.2: The width-increase rates and associated width variation for four V-shaped chan-
nels nanomilled using the in-plane configuration to assess the single-pass width capability.
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Figure 5.2: An AFM measurement of three channels created on a PMMA surface using the
out-of-plane configuration of the nanomilling process. The horizontal axis of the bottom
figure is compressed to show all three channels.

diameters from 0 to 320 nm are generated while feeding the sample along the xs direction

to create a 6 µm channel, yielding a prescribed width-increase rate (twice the slope of the

sidewalls) of 53.3 nm/µm. An AFM image of one of the created channels and the cross-

sectional data at certain locations along its length are given in Figure 5.3. The height
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Figure 5.3: The V-shaped trench created to demonstrate the different-width capability
during a single nanotool-pass using the in-plane nanomilling configuration.

variation caused by a large chip that is stuck to the top side of the wall is neglected by

saturating the color of the AFM image. Considering a plane 60 nm above the channel

bottoms as a reference, the resulting width-increase rate are calculated through curve fitting

of two lines to the side walls of the channel. The mean of the (absolute value of) width

variation with respect to the fitted lines along the channel are also calculated. The results

obtained for four of the channels created through this procedure are given in Table 5.2.

The presented results show that the targeted width-increase rate can be achieved within

3 nm/µm. The noted width variation along the channels is potentially due to mechanical

factors such as the material removal mechanism, which will be addressed in future research.
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Figure 5.4: Various features created by nanomilling

5.3 Shape Capability of Nanomilling

Using the presented nanomilling system and procedure, a number of features with different

shapes have been created. Fig. 5.4 shows SEM images of the created features, including a

5 µm diameter circle with 30 nm depth, fabricated by circular in-plane motions of 3 kHz

frequency and 100 nm diameter (5.4(a)); an equilateral triangle with 5 µm side length and

30 nm depth, fabricated by circular out-of-plane motions of 3 kHz frequency and 100 nm

diameter given by 5.4(b) (rotation center is set to be 20 nm above the sample surface); and

a 4.5 µm by 4.5 µm square pocket with a 100 nm depth fabricated by circular in-plane

motions of 3 kHz frequency and 100 nm diameter (5.4(c)).

Two of the more complex features including the cursive letters CMU (Figure 5.4 (d)) and

a circular recess with radially changing depth (in a sinusoidal fashion, see Figure 5.4 (e))

were also nanomilled. The in-plane nanotool configuration with 100 nm diameter circular

motions at 5 kHz rotational frequency is used in each case. The depth for the text CMU and

the peak to valley depth variation for the circular recess are set to be 100 nm. The circular

recess was nanomilled by feeding the nanotool along the radial direction while changing the
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depth normal to the sample surface sinusoidally, and repeating this step at every angular

increment.

During the creation of the presented features a G-code like programming is used through

the aforementioned LabViewTM based software to impose the necessary feeding and nan-

otool motions. It is seen that the complex shapes such as these can be successfully fabri-

cated by nanomilling. The in-depth analysis of dimensional accuracy of the created features

through nanomilling is presented in Chapter 5

5.4 Observations on Material Removal Mechanism

One of the premises of the nanomilling process is the effective removal of the material mainly

in the form of a chip, rather than only ploughing the material [21,22]. To demonstrate the

material removal characteristics, an SU-8 sample surface was nanomilled to create channels

with 5 µm length and 100 nm depth using each of the in-plane and out-of-plane configura-

tions (5.5). For the in-plane configuration, the nanotool was rotated using a 100 nm circular

motion at 3 kHz frequency. For the out-of-plane configuration, the elliptical nanotool mo-

tion included a normal (to the surface) diameter of 40 nm and a feeding-direction diameter

of 100 nm at 3 kHz frequency. As a reference, channels were also fabricated without a

nanotool-motion (i.e., by scratching). A commercial silicon probe tip with a pyramidal

shape and 10 nm nominal tip radius was used as the nanotool. Due to the potential effect

of nanotool orientation, three feeding directions were tested. It can be seen that the in-plane

and out-of-plane nanotool motions facilitated material removal in the form of long, curled

chips, and produced well-defined edges of the channels. Scratch (no-motion) configuration,

on the other hand, did not produce chips in a consistent manner, and resulted in reduced

edge definition, indicating a removal process with dominant ploughing effects.
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Figure 5.5: SEM images of the channels created using different nanotool motions. The long
and curled chips observed for the cases with nanotool motions indicate that the material
removal mechanism is shearing dominated. No-motion (scratch) case does not produce chips
consistently, indicating the dominance of the ploughing mechanism.
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Chapter 6

Preliminary Analysis of Nanotool

Wear

This chapter presents the preliminary work towards the development of the methodol-

ogy for quantitative analysis of nanotool wear. This experimental study involves atomic

force microscopy analysis of the nanotools after they are used to remove material through

nanomilling. Initial findings on nanotool replication to facilitate the understanding of wear

progression during nanomilling is also presented. This study constitutes the groundwork

for a more comprehensive analysis of nanotool wear and its relation to various process

parameters.

6.1 Experimental and Analysis Method

A number of representative nanomilling tests are conducted to study nanotool wear. During

these tests, a set of linear channels are nanomilled on a copper surface. The workpieces are

prepared through physical vapor deposition (PVD) of copper on silicon wafers, generating

surfaces with less than 5 nm Ra roughness. Single crystal diamond AFM tips with nominal

radius of 50 nm are used as nanootols. The diamond nanotools are of four-faced pyramidal

shape with a nominal height of 5.6 µm. The process parameters used during the experiments

are summarized in Table 6.1. The feeding direction is kept constant during nanomilling

of the channels throughout the experiments. To avoid abrupt tip damage during depth

prescription, the depth of removal is gradually increased from 0 to 120 nm while feeding

the nanotool along the first 1 µm length of the created channels as shown in Fig 6.1.

To characterize the nanotools and determine the wear volumes, the nanotools are imaged
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Channel Length 10 µm

Channel Depth 120 nm

Nanomilling Configurations In-plane/Out-of-plane

Nanotool motion shape Circular, 100 nm radius

Nanotool motion frequency 4000 Hz

Material removal rate (for a feed rate of 60 µm/s) 15 nm/rev

Table 6.1: Experimental parameters used during the characterization of the piezo-stack
actuators.
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Figure 6.1: AFM image of the channels created during the wear tests

using non-contact AFM before and after the experiments are conducted. Silicon AFM

probes having a nominal tip radius less than 10 nm are used for measurement purposes.

Representative AFM images of a fresh (unused) diamond nanotool is given in Fig 6.2. For

each nanotool, a 5 µm x 5 µm area around the tip apex, corresponding to a total height of

around 3 µm is first imaged. The topography data is acquired with a spatial resolution of
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Figure 6.2: AFM images of an unused diamond nanotool (a) Low resolution image (b) High
resolution image (c)Three dimensional representation of the high resolution image

20 nm for this first (low resolution) image. Next, a second scan is performed within a 1.8

µm x 1.8 µm area around the tip apex, corresponding a total height of 1 µm. The spatial

resolution is improved to 7 nm for the second (high resolution) image.

To calculate the wear volume, the three-dimensional AFM data corresponding to the un-

used and worn phases of the nanotools are correlated to each other. Since the low resolution

images include the unworn regions of the nanotool well below the apex, they are used for the

purpose of image correlation. To correlate the unused and worn nanotool images, first the

angular misalignments between the before and after images (arising due to mounting errors

during the measurements) are corrected. Orientation of a given AFM image is indicated by

three vectors that are normal to three faces of the pyramidal nanotools. To determine these

vectors, least square plane fitting is applied to low resolution AFM image data within the

planar regions more than 2 µm below the nanotool apex (unworn regions). Next, angles of

rotation around three mutually orthogonal axes to be imposed on the worn nanotool image

are determined such that the angles between the corresponding plane normals of the unused

and the (rotated) worn nanotool images are minimized. Nelder-Mead simplex direct search

optimization algorithm is used to determine the rotation angles. Following the angular

alignment, spatial offsets between the planar regions of the aligned low resolution images
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Figure 6.3: The result of the correlation of two AFM images corresponding to the same
nanotool, (a) First high resolution image (b) Second high resolution image before angular
and translational alignment, (c) Second high resolution image after the alignment, (d-e)
Cross-sectional data corresponding to the aligned images around the apex along the X and
Y axes, (f) The height difference map of the aligned images.

are determined. These offsets are calculated through the same optimization algorithm such

that the distances between the corresponding planar regions are minimized when they are

imposed on the worn nanotool image. Determined rotation angles and offsets are then

imposed the high resolution image of the worn nanotool. Finally, the wear volume is calcu-

lated by the double-integration of the height difference between the aligned high-resolution

images around the nanotool apex.

To evaluate the performance of the explained correlation, two separately obtained images

of the same unused nanotool are correlated. The results of the correlation is summarized in

Fig. 6.3. Comparing figures 6.3(a) and (b), angular misalignments can be noted between the

two images that are corrected through the correlation algorithm as shown in Fig. 6.3(c). The

three dimensional map of the height difference between the correlated AFM images around

the apex region is given in Fig. 6.3(f). The mean value and the standard deviation of the

height difference within this region is determined to be 2 nm and 12 nm, respectively. The

highest discrepancies between the images are observed within the regions where the AFM

images exhibit abrupt changes with high spatial frequencies where the accuracy of AFM
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Figure 6.4: SEM images of the unused and worn nanotools

imaging is lower. Since the volumetric difference can be captured through low frequency

spatial data, this issue can be addressed by low-pass spatial filtering of the images. In fact,

when the correlation is applied to the images after two dimensional low-pass filtering, the

mean value and the standard deviation of the height difference is reduced to less than 1 nm

and 6 nm, respectively.
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Figure 6.5: Results of the wear experiments. Three dimensional images of the nanotool
before and after nanomilling in the (a) in-plane (d) out-of-plane configurations, the unused
nanotool is depicted by a wireframe representation. Cross sectional images of the unused and
worn nanotools after nanomilling in the (b) in-plane (e) out-of-plane configurations. Height
difference maps around the nanotool apexes after (c) in-plane (f) out-of-plane nanomilling.

6.2 Results

Discernible wear of the nanotools have been observed as result of the in-plane and out-

of-plane nanomilling tests after nanomilling of 100 channels (corresponding to a total

nanomilling length of 1 mm). The scanning electron microscopy images of the unused

and worn nanotools used during these experiments is given in Fig. 6.4.

Results of the AFM analysis of the wear exhibited as a result of the the nanomilling

tests is given in Fig. 6.5. As shown in Figures 6.5(a)-(c), following the in-plane nanomilling

tests, wear is localized around the apex of the nanotool within around a 200 nm X 200 nm

area, leading to a total height change around 50 nm. For this case, the total wear volume is

calculated as 7.8× 105nm3. Figures 6.5 (d)-(f) indicate that as a result of the out-of-plane

tests, nanotool wear occurred both at the apex and one of the faces of the nanotool. In fact,

the wear is observed on the face that is in direct interaction with the workpiece material

due to the selection of feed and nanotool rotation directions. For this particular case, the
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Figure 6.6: Two step molding process to produce nanotool replicas

total wear volume is determined to be 5.9× 106nm3.

It should be noted that, the presented data is not sufficient to reach deterministic

conclusions regarding the particular geometry and amount of nanotool wear for the two

nanomilling configurations. However, the developed framework for experimentation and

analysis and the preliminary results presented in this chapter is foundational for a compre-

hensive study of nanotool wear.

6.3 Preliminary studies on nanotool replication for wear pro-

gression studies

A thorough experimental understanding of the wear characteristics of nanomilling necessi-

tates frequent characterization of the nanotool at different stages of process to capture the

wear progression. Although direct characterization of the nanotool through AFM measure-

ments is a powerful tool to quantify the nanotool wear, it is a considerably time consuming

process. Furthermore, it requires removal of the nanotool from the nanomilling setup at the

intermediate phases of the process, disturbing the alignment of the system and adversely

affecting the process repeatability. Accordingly, direct characterization of nanotools is not

a feasible method for wear progression studies.

To address this issue, an alternative method is considered where indirect wear charac-

terization at the intermediate states of the process is performed on the produced replicas

(copies) of the nanotools. These replicas are obtained within the nanomilling setup without

removing the nanotool. Therefore the process repeatability is not affected. To create the

nanotool replicas, a two step molding process is proposed as depicted in Fig.6.6, where

an inverse image of the nanotool is first obtained through elastomer molding. Next, the
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obtained elastomeric mold with the inverse nanotool image is molded with another polymer

to produce the replica of the nanotool. For the first step molding, a polyvinylsiloxan dental

wax (President Light Body Gel, ISO 4823, polyvinylsiloxan (PLB), Coltene Whaledent,

Hamburg, Germany) is used as the molding elastomer. First, the base prepolymer is mixed

with its catalyst with a 1:1 mass ratio. Next, the nanotool is immersed into a small droplet

of the mixture and kept for 10 minutes until the mixture solidifies. The nanotool is then

raised and seperated from the elastomer and the production mold is obtained.

For the second molding step, two materials are considered. First material is a UV-curable

polyurethane(PU) (Norland Adhesives, NOA 63). To obtain PU replicas, the uncured liquid

pre-polymer is poured on the production mold in a container. The container is spun in a

centrifuge at 4000 rpm for 20 minutes. Immediately after centrifugation, the liquid pre-

polymer is spot cured with a 150 Watt UV-light source for a total duration of 15 minutes.

The elastomeric production mold is then stripped off and the nanotool replica is exposed.

The second considered material is an embedding resin, that is obtained by mixing 4.1

g of embedding medium (ERL 4221), 1.43 g of Diglycidyl ether of Polypropylene glycol

(DER 736), 5.9 g of Nonenyl succinic anhydride (NSA) and 0.1 g of Dimethylaminoethanol

(DMAE). The mixture is poured in the production mold and baked at 70oC for 8 hours.

The resin replica is then obtained by stripping the production mold.

Three-dimensional AFM images of an unused nanotool along with its PU and resin repli-

cas is given in Fig. 6.7. It can be observed that the replicas are unable to accurately capture

the apex of the original nanotool. It is hypothesized that the liquid pre-polymers cannot

completely fill the cavity on the production mold (inverse nanotool image). Potential causes

of this issue includes trapped air within the cavity and poor wettability of the production

mold surface by the liquid pre-polymers. The future work includes optimization of the
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nanotool replication process through selection of more suitable materials and improvement

of the overall procedure.
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Chapter 7

Conclusions

The research presented in this thesis aimed to develop, implement and analyze the novel tip-

based mechanical nanomanufacturing method, referred to here as nanomilling. Nanomilling

process uses a ultra-sharp probe tip as the nanotool and imposes high-frequency rotations to

the nanotool to remove material, thereby achieving configuration similar to the conventional

milling process at nano-scale.

The developed nanomilling system includes a three-axis piezo-stack actuator that hosts

the nanotool and imposes the nanotool rotations, as well as a precision nanopositioning

stage to feed the sample and generate desired feature shapes. The nanotool assembly is

obtained by attaching a commercial AFM cantilever to the piezo-stack actuator in a reverse

configuration where the probe tip (nanotool) is at the fixed end of the cantilever. This

high-stiffness configuration enables the direct prescription of the removal depth rather than

the normal force as in conventional tip-based mechanical nanomanufacturing methods. A

laser doppler vibrometry based nanotool-sample contact detection method is developed. In

this approach, the sample is vibrated with sub-nm amplitudes at the resonant frequency of

the free standing nanotool cantilever. It was shown that the contact of the nanotool to the

vibration sample surface results in an abrupt change vibration amplitude at the free end of

the nanotool cantilever (measured by the LDV system), enabling indication of the sample

surface with better 10 nm accuracy.

The accuracy of the nanomilling process requires high-precision characterization, align-

ment and control of the nanotool rotations and feeding motions. For this purpose, an

LDV-based motion measurement system is constructed. This system utilizes three LDV

beams aligned in a mutually orthogonal configuration within 0.04 degrees to measure three

dimensional dynamic motions of the piezo-stack actuator and nanopositioning stage.
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To accurately characterize and control the non-linear motions of the three-axis piezo-

stack actuators, a new three-dimensional dynamic characterization method is developed.

In this method, three-dimensional dynamic response of the actuator is analyzed in the

frequency domain and categorized into response components that are measured at the ex-

citation frequency, its harmonics and the non-harmonic frequencies. A response power

analysis is conducted to identify the contribution of each response component to the to-

tal response. A novel extended frequency response function (FRF) definition is devised to

separately describe each response component as a function of the excitation frequency and

amplitude. Several specific conclusions regarding the dynamic response of the piezo-stack

actuators are drawn from this work:

• Piezo-stack actuators do not possess stationary physical motion axes: The response

is three-dimensional, and its direction for a given excitation varies mainly with the

excitation frequency and secondarily with the excitation amplitude. This is an impor-

tant departure from the conventional quasi-static behavior of piezoelectric actuators.

Therefore, obtaining specific high-accuracy motions from piezo-stack actuators neces-

sitates three-dimensional characterization of their dynamic behavior within a broad

range of excitation frequencies and amplitudes. The developed characterization ap-

proach successfully addresses this need.

• The dynamic response of piezo-stack actuators involves relatively strong components

at the harmonics of the excitation frequency, and a broad-band response at non-

harmonics frequencies. This behavior, and the amplitude-dependent nonlinearities,

can be effectively captured through the developed characterization technique.

• Contribution of different response (frequency) components can be analyzed through

the presented power-based approach. This analysis enables identifying dominant re-

sponse components, and thus, representing the dynamic behavior in a simplified fash-

ion.

• The developed extended-FRF technique successfully represents the 3D non-linear dy-

namics of piezo-stack actuators within a simplified framework. This representation

can be used to facilitate obtaining accurate motions from piezo-stack actuators within

a broad range of frequencies and amplitudes.

• The measurement errors associated with the presented characterization technique are

characterized. The maximum error for the amplitude at the fundamental frequency

is less than 1.5% of the response amplitude. Although higher error percentages are
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observed for higher harmonics, their corresponding response amplitude is in the pico-

meter range. It is also concluded that the measurement noise and error accounts for a

major portion of the measurements of (the broadband portion of) the non-harmonic

response.

Using the extended-FRF based response representations obtained through dynamic char-

acterization, a new frequency-domain-based open-loop control method is developed to ac-

curately generate single-frequency motions using the multi-axis piezo-stack actuators. This

method involves excitation of the actuator at the fundamental (motion) frequency to obtain

the desired response and inclusion of a compensatory excitation at the higher harmonics of

the fundamental frequency to reduce or eliminate for the higher harmonic response compo-

nents. Fundamental component of excitation is directly determined using the inverse of the

fundamental FRF matrices (describing the three-input three-output actuator system) and

the desired response. A multi-order method is used for the harmonic compensation, where

the first order compensatory excitation components can be analytically calculated using

the higher harmonic FRFs (hFRFs). An iterative experimental procedure is outlined for

determining the higher-order compensatory excitation components. Following conclusions

are drawn from the evaluation of the developed control approach:

• The open-loop control approach were able to generate motions having amplitudes

ranging from 10 nm to 240 nm with 1.1% average mean radial deviation, 4.1% average

path deviation and 2.0% average normal deviation.

• The harmonic compensation successfully reduced the unwanted higher harmonic re-

sponse components to acceptably low levels, resulting in more than 75% reduction in

path deviation.

• The first-order harmonic compensation reduces the harmonic response power by more

than 80% for many cases. For better accuracy, one should use higher-order harmonic

compensation, determination of which requires an iterative compensatory testing pro-

cedure.

• Sub-nanometer levels of radial and out-of-plane non-harmonic deviations were ob-

served for all cases. An analysis of measurement errors showed that the major con-

tributor of the determined non-harmonic deviations is the measurement error.

Having established the method for accurate generation of nanomilling motions, the pro-

cess is successfully used to create complex three-dimensional features on PMMA, SU-8 and
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copper surfaces. Preliminary observations on the material removal indicated that a shearing

type material removal in the form of long and curled chips is achieved through nanomilling.

The dimensional accuracy of the nanomilling process is also evaluated. It was shown that

the high-stiffness nanotool configuration and the implemented motion control methods en-

abled the control of the depth and width of the material removal with less than 5 nm average

error. This error is commensurate with the repeatability of the nanopositioning stage.

Finally, preliminary studies are conducted on the analysis of the nanotool wear. An

experimental framework for wear testing, methods of AFM-based nanotool wear character-

ization and wear volume analysis are developed. Discernible nanotool wear is observed on

diamond nanotools after nanomilling of copper with a total length of 1 mm at a depth of

120 nm. The conducted preliminary studies on nanotool wear constitutes the foundation for

more comprehensive studies towards a thorough understanding of wear and its dependence

on various process parameters.
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Chapter 8

Future Work

Research presented in this thesis provided the foundation for the implementation of me-

chanical material removal as an effective nano-fabrication method. The future work towards

rendering the nanomilling process as a fully-controllable and industrially feasible nano-

fabrication process and expanding the conducted fundamental research can be categorized

into three main groups.

8.1 Completion of the fundamental research on the nanomilling

process

Considering the fully-functional nanomilling system and the conducted preliminary studies,

the fundamental research on the nanotool wear and material removal can now be finalized.

8.1.1 Analysis of the nanotool wear

Thorough understanding of the nanotool wear during nanomilling requires a comprehensive

study of the nanotool wear progression and its relation to various process parameters. For

this purpose, the development of the analysis method should be finalized and and a design

of experiments should be conducted.

As outlined in Chapter 6, the methodology for experimentation, AFM-based charac-

terization of nanotools and analysis of the experimental data is established. The method

development will be completed by the establishment of successful nanotool replication for

efficient acquisition of wear progression data. Accordingly, primary research effort will be

spent on the optimization of the two step molding process to obtain nanotool replicas. Var-
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Workpiece Materials Cu,PMMA,Si

Nanotool Materials Si,PCD,SiN4

Nanomilling configurations In-Plane,Out-of-Plane

Rotation Frequencies (kHz) 2,4,8

Feed rates (nm/rev) 1,5,10,20

Removal depth (nm) 40,80,120

Nanotool orientations Two orientations, 60o apart

Table 8.1: Experimental parameters to be used during the experimental analysis of nanotool
wear.

ious alternatives for the first and second step molding materials will be considered. For

the first step molding, UV-curable polymers are the most appropriate since they can be

controllably and rapidly cross-linked in ambient conditions. This enables the repeatable

application of the first step molding within the nanomilling setup. For the second molding

step, a number of polymers, application of which is demonstrated in nano-scale molding

processes, will be considered. These polymers include but are not limited to Polydimethyl-

siloxane (PDMS), perfluoropolyether (PFPE), Polystyrene (PS) and Polyisocyanoacrylate

(PC). As per the promising preliminary results, different formulations of epoxy resins will

also be considered. Furthermore, the procedural details of the two-step molding process

will be revised to improve its efficiency and the repeatability.

Following the establishment of the complete wear analysis method, a detailed parametric

wear study will be conducted. For this purpose, a design of wear experiments will be

performed where various process parameters will be tested. A set of potential process

parameters that can be studied is listed in table 8.1. For each parameter set, the wear

progression curves that correlate the wear volume to the removed material volume will

be obtained and the volumetric wear rate will be determined. Statistical analysis of the

results for the experimental study will provide a fundamental understanding of the relations

between the nanotool wear and the process parameters.

The quantitative results of the comprehensive wear study can also be utilized to de-

vise and calibrate an empirical wear model. This model can than be used to predict the

volumetric wear rate for a given set of process parameters.

8.1.2 Realization of force measurement during nanomilling

The process forces observed during the tip-based mechanical nanomanufacturing processes

have been shown to be a direct indicator of the mechanics of material removal. Therefore,

capability of measuring the forces acting on the nanotool is essential for understanding the
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material removal during nanomilling. The current high-stiffness configuration of the nan-

otool does not inherently have the force measurement capability. Accordingly, a methodol-

ogy for measuring forces during nanomilling and the corresponding experimental setup will

be developed.

One possible design for the force measurement setup is a optical lever based apparatus

consisting of a compliant cantilever. The workpiece material will be deposited near the

fixed end of this cantilever. The nanomilling forces applied on the deposited workpiece can

be detected through the laser-based measurement of the deflections at the free-end of the

cantilever.

The specific objectives of this work include the design and calibration of the force mea-

surement apparatus and quantification of the resolution, repeatability and bandwidth of

the developed system.

8.1.3 Analysis of material removal

Preliminary observations indicated that the nanomilling process is able to remove material

from the sample surfaces in the form long and curled chips. A thorough understanding of

the mechanics of material removal is crucial in achieving high feature quality, dimensional

accuracy and low nanotool wear. Established methods of understanding mechanics of mate-

rial removal at different size scales include the in-situ observation of process forces , acoustic

emission (AE) monitoring and post process analysis of the created features.

To study the mechanics of material removal and its dependence on various process param-

eters, a design of experiments will be conducted. These experiments will involve nanomilling

of channels using different combinations of various process parameters. A tentative set of

process parameters to be used during the experiments is listed in Table 8.2. During the

experiments, normal nanomilling forces (using the developed apparatus) and acoustic emis-

sion signals from the workpiece will be acquired. Following the experiments, the created

channels will be characterized through AFM measurements. Using the force data versus the

measured depth of the channels, specific cutting energies will be determined correspond-

ing to the each parameter set. Furthermore, using the AFM measurements of the created

channels, a removal efficiency (RE) metric for each test will be determined. This metric is

defined as the ratio of the volumes of the removed material and the material accumulated in

the vicinity of the channels. High removal efficiency (RE >> 1) indicates a true removal of

material through shearing (formation of chips), whereas low removal efficiency (RE ≈ 1) in-

dicates a ploughing dominated removal mechanism. An analysis of variance (ANOVA) will
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Workpiece Materials Cu,Ag,Si

Nanotool Materials PCD

Nanomilling configurations In-Plane,Out-of-Plane

Rotation Frequencies (kHz) 2,4,8

Feed rates (nm/rev) 1,5,10,20

Removal depths (nm) 20,40,60,80,100

Nanotool orientations 30o increments

Table 8.2: Experimental parameters to be used during the experimental analysis of material
removal.

be performed using the determined specific cutting energies, AE parameters and removal

efficiencies to determine the statistical significance of each parameter and interactions.

Obtained specific energy data can be utilized to devise and calibrate an empirical force

model. This model can than be used to predict the process forces as a function of process

parameters.

8.2 Towards Industrial Feasibility of Nanomilling

Despite many advantages of the nanomilling process demonstrated in this thesis including

high dimensional accuracy and material removal rates, the industrial feasibility of the pro-

cess is hindered by its limited throughput. Two specific approaches can be considered in

the long term to realize the high throughput implementation of the nanomilling.

8.2.1 Parallelization of the Nanomilling Process

In its current configuration, similar to other tip-based nano-fabrication methods, fabrica-

tion of nano-structures through nanomilling has a serial nature. Namely, only one feature is

created at a time within micron-scale areas leading to a low process throughput. This issue

can be addressed by considering parallel operation of multiple nanotools to realize creation

of multiple features in larger areas. One important requirement for such an application is

the heterogeneity within the large area. This requirement brings the need for nanotools

that can operate independently. Such tools should possess individual sensing and actua-

tion capabilities while maintaining the low compliance levels required for high dimensional

accuracy. One potential nanotool design for this purpose is a cantilever structure includ-

ing multiple layers of piezoelectric and piezoresistive materials for actuation and sensing,

respectively. If successfully implemented, such a nanotool design can be used to directly

sense the process forces, maintain constant nanotool position under these forces achieving
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high nanotool stiffness. Furthermore, these nanotools can also be directly used for in-situ

atomic force microscopy of the created features.

The specific objectives of this work will include the physical design and fabrication of

the next generation nanotools, development of the electronic and software architectures to

control multitude of these nanotools and performance evaluation of the parallel operation.

8.2.2 Combination of the Nanomilling and Elastomer Molding Processes

Even in the parallel implementation, throughput of the nanomilling process cannot be

increased to industrially feasible levels. Such a throughput increase can be achieved by

combining nanomilling process with an inherently high-rate production process. Follow-

ing the growing interest for the elastomeric materials, elastomer nano-molding can be an

exciting candidate. In this implementation, nanomilling process will be used as to create

master-molds including nano-scale features with high dimensional accuracy. Fabricated

master-molds can then be molded many times to produce large number of elastomeric

molds. These molds can be used as final products themselves, production molds to be used

in a second-step molding process or stamps for high-rate soft-lithography processes such as

micro-contact printing (µCP).

Successful implementation of this approach requires an in-depth study on the capability

of the molding elastomers to accurately replicate the nanomilled features. Complementary

to the presented research, preliminary studies were conducted on the accuracy of elastomer

molding of the nanomilled features. Figure 8.1 presents the AFM images of step structure

created through nanomilling and corresponding elastomer (PDMS) mold. Through this

analysis, it has been concluded that the average depths of the created steps can be replicated

by the PDMS mold with less than 2 nm error. These promising results indicate the potential

success of such a combined method for high-accuracy, high-throughput nanofabrication.

8.3 Extension of the Fundamental Research on Dynamics of

Piezo-stack Actuators

The presented fundamental research of the characterization and open-loop control of dy-

namic motions of piezo-stack actuators provided valuable insights on implementation of

these actuators. A number of directions can be suggested for the extension of this research:

• In its current form, presented open-loop control method is limited to generation of sin-
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Figure 8.1: Three-dimensional AFM images and height density plots of the (a-b) step
structure nanomilled on a PMMA surface and corresponding (c-d) PDMS mold

gle frequency motions. Further research can be conducted on enhancing this method

for generation of more complex paths that are represented by multiple frequency

response components. For this purpose, effect of the ratio of the frequencies cor-

responding to the targeted response components should be investigated. It can be

hypothesized that the implementation of the control method will require different ap-

proaches if the targeted response frequencies are harmonics of each other, or their

ratio is close to or significantly less than 1.

• The results of the dynamic characterization, particularly the novel harmonic FRF

representations, can be utilized in development and implementation various non-linear

dynamic system models, not only for piezo-stack actuators but also for other non-linear

systems.
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