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Abstract

In the first chapter, I study the exchange rate disconnect puzzle in a two-country
DSGE framework that features a financial intermediation sector. An intermediary
is subject to two types of financing constraints: 1. a segmented deposit market
restricted to local households, and 2. a balance-sheet constraint. These two con-
straints drive a wedge between marginal decisions of home and foreign intermedi-
aries, which in turn, breaks the link between exchange rates and consumption differ-
ences in the Backus-Smith relationship. In contrast to traditional models which find
a tight link between exchange rate growth and the consumption growth rate differ-
ential, the calibrated model produces a correlation of around -0.11, reconciling the
model with the empirical evidence.

In the second chapter, coauthored with Alexander Schiller, we study asset prices,
exchange rates, and consumption dynamics in a general equilibrium two-county
macro-finance model that features limited stock market participation as well as non-
traded goods and distribution cost. The model generates a high price of risk, smooth
exchange rates, and makes substantial progress towards explaining the empirically
observed low consumption growth correlation between countries. We find that distri-
bution cost plays a central role for reducing international consumption co-movement
while also amplifying risk premia.
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Chapter 1

Intermediary-Determined Exchange Rates

1.1 Introduction

A prominent and long-standing puzzle in international finance since the introduction of floating
exchange rates is that exchange rates seem largely disconnected from macroeconomic funda-
mentals. Exchange rates move around independently from major macroeconomic variables that
are in theory, connected to exchange rates. Exchange rates seem to have a “life of their own,”
and whether or not exchange rate models can outperform a simple random walk model has been
a subject of intense debate.1 Such observations have led Obsfeld and Rogoff (2001) to label the
puzzle as one of the six main puzzles in international macroeconomics, calling for macro models
that can better explain exchange rate behavior.

Exchange-rate disconnect manifests itself in a variety of different ways, depending on how
one thinks of “disconnect,” and which macro fundamentals one is interested in. The well-known
Backus-Smith puzzle is a statement about exchange rates being disconnected from cross-country
consumption differences, in which the exchange rates are tied to the cross-country consumption
differences through first-order conditions of representative households. It stems from a complete
markets assumption and time separable utility of consumption. It alludes to the discrepancy
first documented in Backus-Smith (1993), namely that the high implied correlation between the
exchange rate growth and the ratio of two countries’ consumption growth rates is vastly at odds
with the data.

It is worth emphasizing that at the heart of the Backus-Smith puzzle lies the assumption
of who the marginal investors are. As the puzzle concerns about the discrepancy that arises
when one assumes the marginal investors to be representative households and links exchange rate

1See, for example, Mussa (1976), Frankel and Froot (1986), Taylor and Allen (1992), and Frankel and Rose
(1995).
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growth to the ratio of their stochastic discount factors (SDF) , one can consider how the puzzle
can be resolved if the marginal investors were not households, so that exchange rate growth is
tied to the SDFs of different type of marginal investors.

In this paper, I ask whether the Backus-Smith puzzle is related to the fact that, in reality,
virtually every foreign-currency transaction is intermediated by a bank of some type. If banks
are the marginal investors, the exchange rate growth would then be linked to the SDFs of banks.
Traditionally, however, financial intermediaries were treated as a “veil,” in which intermediation
is frictionless and intermediary decisions perfectly mirror those of households. In such a case, the
intermediaries’ marginal decisions on asset choices would coincide with the households’, were
the households allowed to invest directly. Thus, even with the intermediaries being marginal, it
further requires that intermediation is subject to some friction so that their SDFs are different
from those of households that delegate their decisions to the intermediaries. I consider such a
setting in my model.

Specifically, I consider a model in which banks as specialists and intermediate investments
in risky assets with riskless deposits taken from households. The banks are subject to a financing
constraint where their borrowing capacity is limited by their net worths. The borrowing con-
straint introduces a wedge from the original household SDF, and provides a source for explaining
the low correlation between exchange rates and aggregate consumption.

The modeling choice adopted for the financial sector in my study is also motivated from re-
cently developed literature on intermediary asset pricing. The literature points out that traditional
models of asset pricing are based on the assumption that everyone is alike and equally sufficiently
sophisticated to participate in all asset markets and carry out complex trading strategies. In real-
ity, a large share of investments are intermediated through specialists. As most foreign-currency
transactions are intermediated, assets involving exchange rates fit this description perfectly.

This line of research has been spurred by the recent 2007 financial crisis which was charac-
terized by a significant disruption of the financial intermediation sector. Since the crisis, there
has been a burgeoning literature where banks’ financial health plays a central role in asset pric-
ing. There is a shared view, as well as empirical evidence, in this literature that recent financial
crises are characterized by dramatic spikes in the risk premia, and that they were closely related
to the sudden deterioration of the banking sector’s ability to borrow. As banks’ balance sheets
weakened, their risk taking capacity dropped and risk premia spiked. As such, models in this lit-
erature feature banks as marginal investors where their intermediation capacity is limited by their
net worths due to financing constraints. The resulting SDFs of banks are different from those of
households, in which the borrowing constraint introduces a wedge that provides a source of vari-
ation to price assets that the banks are marginal with. Such models have been applied extensively
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to a wide range of asset classes and shown to be successful in explaining asset dynamics during
banking crises episodes.2

Adrian, Etula, and Muir (2014) take this a step further to show that the intermediary SDF
explains the cross-section of asset returns such as stock and bond returns, as they argue that
their single factor model based on intermediary SDF outperforms known multi-factor pricing
models. Muir (2014) documents that risk premia spike dramatically in banking crisis episodes
and not so much during other types of recessions. He also shows that movements of consumption
and consumption volatility cannot account for these risk premia, whereas the net worth of the
banking sector has a strong forecasting power for stock and bond returns. All of these findings
suggest that the overall health of the banking sector is uniquely important as a state variable for
asset pricing, and that it is tied to risk premia unconditionally as well and not just during extreme
crisis times.

To summarize, financial crises and the ensuing literature on intermediary asset pricing pro-
vide support for the specification of an intermediary SDF that depends on how constrained they
are. The constraint creates a wedge from the SDFs of households that only depends on aggregate
consumption.

By the same token, intermediaries should be the marginal decision makers on asset choices
involving exchange rates. If so, it might break the tight link between consumption growth and
exchange rate growth in the Backus-Smith puzzle, as the representative household’s consumption
growth rate no longer prices asset returns involving exchange rate growth.

The Backus-Smith equation is typically derived from equating home and foreign households’
marginal values of an asset return, denominated in common currency units. Similarly, to re-
solve the puzzle in my model, a natural starting point should be the equations for the marginal
valuations of a common risky asset by home and foreign intermediaries. The existence of the
balance-sheet constraint, coupled with an assumption of local deposit financing, leads to a wedge
between the two marginal values implied by home and foreign intermediaries.

Dedola, Karadi, and Lombardo (2013) and previous studies using a similar framework have
pointed to financial market integration as a source of international spillovers of country-specific
shocks. Specifically, as intermediaries frictionlessly take offshore deposits and invest overseas,
their balance-sheet conditions are highly synchronized. As a result, when a negative shock hits
one country, their domestic intermediaries’ balance sheets are constrained, causing the foreign
country’s intermediaries’ balance sheets to tighten. Hence, shocks spill over through intermedi-
aries’ balance-sheet conditions.

2See, for example, Brunnermeire and Pedersen (2009), He and Krishnamurthy (2013), Maggiori (2011), Adrian,
Etula, and Muir (2014), and Muir (2014) to name a few.
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For the Backus-Smith puzzle, however, I find that segmentation on the deposit side, as
opposed to perfect integration, plays a crucial role by creating the wedge mentioned above.
Roughly speaking, the presence of balance-sheet constraint makes the intermediaries a “differ-
ent” marginal investor from the households that delegate their decisions. What I show in this
study is that there needs to be some level of difference between intermediaries across countries,
in order to explain the Backus-Smith puzzle in this framework. In addition to the local deposit
financing, a key element comes from the shock to the balance-sheet constraint on intermediaries,
which is meant to capture “financial” shocks originating from the intermediary sector. It will be
shown that this shock needs to be sufficiently volatile to amplify the wedge, thereby inducing the
FX disconnect.

Quantitatively, the baseline model generates a correlation of -0.16 between the growth of real
exchange rates and the ratio of consumption growth rates, calibrated to the U.S. and Canada pair,
successfully reconciling the model with the data. An extended version of the baseline model is
also considered, in which money is introduced via a cash-in-advance (CIA) constraint. The ex-
tended model also produces a correlation between nominal exchange rates and the consumption
difference ratio (in this case adjusted by the cross-country inflation differential) around 0.21,
making substantial progress along both the nominal and real dimensions of the Backus-Smith
puzzle. The remainder of the paper is organized as follows. Section 2 recasts the Backus-Smith
relation in light of FX disconnect. Section 3 develops the model in detail and discusses how
intermediaries’ marginal decisions and constraints shed light on resolving the puzzle. Section
4 provides analysis of the quantitative results. Section 5 extends the framework by considering
money. Section 6 concludes.

1.2 Intermediation and the Backus-Smith Puzzle

This section reviews the Backus-Smith equation as it is the central focus of this paper. First, we
start from the first-order conditions of home and foreign representative agents on the common
asset they can frictionlessly trade in,

Et(Mt+1
St+1

St
R∗t+1) = Et(M

∗
t+1R∗t+1), (1.1)

where Mt+1 is the home agent’s SDF, M∗
t+1 is the foreign agent’s SDF, andR∗t+1 is the return on

the asset they can both invest in, denominated in units of foreign numeraire. St is the exchange
rate defined as the number of home numeraire units per unit of the foreign numeraire. Note
that the exposition of the SDFs, exchange rate, and the asset return is quite general. Mt+1 and
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M∗
t+1 can denote either the households’ SDFs or intermediaries’ SDFs, depending on who are

the marginal investors in (1.1). St can take both nominal and real values, as long as the SDFs and
the return are defined accordingly.

The Backus-Smith puzzle stems from the implication of (1.1) after we impose more struc-
ture. Each country is populated by homogenous households. If the households make marginal
decisions with standard CRRA utility and complete markets, Equation (1.1) becomes,(

Ct+1

Ct

)−γ St+1

St
=

(
C∗t+1

C∗t

)−γ
, (1.2)

where γ is the relative risk aversion (RRA) coefficient. The SDFs are expressed in terms of
consumption growths, which are then equalized up to the exchange rate growth, in all future
states of the economy. Taking logs on both sides we have,

∆st+1 = γ(∆ct+1 −∆c∗t+1), (1.3)

using lowercase for logs. Clearly, exchange rates move in tandem with the consumption growth
differential.

The perfect correlation between exchange rates and consumption differential in (1.3) is tech-
nically a product of the complete market assumption. However, without the complete market
assumption, (1.1) implies the SDFs (after adjusting for different units) are equalized up to first
order in expectation. This implies,

Λt+1
St+1

St
≈ Λ∗t+1,

where Λt+1 denotes the household SDF, assuming the households as marginal investors. Ex-

pressing Λt+1 =

(
Ct+1

Ct

)−γ
with the CRRA utility again, the resulting correlation between

exchange rates and consumption differential is lower than one. Most traditional incomplete mod-
els, however, fail to generate substantial deviation from the complete market case, and produce
correlations that are still close to one.3

In my baseline model, the testable implication is modified to

Ω̃t+1 ×
St+1

St
≈ Ω̃∗t+1, (1.4)

3With incomplete market assumption, the correlation is less than one. In many specifications of incomplete
markets, however, the difference is known to be small. See Chari, Kehoe, and McGrattan (2002) and Corsetti,
Dedola, and Leduc (2008) for further discussions.
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where Ω̃t+1 and Ω̃∗t+1 are home and foreign intermediary SDF, respectively. In order to examine
the implication in (1.4) more closely, we need to derive the marginal decisions of intermediaries,
which will be addressed in the next section. The key insights to resolving the Backus-Smith
puzzle will essentially come from analyzing the intermediary SDFs.

1.3 Model

In this section, I introduce the model in detail. The model develops a framework with financial
intermediation and endogenously determined exchange rates in a two-country DSGE model.
The model is a version of the work of Dedola, Karadi, and Lombardo (2013) (henceforth DKL),
modified to incorporate exchange rates. I also follow the models in Gertler and Karadi (2011)
and Gertler and Kiyotaki (2011) closely. In order to have endogenously determined exchange
rates, I consider two types of country-specific final goods, each produced locally. Households
consume both types of goods as they have a constant elasticity of substitution (CES) preference
over them.

Each country is populated by households and intermediaries, both of unit measures. There are
also two types of non-financial firms, capital producers and final-good producers. Each country
produces their country-specific final goods according to a Cobb-Douglas technology.

For simplicity, I refer to the first country as the “home” country and the second as the “for-
eign” country. For tractability, I further assume the two countries are symmetric. An asterisk
(∗) will be used to denote variables decided on by foreign agents. For example, C∗ denotes
the amount of basket consumed by foreign households, and M∗ denotes the aggregate stock of
foreign currencies. cF denotes the amount of foreign goods consumed by home households,
whereas c∗H denotes the amount of home goods consumed by foreign households.

1.3.1 Model Primitives

I present first some primitives of the model. In the interest of simplicity, I will focus on the home
country. The foreign economy is symmetrically defined. Households maximize their expected
lifetime standard utility of,

Et

∞∑
τ=t

Bτ−t

[
C1−γ
τ

1− γ
− χ L

1+ϕ
τ

1 + ϕ

]
, (1.5)
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where the period utility is derived from a consumption basket Ct, and (disutility of) labor, Lt. Bt

is an endogenous discount factor à la Schmitt-Grohé and Uribe (2003), which is defined as,

Bt+1 = Bt × β(Ct) = Bt × b(Ct − C̄ + 1)−υ, (1.6)

where Ct is the per-capita consumption and C̄ is its steady-state value. b and υ are chosen in
a way so that, 0 < β(Ct) < 1, and β′(Ct) ≤ 0.4 The multiplicative β(Ct) is known at period
t, and hence can be treated as constant conditional on the period-t expectation. For notational
convenience, I will suppress β(Ct) as β for what follows. The consumption basket is defined by
the following constant elasticity of substitution (CES) aggregator:

Ct = (λ
1
θc
c c

θc−1
θc

H,t + (1− λc)
1
θc c

θc−1
θc

F,t )
θc
θc−1 .

I assume λC > 0.5 to capture home bias in consumption. A standard static cost minimization
yields the price of the basket as,

Pt = (λcp
1−θc
H,t + (1− λc)p1−θcF,t )

1
1−θc , (1.7)

The prices are in terms of the numeraire which I assume to be the sum of half of home good and
half of foreign good so that,

1

2
pH,t +

1

2
pF,t = 1. (1.8)

The exchange rate is defined as the ratio of the price of the foreign consumption basket to the
price of the home consumption basket in terms of the common numeraire so that,

St =
P ∗t
Pt
, (1.9)

where St denotes the exchange rate.

Final output Yt (Y ∗t for the foreign country) is produced according to a standard Cobb-
Douglas technology as,

Yt = AtK
α
t L

1−α
t , (1.10)

by a continuum of perfectly competitive final-good producing firms in the home country. Capital

4In international macro models, incomplete financial markets imply a unit root in the first-order approximate
solution. Endogenizing the subjective discount factor this way ensures a stationary solution. See also Corsetti,
Dedola, and Leduc (2008) and Devereux and Sutherland (2011).
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evolves according to the standard law of motion,

St = (1− δ)Kt + It, (1.11)

where St is the capital in progress at the end of period t, to be used for production in period t+1.

As in Gertler and Karadi (2011), Gertler and Kiyotaki (2011), and DKL, the effective capital for
production is determined upon realization of capital quality shock, ψt+1, at the beginning of the
next period, so that,

Kt+1 = ψt+1St. (1.12)

Following Gertler and Karadi (2011), Gertler and Kiyotaki (2011), and DKL, the existence of
the capital quality shock serves as a channel for a direct shock to the return on risky capital to be
defined later.

It is a CES composite of the two types of final output defined as

It = (λ
1
θI
I i

θI−1
θI

H,t + (1− λI)
1
θI i

θI−1
θI

F,t )
θI
θI−1 , (1.13)

where iF,t denotes the amount of foreign final good used as input to produce the home capital
stock.

1.3.2 Households

There exists a representative household with a continuum of members of unit measure. As in
Gertler and Karadi (2011), Gertler and Kiyotaki (2011), and DKL, there are two types of mem-
bers: “workers” and “bankers.” In every period, each banker faces an exogenous i.i.d. survival
probability of θ, so that (1 − θ) of existing bankers retire. The same measure of non-banker
members become bankers to keep the fraction of banker members constant. This assumption is
necessary to prevent intermediaries from accumulating enough net worth to grow out of their
balance-sheet constraints.

The household owns intermediaries through their banker members. It is assumed that house-
holds make deposits with intermediaries they do not own. There is perfect risk sharing among
members of a household, so a banker member returns their profits back to the household they be-
long to. Intermediaries can raise funds from households in their own country (other than the one
they belong to) only in the form of one-period riskless deposit (Dt), subject to a balance-sheet
constraint to be defined later. The deposit is assumed to pay off in consumption baskets of home
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households.5

Accordingly, the representative household maximizes the lifetime expected utility in (1.5)
subject to the following budget constraint. Note that the constraint is expressed in terms of the
common numeraire.

PtCt +Dt = wtLt + Πt +RtDt−1, (1.14)

Setting up the Lagrangian of the representative household gives,

L = Et

∞∑
τ=t

Bτ−t

[
C1−γ
τ

1− γ
− χ L

1+ϕ
τ

1 + ϕ

]
+Btλt(wtLt + Πt +RtDt−1 − PtCt +Dt)

+Bt+1λt+1(wt+1Lt+1 + Πt+1 +Rt+1Dt − Pt+1Ct+1 −Dt+1) + ...

(1.15)

where λt is the multiplier on the period-t budget constraint.
The first-order condition with respect to Ct yields,

λt =
C−γt
Pt

, (1.16)

Then, the inter-temporal savings decision by the household yields,

EtβΛt+1Rt+1 = Etβ

(
Ct+1

Ct

)−γ
Pt
Pt+1

Rt+1 = 1, (1.17)

where Λt+1 ≡
λt+1

λt
is the household SDF in terms of the numeraire.6

wt is the wage rate that enters the labor supply equation of households

χLϕt = λtwt, (1.18)

which is the first-order condition of the household with respect to labor supply. Πt in the bud-
get constraint (1.14) denotes net profit distributions from owning intermediaries and capital-
producing firms, both of which will be specified in the next subsections.

5One unit of deposit held in period t − 1 pays the household one consumption basket in period t in all states of
the economy. In other words, the deposit is riskless in terms of the basket, not in terms of the numeraire.

6Note, in terms of consumption baskets, (1.17) can be rewritten as Etβ
(
Ct+1

Ct

)−γ

rt = 1, where now rt is the

price-adjusted return in terms of baskets which is known in period t.
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1.3.3 Non-Financial Firms

Final-good firms in the home country produce Yt as in (1.10) and sell to home and foreign
households and capital-good firms. Due to perfect competition, they choose labor and capital
inputs so that wage and rent on capital (Zt) are determined by their respective marginal products
as

wt = (1− α)pH,t
Yt
Lt
,

and
Zt = αpH,t

Yt
Kt

.

The final-good firms must acquire capital from capital-good firms. Since the final-good firms
make zero profit owing to perfect competition, they must finance these purchases by taking loans
from intermediaries. This is the channel through which intermediaries invest in risky capital,
as they get claims on all the future marginal products of capital. Put differently, intermediaries
effectively own the capital stock. Note that both home and foreign intermediaries can invest in
the home capital stock.

Capital-good firms use both home and foreign final output (Yt and Y ∗t ) to produce It, a CES
composite of the two types of final output defined in (1.13).

The cost to produce a unit of It, PI,t, is also determined by static cost minimization so that,

PI,t = (λIp
1−θI
H,t + (1− λI)(pF,t)1−θI )

1
1−θI . (1.19)

As in Gertler and Karadi (2011), Gertler and Kiyotaki (2011), and DKL, I assume convex adjust-

ment costs of investment Φt(
It
It−1

), so that Φt(·)It of home final output is used for adjustment as

capital-good firms change
It
It−1

. A capital-good firm chooses It to maximize discounted profits:

maxEt

∞∑
τ=t

Bτ−tΛt,τ

[
QtIt − PI,tIt − pH,tΦt(

It
It−1

)It

]
, (1.20)

where Qt is the price of a unit of It the capital-good firm sells to a final-good firm. Thus,[
QtIt − PI,tIt − pH,tΦt(

It
It−1

)It

]
is one component of the Πt term in (1.14).

The gross rate of return Rk,t on a unit of home risky capital denominated in the home cur-
rency, earned by intermediaries from t− 1 to t is given by,

Rk,t = ψt
Zt +Qt(1− δ)

Qt−1
. (1.21)
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The return on a unit of foreign risky capital, denominated in the foreign currency is given by,

R∗k,t = ψ∗t
Z∗t +Q∗t (1− δ)

Q∗t−1
. (1.22)

1.3.4 The Intermediary’s Problem

For modeling the intermediary sector, I closely follow the setup in Gertler and Karadi (2011) and
DKL.

Financial intermediaries take deposit from households and invest in capital stocks of the
home and foreign countries. After configuring the asset holdings and deposit, the intermediary’s
balance sheet becomes:

Wt = Nt +Dt, (1.23)

where Wt is the total asset held by the intermediary, Nt is its internal net worth, and Dt is the
deposit from households.

The total asset can be written as

Wt ≡ Qts
h
t +Q∗t s

f
t , (1.24)

where Qt (Q∗t ) is the price of a unit of home (foreign) risky capital. sht is the amount of home
capital stock and sft is the amount of foreign capital stock, each held by the home intermediary.
The asset holdings by foreign intermediaries are denoted by sh∗t and sf∗t , respectively.

Assuming an intermediary can take deposit only from local households, the net worth Nt

of the intermediary can be expressed as the difference between earnings on risky assets and
repayments of household deposit so that,

Nt =
[
Rk,t−1Qt−1s

h
t−1 +R∗k,t−1Q

∗
t−1s

f
t−1 −RtDt−1

]
, (1.25)

where again Rt is the deposit rate from t − 1 to t. Rk,t is the return on home capital and R∗k,t is
the return on foreign capital, as previously defined in (1.21) and (1.22). Using Equation (1.23)
and (1.24), (1.25) can be rewritten as the following law of motion for the evolution of net worth,

Nt =

[
(Rk,t −Rt) +

Q∗t−1s
f
t−1

Wt−1
(R∗k,t −Rk,t)

]
Wt−1 +RtNt−1. (1.26)

Recall that bankers face an i.i.d. survival probability of θ each period so that the balance-sheet
constraint is always binding. As a result of the binding balance-sheet constraint, an intermediary
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faces positive economic spreads between return on the risky loan they make and the return on
deposit to households. Thus, it is in the best interest of its household that the intermediary
reinvests all of its retained earnings until the time of its exit. All of the accumulated net worth of
an intermediary is returned to its household only once upon its exit. Accordingly, the objective
of a banker at the end of period t is to maximize the intermediary’s present value of its terminal
net worth for its household so that,

Vt = maxEt

∞∑
i=0

(1− θ)θiBi+1Λt,t+1+i(Nt+i+1), (1.27)

= maxEt

∞∑
i=0

(1− θ)θiBi+1Λt,t+1+i

[
(Rk,t+1+i −Rt+1+i)Wt+i

+Q∗t+is
f
t+i(R

∗
k,t+1+i −Rk,t+1+i) +Rt+1+iNt+i

]
,

(1.28)

where Vt is the maximized value of the intermediary.

Finally, the balance-sheet constraint is introduced as follows.

Vt ≥ κtWt. (1.29)

This constraint is motivated by an agency problem where the banker can steal the assets of the
intermediary. The constraint is given as an incentive compatibility constraint on the banker such
that the banker can divert a fraction of the bank’s assets, after the asset holdings have been
configured at the end of the period. The maximized value of the bank should be higher than the
divertible fraction in order for a banker to remain operating.7

The fraction κt is assumed to be stochastic, following a mean-reverting exogenous process
as,

log κt = (1− ρκ) log κ̄+ ρκ log κt−1 + εκ,t. (1.30)

The variable κt is meant to capture a “financial shock” which, unlike the productivity shock,
originates from the financial sector. The recent financial crises have featured the overall health
of the banking sector as the source, where the depositors’ perceived risk of getting their deposits
repaid played a significant role. The idea behind this assumption is that depositors’ view of the
health of the intermediary sector varies over time. As illustrated in DKL, an unexpected positive
shock to κt can be interpreted as depositors’ sudden loss of confidence in the ability of the inter-
mediary to protect their deposit, as witnessed during the 2007 financial crisis. The justification

7The timing assumption of the “stealing” is that it happens after the asset and deposit holdings are configured.
Gertler and Karadi (2011) and DKL provide a rationale for this assumption by describing the stealing as happening
“during the night.”
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for the modeling of the financial shock also comes from recent works in the literature on financial
accelerator and intermediary asset pricing. These papers provide evidence for the existence as
well as the significance of the separate financial shock process, different from the productivity
shock process. In his working paper, Muir (2014) documents that risk premia increase signif-
icantly during financial crisis episodes. Jermann and Quadrini (2012) show in their paper that
the financial shock is important for understanding the movements of various macro variables and
the business cycle. In my paper, the financial shock process is a key element in resolving the
Backus-Smith puzzle, as will be made clear in the following sections.

To solve the problem of the intermediary, we first rewrite the objective function in (1.27)
recursively and apply a standard guess-and-verify method.

Equation (1.27) can be written recursively as,

Vt = maxEtβΛt+1 [(1− θ)Nt+1 + θVt+1] . (1.31)

We can solve the intermediary’s problem by a standard guess-and-verify method as in Gertler
and Kiyotaki (2011) and DKL. Guess a linear solution Vt in the holdings of assets and deposit
as,

Vt = Vsh,tQts
h
t + Vsf,tQ

∗
t s
f
t − ηtDt. (1.32)

We can show that the optimal choice on the holdings of the risky assets gives Vsh,t = Vsf,t and
Vt = Vsh,tWt − ηtDt = (Vsh,t − ηt)Wt + ηtNt. Plugging the expression in (1.31), and after
matching the undermined coefficients assuming (1.29) binds near the steady state, we can derive
the following optimality conditions for an intermediary.

Et(βΩt+1Rt+1) = ηt, (1.33)

Et [βΩt+1(Rk,t+1 −Rt)] = Vsh,t − ηt ≡ νt > 0, (1.34)

Ωt+1 = Λt+1 [1 + θ(ηt+1 + νt+1φt+1 − 1)] , (1.35)

where φt is the leverage ratio of the intermediary such that,

Wt =
ηt

κt − νt
Nt = φtNt. (1.36)

Note that Ωt+1 is the household SDF Λt+1, scaled by the [1 + θ(ηt+1 + νt+1φt+1 − 1)] term, and
can be interpreted as the effective SDF of the intermediary. Hence, ηt is the marginal value of
deposit for the intermediary. νt denotes the marginal value of the economic spread between risky
assets and the riskless deposit earned by the intermediary. Absent the financing friction, Ωt+1
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collapses to Λt+1, as ηt becomes one and νt becomes zero.

From (1.36) we can observe that marginally, an increase in κt lowers the leverage ratio as the
balance-sheet constraint tightens. An increase in the marginal values of net worth (ηt) and the
economic credit spread (νt) increases the leverage.

Due to the existence of survival probability, the evolution of aggregate intermediary net worth
differs from the net worth of an individual intermediary. The law of motion for the aggregate net
worth can be derived as

Nt = θ

[[
(Rk,t −Rt)−

Q∗t−1s
f
t−1

Wt−1
(Rk,t −R∗k,t)

]
φt−1 +Rt−1

]
Nt−1 +Nn,t. (1.37)

I use the curly Nt to distinguish it from the individual intermediary net worth, Nt. Nn,t is a
small startup transfer to incoming bankers from the household. As in DKL, Nn,t is given by
Nn,t = ωWt−1, where the small fraction ω is used to pin down the steady-state leverage ra-
tio and economic spread. The profit coming from the intermediary part in Πt in (1.14) is
the accumulated net worths of exiting intermediaries less the startup transfer to incoming in-
termediaries. In line with the expression given in (1.37), the distributed profit is given by,

(1− θ)

[
[(Rk,t −Rt) +

Q∗t−1s
f
t−1

Wt−1
(R∗k,t −Rk,t)]φt−1 +Rt

]
Nt−1 −Nn,t.

1.3.5 A Closer Look at the Mechanism

Throughout my analysis, I rely on a first-order Taylor expansion of the model by log-linearizing
it around its deterministic steady state. The moments I study are based on the policy function
obtained by Dynare.8

The set of intermediary optimality conditions laid out in (1.33) and (1.35), along with the
condition Vsh,t = Vsf,t, provide the necessary grounds for the resolution of the Backus-Smith
puzzle. Note that Vsh,t = Vsf,t implies that the managing banker allocates the wealth of the
intermediary between the home capital stock and the foreign capital stock in such a way that the
intermediary’s marginal values of the two returns are equal. In other words, the banker decides

8As a robustness check, I have also solved the model using a second-order Taylor expansion of the model around
its steady state using Dynare. The implied correlation between log exchange rate growth and cross-country log
consumption difference is nearly identical to the results from the first-order solution. Admittedly, it has been shown
in recent studies on financial amplification such as Brunnermeire and Sannikov (2014) that non-linear effects can be
quite sizable in models with financing constraints. These effects, however, typically arise in models that exhibit the
economy drifting far away from the steady state and hence spending a substantial amount of time far away from the
steady state. Apparently, the second-order solution cannot capture such effects. Corsetti et al. (2008), who study
the Backus-Smith puzzle with an approximate solution based on Taylor expansion, also report that their results are
very similar across the first-order and second-order solutions.
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on the optimal portfolio choice of αpt ≡
Q∗t s

f
t

Wt

so that the following condition holds:

EtΩt+1

(
R∗k,t+1 −Rk,t+1

)
= 0. (1.38)

The optimal portfolio choice αpt can be solved for as in Devereux and Sutherland (2011).9 The
intermediary cannot balance the marginal values between the risky asset (home or foreign) and
the riskless deposit as shown in (1.34),

Et [βΩt+1(Rk,t+1 −Rt+1)] = νt > 0. (1.39)

This is due to the balance-sheet constraint that restricts the intermediary from levering up to
the point where νt = 0.

Note again, as in (1.17), we can rewrite the optimal portfolio choice equation in (1.38) in
terms of the home consumption basket as,

EtΩt+1(R
∗
k,t+1 −Rk,t+1) = Et

(
Ct+1

Ct

)−γ
Pt
Pt+1

[1 + θ(ηt+1 + νt+1φt+1 − 1)]
(
R∗k,t+1 −Rk,t+1

)
= Et

(
Ct+1

Ct

)−γ
[1 + θ(ηt+1 + νt+1φt+1 − 1)]

( Pt
Pt+1

R∗k,t+1 −
Pt
Pt+1

Rk,t+1

)
= Et

(
Ct+1

Ct

)−γ
[1 + θ(ηt+1 + νt+1φt+1 − 1)]

(
r∗k,t+1 − rk,t+1

)
= EtΩ̃t+1

(St+1

St
r∗k,t+1 − rk,t+1

)
= 0, (1.40)

where Ω̃t+1 =

(
Ct+1

Ct

)−γ
[1 + θ(ηt+1 + νt+1φt+1 − 1)] , rk,t+1, and r∗k,t+1, are the intermediary

SDF, home risky asset return, and foreign risky asset return, each deflated by the respective
country’s price of consumption baskets.

Now, assuming the balance-sheet constraint in (1.29) binds, the maximized value of an inter-

9When solving a model by perturbation methods, an optimal portfolio choice problem suffers from an indeter-
minacy issue due to the first-order certainty equivalence between risky assets. See Deveruex and Sutherland (2010),
Devereux and Sutherland (2011), Tille and Van Wincoop (2010), and Evans and Hnatkova (2012) for discussions
and solution methods.
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mediary can be written as,

Vt = κtWt = EtβΛt+1 [(1− θ)Nt+1 + θVt+1] (1.41)

= EtβΩt+1Nt+1 (1.42)

= EtβΩt+1

[
(Rk,t+1 −Rt+1)φt + αpt (R

∗
k,t+1 −Rk,t+1)φt +Rt+1

]
Nt (1.43)

= EtβΩ̃t+1

[
(rk,t+1 − rt)φt + αpt (

St+1

St
r∗k,t+1 − rk,t+1)φt + rt

]
Nt (1.44)

= EtβΩ̃t+1

[
St+1

St
r∗k,t+1φt − rt(φt − 1)

]
Nt, (1.45)

where (1.40) was used to go from (1.44) to (1.45).

UsingWt = φtNt and (1.33), (1.45) can be expressed as,

κt + (1− 1

φt
)ηt = EtβΩ̃t+1

St+1

St
r∗k,t+1. (1.46)

From the optimality conditions of a foreign intermediary, we can derive the equation that is
analogous to (1.46),

κ∗t + (1− 1

φ∗t
)η∗t = EtβΩ̃∗t+1r

∗
k,t+1. (1.47)

Equations (1.46) and (1.47) are the equations central to understanding the mechanism by
which, 1. restricted local deposit and 2. relatively volatile financial shocks (i.e., shocks to κt and
κ∗t ) work toward the disconnect between exchange rates and consumption growths.

To see this, first notice that the “intermediary” variables on the LHSs of the two equations
drive a wedge between the marginal values across home and foreign intermediaries of the com-
mon risky asset (i.e., the RHSs of (1.46) and (1.47)). Absent the financial frictions, the interme-
diaries would equate their marginal values so that,

EtΩ̃t+1
St+1

St
r∗k,t+1 = EtΩ̃

∗
t+1r

∗
k,t+1, (1.48)

giving rise to,

Ω̃t+1 ×
St+1

St
≈ Ω̃∗t+1,

as in (1.4). Then, to the extent
Ω̃∗t+1

Ω̃t+1

resembles
(
C∗

t+1

C∗
t

)−γ

(Ct+1

Ct
)−γ

, the ratio of deflated household SDFs,

the exchange rate and consumption differences will exhibit a close link.

Keeping this in mind, it is useful to consider one polar case where the deposit market is
fully integrated to allow for frictionless deposit taking from overseas, and home and foreign
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intermediaries face the same deposit rate. This is the case considered in DKL. In their model,
the exchange rate does not exist since their model features a single-good economy. In this case,
DKL show that the balance-sheet conditions of home and foreign intermediaries are perfectly
synchronized so that up to first order,

ηt ≈ η∗t , (1.49)

νt ≈ ν∗t , (1.50)

and,
φt − φ∗t ≈ κt − κ∗t . (1.51)

So, the marginal values of deposit and credit spread are equalized, and the leverage ratios are
equalized up to the first-order difference in the collateral fractions. DKL cite this strong syn-
chronization of home and foreign intermediaries as a channel through which country-specific
shocks spill over to other countries. The effect of perfect integration on the Backus-Smith rela-
tionship is clear. As the marginal valuations of home and foreign intermediaries co-move closely,
the wedge expressed as the difference between the LHSs of (1.46) and (1.47) becomes negligi-

ble, restoring the relationship in (1.48).10 Moreover, the ratio of intermediary SDFs in
Ω∗t+1

Ωt+1

will

closely mimic the movements of the ratio of household SDFs.11 This is clear from the expression
for the intermediary SDF in (1.35), where the wedge term [1 + θ(ηt+1 + νt+1φt+1 − 1)] consists
of the variables ηt, νt, and φt. As these variables closely move together across countries, much

of the variation in
Ω∗t+1

Ωt+1

will come from the ratio of household SDFs.

The polar case of a fully integrated deposit market serves as a useful benchmark for assessing
the importance of the assumption of restricted offshore deposit on the resolving the Backus-Smith
puzzle. Suppose that a home intermediary can also take deposit that pays in foreign consumption
baskets, from its foreign offices. This will alter the linear guess of the intermediary value in
(1.32) to,

Vt = Vsh,tQts
h
t + Vsf,tQ

∗
t s
f
t − ηh,tDh

t − ηf,tD
f
t , (1.52)

where ηh,t and ηf,t denote the marginal values of local deposit Dh
t and offshore deposit Df

t ,

respectively. It can be shown that ηh,t = ηf,t. Put differently, the intermediary chooses the

10To be precise,
St+1

St
is always one in this polar case, as the exchange rate does not exist.

11And the ratio of deflated SDFs,
Ω̃∗
t+1

Ω̃t+1

, will resemble the ratio
(
C∗

t+1

C∗
t

)−γ

(Ct+1

Ct
)−γ

.
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optimal mix of local and offshore deposit so that,

EtΩt+1

(
R∗t+1 −Rt+1

)
= 0 (1.53)

⇒ EtΩ̃t+1

(
St+1

St
r∗t − rt

)
= 0. (1.54)

The quantitative results in Section 4 reveal that even with the existence of exchange rates
and different deposit rates across the two countries, the financial variables ηt, νt, and φt co-
move closely with their foreign counterparts. This is because the additional layer of optimal
portfolio choice between liabilities in (1.54) makes the deposit rates essentially equal in expec-
tation,12 closely resembling the polar case in which the two deposit rates are exactly identical.
Consequently, allowing for offshore deposit brings the model close to the polar case, thereby
reinforcing the tight link between exchange rates and consumption differences.

If we reflect again on how the original Backus-Smith relationship (and the related puzzle)
is derived, it is a product of international risk sharing by home and foreign households. With
complete markets, households share risks so that their marginal utility growths are aligned state
by state. They do so by trading an array of common assets where exchange rate growth ensures
the equalization of marginal utility growths in their respective numeraires.

Having a bank balance-sheet constraint introduces a wedge between households and the bank
within the country. With banks being the marginal investors, this wedge alters the usual house-
hold SDF to capture how constrained the banks are. The logic is analogous to the usual house-
hold SDF. As household marginal utility growth varies counter-cyclically and assets that pay off
in bad times have low expected returns, the wedge term (the shadow value of net worth, which is[
1 + θ (ηt+1νt+1φt+1 − 1)

]
shown above) also works in the same way. With banks as marginal

investors, bad times are when a bank’s net worth shrinks and its balance-sheet constraint tightens,
which means the shadow value of net worth to the bank is high. The intermediary asset pricing
works in such a way that assets that pay less in the bad times (low bank net worth) have high
premia.

Keeping this in mind, international risk sharing now becomes a problem between banks
across the border. The banks seek to enter into a contract so that when one country’s bank
is hit by a negative shock, so that its financial constraint tightens, net worth becomes low and
the shadow value of net worth becomes high, it is shared by the other country’s bank so that

12That is, the deposit rates are equal up to the first-order accuracy, and up to the adjustment by the exchange rate

growth. Linearizing (1.54), we have Et
( Ŝt+1

St
+ r̂∗t) ≈ Etr̂t, where the hat denotes first-order component of the

variable.
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their shadow values are aligned. It can be argued that the bank shadow values are analogous to
marginal utility growth in the case of households being marginal investors.

The risk-adjusted intermediation spread,EtΩt+1 (Rk,t+1 −Rt) , is closely related to how con-
strained a bank is, and to its marginal value of net worth. Typically during a banking crisis, net
worth goes down and the intermediation spread spikes. The increase in the intermediation spread
improves the franchise value of the bank by increasing the profitability of a unit of net worth,
and hence loosens the binding financial constraint.

What the segmentation of the deposit market tells us is that, as the international risk sharing
problem is shifted from that between households to that between banks, frictions between banks

matter. In addition to the bank financial constraint which differentiates a bank from households
within the country, the market structure between banks needs to be sufficiently incomplete.

The role of volatile financial shocks can also be easily understood from (1.46) and (1.47).
Taking the difference of the two equations we have,

EtβΩ̃t+1
St+1

St
r∗k,t+1 − EtβΩ̃∗t+1r

∗
k,t+1 = (κt − κ∗t ) + (1− 1

φt
)ηt − (1− 1

φ∗t
)η∗t . (1.55)

Given the assumption of a segmented deposit market and the resulting difference between lever-
ages and marginal values, the term (κt − κ∗t ) in (1.55) suggests that a more volatile shock to κt
will amplify the wedge. The quantitative results reported in Section 4 reveal that both the seg-
mented deposit and the volatile σκ are required to drive down the correlation in the Backus-Smith
equation.

As stochastic κt (and κ∗t ) is the source of variation for a bank’s financial condition (how
binding the collateral constraint is), a less volatile κt should help banks share risks internationally.
As we have seen earlier, the stochastic κt is motivated as a sudden change in the confidence of
depositors of the bank’s ability to repay deposits. It is then natural that a more stable level of
depositors’ perceived risk of a bank’s default allows banks to easily align their financial health
internationally.

Another way to look at the two mechanisms is as follows. Suppose a home country’s bank
is hit by a positive shock to κt, which makes the borrowing constraint tighten. Then, the ratio
of foreign to home bank marginal values of net worth would increase, as the home bank is more
constrained. Assuming the international risk sharing condition by home and foreign banks in
Equation (1.4) holds so that,

St+1

St
≈

(
C∗

t+1

C∗
t

)−γ

(Ct+1

Ct
)−γ

[
1 + θ

(
η∗t+1ν

∗
t+1φ

∗
t+1 − 1

)]
[1 + θ (ηt+1νt+1φt+1 − 1)]

, (1.56)
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this would increase the exchange rate (the home currency depreciates).

1.3.6 Equilibrium

The competitive equilibrium of this economy is defined as the set of prices and quantities that
satisfy the optimality conditions outlined thus far and make all the markets clear.

The home-goods market clearing condition is,

cH,t + c∗H,t + iH,t + i∗H,t + Φt(
It
It−1

)It = Yt, (1.57)

and the foreign-goods market clearing condition is,

cF,t + c∗F,t + iF,t + i∗F,t + Φ∗t (
I∗t
I∗t−1

) = Y ∗t . (1.58)

The capital market clearing conditions are,

sht + sh∗t = St, (1.59)

sft + sf∗t = S∗t , (1.60)

where again, St is linked to the capital stock Kt+1 by Kt+1 = ξt+1St.

The deposit market clearing conditions are,13

Dt = (φt − 1)Nt, (1.61)

D∗t = (φ∗t − 1)N ∗t . (1.62)

1.4 Empirical Analysis

1.4.1 Data and Calibration

The baseline model outlined in Section 3 is calibrated to the U.S. and Canada country pair.
The main sources for the two countries’ output moments are the National Income and Product
Accounts (NIPA) for the U.S. data downloaded from the website of Federal Reserve Economic

13Under the specification of a fully integrated deposit market, this market clearing condition changes toDt+D
∗
t =

(φt − 1)Nt + (φ∗t − 1)N ∗
t .
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Table 1.1: Business cycle moments for the U.S. and Canada

1976:1 - 2011:4 Canadian data U.S. data Cross-country
variable: a b a b correlations
Consumption 0.79 0.85 0.81 0.88 0.63
Hours 0.77 0.82 1.32 0.89 0.65
Investment 3.39 0.75 3.56 0.82 0.60
Output 1.53∗ 1.48∗ 0.79
∗: standard deviation; a: standard deviation relative to output;
b: contemporaneous correlation with output.
All moments are Hodrick-Prescott filtered, and calculated at the quarterly fre-

quency.

Data (FRED) of the St. Louis Fed, and Statistics Canada for the Canadian data. The details of
these data are summarized in the Appendix.

Table 1.1 presents the sample moments of selected main macroeconomic variables of the two
countries from 1976Q1 to 2011Q4, taken from Kim and Petrosky-Nadeau (2013). As indicated
by their aligned output volatilities and high cross-country correlations of the macro variables, the
Canadian business cycle shows a notable degree of synchronization with the U.S. economy. The
high degree of synchronization between the two economies is also well-documented by other
studies in the international business cycles literature. As reported by their extensive documenta-
tions on cross-country correlations of macro aggregates in Backus, Kehoe, and Kydland (1995)
and Ambler, Cardia, and Zimmermann (2004), the U.S. and Canada pair stands out as arguably
the most synchronized pair. In Ambler, Cardia, and Zimmermann (2004), they show that the
Canadian economy shows the highest correlation with the U.S. economy in terms of output,
consumption, and Solow residual, among all the country pairs with the U.S. considered in their
sample.14

Given the relatively high level of business-cycle integration, the two countries yet show sub-
stantial “disconnect” in the sense of the Backus-Smith puzzle. Table 1.2 is from Corsetti, Dedola,
and Leduc (2008), which displays a series of correlations in the Backus-Smith puzzle for G-7
countries against the U.S., using Hodrick-Prescott (HP) filtered data. With their business-cycle
integration and the highly negative Backus-Smith correlation, the U.S. - Canada pair therefore
provides a natural environment to study the Backus-Smith puzzle.

The productivity processes for the two countries are assumed to follow a bivariate VAR(1)

14The considered countries were Australia, Austria, Canada, France, Germany, Italy, Japan, Switzerland, the
U.K., and an aggregate of European countries, from 1960:1-2000:4. They also report the unweighted average of
190 cross-country correlations between macro aggregates, which is again much lower than those from the U.S. and
Canada pair.
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Table 1.2: Backus-Smith Correlations against the U.S.

Correlation with U.S.
Country HP-filtered
Canada -0.52
France -0.20
Germany -0.51
Italy -0.28
Japan 0.05
U.K. -0.51

From Corsetti, Dedola, and Leduc (2008).

Table 1.3: U.S.-Canada Output Moments

Model Data
σ(y) 0.014 0.015

corr(y, y∗) 0.51 0.80

σ(∆y) 0.0085 0.0073

corr(∆y, ∆y∗) 0.43 0.48
All moments are Hodrick-Prescott filtered,
and calculated at the quarterly frequency.

process given below.[
logAust

logAcant

]
=

[
ρa ρa,a∗

ρa,a∗ ρa

][
logAust−1

logAcant−1

]
+

[
eust

ecant

]

The parameters governing the processes are calibrated to match some selected moments of
the two countries’ output. Specifically, the autoregressive persistence coefficient, the spillover
coefficient, the standard deviation of productivity shock, and the correlation between the two
productivity shocks are calibrated to match the four moments in Table 1.3. The correlation
between output in levels was difficult to match, and the model-implied value is still low relative to
its empirical counterpart. Apart from this correlation, the calibrated model matches the moments
closely. Note that the sample moments of the volatilities of output and output growth were close
to identical across the two countries.

The values of the parameters used to solve this model are summarized in Table 1.4. The
parameter values are at a quarterly frequency. The four parameters governing productivity pro-
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Table 1.4: Parameterization

Preference and Production
steady-state discount factor b 0.99
endogenous discount factor, curvature υ 0.001
risk aversion γ 1
relative utility weight of labor χ 3.4
inverse Frisch-elasticity of labor supply ϕ 0.276
capital share α 0.33
depreciation rate δ 0.025
inverse elasticity of investment to the price of capital ηi 1.728

CES basket
weight on domestic consumption goods in a CES basket λc 0.85
home vs. foreign consumption CES elasticity parameter θc 1.5
weight on domestic investment goods in a CES basket λI 0.85
home vs. foreign investment CES elasticity parameter θI 1.5

Intermediary
steady-state divertible fraction κ̄ 0.382
banker continuation probability θ 0.972
start-up transfer ω 0.002
persistence financial shock ρκ 0.8
standard deviation financial shock σκ 0.013

Productivity
spill-over coefficient ρa,a∗ 0.016
persistence TFP shock ρa 0.973
standard deviation TFP shock σa 0.007
cross-country correlation of TFP shock σa,a∗ 0.65

Capital quality
persistence capital-quality shock ρψ 0.66
standard deviation capital-quality shock σψ 0.007

cesses are from the calibration to the output moments as explained above.

The steady-state subjective discount factor b, capital share in the Cobb-Douglas production
α, and depreciation rate δ are set to conventional values. The relative risk aversion coefficient
γ is set to one, implying a log utility over the consumption basket. The values for the relative
utility weight of labor, χ, and the inverse Frisch-elasticity of labor supply, ϕ, are taken from
DKL. The value of χ is set to match the long-run hours worked of 1/3 in the steady state. The
banker survival probability θ is set to match a banker’s average tenure of ten years, as in Gertler
and Kiyotaki (2011). The banker’s steady-state divertible fraction κ̄ and the startup transfer
parameter ω are jointly set to match the steady-state leverage ratio (φ) of four and the steady-
state annual credit spread of 0.01 as in Gertler and Kiyotaki (2011) and DKL. The values for the
autoregressive coefficients of ρκ and ρψ are also taken from DKL. The volatility σψ of the capital
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quality shock is set to equal the TFP shock.

The parameters related to the CES aggregators of consumption and investment are particu-
larly known to have wide ranges of values used in the international macroeconomics literature
and therefore are difficult to calibrate. I used 0.85 for the domestic weight to account for home
bias. 1.5 for the elasticity of substitution is from Backus, Kehoe, and Kydland (1995). These
parameter values are certainly in the acceptable range of values previously found in the literature.

A single parameters that stands out as crucial for the quantitative results is the volatility
parameter σκ, of the “financial shock” to the stochastic process of κt.As shown earlier in Section
3.5, and will be discussed in Section 4.2, it is quantitatively important that this financial shock is
volatile relative to the volatility of the other shocks in the model in order to resolve the Backus-
Smith puzzle. As we can observe from Table 1.6 in Section 4.2, the decrease in the Backus-
Smith correlation is clear as σκ increase. The other parameters affect the correlation in different
directions, but the magnitude of the effects are modest. Table 1.B.1 in the Appendix summarizes
the directions in which the rest of the parameters affect the correlation. Given the sensitivity of
the results to σκ, I investigate three different methods to identify this parameter.

Firstly, I use model-implied relationships in which variables that are more observable than κt
are expressed as functions of κt. In the model, the intermediation spread Rk,t − Rt is primarily
affected by the specification of the balance-sheet constraint. In particular, the ex-ante value of
the intermediation spread to an intermediary is given by:

EtΩt+1 [Rk,t+1 −Rt] =
κtλt

1 + λt
, (1.63)

where λt denotes the Lagrange multiplier on the intermediary’s balance-sheet constraint. While
this relationship does not exactly identify κt due to the unobservability of Ωt+1 and λt, it still
establishes a relationship between the observable intermediation spread of Rk,t+1 − Rt and κt.
Accordingly, σκ is set to 0.013 to match the quarterly standard deviation of the intermediation.
For the following analyses based on this identification, the U.S. spread of Baa corporate yield rel-
ative to the Federal funds rate was used as a proxy for the credit spread earned by intermediaries.
The standard deviation of the spread from 1986.1 to 2014.3 is around 1.7%.

The model also produces the following relationship between κt and the leverage φt of the
intermediation sector, as shown in Equation (1.36):

φt =
ηt

κt − νt
. (1.64)

Hence, the value of σκ can be set so that the model-implied volatility of φt matches the empiri-
cally observed volatility of the leverage of the banking sector.
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Secondly, I apply the identification method used in Jermann and Quadrini (2012) to directly
extract the series of κt from a binding balance-sheet constraint. The idea is as follows. Jermann
and Quadrini (2012) assume that their collateral constraint is binding in their model, where the
constraint is given as:

ξt

(
kt+1 −

bt+1

1 + rt

)
≥ lt. (1.65)

lt denotes an intra-period loan, and
(
kt+1 − bt+1

1+rt

)
denotes the collateral. ξt denotes the probabil-

ity the lender can recover the full value of the collateral, which is similar to the κt in my model
in that it captures the “financial shock.” The identification strategy is, as in the case of extracting
the Solow residuals from the Cobb-Douglas production function with observable inputs, the un-
observable ξt can be recovered if the collateral constraint is binding and the rest of the terms in
the constraint are observable in the data.

Carrying this over to my model, the identification strategy should be, extracting the time
series of {κt} from the binding balance-sheet constraint introduced in Equation (1.29),

Vt = κtWt.

For this method to work, we first need to identify Vt and Wt. Vt is the value of the configured

net worth of the representative intermediary. In other words, it is the ex-ante risk-adjusted value
of the next period’s net worth Nt+1 as shown in (1.27), which accounts for the balance-sheet

constraint. Note that Vt 6= Nt, as the marginal values of assets and net worth are greater once
they are put into operation, compared to their stand-alone values. Recall that intermediaries
earn abnormal economic profits on their net worths as in (1.39), due to binding balance-sheet
constraints. This reasoning is analogous to the q-theory of capital stocks in which a unit of
installed capital is worth more than the same unit of uninstalled capital where there is capital
adjustment cost. Similarly, absent the balance-sheet constraint, Vt = Nt.

15

Wt is the total assets held by the intermediary, and is equal to the sum of the intermediary’s
holdings of the home country’s capital stock and foreign country’s capital stock.

My strategy is to identify Vt as the market capitalization of the banking sector to capture the
feature of the extra value of configured assets, andWt as the banks’ total assets (debt plus equity
on the RHS of balance sheet). I collect the data from six of the ten largest banks (ordered by their
market capitalization) for which the relevant data were available from Compustat for the period
of 1974.Q1-2014.Q2. The six banks are Bank of New York Mellon Corp., JP Morgan&Chase,

U.S. Bancorp., Bank of America Corp., Wells Fargo & Co., and PNC Financial Services Group.

15See Maggiori (2011) for similar discussions.
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For the method of using the banking sector leverage in (1.64), the same six banks’ data were
used. The details of the data used for the calibration of the parameters governing κt are also
summarized in the Appendix.

The fitted value of σκ = 0.013 given in Table 1.4 are taken from the calibration strategy
using the intermediation spread. As will be clear from Table 1.6, the Backus-Smith correla-
tion becomes increasingly negative as σκ increases. The calibrated values of σκ from using the
bank leverage and from using the Jermann-Quadrini (2012) method, respectively, are 0.044 and
0.1636, much higher than 0.013. The two calibrated values imply Backus-Smith correlations of
-0.8464 and -0.9806, respectively, which are too extreme. Therefore, I use the values from the
method of using the intermediation spread as the baseline calibration for the remainder of this
paper.

1.4.2 Results

First, I present model-implied cross-correlations of variables of interest from, 1. the baseline
model with segmented deposit market, and 2. the benchmark model with integrated deposit
market, where offshore deposit is allowed. To highlight the role of volatile financial shock,
the two models are examined with different values of σκ, while fixing the values of the other
parameters.

Table 1.5 show the results from the baseline model. First, notice that the correlation between
∆st and γ(∆ct −∆c∗t ) is -0.11, which is substantially lower than what is implied by traditional
models, and in line with the empirical evidence. Hence in the case of restricted deposit and
volatile financial shocks, the first-pass results suggest the model successfully rationalizes the
Backus-Smith puzzle.

The correlation between exchange rate growth and the ratio of intermediary SDFs (in terms
of consumption baskets) is positive, although modest, suggesting the movement of the exchange
rate growth is related to the intermediary SDFs rather than household SDFs. The somewhat
modest correlation of 0.34 reflects the incomplete market structure between intermediaries, as
the home intermediary SDF scaled by the exchange rate growth is aligned with the foreign in-
termediary SDF only in expectation and not state by state. The correlation between the ratio of
the intermediary SDFs and the ratio of intermediary “wedge” terms is virtually one, suggesting
that most of the cross-country difference in the intermediary SDFs come from the difference
in the “wedge” terms that arise from balance-sheet constraints, and not from the difference in
consumption growths.

To summarize, exchange rate growth co-moves with the difference between intermediary
SDFs, as the intermediaries are marginal with respect to exchange rate growth. Moreover, the
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Table 1.5: Matrix of Correlations, Baseline Model, σa = 0.007, σκ = 0.013

Variables ∆s ∆C ∆C∗ ∆C −∆C∗ Ω̃∗ − Ω̃ wedge diff
∆s 1 -0.05 0.05 -0.11 0.34 0.34

∆C -0.05 1 0.64 0.42 -0.06 -0.11

∆C∗ 0.05 0.64 1 -0.42 0.06 0.11

∆C −∆C∗ -0.11 0.42 -0.42 1 -0.14 -0.25

Ω̃∗ − Ω̃ 0.34 -0.06 0.06 -0.14 1 0.99

wedge diff 0.34 -0.11 0.11 -0.25 0.99 1
Correlation values are hp-filtered, calculated at the quarterly frequency.
∆s: log growth of exchange rate
∆C : log growth of home consumption
∆C∗ : log growth of foreign consumption
∆Cdiff ≡ ∆c−∆c∗

Ω̃∗ − Ω̃ : log Ω̃− log Ω̃∗

wedge diff ≡ log

[
1 + θ(η∗t+1 + ν∗t+1φ

∗
t+1 − 1)

][
1 + θ(ηt+1 + νt+1φt+1 − 1)

]
Table 1.6: Correlation with Varying σκ, Baseline Model

Financial Shock σκ = 0.007 σκ = 0.013 σκ = 0.02 σκ = 0.03

corr(∆s, ∆c−∆c∗) 0.38 -0.11 -0.47 -0.71

exchange rate growth co-moves with the difference in the part of the intermediary SDF that
arises from balance-sheet constraints, and not with the difference in the consumption growth.
The consumption growth part of the intermediary SDF, which captures the marginal decision
of the household, is negatively correlated with the wedge part, and so with the exchange rate
growth.

Table 1.6 shows how the Backus-Smith puzzle is affected by the value of σκ. We can observe
there is a clear pattern as the correlation becomes significantly more negative as σκ increases,
confirming the mechanism outlined in Section 3.5.

Table 1.7, under the assumption of a perfectly integrated deposit market, shows the corre-
lation in the Backus-Smith equation is virtually one, implying the model fails to rationalize the
Backus-Smith puzzle. We can see from the table that the cross-country difference of intermediary
SDF essentially coincides with that of household SDF, as shown in Section 3.5, re-establishing
the near perfect correlation between exchange rate growth and consumption differential.

Comparing Table 1.5 against both the integrated deposit market case (Table 1.7) and the low
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Table 1.7: Matrix of Correlations, Benchmark Model (Offshore Deposit), σa = 0.007, σκ =
0.013

Variables ∆s ∆C ∆C∗ ∆C −∆C∗ Ω̃∗ − Ω̃ wedge diff
∆s 1 0.3433 -0.3433 0.9996 0.9763 0.0092

∆C 0.3433 1 0.7641 0.3434 0.3340 -0.0031

∆C∗ -0.3433 0.7641 1 -0.3434 -0.3340 0.0031

∆C −∆C∗ 0.9996 0.3434 -0.3434 1 0.9725 -0.0090

Ω̃∗ − Ω̃ 0.9763 0.3340 -0.3340 0.9725 1 0.2243

wedge diff 0.0092 -0.0031 0.0031 -0.0090 0.2243 1

σκ case in (Table 1.6), we can see that both forces are in play. Still, the effect of restricting deposit
to local households appears to be of much higher significance, as the Backus-Smith correlation is
virtually one in Table 1.7 even with a high value of σκ.We can infer that there is not much wedge
in place to be amplified by increasing σκ, as the intermediary variables are highly synchronized
across countries.

This observation is made clear from the impulse response plots in Figure 1.1 and Figure 1.2.
Both figures contain a series of impulse responses of η : marginal value of deposit by interme-
diary, ν : marginal value of credit spread, and φ : equilibrium leverage of the intermediary. The
plots are impulse responses to, 1. one-standard-deviation shock to the TFP, 2. one-standard-
deviation shock to the capital quality, and 3. one-standard-deviation shock to the balance-sheet
constraint. Figure 1.1 corresponds to the benchmark model with offshore deposit. Figure 1.2
corresponds to the baseline model with a volatile κ. We can see from the impulse response plots
in Figure 1.1 that the intermediary variables are strongly connected. As we move to Figure 1.2,
the variables show clear divergence upon the financial shock (i.e., shock to κ).
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Figure 1.1: Benchmark Model - Impulse Response Plots
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Figure 1.2: Baseline Model - Impulse Response Plots
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1.4.3 Crisis Implications

In this subsection, I lay out implications of the model on dimensions other than the Backus-Smith
puzzle and investigate how the implied empirical predictions fare with the data. Given that my
study is built on the literature that draws primarily on the banking sector and its dynamics during
financial crises defined by tightening constraints on the banks, it is natural to explore the model’s
implications during such episodes. Therefore, I focus my attention on the model-implied crisis-
dynamics of macroeconomic variables of interest. I rely on a series of impulse response plots
of selected variables of interest to a four-standard-deviation positive shock to κt, which is about
the same size of initial disturbance used in DKL to simulate a financial crisis. As we have seen
earlier, κt is the fraction of home intermediaries’ assets that bankers can run away with. The
positive shock to κt is thus an adverse shock to the financing conditions of the home country’s
intermediaries.

1.4.3.1 Exchange Rate Behavior

First, I examine the model’s implications on how the exchange rate behaves during a financial
crisis. An extensive range of unconventional policy measures have been implemented by central
banks in recent financial crises, many of which require direct intervention in the currency market
or at least reasonable evaluations of their effects on exchange rates.

Figure 1.3 shows the behavior of the trade-weighted exchange rate of the U.S. dollar to a set
of major currencies during the 2007 financial crisis. The exchange rate was constructed from
the time-series data of a trade-weighted U.S. dollar index measure provided by the U.S. Board
of Governors of the Federal Reserve System downloaded from the website of Federal Reserve
Economic Data (FRED) of the St. Louis Fed. The set of major currencies against which the
index was computed includes the Euro Area, Canada, Japan, U.K., Switzerland, Australia, and
Sweden. Assuming the third quarter of 2007 to be the onset of the crisis, the exchange rate
depreciated (i.e., the value of U.S. dollar appreciated) over the course of the crisis after initial
appreciation (i.e., depreciation of the U.S. currency)16 This pattern appears to be common to the
individual currencies, as the time series plots look very similar for the bilateral exchange rates
of USD against the Euro (EUR), U.K. pound (GBP), and Swiss franc (CHF). The individual
exchange rate series were collected from Datastream. The plots of USD/EUR, USD/GBP, and
USD/CHF are provided in the Appendix.

Figure 1.4 is the impulse response plot of the model-implied exchange rate in logs, upon the
four-standard-deviation positive shock to κt.

16As the timeline of the crisis can be somewhat ambiguous, the exchange rate movement at the beginning of the
crisis depends to some extent on how the start date is defined.
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Figure 1.4: Model-Implied Crisis Dynamics of Exchange Rates

The implied movement of exchange rate is not consistent with what was observed during the
2007 financial crisis. The impulse response plot suggests that although the home currency does
appreciate in the long run, it depreciates (i.e. the exchange rate overshoots) for the first eight
quarters that roughly corresponds to the length of the 2007-2009 crisis. As shown earlier, the
actual value of USD appreciated for the most part of the crisis span after an initial depreciation.
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Going back to the model, the prediction comes from the following relationship:

St+1

St
≈ ∆Ct+1

∆C∗t+1︸ ︷︷ ︸
1©Household SDF

×

[
1 + θ

(
η∗t+1ν

∗
t+1φ

∗
t+1 − 1

) ]
[
1 + θ (ηt+1νt+1φt+1 − 1)

]
︸ ︷︷ ︸

2©Marginal values of net worths for intermediaries

, (1.66)

where ∆Ct+1 and ∆C∗t+1 denote
(
Ct+1

Ct

)γ
and

(
C∗t+1

C∗t

)γ
, respectively.

In the model,
St+1

St
co-moves positively with 2© in (1.66) the ratio of relative degree of the

financing constraint, as the banks are marginal investors.

This is essentially a similar mechanism as in the traditional international risk sharing case in
which a country’s currency appreciates when their consumption is low (marginal utility is high).
In the current model, the high marginal utility state corresponds to the state in which the bank’s
marginal value of net worth is high. Then, a positive shock to κt will on impact increase the

denominator of 2© and decrease
St+1

St
.

The relationship in (1.66) arises from the following expression we can observe for most
existing models of intermediary asset pricing:

Ωt+1 = Λt+1︸︷︷︸
Household SDF

×
[

marginal value of net worth to intermediary
]

︸ ︷︷ ︸
Intermediary’s marginal value of net worth

. (1.67)

The expression relies on the assumption commonly shared by many intermediary asset pricing
models that features the representative agent structure in which the representative intermediary
takes funds from and invests for the representative household subject to a financing constraint.

As
St+1

St
co-moves with the ratio 2© in (1.66), it would appear to have the desired property of

the currency value appreciating for the country hit by an adverse financial shock.17 The problem
we observe from the impulse plot in Figure 1.4 is that this mechanism contributes to the initial
appreciation of the home currency that sets in motion its counterfactual depreciation over the
subsequent periods of the same length to the actual crisis, and that the ensuing appreciation

17One can see this as
St+1

St
↑↓ is driven by

[
1+θ(η∗t+1ν

∗
t+1φ

∗
t+1−1)

]
[
1+θ(ηt+1νt+1φt+1−1)

] ↑↓, a tighter constraint for the home interme-

diary would decrease the intermediary constraint ratio and hence decrease
St+1

St
.
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comes too late.

One possible interpretation of the empirical evidence of the exchange-rate movements from
the 2007 crisis that might help resolve this issue is a view that the 2007 crisis was a global
one rather than a national crisis specific to the U.S., and that the U.S. was the “key country”
featured a more developed financial intermediation sector than the rest of the world. This is
the approach taken in Maggiori (2011), in which the banking sector in the U.S. was assumed
to be unconstrained in contrast to the rest of the world which featured a constrained banking
sector. In this case, I postulate that a common shock to the global financial sector would increase

the marginal value of net worth ratio,

[
1 + θ

(
η∗t+1ν

∗
t+1φ

∗
t+1 − 1

) ]
[
1 + θ (ηt+1νt+1φt+1 − 1)

] . This is because the foreign

banking sector would be more sensitive to the shock and thus be more constrained due to the
shock.18

If we envision that the above specification can bring about an impulse response in which the
home and foreign are flipped from Figure 1.4, it might be close to the data as shown in Figure 1.3.
Note however, that in Maggiori (2011), the U.S. currency depreciates during the crisis due to the

negative co-movement between
St+1

St
and the ratio 2© in (1.66). Therefore, Maggiori (2011) had

to build in a rather ad-hoc shipping cost function that increases export cost when a country’s bank
is financially constrained, in order to make the USD appreciate over the banking crisis period.19

Presumably, his exchange rate movement during a crisis is based on the stationary distribution he
gets based on a global solution to the model, in contrast to my model, in which the exchange rate
movement is more of an experiment by shocking the steady state of the model, and the resulting
impulse response plot depends in large part on the initial spike of the variable. Therefore, even
if the modification à la Maggiori (2011) was possible, whether it can resolve the issue would be
unclear.

A possible solution to the current model’s tension with the exchange rate behavior in the
data should therefore require substantial departure from the current setup. Both a deviation from
the representative agent structure in some way to break the relationship in (1.66) further, and a

18The setting in Maggiori (2011) can be thought of as one that features asymmetric banking sectors across home
and foreign, where the divertible fraction κ is lower for the home country. As a result, Maggiori (2011) argues
that during a global financial crisis, the foreign banking sector is more constrained, and wealth transfer occurs from
the home country to the foreign, supporting relatively higher consumption (lower drop in the consumption) by the
foreigners.

19One can wonder then, whether having a similar export cost function can make the problem of “initial drop and
increase over the short run” in the impulse response plot in Figure 1.4. This did not work, however, as the required
level of the export cost was implausibly high and it also hurt the Backus-Smith result by increasing the correlation

between
St+1

St
and

∆Ct+1

∆C∗
t+1

.
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deviation from the symmetry assumption for the two countries in the model, cannot be handled
within the current setup.

1.4.3.2 Trade Flows

The impulse response plots of the home country’s net export, export, and import are provided in
Figure 1.5.
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Figure 1.5: Model-Implied Trade Flows During Crisis

The model predicts the home country’s net export increases during a crisis after an initial
drop. Due to the shortage of funding by deposit, the model also predicts an initial drop in the
home banks’ intermediated assets and net foreign assets. The initial decrease in the net export
appears to come from the initial decline in net foreign assets combined with an initial decline in
output.

The increase in net export is consistent with the finding of Shularick and Taylor (2012) that
current accounts generally improve in recessions and more so in financial crises. The U.S. trade
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Figure 1.6: Trade Flows During the 2007 Crisis

data during the 2007 crisis are shown in Figure 1.6. The U.S. trade data are from National Income
and Product Accounts (NIPA) of the U.S. Bureau of Economic Analysis (BEA).

We can observe that the model-implied movement of net export is fairly consistent with the
data, as the U.S. net export increased during the crisis. The model-implied movement of export,
however, is at odds with the data. The model predicts the gross export would increase over
the course of the crisis before converging back to the steady state in the long run. The data in
Figure 1.6 shows that the gross export also decreased with gross import, only to a smaller extent,
so that the difference between the magnitudes of the decrease contributed to the increase in net
export.

1.4.3.3 Bank Leverage

The model produces the impulse response plots of the intermediation sector leverage provided in
Figure 1.7.
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Figure 1.7: Model-Implied Leverage During Crisis

Recall that the leverage ratio φt is given by the relationship in Equation (1.36) which is
reproduced below:

φt =
ηt

κt − νt
. (1.68)

From this relationship, we can observe that the leverage decreases marginally in κt, the tightness
of the balance-sheet constraint. On the other hand, a tightening of the constraint by an increase
in κt also increases ηt, the intermediary’s marginal value of deposit, and νt, the marginal value of
the intermediation spread. Gertler and Karadi (2011), Gertler and Kiyotaki (2011), and DKL all
document that as the balance sheet constraint tightens with an increase in κt, both the ηt and νt
increase as the intermediary’s marginal value of wealth increases and the intermediation spread
widens in order to keep the intermediary’s operation viable. The increases in the ηt and νt offset
the increase in κt so that the leverage φt increases on impact in response to the financial shock.

The movements of the leverage ratios in Figure 1.7 follow from this mechanism, as the lever-
age ratios increase on impact and decrease during the crisis. The foreign leverage, φ∗t co-moves
with the home leverage with the difference of κt − κ∗t , as the marginal values of deposit and in-
termediation spread are synchronized across countries. Such movements are analogous to those
documented in DKL.

Following is the plot of the leverage of the U.S. broker dealer sector taken from Bruno and
Shin (2015). The leverage is defined as the ratio, (equity+total liabilities)/equity for the U.S.
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Figure 1.8: U.S. Broker-Dealer Leverage

broker dealer sector. The dynamics of leverage then looks consistent with the model’s impulse
response plot above, as the leverage in the data also decreases during the crisis.20

1.4.3.4 Interest Rates

The home-country and foreign-country interest rates are plotted in Figure 1.9. I use the three-
month U.S. Treasury rate, provided by the Federal Reserve to proxy for the home interest rate.
For the foreign counterpart, I present the Canada interest rate and the Euro Area interest rate.
The three-month Canada Treasury rate was obtained from Datastream for the Canada interest
rate, and the Euro three-month deposit rate data from Datastream was used for the Euro Area
interest rate.

We can see from the plots that the U.S. interest rate decreased steadily during the crisis. The
foreign interest rates are slightly different. The Euro Area interest rate stayed roughly stable for
the first half of the crisis before plummeting. The Canada interest rate falls steadily, resembling
the U.S. interest rate more.

Figure 1.10 shows the impulse responses of the home interest rate, foreign interest rate, and

20It was difficult to define and obtain a leverage measure that corresponds to the “foreign” country in the model,
so it is not included in this analysis. In fact, Bruno and Shin (2015) describes the U.S. broker dealer leverage as a
proxy for a “global” leverage rather than the U.S. financial sector leverage.
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Figure 1.9: Interest Rate Movement During the 2007 Crisis
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Figure 1.10: Model-Implied Interest Rate Movement During Crisis

their differential (home minus foreign).

The model predicts a fall in the home risk-free rate during a crisis, as home intermediaries
cannot take as much deposit as they did before the shock. The implied movement is roughly
consistent with the data. Still, it exhibits the interest going back up in the latter part of the
crisis with a slight overshoot, different from data. The foreign interest rate response appears to
be nearly opposite to the response of the home interest rate. Although the foreign interest rate
movement is not supported by data, the implied behavior of the interest rate differential (home
minus foreign) seems to be quite consistent.
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1.5 Extended Model with Money

In this section, I consider an extended version of the model outlined in Section 3 in which national
moneys are introduced via cash-in-advance (CIA) constraints. With the same complete market
and CRRA utility assumptions, Backus-Smith equation now becomes,

St+1

St
=

(
C∗

t+1

C∗
t

)−γ
P∗
t

P∗
t+1

(Ct+1

Ct
)−γ Pt

Pt+1

, (1.69)

where St is the nominal exchange rate, Pt is the home-currency price of a unit of home consump-
tion basket, and P∗t is the foreign-currency price of a unit of foreign consumption basket. Taking
logs on both sides we have,

∆st+1 = γ(∆ct+1 −∆c∗t+1) + (∆pt+1 −∆p∗t+1), (1.70)

using lowercase for logs. Similarly, we can derive an implication for the log of the real exchange
rate growth, denoted by ∆rfx,

∆rfxt+1 = γ(∆ct+1 −∆c∗t+1). (1.71)

We can now examine both the nominal and real versions of the Backus-Smith puzzle, and
check if the model mechanism in Section 3 can still rationalize the puzzle.

1.5.1 The Household’s Problem

The home representative household maximizes the same objective function in (1.5) subject to
the following constraints. Note that the constraints are now nominal, denominated in units of the
home currency.

pH,tcH,t + StpF,tcF,t +MH,t + Dt = MH,t−1 + (Mt −Mt−1) + wtLt + Πt + Rt−1Dt−1,

(1.72)

pH,tcH,t + StpF,tcF,t ≤MH,t−1 + (Mt −Mt−1) (1.73)

Equation (1.72) is the budget constraint and (1.73) is the CIA constraint. pH,t and pF,t are the
prices in their respective currencies of home and foreign final goods. MH,t is the amount of home
currencies demanded by the (home) household in period t to be used in period t+ 1.

As can be seen from (1.73), the CIA constraints are specified in a way that domestic curren-
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cies must be reserved from the previous period in order to purchase both types of final goods for
consumption. In other words, a household must reserve their own country’s currencies in order
to consume both the domestically produced goods and goods produced overseas.21 The CIA
constraints are only placed on consumption. Namely, consumption goods are cash goods, and
investment goods are credit goods.22 The timing assumption of the CIA constraints used in this
extension resembles Svensson (1985) or Cooley and Hansen (1989), in that households decide
on cash holdings before observing the shocks.2324

The money supplies vary through time according to the following stochastic processes.

log Mt − log Mt−1 = (1− ρm)π + ρm(log Mt−1 − log Mt−2) + εm,t, (1.74)

log M∗
t − log M∗

t−1 = (1− ρm)π + ρm(log M∗
t−1 − log M∗

t−2) + ε∗m,t, (1.75)

where Mt and M∗
t denote home and foreign aggregate money supplies, respectively. π denotes

the steady-state inflation. I assume the change in the money supply Mt −Mt−1 is transferred to
the home representative household as a helicopter drop, entering the budget constraint (1.72) and
also relaxing the CIA constraint (1.73).

The nominal deposit Dt in the budget constraint (1.72) is assumed to pay off in the home
currency. Therefore, the nominal riskless return on deposit from t − 1 to t is known in period
t− 1, and denoted by Rt−1 in (1.72).

21Here, I have in mind a “veil” entity providing frictionless intermediation between the home currency and the
foreign currency when households pay foreign firms.

22The CIA constraint can be placed on investment or asset purchases. See Helpman and Razin (1985) and Abel
(1985) for further discussion.

23As an alternative specification, one can consider a setting in which agents decide on cash holdings after observ-
ing the shock. In this case, the cash spending in the period is redistributed as income in the next period. See Lucas
(1982), Alvarez, Atkeson, and Kehoe (2002), and Alvarez, Atkeson, and Kehoe (2009) for this specification.

24Due to the timing assumption, it is possible that in some states of the economy the CIA constraints do not bind,
as explained in Svensson (1985). Since the analyses that follow will depend on log-linearizing the model around the
steady state, I focus only on the set of equilibria where the CIA constraints always bind. I verify by checking the
simulated Lagrange multipliers on the CIA constraint that the constraint always binds near the steady state in my
analyses.
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Setting up the Lagrangian of the representative household as before, we have,

L = Et

∞∑
τ=t

Bτ−t

[
C1−γ
τ

1− γ
− χ L

1+ϕ
τ

1 + ϕ

]
+Btλt(MH,t−1 + StMF,t−1 + wtLt + Πt + Rt−1Dt−1 − pH,tcH,t − StpF,tcF,t −MH,t − StMF,t + Dt)

+Bt+1λt+1(MH,t + St+1MF,t + wt+1Lt+1 + Πt+1 + RtDt

− pH,t+1cH,t+1 − St+1pF,t+1cF,t+1 −MH,t+1 − St+1MF,t+1 + Dt+1) + ...

+ βµH,t(MH,t−1 − pH,tcH,t − StpF,tcF,t) + β2µH,t+1(MH,t − pH,t+1cH,t+1 − St+1pF,t+1cF,t+1) + ...

(1.76)

where λt is the multiplier on the period-t budget constraint, and µH,t is the multiplier on the CIA
constraint.

First-order conditions with respect to cH,t and cF,t yield,

∂Ut
∂cH,t

1

pH,t
= λt + µH,t, (1.77)

∂Ut
∂cF,t

1

pF,t
= Stλt + StµH,t, (1.78)

The first-order condition with respect to cash holdings yields,

λt = Etβ(λt+1 + µH,t+1), (1.79)

implying that the marginal utility of wealth is the sum of discounted marginal utility of the next
period’s liquidity, and the discounted marginal utility of the next period’s wealth.

The inter-temporal savings decision by the household yields,

EtβΛt+1Rt = 1, (1.80)

where Λt+1 ≡
λt+1

λt
is the nominal household SDF. With the CIA constraint, Λt+1 is not a

function of consumption only, but also a function of the multiplier on the CIA constraint.

1.5.2 Equilibrium

The goods market clearing condition, asset market clearing condition, and deposit market clear-
ing condition are the same as in the moneyless case. The money market clearing condition is
given by,
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MH,t = Mt, (1.81)

M∗
F,t = M∗

t . (1.82)

Mt and M∗
t are supplies of Home and Foreign currencies, respectively, which I assume to be

exogenously given. The LHS of each of the equations is the currency demand. Note that only
households are required to demand money, as seen by MH,t and M∗

F,t, and they leave the period
with the entire money stock.

1.5.3 Results from Extended Model

The parameterization for this exercise follows DKL, where the TFP processes are not calibrated
to a specific country pair. The parameters related to the money supply processes in Equations
(1.74) and (1.75) are set to match the inflation moments of the U.S. The steady-state inflation π
is set to 0.01, implying an annual steady-state inflation of four percent. Table 1.8 summarizes the
parameter values used for this exercise. The calibration and the results are again at the quarterly
frequency.

Analogous to the tables 1.5 and 1.7, I present at the end of the paper cross-correlations of
variables of interest from, 1. the baseline model with segmented deposit market, and 2. the
benchmark model with integrated deposit market, where offshore deposit is allowed. To highlight
the role of volatile financial shock, the first model has two cases. One is where σκ is set to equal
the TFP shock σa at 0.01, and the other is where σκ is set higher at 0.03.

Since the models assume variable money supplies with steady-state inflation, prices have a
trend. All the price variables including the nominal and real exchange rates have to be recovered
after obtaining the policy functions for the deflated variables. Thus, the correlations for the nom-
inal and real exchange rates had to be simulated. All the moments are calculated by simulating
1,000 paths of 1,000 periods each, and averaging across the paths.

The primary variables of interest are the nominal and real exchange rate growths, and the
RHS variables of the Backus-Smith relation in (1.70) and (1.71).

Table 1.9 and Table 1.10 show the results from the segmented deposit models. Table 1.10
corresponds to the baseline model in Section 4, as it is from the segmented deposit market as-
sumption and a relatively volatile shock to the balance-sheet constraint. Notice that the corre-
lation between ∆st and γ(∆ct − ∆c∗t ) + (∆pt − ∆p∗t ) is 0.21 in Table 1.10. The value is still
substantially lower than what is implied by traditional models, despite showing a weak positive
correlation as opposed to the negative correlation in the previous results without money. The real
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exchange rate growth in Table 1.10, however, shows an even more pronounced negative corre-
lation of -0.66 with the consumption growth differential in corr(∆rfx,∆Ct,diff) which is at the
heart of the traditional Backus-Smith puzzle. The correlation of the exchange rate growth with
the households’ SDF differential is significantly negative, while it is positive with the intermedi-
ary SDF differential, consistent with the households’ restricted participation in the asset market.
The correlation of 0.9 between the nominal and real exchange rate growth suggests that the two
assumptions of restricted deposit and high σκ produce more realistic exchange rates as the two
exchange rate growths are almost perfectly correlated in the data.

Table 1.11, under the assumption of a perfectly integrated deposit market, shows correla-
tions that are still implausibly high compared to empirical evidence, without much improvement
toward FX disconnect compared to traditional models. Under these model specifications, the
correlations between exchange rates and SDF ratios (both household and intermediary SDFs) are
close to one, implying a near perfect risk sharing among all agents. The intermediary SDF is
also strongly correlated with household SDF as well, which suggests the wedge between the two
differentials is very small.

From Tables 1.9 through 1.11, we can clearly observe a similar pattern to the results in Section
4, and that the same model mechanisms are driving the results for the extended model with
money.

1.6 Concluding Remarks

My baseline model focuses on the role of intermediaries as the marginal investor in the interna-
tional asset market with endogenously determined exchange rates. Although a large proportion
of foreign-currency transactions are intermediated, intermediaries have not received much atten-
tion as a potential main force behind the dynamics of exchange rates. In this light, my modeling
strategy should provide a novel perspective on understanding the dynamics of exchange rates.
Specifically, my model shows that a balance-sheet constraint per se is not sufficient to generate
FX disconnect. The reason is that, although the existence of balance-sheet constraint creates a
wedge between households’ marginal decisions and intermediaries’ marginal decisions within

the country, the difference between intermediaries across countries also needs to be sufficiently
large. When the constraints are combined with the additional incomplete market structure in
which intermediaries are restricted to local deposits only, the model makes significant progress
toward resolving the Backus-Smith puzzle. The model at the parameter values used for the anal-
ysis in Section 4 produces a disconnect between exchange rates and consumption and brings the
correlation in the Backus-Smith equation close to the observed data.
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Future work will include examining my model in other dimensions of international finance.
As an example, studying the implications of my proposed model on the uncovered interest rate
parity (UIP) will be interesting. It will be also interesting to explore if the model can produce
other facets of the exchange rate disconnect puzzle, such as volatile and persistent real exchange
rates.

46



Table 1.8: Parameterization: Extended Model

Preference and Production
steady-state discount factor b 0.99
endogenous discount factor, curvature υ 0.001
risk aversion γ 1
relative utility weight of labor χ 3.4
inverse Frisch-elasticity of labor supply ϕ 0.276
capital share α 0.33
depreciation rate δ 0.025
inverse elasticity of investment to the price of capital ηi 1.728

CES basket
weight on domestic consumption good in a CES basket λc 0.85
home vs. foreign consumption CES elasticity parameter θc 1.5
weight on domestic investment good in a CES basket λI 0.85
home vs. foreign investment CES elasticity parameter θI 1.5

Intermediary
steady-state divertible fraction κ̄ 0.382
banker continuation probability θ 0.976
start-up transfer ω 0.002
persistence financial shock ρκ 0.8
standard deviation financial shock σκ 0.013

Productivity
spill-over coefficient ρa,a∗ 0.016
persistence TFP shock ρa 0.973
standard deviation TFP shock σa 0.007
cross-country correlation of TFP shock σa,a∗ 0.65

Capital quality
persistence capital-quality shock ρψ 0.62
standard deviation capital-quality shock σψ 0.007

Money supply
persistence money growth shock ρm 0.75
standard deviation money growth shock σm 0.002
steady-state inflation π 0.01
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Table 1.9: Baseline Model, σa = 0.01, σκ = 0.01

Variables ∆S ∆E Λdiff Ωdiff ∆Cdiff ∆C∆Pdiff

∆S 1 0.5996 -0.4955 0.3252 -0.7874 0.4395

∆E 0.5996 1 0.3645 0.1911 -0.0169 0.1860

Λdiff -0.4955 0.3645 1 -0.0511 0.9189 -0.0803

Ωdiff 0.3252 0.1911 -0.0511 1 -0.1298 0.6312

∆Cdiff -0.7874 -0.0169 0.9189 -0.1298 1 -0.1907

∆C∆Pdiff 0.4395 0.1860 -0.0803 0.6312 -0.1907 1
Correlation values are averages over 1,000 simulated paths. The length of
each path is 1,000 periods.
All moments are calculated at the quarterly frequency.
∆S: log growth of nominal exchange rate
∆E: log growth of real exchange rate
Λdiff ≡ log Λ∗

real,t − log Λreal,t
Ωdiff ≡ log Ω∗

real,t − log Ωreal,t
∆Cdiff ≡ γ(∆c−∆c∗)

∆C∆Pdiff ≡ γ(∆c−∆c∗) + (∆p−∆p∗)

Table 1.10: Baseline Model, σa = 0.01, σκ = 0.03

Variables ∆S ∆E Λdiff Ωdiff ∆Cdiff ∆C∆Pdiff

∆S 1 0.8952 -0.6997 0.3406 -0.9186 0.2144

∆E 0.8952 1 -0.3295 0.2952 -0.6613 0.0993

Λdiff -0.6997 -0.3295 1 -0.2006 0.9213 -0.0644

Ωdiff 0.3406 0.2952 -0.2006 1 -0.2756 0.3482

∆Cdiff -0.9186 -0.6613 0.9213 -0.2756 1 -0.1201

∆C∆Pdiff 0.2144 0.0993 -0.0644 0.3482 -0.1201 1
Correlation values are averages over 1,000 simulated paths. The length of
each path is 1,000 periods.
All moments are calculated at the quarterly frequency.
∆S: log growth of nominal exchange rate
∆E: log growth of real exchange rate
Λdiff ≡ log Λ∗

real,t − log Λreal,t
Ωdiff ≡ log Ω∗

real,t − log Ωreal,t
∆Cdiff ≡ γ(∆c−∆c∗)

∆C∆Pdiff ≡ γ(∆c−∆c∗) + (∆p−∆p∗)
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Table 1.11: Benchmark Model: Offshore Deposit, σa = 0.01, σκ = 0.05

Variables ∆S ∆E Λdiff Ωdiff ∆Cdiff ∆C∆Pdiff

∆S 1 -0.2311 -0.2278 -0.1940 -0.3602 0.8884

∆E -0.2311 1 0.9981 0.9364 0.9774 0.0076

Λdiff -0.2278 0.9981 1 0.9308 0.9781 0.0176

Ωdiff -0.1940 0.9364 0.9308 1 0.9077 0.0173

∆Cdiff -0.3602 0.9774 0.9781 0.9077 1 -0.0545

∆C∆Pdiff 0.8884 0.0076 0.0176 0.0173 -0.0545 1
Correlation values are averages over 1,000 simulated paths. The length of
each path is 1,000 periods.
All moments are calculated at the quarterly frequency.
∆S: log growth of nominal exchange rate
∆E: log growth of real exchange rate
Λdiff ≡ log Λ∗

real,t − log Λreal,t
Ωdiff ≡ log Ω∗

real,t − log Ωreal,t
∆Cdiff ≡ γ(∆c−∆c∗)

∆C∆Pdiff ≡ γ(∆c−∆c∗) + (∆p−∆p∗)
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Figure 1.11: Extended Model, Integrated Deposit Market - Impulse Response Plots
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Figure 1.12: Extended Model, Segmented Deposit Market - Impulse Response Plots
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Appendix

1.A Data

The data sources for the output moments for the U.S. and Canada are the NIPA tables from the
BEA website for the U.S., and Statistics Canada, for the period of 1976Q1 - 2011Q4. The output
data are real per capita series.

The financial data for the six banks used in the Jermann-Quadrini calibration in Section 4.1
were obtained from Compustat. Of 10 largest banks ordered by their market capitalization, the
six banks, Bank of New York Mellon Corp., JP Morgan&Chase, U.S. Bancorp., Bank of America

Corp., Wells Fargo & Co., and PNC Financial Services Group, had enough data. Citigroup,

Morgan Stanley, Capital One, and Goldman Sachs were excluded due to missing data from
roughly the first 10 years from the period of interest.

The aggregated book value of total assets (symbol: atq) minus cash and short-term invest-
ments (symbol: cheq) of the six banks was used to proxy the total intermediated risky assetsWt

in the model. The value of the intermediation sector, Vt was proxied by the sum of the six banks’
market capitalization (share price (symbol: prccq) times number of outstanding shares (symbol:
cshoq)) plus net debt (short-term debt (symbol: dlcq) plus long-term debt (symbol: dlttq) less
cash and short-term investments).

1.B Sensitivity of Backus-Smith Correlation to Model Param-
eters

53



Table 1.B.1: Sensitivity of Backus-Smith Correlation to Different Parameter Values

The table summarizes how each parameter affects the Backus-Smith correlation. ‘+’ indicates that
increasing the parameter value also increases the Backus-Smith correlation, and ‘−’ indicates that an
increase in the parameter value decreases the correlation.
The effect on the Backus-Smith correlation is not monotonic for the three parameters: ϕ, ρκ, and ρψ.
?: The correlation appears to be hump-shaped around the calibrated value of ϕ, as the correlation
increases both as ϕ increases and decreases from the baseline.
•: The correlation generally increases in ρκ, but slightly decreases near ρκ = 0.99.
�: The correlation fluctuates slightly as the value of ρψ changes.

Parameters Change
Preference and Production

steady-state discount factor b +
endogenous discount factor, curvature υ +
risk aversion γ +
relative utility weight of labor χ −
inverse Frisch-elasticity of labor supply ϕ ?
capital share α +
depreciation rate δ +
inverse elasticity of investment to the price of capital ηi +

CES basket
weight on domestic consumption good in a CES basket λc +
home vs. foreign consumption CES elasticity parameter θc −
weight on domestic investment good in a CES basket λI +
home vs. foreign investment CES elasticity parameter θI −

Intermediary
steady-state divertible fraction κ̄ −
banker continuation probability θ −
start-up transfer ω −
persistence financial shock ρκ +•

standard deviation financial shock σκ −
Productivity

spill-over coefficient ρa,a∗ −
persistence TFP shock ρa +
standard deviation TFP shock σa +
cross-country correlation of TFP shock σa,a∗ −

Capital quality
persistence capital-quality shock ρψ �

standard deviation capital-quality shock σψ +
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1.C Dynamics of Individual Bilateral Exchange Rates during
2007 Crisis

Following are the time-series plots of the dynamics of the four exchange rates, USD/CAD,
USD/EUR, USD/GBP, and USD/CHF, during the 2007-2009 financial crisis.
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Figure 1.C.1: Behavior of Individual Bilateral Exchange Rates During the 2007 Crisis
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Chapter 2

Limited Stock Market Participation and
Goods Market Frictions: A Potential
Resolution for Puzzles in International
Finance

2.1 Introduction

It has long been a challenge for macro-finance models to jointly explain i) the high equity pre-
mium, ii) relatively smooth exchange rates, and iii) the low international correlation of consump-
tion growth.1 We propose a general equilibrium two-county macroeconomic model that features
limited stock market participation as well as non-traded goods and distribution cost to address
these salient features of the data.

Our model brings together two strands of literature. Firstly, we build on work showing that
the nature of goods markets is an essential determinant of the correlation of consumption growth
between countries in general equilibrium models. In particular, Corsetti et al. (2008) show that
modeling goods markets to feature non-tradable goods and distribution cost helps decrease the
strong international correlation of consumption. These features moderate the international risk
sharing mechanism shown in Cole and Obstfeld (1991), in which a country hit by an adverse
productivity shock benefits from a natural hedge, as its goods become more scarce and appre-
ciates in price. We model distribution services that are produced with the intensive use of local
inputs, allowing the model to generate deviations form the law of one price. The role of such

1See, for example, Brandt et al. (2006).
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distribution cost in explaining real exchange rate movements has been emphasized by a growing
empirical literature, e.g. Crucini et al. (2005).

Secondly, we draw from the literature on limited stock market participation. We adopt the
asset market structure of Guvenen (2009), where only a fraction of the population has access to
the stock market and the remainder of agents are restricted to trade in a bond.2 This type of setup
has two appealing features for our analysis. First, it is know to generate a realistic price of risk,
i.e. Sharpe ratio, which we need in order to jointly study asset prices, international consumption
co-movements, and exchange rates. Secondly, it introduces market incompleteness. Brandt et
al. (2006) argue that the equilibrium condition linking marginal utility growth to the rate of
depreciation in the exchange rate that results in complete market models makes it impossible
to generate high risk premia, smooth exchange rates, and moderately correlated consumption
growth simultaneously. Allowing for market incompleteness in the form of limited stock market
participation breaks this link, making it feasible - at least in principle - for the model to match
the three stylized data facts.

There have been previous attempts in the literature to generate the joint dynamics of asset
prices, consumption, and exchange rates. Colacito and Croce (2011) study a model that com-
bines cross-country-correlated long-run risk with Epstein-Zin preferences. In their paper, the two
countries’ exogenous consumption growth processes are calibrated to be moderately correlated
but include a persistent predictable component that is highly correlated across counties. This
leads to moderate consumption growth correlation and high pricing kernel correlation, allowing
the model to successfully match the stylized data facts. Stathopoulos (2012) uses preferences
with external habit formation and home-bias in consumption to address the puzzle. The present
paper differs from previous work in that we do not resort to non-standard preferences. Rather,
we ask whether goods market frictions that have been studied in the international macroeco-
nomics literature can generate a similar result. Our results also do not rely on exogenous driving
processes such as long-run risk or external habits that are empirically difficult to observe.

2.2 The Role of Asset and Goods Markets

The stylized fact in the data that our model attempts to rationalize is the co-existence of mod-
erately correlated consumption growth between countries with smooth exchange rates and high
equity risk premia. Our model features two main ingredients that help it address these data facts.
On the asset market side, we assume that only a limited fraction of agents in each country can
participate in equity markets. On the goods market side, we model a traded and non-traded sector

2See also Vissing-Jorgensen (2002).
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in each country featuring distribution cost for the consumption of tradables.

In this section, we motivate the choice of these two key model components and provide
intuition for why they help the model come closer to the data. Since an analytical solution is not
available for the full model, we conduct this analysis with respect to two benchmarks. First, we
study a complete markets model. This analysis highlights the importance of introducing some
form of market incompleteness - in our case limited stock market participation - as a necessary
condition for models of a wide class to be able to fit the data. Then we study another benchmark,
a model without financial markets and with just traded goods. In that setup, we revisit the result
from Cole and Obstfeld (1991) that consumption tends to co-move strongly between countries
even in the absence of financial markets and provide intuition for how non-traded goods with
distribution cost weaken this effect.

2.2.1 Asset Markets

To motivate our modeling of asset markets, we first consider a representative agent model with
complete financial markets in which agents have power utility U(C). In this type of frame-
work, one of the equilibrium conditions requires that exchange rates depreciate by the difference
between foreign and marginal utility grow,

ln
Qt+1

Qt

= lnU ′
(
C∗t+1

C∗t

)
− lnU ′

(
Ct+1

Ct

)
. (2.1)

Here, Ct denotes the home consumption index at time t and the ∗ superscript indicates that
a variable refers to the foreign country (as we will adopt throughout the paper). The real ex-

change rate is Q =
PF
PH

, where PH denotes the consumer price index for the aggregate domestic

consumption basket and PF denotes the same index for the foreign consumption basket.

Brandt et al. (2006) use equation (2.1) to document a tension that exists between the data
and the theory. On the one hand, we know that observed high risk premia in financial markets
require marginal utility growth to be highly volatile at home and in the foreign country. On the
other hand, observed exchange rates are comparatively smooth. With regards to equation (2.1),
the only way that exchange rates on the left hand side can exhibit low volatility while the two
marginal utility terms on the right hand side can exhibit high volatility is if the marginal utilities
are highly correlated. This implication of theory is not borne out by the data, however, as the
correlation of consumption growth across countries is around 0.6 (depending on the measure and
country pair), much lower than required to satisfy equation (2.1).

In order to break the tight link between exchange rates and consumption growth in equation
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(2.1), we assume that only a fraction of the population in each country has access to the stock
market. Hence, we introduce a particular type of market incompleteness in which stockholders
have access to more complete markets than non-stockholders. In addition, using a limited stock
market participation setup has proven successful in explaining high equity risk premia. The
model in Guvenen (2009) represents the current state-of-the-art framework for asset pricing with
limited stock market participation and we will adopt his specification of the asset market in our
full model below.

While this risk sharing condition in equation (2.1) only arises if financial markets are com-
plete, it turns out that it still holds approximately true even in incomplete markets. The goods
market frictions that we turn to next play an important role in that respect.

2.2.2 Goods Markets

While having incomplete markets is necessary to reconcile asset prices with consumption and
exchange rate dynamics, it is not sufficient. In particular, Cole and Obstfeld (1991) famously
point out that consumption growth tends to be highly correlated across countries even without
financial markets. We will in turn summarize their argument in a model with no financial markets
and only traded goods. Note that the exact relationships derived below will not hold in our
model. However, analyzing the role of distribution cost in a simple framework that is analytically
tractable is useful to build intuition for the results from our full model that we present in the next
section.

There are two symmetrical countries, called “home” and “foreign”. Aggregate consumption
(also referred to as the consumption index) in the home county is given by the constant elasticity
of substitution (CES) goods aggregator

C = CT ≡
[
a1−ρD (cH)ρ + (1− aD)1−ρ (cF )ρ

]1/ρ
, ρ < 1, (2.2)

where cH denotes domestic consumption of the home tradable good and cF denotes domestic
consumption of the foreign tradable good. The elasticity of substitution between the two varieties
of traded goods is given by ω = 1

1−ρ and the weight of home tradables in aggregate consumption
is aD. Further, define the terms of trade τ = pF

pH
as the ratio of the price of the foreign tradable pF

to that of the domestic tradable pH . Corsetti et al. (2008) show that the response of domestic de-
mand for the home good to a fall in its price (increase in τ ) can be decomposed into a substitution
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effect (SE) and income effect (IE), such that

∂CH
∂τ

= ω
aH (1− aH) τ−ω

[aH + (1− aH) τ 1−ω]2
Y T︸ ︷︷ ︸

SE

− aH (1− aH) τ−ω

[aH + (1− aH) τ 1−ω]2
Y T︸ ︷︷ ︸

IE

, (2.3)

where Y T is the home endowment of the domestic tradable good.

Corsetti et al. (2008) illustrate that Equation (2.3) allows us to analyze how supply shocks
propagate between countries. If the elasticity of substitution between domestic and foreign trad-
ables ω is larger than 1, then the substitution effect dominates the income effect. This is the
case studied by Cole and Obstfeld (1991). If the home country is hit with a negative supply
shock, the home good needs to become more expensive (τ decreases, the terms of trade improve)
for domestic demand to fall and match supply. This partially compensates domestic agents for
the adverse supply shock by raising the value of their tradable endowment in international goods
markets. Hence, with a large trade elasticity, goods market prices endogenously adjust to provide
insurance against negative supply shocks. For this reason, consumption growth will be highly
correlated across countries even in the absence of financial markets. This mechanism is ampli-
fied by the fact that foreign demand for the home good unambiguously decreases in its price, i.e.
∂C∗

H

∂τ
, as the substitution and income effects are both positive regardless of the trade elasticity.

Now consider the case where the trade elasticity is below one. Then, the income effect
dominates. If the home country is hit with a negative shock, the price of the home tradable has to
fall in order to induce home agents to reduce their demand to match the restricted supply. Hence,
the value of their income drops further, amplifying the effect of the negative endowment shock
on their consumption. This is the key mechanism that pushes the consumption growth correlation
below unity. Note, however, that the domestic income effect not only has to be stronger than the
domestic substitution effect - it also has to outweigh the positive income and substitution effects
of the foreign agents.

In the next section, we develop the full model whose goods market side also includes non-
tradable goods and distribution cost. It turns out that distribution cost amplify the size of the
income effect relative to the substitution effect and play a quantitatively important role for our
results. We will discuss the role of the distribution cost in more detail in Section 2.6.2. Further,
recall that equation (2.3) only holds without financial markets. The full model will have nearly
complete asset markets, allowing agents to share consumption risk more effectively between
countries. The quantitative results from the full model will hence shed light on the question of
how much of the income effect discussed in this section survives after adding financial markets.3

3Note that although our model features essentially the same goods market frictions as in Corsetti et al. (2008),
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2.3 Model

This section presents the full model featuring limited stock market participation and distribution
cost with non-traded goods. Each country is now endowed with two Lucas trees, producing
a country-specific tradable and non-tradable good, respectively. Furthermore, each country is
inhabited by two types of agents according to the set of financial securities they are allowed to
hold. A fraction µ of agents in each country has access to the home and foreign stocks as well as
the one international bond, a fraction 1 − µ can only hold the international bond. In the interest
of brevity, we focus our presentation on the domestic economy with the understanding that the
foreign counterparts are defined symmetrically.

2.3.1 Preferences

As above, the consumption index for tradable consumption CT is given by equation (2.2). Ag-
gregate consumption now consists of traded and non-traded goods with CES aggregator

C ≡
[
a1−φT (CT )φ + (1− aT )1−φ (cN)φ

]1/φ
, φ < 1,

where cN is domestic consumption of the home non-tradable good. The elasticity of substitution
between tradables and non-tradables is 1

1−φ and agents assign a weight of aT to tradables in
aggregate consumption.

Agents have power utility and maximize

E

[
∞∑
t=0

θt
C1−γ
t

1− γ

]
,

where γ controls relative risk aversion. The discount factor θt is endogenous and evolves as
θt+1 = θtωC

−η
t , with 0 ≤ η ≤ γ and 0 < ωC̄−η < 1 and where C̄ denotes the steady-state value

of consumption.4

the financial market structure is vastly different as the only tradable asset is uncontingent international bond in their
study. Although a reasonable level of incompleteness is introduced by limited participation, our financial market
structure features both the home and foreign stock markets.

4Endogenizing the discount factor in this way pins down a unique steady state for the distribution of wealth in
the presence of incomplete financial markets. Otherwise, the model would exhibit a unit-root and not be amenable
to standard numerical solution techniques. The use of this discount factor is standard in such settings. See Schmitt-
Grohe and Uribe (2003), Corsetti et al. (2008), and Devereux and Sutherland (2011) for further discussions.
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2.3.2 Distribution Cost and Goods Prices

In addition to distinguishing between tradable and non-tradable goods, our economy features
distribution cost such that for every unit of either the home or foreign tradable good consumed
in the home (foreign) country, ν units of the home (foreign) non-tradable good are needed to
distribute the tradable good to consumers. This drives a wedge between prices for tradable
goods at the producer and consumer level. Taking consumption of the home-tradable in the
home country as an example,

pH = p̄H + νpN

gives the relation between the producer price of the home tradable, p̄H , its consumer price, pH ,
and the price of the home non-tradable, pN .

The utility-based consumer price indices for the home basket of tradable goods is

PT =
[
aD (pH)ρ/(ρ−1) + (1− aD) (pF )ρ/(ρ−1)

](ρ−1)/ρ
.

Similarly, the utility-based consumer price index for the aggregate home consumption basket
is

PH =
[
aT (PT )φ/(φ−1) + (1− aT ) (pN)φ/(φ−1)

](φ−1)/φ
.

We choose the home consumption basket as the numeraire, so that PH ≡ 1. The exchange
rate is given by Q = PF

PH
, where PF denotes the consumer price index for the aggregate foreign

consumption basket.

2.3.3 Endowments and Asset Markets

The home country endowments of the tradable good, Y T , and the non-tradable good, Y N , evolve
as

lnY T
t = ΨT lnY T

t−1 + εTt

lnY N
t = ΨN lnY N

t−1 + εNt ,

where εTt and εNt are iid normally distributed disturbances.

Labor income YL and capital income YK are given by

YL,t = θL
(
θTp

T
H,tY

T + (1− θT ) pNH,tY
N
)

YK,t = (1− θL)
(
θTp

T
H,tY

T + (1− θT ) pNH,tY
N
)
,
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where the parameter θL controls the labor share and θT controls the share of traded goods.

Denoting asset prices by Z with the appropriate sub and superscripts, the return to a claim
to the home capital income is rA,t+1 =

ZA,t+1+YK,t+1

ZA,t
and the corresponding return to the foreign

capital income is r∗A,t+1 =
Z∗
A,t+1+Y

∗
K,t+1

Z∗
A,t

. Furthermore, there is an international bond which
pays off half a unit of the home tradable and half a unit of the foreign tradable with return

r∗B,t+1 =
1
2(pH,t+1+pF,t+1)

Z∗
B,t

.

While both the stock market participants and non-participants receive labor income, the capi-
tal income is endowed only to the stock market participants.5 Recalling that the non-participants
can only invest in the international bond, the budget constraints for the two types of home agents
can be written as

W p
t = rb,tW

p
t−1 + αp1,t−1 (rA,t − rb,t) + αp2,t−1

(
r∗a,t − rb,t

)
− Cp

t +
1

µ
YK,t + YL,t

W np
t = rb,tW

np
t−1 − C

np
t + YL,t,

where W p = αp1 + αp2 + αp3 and W np = αnp3 denote net financial wealth of domestic participants
and non-participants, respectively. The net amounts invested by an agent are denoted by α1 for
the home stock, α2 for the foreign stock, and αp3 for the international bond, with superscripts p
and np referring to participants and non-participants, respectively.

Note that since we defined wealth and asset positions as net positions6, asset market clearing
is given by

µ (W p
t +W p∗

t ) + (1− µ) (W np
t +W np∗

t ) = 0

αp1,t + αp∗1,t = 0

αp2,t + αp∗2,t = 0,

where foreign variables are denoted by ∗.

2.4 Model Solution

The model is challenging to solve. It is not amenable to standard global solution techniques
such as value function iteration because the incompleteness of financial markets requires that we

5As pointed out in Guvenen (2009), the 20 % of US households who participate in the stock market own 90 %
of the economy’s wealth.

6As an example, consider the case where the home agents has a zero net position in both stocks and the bond
(αp1, = αp2 = W p = 0). His gross position would correspond to holding all of the home equity and an amount l− 1
times the size of his gross equity position in the bond. He would hold non of the foreign stock.

68



solve for the decentralized equilibrium directly. Due to the large number of state variables, the
computational burden of doing this is prohibitive.

The method proposed by Chien et al. (2011) who solve incomplete markets economies with
heterogeneous trading technologies using stochastic Lagrange multipliers and measurability con-
straints is inapplicable in our setup as well. The reason for this is that their aggregation result for
consumption fails due to the differentiated goods in our setup and the home bias in preferences.7

For these reasons, we solve the model using second-order linearization techniques. This
requires solving for the steady-state and first-order portfolio choice, for which we implement the
method suggested in Devereux and Sutherland (2010). We rely on Dynare to implement this
approach.

2.5 Data and Calibration

We follow a conservative calibration strategy in that we do not choose the structural parameters
of our model to directly match the stylized facts for asset price, consumption, and exchange
rate dynamics. Rather, we set the structural parameters to the values that are typically used in
the literature. Similarly, the moments of traded and non-traded output are calibrated to directly
match their empirical counterparts.

The next section describes the data and summarizes some empirical regularities regarding in-
ternational production, consumption, and exchange rates. We then discuss the model calibration.

2.5.1 Data

Our main data sources are the National Accounts database provided by the OECD and the In-
ternational Financial Statistics and Direction of Trade Statistics databases offered by the IMF.
We draw on these international datasources rather than on national ones in order to have data
measures that are comparable across countries. Furthermore, we use annual data which allows
us to analyze time series that start early, ranging from 1970 to 2012. The only time series that is
not available for this time horizon is that for non-durable consumption, which starts in the 1990’s
for most of our countries. Table 2.1 summarizes the data.

We analyze the data from the perspective of the US as the home country and focus on the
other G7 economies, including Canada, France, Germany, Italy, Japan, and the UK, as the foreign
countries. We then use the trade-weights reported in Panel D to average the moments with respect
to the foreign countries.

7While extending their method to accommodate differentiated goods and heterogeneous specifications of goods
aggregators might be possible, doing this would require a substantial methodological contribution.

69



Table 2.1: Data Summary

Panel A shows covariances between U.S. and foreign traded production (row 1), U.S. and foreign non-traded pro-
duction (row 2), and U.S. traded and foreign non-traded production (row 3). The moments refer to real, per-capital
production that has been logged and hp-filtered. Panel B shows the correlation of real per-capita consumption growth
between the US and the foreign countries for non-durable consumption (row 1) and total consumption (durables plus
non-durables and services, row 2). Panel C shows the volatility of the real exchange rate between the US and the
foreign countries. Panel D shows the average share of a country’s trade with the US as a percentage of total US
trade between our set of countries. The “Average” column uses the trade weights from Panel D.
Data is annual and covers 1970 to 2012 with the exception of non-durable consumption, which starts in the 1990’s
for some of our countries and is not available for the UK at all. See Appendix 2.A for more details.

Average Canada France Germany Italy Japan UK
Panel A: Correlation of Output by Sector

Traded 0.74 0.85 0.68 0.59 0.68 0.61 0.85
Non-Traded 0.61 0.75 0.78 0.24 0.43 0.47 0.71
Traded / Non-Traded 0.46 0.58 0.62 -0.05 0.09 0.38 0.84

Panel B: Correlation of Consumption Growth
Non-Durable 0.67 0.85 0.75 0.53 0.81 0.39 N/A
Total 0.52 0.61 0.49 0.39 0.29 0.39 0.72

Panel C: Real Exchange Rate
Volatility (%) 9.5 6.8 11.1 11.4 11.0 11.8 11.8

Panel D: Trade Weights
0.43 0.06 0.11 0.05 0.26 0.10

While international co-movements in traded and non-traded production have been previously
analyzed in the literature, (e.g. Stockman and Tesar (1995)) the data used in these studies only
extends to 1990. Since then, rapid technological progress has facilitated international trade. We
hence find it important to study more recent data and update the dataset accordingly.

We start by analyzing the international co-movement of output in the traded and non-traded
sectors among the G7 countries. Following the methodology of Kravis et al. (1982) and Stock-
man and Tesar (1995), we assign output to be either tradable or non-tradable depending on the
sector of production. We consider agriculture, fishing, mining, manufacturing, electricity and
utilities, retail, hotels, and transportation to be tradable.8 The remaining categories, including
construction, finance, real estate, and other services are assigned to the non-tradable sector.

Panel A shows the resulting correlations for real per-capita output in the two sectors that has

8While electricity and utilities are arguably non-tradable, in particular as they refer to the associated distribution
services, they are reported together with manufacturing, which is a large component of tradable goods. Since
electricity and utilities only make up a small fraction of output, classifying them as tradable rather than non-tradable
does not have a significant bearing on the results.
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been logged and hp-filtered. The first row shows the correlation between traded output in the
US and traded output in the foreign country. The correlations range from 0.59 for Germany to
0.85 for Canada and the UK. The trade-weighted average, which takes into account the relative
importance of a country for US trade, is quite high at 0.74. This is due in large part to the
high correlation with Canada, which is responsible for nearly half of US trade among the G7
countries.

The second row of the panel shows the correlation of US non-traded output with foreign non-
traded output. For all our countries, these correlations are lower than those for traded output, with
a trade-weighted average of 0.61. Finally, while the correlations within the same sectors between
countries tend to be quite high, the correlation of traded output in the US with non-traded output
abroad reported in row 3 is significantly lower for most countries and even slightly negative for
Germany. The trade-weighted average for this correlation between sectors is only 0.46. Overall,
these results are quite comparable in magnitude to what Stockman and Tesar (1995) for their
earlier sample.

One of our main moments of interest is the correlation of consumption growth between coun-
tries. Since all consumption in our model is non-durable, the appropriate moment to match is the
correlation of real per-capita consumption growth between countries. From row 1 of Panel B,
this correlation ranges from 0.85 with Canada to 0.39 with Japan, averaging 0.67. Since data on
non-durable consumption is only available since 1990 for most countries and unavailable for the
UK, we also compute the correlation from total household final consumption expenditure which
is available over the period from 1970 to 2012. Row 2 of the panel shows that this correlation is
significantly lower for all countries, averaging 0.52.

We are also interested in the volatility of real exchange rate growth. Panel C shows that this
volatility is around 11% for all countries except for Canada, where it is almost half, at 6.8%.
Since Canada is the most important trade partner for the US, we find the trade-weighted average
volatility of real exchange rate growth to be 9.5%.

2.5.2 Calibration

We calibrate the endowment processes for tradable and non-tradable goods to their empirical
counterparts in the data. For the within-country moments, we calibrate to US data. This leads us
to setting the persistence parameter equal to ΨT = 0.27 for the tradable sector and ΨN = 0.45

to the non-tradable sector, matching the first order autocorrelation of hp-filtered US production.
Similarly, we choose the volatility of the endowment shocks so that the implied standard devia-
tion of traded output, std

(
Y T
)

= 0.023, and non-traded output, std
(
Y N
)

= 0.010, match that
from US data. We calibrate the size of the traded sector to match the average share of traded
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Table 2.2: Calibration

The model is calibrated at annual frequency.

Parameter Source
Risk aversion

Participants γp = 3 Guvenen (2009)
Non-participants γnp = 10 Guvenen (2009)

Weight on traded goods aT = 0.55 Corsetti et al. (2008)
Home bias in tradables aD = 0.72 Corsetti et al. (2008)
Elasticity of substitution

Home and foreign traded goods 1
1−ρ = 0.85 Corsetti et al. (2008)

Traded and non-traded goods 1
1−φ = .74 Corsetti et al. (2008)

Endogenous discount factor
Curvature η = .1
Steady-state discount rate ωC̄−η = 0.95 Guvenen (2009)

Distribution cost ν = 0.85
Labor share θL = 0.7 Corsetti et al. (2008)
Tradables share θT = 0.35
Stock market participation rate µ = 0.3 Guvenen (2009)

Endowments
Autocorrelation of tradables ΨT = 0.27
Autocorrelation of non-tradables ΨN = 0.45
Implied moments std

(
Y T
)

= 0.023
std
(
Y N
)

= 0.010
cor
(
Y N , Y T

)
= 0.64

cor
(
Y T , Y T∗) = 0.74

cor
(
Y N , Y N∗) = 0.61

cor
(
Y N , Y T∗) = 0.46

goods in US production, leading to a tradables share of θT = 0.35. Finally, we chose the covari-
ance of the shocks to traded and non-traded goods within a country to match the correlation of
traded and non-traded production in the US, setting cor

(
Y N , Y T

)
= 0.64.

We calibrate between-country moments of output to the average correlation between US and
foreign production for a given sector. The moments we match are cor

(
Y T , Y T∗) = 0.74 for the

correlation of traded production between countries, cor
(
Y N , Y N∗) = 0.61 for the correlation

of non-traded production between countries, and cor
(
Y N , Y T∗) = 0.46 for the correlation of

domestic non-tradable output with foreign tradable output.

We follow the working paper version of Guvenen (2009) in calibrating relative risk aversion,
the time discount rate, and stock market participation.9 Specifically, we set relative risk aversion

9The working paper version of Guvenen (2009) differs from the published paper in that it uses power utility (as
this paper) instead of recursive Epstein-Zin preferences.
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to γp = 3 for stockholders and γnp = 10 for non-stockholders. The steady-state discount rate
is ωC̄−η = 0.95.10 We calibrate the stock market participation rate to µ = 0.3. While Guvenen
(2009) uses a parameter value of 0.2, he also points to recent evidence that stock market partic-
ipation has increased. We take this into account by choosing a slightly higher participation rate
than him as we calibrate the model to more recent data.

The remaining utility parameters refer to agent’s preferences over the different types of
goods. Here, we follow Corsetti et al. (2008). Like them, we set the utility weight of tradables
to θT = 0.35, matching the share of traded goods in the US consumption basket, and the home
bias in tradable goods to aD = 0.72. Similarly, we chose the elasticity of substitution between
the two traded goods to be 1

1−ρ = 0.85 and the elasticity between the traded and non-traded good
to be 1

1−φ = .74, which the authors obtain by performing a method of moments estimation on a
model whose goods market structure is similar to ours.

A key parameter in our model is the distribution cost parameter v. As will become apparent
in the next section, the distribution cost are quantitatively the most important feature of the model
in reducing the correlation of consumption growth between countries. The higher v, the lower
the consumption correlation. While we want to restrict the magnitude of the distribution cost to
be consistent with results in previous studies, we chose it to be on the high end of that spectrum.
This allows us to evaluate how far the present model can go in matching the low consumption
correlation in the data. When we study the quantitative importance of distribution cost for our
results, we will then conduct extensive sensitivity analysis with regards to this parameter. There
are several studies that estimate the distribution margin, which is defined as κ = v pN

pH
. Burstein et

al. (2003) find that the share of the retail price accounted for by distribution services is between
40% to 50% in the US, depending on the industry. Anderson and Van Wincoop (2004) find
that distribution cost average more than 55% among industrialized countries. Considering this
evidence, we set ν = 0.85, which implies a stead-state distribution margin of 64% in our model.

2.6 Results

2.6.1 Full Model

Table 2.1 summarizes the moments implied by the fully featured model. The model matches
asset prices rather well. The Sharpe ratio of 0.31 is nearly identical to that in the data. While the
model produces a realistic price of risk, the equity premium is only 3.06%, about half of what

10We use a value of η = .1 for the curvature of the endogenous discount factor, which is reasonably small while
still producing a stable model solution.
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Table 2.1: Results

All moments are annual and in percent.

Model Data Source
Asset markets

Equity premium 3.06 6.17 Guvenen (2009)
Volatility of equity premium 9.81 19.40 Guvenen (2009)
Risk-free rate 0.72 1.94 Guvenen (2009)
Volatility of risk-free rate 9.97 5.44 Guvenen (2009)
Sharpe ratio 0.31 0.32 Guvenen (2009)

Exchange rate growth volatility 3.11 9.50

Consumption growth
Aggregate volatility 1.26 1.95
Volatility participants/non-participants 3.30 > 2 Guvenen (2009)
Cross country correlation 0.73 ≈ 0.6

it is in the data. This is not surprising, however, given that there is no financial leverage in the
model and hence the quantity of risk is less than in the data. This is also reflected in the fact
the the equity premium is about half as volatile in the model as in the data. The risk-free rate is
0.72%, which is just slightly lower than in the data. The standard deviation of the risk-free rate
is higher than in the data, with 9.97% in the model compared to 5.44% in the data.

The model-implied correlation of consumption growth is 0.73, which is slightly larger than
the value of 0.67 that is implied using non-durable consumption data and considerably larger
than the value of 0.52 the we measure using total household final consumption expenditure.
The model hence makes substantial progress in generating less than perfect consumption co-
movement between countries though it falls short of fully explaining the low consumption cor-
relation in the data.

Finally, we find that the volatility of exchange rate growth is low. It is less than half than
what we measure in the data. This finding is consistent with much of the literature, e.g. the
international real business cycle model of Backus et al. (1992).

We proceed by analyzing the role of distribution cost for the model mechanism in Section
2.6.2 and then quantify the importance of all our main model ingredients for our results in Section
2.6.3.
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Table 2.2: Distribution Cost

The table shows the correlation of aggregate consumption growth between countries, the Sharpe ratio, and the
volatility of the exchange rate in the benchmark model for varying degrees of distribution cost ν.

Distribution cost ν
0 0.2 0.4 0.6 0.8 0.85

Consumption correlation 0.98 0.97 0.95 0.89 0.77 0.73
Sharpe ratio 0.24 0.23 0.22 0.22 0.27 0.31
Exchange rate volatility 1.52 1.75 2.11 2.64 3.10 3.11

2.6.2 The Importance of Distribution Cost

Table 2.2 shows how the model results change for varying values of the distribution cost parame-
ter ν. The comparative statics illustrate the importance of distribution cost for the model’s ability
to produce a consumption correlation below unity. In fact, without distribution cost, consumption
co-moves nearly perfectly between countries despite the existence of non-tradable goods and a
low trade elasticity. The correlation only drops significantly for values of the distribution cost
that are on the high end of the empirically observed spectrum, reaching a correlation of 0.73 in
our benchmark calibration with ν = 0.85.

To provide intuition for the effect of distribution cost on the correlation of consumption, we
return to our analysis from Section 2.2.2. In particular, we focus on how distribution cost lower
the effective elasticity of substitution between the traded goods at the consumer level and hence
amplify the magnitude of the income effect studied in that section.

To see how introducing distribution cost helps lower the correlation of consumption growth,
consider the equivalent of Equation 2.3 with distribution cost,

∂CH
∂τ

= ω (1− κ) (1− aH)

(
PF
PH

)1−ω

︸ ︷︷ ︸
SE

− (1− aH)

(
PF
PH

)1−ω

− κaH︸ ︷︷ ︸
IE

.

Similar to above, this equation shows the response of domestic demand for the home good
to a fall in its price (increase in τ ) in a model without financial markets. The expression here
however takes account of distribution cost, which are linear in the distribution margin κ = v pN

pH
.

We see that an increase in the distribution margin lowers the magnitude of the substitution effect
and increases the (negative) importance of the income effect.

Next, we turn to the importance of distribution cost for the price of risk in the economy.
Without the cost, the Sharpe ratio is 0.24. It increases to 0.31 for the high value of the cost in
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our benchmark calibration. This increase in volatility due to the distribution cost is also reflected
in the volatility of the exchange rate, which increases in the cost as well. It is, however, low
compared to the data for the entire range of the parameter studied here.

2.6.3 Relative Importance of Model Ingredients for the Results

In this section, we quantify the relative importance of our main model ingredients, limited stock
market participation, non-traded goods, and distribution cost, for our main results. Table 2.3
shows our main moments of interest, the consumption growth correlation, the Sharpe ratio, and
the exchange rate volatility for six different model specifications. We study three special cases
with respect to the goods market: only traded goods, traded and non-traded goods but without
distribution cost, and traded and non-traded goods with distribution cost. For each of these three
cases, we solve a version of the model with and without limited stock market participation.

First, we find that virtually all of the reduction in the consumption growth correlation comes
from distribution cost. Irrespective of the financial market setup, we find that the consumption
growth correlation is around 0.73 with distribution cost and close to unity without.

With regards to the Sharpe ratio, we find that the model without stock market participation
only produces a small price of risk that does not exceed a Sharpe ratio of 0.06. However, once
limited stock market participation is introduced, the price of risk does increase significantly.
If all goods are tradable, the Sharpe ratio reaches 0.18 and increases significantly both with
the addition of non-traded goods and by introducing distribution cost. The goods market setup
matters for asset prices as both non-tradablility and distribution cost raise the volatility of the
utility based consumption index.

Finally, the model produces very smooth exchange rates in all versions, ranging from a stan-
dard deviation of 0.63% in the model with full stock market participation and all traded goods to a
standard deviation of 3.11% in the model with limited stock market participation and non-traded
goods with distribution cost.

To formalize the relative contributions of the model ingredients to the three target moments,
we provide a decomposition in Table below. In the table, the relative contributions sum to one
for each of the target moments, as we start from the most plain model of all tradable goods and
full asset market participation. We proceed in the way that nests the models, in the following
order: 1. all tradable goods and full stock market participation → 2. all tradables and limited
stock market participation→ 3. non-tradable goods and limited stock market participation, and
4. non-tradable goods, distribution service costs, and limited stock market participation.11

11Note that the relative contributions depend on the order of the nested structure of the models. For example, if we
go include the non-tradable goods first and proceed to include limited stock market participation, the contribution
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Table 2.3: The Contribution of the Model Ingredients

The table shows the correlation of aggregate consumption growth between countries, the sharpe ratio, and the
volatility of exchange rate growth for six different model specifications. The two asset market specifications permit
either full stock market participation (µ = 1) or limited stock market participation (µ = 0.3). The goods market
either includes only traded goods (T), traded and non-traded without distribution cost (T/NT), or the fully featured
goods market specification with traded and non-traded goods as well as distribution cost (T/NT/Dist).

T T/NT T/NT/Dist T T/NT T/NT/Dist
Consumption correlation Sharpe ratio

µ = 1.0 0.98 0.97 0.74 0.02 0.04 0.06
µ = 0.3 1.00 0.98 0.73 0.18 0.24 0.31

Exchange rate volatility (%)
µ = 1.0 0.63 1.37 2.07
µ = 0.3 0.68 1.52 3.11

2.6.4 Consumption Dynamics by Agent Type

Our analysis thus far has focused on the correlation of aggregate consumption growth between
countries and we have shown that the model is capable of producing a correlation as low as 0.73.
We next analyze the consumption dynamics in more detail by focusing on the different agent
types.

Here, we find that the current model has an unappealing implication. In particular, consump-
tion growth between stockholders and non-stockholders is nearly perfectly negatively correlated.
The reason for this is the low persistence of output that we measure in the data and to which we
calibrate our endowment processes. As agents are hit by a positive supply shock, they expect
output to mean-revert quickly. Hence they expect negative future consumption growth. Non-
stockholders would like to increase their precautionary savings to smooth the expected reversion
of output. Stockholders, on the other-hand, are reluctant to increase their borrowing substan-
tially. As a result, the interest rate falls and reduces the value of non-stockholders’ bond holdings
(which are positive, on average). This reduction in wealth forces non-stockholders to reduce
their consumption despite the positive endowment shock. While calibrating output to be highly
persistent with an auto-correlation above 0.95 annually resolves this problem, we find that output
is just not nearly this close to a unit root in the data.

As expected, we find that the correlation of consumption growth between foreign and do-
mestic stockholders is unity as they have access to virtually complete financial markets. The

numbers are slightly different. The difference is very small and does not affect the relative importance of the
ingredients.
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Table 2.4: The Decomposition of the Model Ingredients

The table shows for Sharpe ratio, consumption correlation, and exchange rate volatility, respectively, each model
ingredient’s quantified contribution in a way they sum to one. The order of addition of the ingredients is: 1. fric-
tionless model→ 2. model with limited participation→ 3. model with limited participation and non-tradable goods
→ 4. model with limited participation, non-tradable goods, and distribution service costs. Note that for Sharpe ratio
and exchange rate volatility, the relative contribution to the total increase from 1. to 4. is reported. For consumption
correlation, the relative contribution to the total reduction from 1. to 4. is reported.

LP NT D sum
Sharpe ratio 55% 21% 24% 100%
Consumption correlation -8% 8% 100% 100%
Exchange rate volatility 2% 34% 64% 100%

above fact that consumption of non-stockholders is almost perfectly negatively correlated with
that of stockholders then implies that the correlation of consumption growth between foreign
and domestic non-stockholders is nearly unity as well. Consumption for both groups of non-
stockholders hence moves together and against that of stockholders. The result that the aggre-

gate consumption growth between countries is only 0.73 despite consumption for stockholders
and non-stockholders co-moving nearly perfectly then comes from the cross-correlation of stock-
holders consumption in one country with that of non-stockholders in the other. This correlation
is almost perfectly negative, driving down the aggregate consumption growth correlation.

It is worth pointing out that the low aggregate consumption growth correlation the model
achieves still obtains if we allow all agents to participate in the stock market, as can be seen from
Table 2.3. Hence, this results does not hinge on the unappealing co-movement of consumption
between the different groups of agents. That said, we regard improving the model to ameliorate
its implications along this dimension as a crucial next step for future research.

2.7 Conclusion

We propose a general equilibrium two-county macro-finance model that features limited stock
market participation, non-traded goods and distribution cost. The model makes significant progress
towards rationalizing the coexistence of three stylized data facts that have been a challenge for
theory thus far: i) The high equity premium, ii) relatively smooth exchange rates, and iii) the low
international correlation of consumption growth.

Consistent with closed-economy models, the limited stock market participation friction pro-
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duces a high and realistic price of risk. We further find that distribution cost play a central role for
reducing international consumption co-movement while also amplifying risk premia. The model
naturally produces a low exchange rate volatility that is even lower than in the data, irrespective
of the severity of the frictions we study.

Future research will need to focus on resolving the stark implications for the consumption
dynamics between agent types that are implied by the model.
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Appendix

2.A Data

Our main data sources are the OECD National Accounts and the IMF International Financial
Statistics. To ensure that we have long time series, we use data at the annual frequency. For most
measures, we are able to obtain data from 1970 to 2012. Table 2.1 provides summary statistics
for the data.

2.A.1 Production of Tradables and Non-Tradables

We use annual data covering 1970 to 2012 from the OECD on value-added by sector for the
US, Canada, France, Germany, Italy, Japan, and the UK. We then categorize output to be either
tradable or non-tradable, depending on its sector, as described in the main text.

The data we retrieve is measured in constant prices and PPPs fixed in the OECD base year
(2005). We then divide by each country’s population (also from the OECD) to get sectoral output
in per-capita terms. Finally, we detrend the data by taking logs and applying an hp-filter with
smoothing parameter 6.25. Table 2.1 shows the resulting correlations of detrended output across
sectors between the US and our set of six foreign countries.

2.A.2 Consumption

We use two different measures of consumption provided by the OECD, one that measures only
non-durable consumption and one that measures total final household consumption.

Our measure for non-durable consumption is the sum of household final consumption expen-
diture for non-durables and services. These time series are in constant prices (OECD base year
= 2005) and hence are additive. This measure is available starting in 1981 for Canada, 1959 for
France, 1991 for Germany, 1995 for Italy, 1994 for Japan, and 1970 for the US. It is not available
for the UK.
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To have a longer time series of consumption, we also obtain final household consumption
expenditure in constant prices of the OECD base year. This measure is available from 1970 to
2012 for all countries.

For both measures, we then divide by the country’s population, take logs, and compute the
growth rate. Panel B of table 2.1 shows the correlation of US consumption growth with our set
of foreign countries for the two measures.

2.A.3 Exchange Rates

We retrieve annual end-of-period nominal exchange rate data from the IMF IFS Database. Ex-
change rates are in terms of foreign currency to USD. To convert the nominal exchange rates
to real terms, we use the deflator for household final consumption expenditure provided by the
OECD. Panel C of Table 2.1 shows the volatility of real exchange rate growth that we obtain.
The data cover 1970 to 2012 for all countries.

2.A.4 Trade Weights

We obtain data on imports and exports between the US and our set of foreign countries from the
IMF Direction of Trade Statistics database. The data are in USD terms and span 1970 to 2012
for all countries. Then, for every year, we determine a country’s trade weight with the US as the
sum of imports and exports between that country and the US divided by the sum of all imports
and exports between the US and our complete set of foreign countries. This procedure yields one
trade weight for every country in every year. We then compute the time-series averages for every
country. The resulting trade weights are reported in Panel D of table 2.1.

2.B Goods Market Clearing

The goods market clearing conditions are for domestic tradables, domestic non-tradables, foreign
tradables, and foreign non-tradables (in that order) are

µ (cpH + cp∗H ) + (1− µ) (cnpH + cnp∗H ) = θTY
T

µ (cpN + νcpH + νcpF ) + (1− µ) (cnpN + νcnpH + νcnpF ) = (1− θT )Y N

µ (cpF + cp∗F ) + (1− µ) (cnpF + cnp∗F ) = θTY
T∗

µ (cp∗N + νcp∗H + νcp∗F ) + (1− µ) (cnp∗N + νcnp∗H + νcnp∗F ) = (1− θT )Y N∗,

where ∗ denotes foreign variables.
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2.C Portfolios Choice

This section outlines how we adapt the method in Devereux and Sutherland (2010) and Devereux
and Sutherland (2011) to the case with multiple assets and a non-zero exchange rate.

2.C.1 Portfolio Choice Equations

In what follows, we denote the base asset, corresponding to the international bond in the main
text, as asset 4. The exchange rate is denoted by E and all returns are converted to units of the
home consumption basket.

For every asset m, the home and foreign portfolio choice equations are

E
[
C−γt+1 (Rm,t+1 −R4,t+1)

]
= 0

E
[
C∗−γt+1

1

Et+1

(Rm,t+1 −R4,t+1)

]
= 0.

2.C.2 Steady-state portfolio

Expanding the portfolio choice equations to the second order accuracy and taking the difference
yields

E
[(
Ĉt+1 − Ĉ∗t+1 − Êt+1/γ

)(
R̂m,t+1 − R̂4,t+1

)]
= 0 +O

(
ε3
)
.

The steady-state portfolio is the one that satisfies this equation as outlined in Devereux and
Sutherland (2011).

2.C.3 First-order portfolio

Following Devereux and Sutherland (2010), we expand the third-order portfolio choice equations
to the third order. For the domestic country, this is

E
[
C̄−γ

(
R̄m − R̄4

)
− γ

(
R̄m − R̄4

)
C̄−γĈt+1 + C̄−γR̄R̂m,t+1 − C̄−γR̄R̂4,t+1 − γC̄−γR̄Ĉt+1R̂m,t+1

+γC̄−γR̄Ĉt+1R̂4,t+1 +
1

2

(
R̄m − R̄4

)
γ2C̄−γĈ2

t+1 +
1

2
C̄−γR̄R̂2

m,t+1 −
1

2
C̄−γR̄R̂2

4,t+1

+
3

6
γ2C̄−γR̄Ĉ2

t+1R̂m,t+1 −
3

6
γ2C̄−γR̄Ĉ2

t+1R̂4,t+1 −
3

6
γC̄−γR̄Ĉt+1R̂

2
m,T+1 +

3

6
γC̄−γR̄Ĉt+1R̂

2
4,t+1

−1

6
γ3C̄−γ

(
R̄m

¯−R4

)
Ĉ3
t+1 +

1

6
C̄−γR̄R̂3

m,t+1 −
1

6
C̄−γR̄R̂3

4,t+1

]
= 0 +O

(
ε4
)
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The third-order expansion of the foreign portfolio choice equation is (where C∗is replaced
by C for notational convenience)

E
[
C̄−γ

1

Ē

(
R̄m − R̄4

)
− γ

(
R̄m − R̄4

) 1

Ē
C̄−γĈt+1 + C̄−γ

1

Ē
R̄R̂m,t+1 − C̄−γ

1

Ē
R̄R̂4,t+1

−C̄−γ
(
R̄m − R̄4

) 1

Ē
Êt+1 − γC̄−γ

1

Ē
R̄Ĉt+1R̂m,t+1 + γC̄−γ

1

Ē
R̄Ĉt+1R̂4,t+1

+
(
R̄m − R̄4

)
γC̄−γ

1

Ē
Ĉt+1Êt+1 − C̄−γ

1

Ē
R̄Êt+1R̂m,t+1 + C̄−γ

1

Ē
R̄Êt+1R̂4,t+1

+
1

2

(
R̄m − R̄4

) 1

Ē
γ2C̄−γĈ2

t+1 +
1

2

(
R̄m − R̄4

) 1

Ē
C̄−γÊ2

t+1 +
1

2
C̄−γ

1

Ē
R̄R̂2

m,t+1

−1

2
C̄−γ

1

Ē
R̄R̂2

4,t+1 −
3

6

(
R̄m − R̄4

)
γ2C̄−γ

1

Ē
Ĉ2
t+1Êt+1 +

3

6

1

Ē
γ2C̄−γR̄Ĉ2

t+1R̂m,t+1

−3

6

1

Ē
γ2C̄−γR̄Ĉ2

t+1R̂4,t+1 −
3

6

(
R̄m − R̄4

)
γC̄−γ

1

Ē
Ĉt+1Ê

2
1,t+1

−3

6

1

Ē
γC̄−γR̄Ĉt+1R̂

2
m,T+1 +

3

6

1

Ē
γC̄−γR̄Ĉt+1R̂

2
4,t+1

+
3

6
C̄−γ

1

Ē
R̄Ê2

1,t+1R̂m,t+1 −
3

6
C̄−γ

1

Ē
R̄Ê2

t+1R̂4,t+1 −
3

6
C̄−γ

1

Ē
R̄Êt+1R̂

2
m,t+1

+
3

6
C̄−γ

1

Ē
R̄Êt+1R̂

2
4,t+1 −

1

6

(
R̄m

¯−R4

) 1

Ē
γ3C̄−γĈ3

t+1 −
1

6

(
R̄m

¯−R4

)
C̄−γ

1

Ē
Ê3
t+1

+
1

6
C̄−γ

1

Ē
R̄R̂3

m,t+1 −
1

6
C̄−γ

1

Ē
R̄R̂3

4,t+1 + γĈ−γ
1

Ē
R̄Ĉt+1Êt+1R̂m,t+1

−γC̄−γ 1

Ē
R̄Ĉt+1Êt+1R̂4,t+1

]
= 0 +O

(
ε4
)

Take the Difference of the portfolio choice equations to get

E
[(
Ĉt+1 − Ĉ∗t+1 − Êt+1/γ

)(
R̂m,t+1 − R̂4,t+1

)
−1

2
γ
(
Ĉ2
t+1 − Ĉ2∗

t+1 − Ê2
t+1/γ2

)(
R̂m,t+1 − R̂4,t+1

)
+

1

2

(
Ĉt+1 − Ĉ∗t+1 − Êt+1/γ

)(
R̂2
m,t+1 − R̂2

4,t+1

)
Ĉ∗t+1Êt+1

(
R̂m,t+1 − R̂4,t+1

)]
= 0 +O

(
ε4
)

The first-order portfolio choice is the one that satisfies this equation.
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Next, sum the Euler Equations to get

Et
[
R̂m,t+1 − R̂4,t+1

]
= Et

[
−1

2

(
R̂2
m,t+1 − R̂2

4,t+1

)
− 1

6

(
R̂3
m,t+1 − R̂3

4,t+1

)
+
γ

2

(
Ĉt+1 + Ĉ∗t+1

)(
R̂m,t+1 − R̂4,t+1

)
−γ

2

4

(
Ĉ2
t+1 + Ĉ2∗

t+1

)(
R̂m,t+1 − R̂4,t+1

)
+
γ

4

(
Ĉt+1 + Ĉ∗t+1

)(
R̂2
m,t+1 − R̂2

4,t+1

)
+

1

2
Êt+1

(
R̂m,t+1 − R̂4,t+1

)
− 1

4
Ê2
t+1

(
R̂m,t+1 − R̂4,t+1

)
+

1

4
Êt+1

(
R̂2
m,t+1 − R̂2

4,t+1

)
− 1

2
γĈ∗t+1Êt+1

(
R̂m,t+1 − R̂4,t+1

)]
= 0 +O

(
ε4
)

The state space solution for
(
Ĉt+1 − Ĉ∗t+1 − Êt+1/γ

)
and r̂x,t+1 can be expressed as:

(
Ĉ − Ĉ∗ − Êt+1/γ

)
=

[
D̃0

]
+
[
D̃1

]
ξ +

[
D̃2

]
i
[ε]i +

[
D̃3

]
k

([
zf
]k

+ [zs]k
)

+
[
D̃4

]
ij

[ε]i [ε]j

+
[
D̃5

]
ki

[ε]i
[
zf
]k

+
[
D̃6

]
ij

[
zf
]i [

zf
]j

+O
(
ε3
)

[r̂x]m =
[
R̃0

]
m

+
[
R̃1

]
m
ξ +

[
R̃2

]
mi

[ε]i +
[
R̃3

]
mk

([
zf
]k

+ [zs]k
)

+
[
R̃4

]
mij

[ε]i [ε]j

+
[
R̃5

]
mki

[ε]i
[
zf
]k

+
[
R̃6

]
mij

[
zf
]i [

zf
]j

+O
(
ε3
)

Up to first-order accuracy, the expected excess return is zero and, up to second-order ac-
curacy, it is a constant. This implies that

[
R̃3

]
mk

[
zf
]k

= 0 and the terms
[
R̃3

]
mk

[zs]k and[
R̃6

]
mij

[
zf
]i [

zf
]j are constants. It also follows that

[
R̃0

]
m

= E [r̂x]m −
[
R̃3

]
mk

[zs]k −
[
R̃4

]
mij

[Σ]ij −
[
R̃6

]
mij

[
zf
]i [

zf
]j

so

[r̂x]m = E [r̂x]m −
[
R̃4

]
mij

[Σ]ij +
[
R̃1

]
m
ξ +

[
R̃2

]
mi

[ε]i +
[
R̃4

]
mij

[ε]i [ε]j

+
[
R̃5

]
mki

[ε]i
[
zf
]k

+O
(
ε3
)

Now recognize that ξ is endogenous and given by ξ = [γ]mk
[
zf
]k

[r̂x]
m. This is a second-

order term , so r̂x can be replaced by its first-order parts, i.e. by
[
R̃2

]
mi

[ε]i. This implies that
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ξ =
[
R̃2

]m
i

[γ]mk [ε]i
[
zf
]k.

Now, we can write (note, here the asset index that’s summed over is q, the one that’s held
fixed is m):(
Ĉ − Ĉ∗ − Êt+1/γ

)
=

[
D̃0

]
+
[
D̃2

]
i
[ε]i +

[
D̃3

]
k

([
zf
]k

+ [zs]k
)

+
[
D̃4

]
ij

[ε]i [ε]j

+
([
D̃5

]
ki

+
[
D̃1

] [
R̃2

]m
i

[γ]mk

)
[ε]i
[
zf
]k

+
[
D̃6

]
ij

[
zf
]i [

zf
]j

+O
(
ε3
)

[r̂x]m = E [r̂x]m −
[
R̃4

]
mij

[Σ]ij +
[
R̃2

]
mi

[ε]i +
[
R̃4

]
mij

[ε]i [ε]j

+
([
R̃5

]
mki

+
[
R̃1

]
m

[
R̃2

]q
i

[γ]qk

)
[ε]i
[
zf
]k

+O
(
ε3
)

Furthermore, we use the following expressions for consumption

Ĉ =
[
C̃H

2

]
i
[ε]i +

[
C̃H

3

]
k

[
zf
]k

+O
(
ε2
)

Ĉ∗ =
[
C̃F

2

]
i
[ε]i +

[
C̃F

3

]
k

[
zf
]k

+O
(
ε2
)
,

return to asset m
[r̂]m =

[
R̃m

2

]
i
[ε]i +

[
R̃m

3

]
k

[
zf
]k

+O
(
ε2
)
,

and the exchange rate

Ê =
[
H̃2

]
i
[ε]i +

[
H̃3

]
k

[
zf
]k

+O
(
ε2
)
.

Fixing asset m, we get

[
D̃2

]
i

[
R̃2

]
mj

[Σ]ij +
[
D̃2

]
i

([
R̃5

]
mkj

+
[
R̃1

]
m

[
R̃2

]q
j

[γ]qk

)
[Σ]ij

[
zf
]k

+

(
E [r̂x]m −

[
R̃4

]
mij

[Σ]ij
)[

D̃3

]
k

[
zf
]k

+
[
R̃2

]
mi

([
D̃5

]
kj

+
[
D̃1

] [
R̃2

]q
j

[γ]qk

)
[Σ]ij

[
zf
]k

+
[
R̃4

]
mij

[
D̃3

]
k

[Σ]ij
[
zf
]k − γ [R̃2

]
mi

([
C̃H

2

]
j

[
C̃H

3

]
k
−
[
C̃F

2

]
j

[
C̃F

3

]
k

)
[Σ]ij

[
zf
]k

+
1

γ

[
R̃2

]
mi

[
H̃2

]
j

[
H̃3

]
k

[Σ]ij
[
zf
]k

+
1

2

([
R̃m

2

]
i

[
R̃m

2

]
j
−
[
R̃4

2

]
i

[
R̃4

2

]
j

)[
D̃3

]
k

[Σ]ij
[
zf
]k

+
[
D̃2

]
i

[
R̃2

]
mj

[
R̃m

3

]
k

[Σ]ij
[
zf
]k

+

([
C̃F

2

]
i

[
R̃2

]
mj

[
H̃3

]
k

+
[
C̃F

3

]
k

[
R̃2

]
mj

[
H̃2

]
i

)
[Σ]ij

[
zf
]k

= 0 +O
(
ε4
)
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Since this is at the steady-state portfolio,
[
D̃2

]
i

[
R̃2

]
mj

[Σ]ij = 0 for all assets m and the

above equation is homogeneous in
[
zf
]k so that the following equation must be satisfied for all

k and m:[
D̃2

]
i

([
R̃5

]
mkj

+
[
R̃1

]
m

[
R̃2

]q
j

[γ]qk

)
[Σ]ij

+

(
E [r̂x]m −

[
R̃4

]
mij

[Σ]ij
)[

D̃3

]
k

+
[
R̃2

]
mi

([
D̃5

]
kj

+
[
D̃1

] [
R̃2

]q
j

[γ]qk

)
[Σ]ij

+
[
R̃4

]
mij

[
D̃3

]
k

[Σ]ij − γ
[
R̃2

]
mi

([
C̃H

2

]
j

[
C̃H

3

]
k
−
[
C̃F

2

]
j

[
C̃F

3

]
k

)
[Σ]ij

+
1

γ

[
R̃2

]
mi

[
H̃2

]
j

[
H̃3

]
k

[Σ]ij +
1

2

([
R̃m

2

]
i

[
R̃m

2

]
j
−
[
R̃4

2

]
i

[
R̃4

2

]
j

)[
D̃3

]
k

[Σ]ij

+
[
D̃2

]
i

[
R̃2

]
mj

[
R̃m

3

]
k

[Σ]ij

+

([
C̃F

2

]
i

[
R̃2

]
mj

[
H̃3

]
k

+
[
C̃F

3

]
k

[
R̃2

]
mj

[
H̃2

]
i

)
[Σ]ij = 0 +O

(
ε4
)

Furthermore, we can express the second order of the expected excess return of asset m as

Et
[
R̂m,t+1 − R̂4,t+1

]
= Et

[
−1

2

(
R̂2
m,t+1 − R̂2

4,t+1

)
+
γ

2

(
Ĉt+1 + Ĉ∗t+1

)(
R̂m,t+1 − R̂4,t+1

)
+

1

2
Êt+1

(
R̂m,t+1 − R̂4,t+1

)]
+O

(
ε3
)

Evaluating this using the first-order state-space solution for consumption, returns, and the
exchange rate yields

Et
[
R̂m,t+1 − R̂4,t+1

]
= −1

2

([
R̃m

2

]
i

[
R̃m

2

]
j
[Σ]ij −

[
R̃4

2

]
i

[
R̃4

2

]
j
[Σ]ij

)
+
γ

2

([
C̃H

2

]
i
+
[
C̃F

2

]
i

)([
R̃m

2

]
j
−
[
R̃4

2

]
j

)
[Σ]ij

+
1

2

[
H̃2

]
i

([
R̃m

2

]
j
−
[
R̃4

2

]
j

)
[Σ]ij +O

(
ε3
)

=
1

2

([
R̃4

2

]
i

[
R̃4

2

]
j
−
[
R̃m

2

]
i

[
R̃m

2

]
j

+γ
[
C̃H

2

]
i

[
R̃2

]
mj

+ γ
[
C̃F

2

]
i

[
R̃2

]
mj

+
[
H̃2

]
i

[
R̃2

]
mj

)
[Σ]ij +O

(
ε3
)
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Using this, we get

E [r̂x]m

[
D̃3

]
k

= E [r̂x]m

([
C̃H

3

]
k
−
[
C̃F

3

]
k
− 1

γ

[
H̃3

]
k

)
=

1

2

([
R̃4

2

]
i

[
R̃4

2

]
j
−
[
R̃m

2

]
i

[
R̃m

2

]
j

)([
C̃H

3

]
k
−
[
C̃F

3

]
k

)
[Σ]ij

−1

2

1

γ

([
R̃4

2

]
i

[
R̃4

2

]
j
−
[
R̃m

2

]
i

[
R̃m

2

]
j

)[
H̃3

]
k

[Σ]ij

+
γ

2

([
C̃H

2

]
i

[
R̃2

]
mj

+
[
C̃F

2

]
i

[
R̃2

]
mj

)([
C̃H

3

]
k
−
[
C̃F

3

]
k

)
[Σ]ij

−1

2

([
C̃H

2

]
i

[
R̃2

]
mj

+
[
C̃F

2

]
i

[
R̃2

]
mj

)[
H̃3

]
k

[Σ]ij

+
1

2

[
H̃2

]
i

[
R̃2

]
mj

([
C̃H

3

]
k
−
[
C̃F

3

]
k
− 1

γ

[
H̃3

]
k

)
[Σ]ij

It follows that[
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Next, using the fact that
[
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i

[
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[Σ]ij = 0 and that
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which can be solved f or [γ]mk.

89



90



Bibliography

[1] Anderson, J. E., Van Wincoop, E., 2004. “Trade Costs,” Journal of Economic Literature,

42, 691-751.

[2] Backus, D. K., Kehoe, P. J., Kydland, F. E., 1992. “International Real Business Cycles,”
The Journal of Political Economy, 100, 745-775.

[3] Brandt, M. W., Cochrane, J. H., Santa-Clara, P., 2006. “International risk sharing is better
than you think, or exchange rates are too smooth,” Journal of Monetary Economics, 53,
671-698.

[4] Burnstein, A. T., Neves, J. A. C., Rebelo, S., 2003. “Distribution costs and real exchange
rate dynamics during exchange-rate-based stabilizations,” Journal of Monetary Economics,

50, 1189-1214.

[5] Chien, Y., Cole, H., Lustig, H., 2011. “A Multiplier Approach to Understanding the Macro
Implications of Household Finance,” The Review of Economic Studies, 78, 199-234.

[6] Colacito, R., Croce, M. M., 2011. “Risks for the Long Run and the Real Exchange Rate,”
The Journal of Political Economy, 119, 153-181.

[7] Devereux, M. B., Sutherland, A., 2010. “Country Portfolio Dynamics,” Journal of Eco-

nomic Dynamics and Control, 34, 1325-1342.

[8] ———– 2011. “Country Portfolios in Open Economy Macro-Models,” Journal of the Eu-

ropean Economic Association, 9, 337-369.

[9] Guvenen, F., 2009. “A Parsimonious Macroeconomic Model for Asset Pricing,” Economet-

rica, 77, 1711-1750.

[10] Kravis, I., Heston, A., Summers, R., 1982. “World Product and Income: International Com-
parisons and Real Gross Product,” The Johns Hopkins University Press.

[11] Stathopoulos, A., 2012. “Asset Prices and Risk Sharing in Open Economies,” Working

Paper.

[12] Schmitt-Grohe, S., Uribe, M., 2003. “Closing Small Open Economy Models,” Journal of

91



International Economics, 61, 163-185.

[13] Vissing-Jorgensen, A., 2002. “Limited Asset Market Participation and the Elasticity of In-
tertemporal Substitution,” The Journal of Political Economy, 110, 825-853.

92


	1 Intermediary-Determined Exchange Rates
	1.1 Introduction
	1.2 Intermediation and the Backus-Smith Puzzle
	1.3 Model 
	1.3.1 Model Primitives
	1.3.2 Households
	1.3.3 Non-Financial Firms
	1.3.4 The Intermediary's Problem
	1.3.5 A Closer Look at the Mechanism
	1.3.6 Equilibrium

	1.4 Empirical Analysis
	1.4.1 Data and Calibration
	1.4.2 Results
	1.4.3 Crisis Implications
	1.4.3.1 Exchange Rate Behavior
	1.4.3.2 Trade Flows
	1.4.3.3 Bank Leverage
	1.4.3.4 Interest Rates


	1.5 Extended Model with Money
	1.5.1 The Household's Problem
	1.5.2 Equilibrium
	1.5.3 Results from Extended Model

	1.6 Concluding Remarks

	Appendices for Chapter 1
	1.A Data
	1.B Sensitivity of Backus-Smith Correlation to Model Parameters
	1.C Dynamics of Individual Bilateral Exchange Rates during 2007 Crisis

	Bibliography for Chapter 1
	2 Limited Stock Market Participation and Goods Market Frictions: A Potential Resolution for Puzzles in International Finance 
	2.1 Introduction
	2.2 The Role of Asset and Goods Markets
	2.2.1 Asset Markets
	2.2.2 Goods Markets 

	2.3 Model
	2.3.1 Preferences
	2.3.2 Distribution Cost and Goods Prices
	2.3.3 Endowments and Asset Markets

	2.4 Model Solution
	2.5 Data and Calibration
	2.5.1 Data
	2.5.2 Calibration

	2.6 Results
	2.6.1 Full Model
	2.6.2 The Importance of Distribution Cost 
	2.6.3 Relative Importance of Model Ingredients for the Results
	2.6.4 Consumption Dynamics by Agent Type

	2.7 Conclusion
	Appendices for Chapter 2
	2.A Data
	2.A.1 Production of Tradables and Non-Tradables
	2.A.2 Consumption
	2.A.3 Exchange Rates
	2.A.4 Trade Weights

	2.B Goods Market Clearing
	2.C Portfolios Choice
	2.C.1 Portfolio Choice Equations
	2.C.2 Steady-state portfolio
	2.C.3 First-order portfolio


	Bibliography for Chapter 2



