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ABSTRACT 
 

 Treating water in order to reduce human and environmental risks requires the use of 

electricity and chemicals, the generation of which creates emissions of air pollutants such as 

NOx, SO2, PM2.5, and CO2.  Emissions of air pollutants establishes a health and environmental 

risk tradeoff between air and water pollution.  Addressing air-water tradeoffs by adopting a one 

environment framework requires new methods for quantifying these tradeoffs, new technologies 

to minimize air-water tradeoffs, and new tools for decision makers to incorporate these tradeoffs 

into compliance decisions.  In my thesis, I develop methods for quantifying damages from air 

emissions associated with water treatment; assess the feasibility of forward osmosis (FO), a 

technology which holds the promise to avoid air-water tradeoffs; and create a tool to holistically 

assess compliance with air and water emission standards for coal-fired power plants (CFPPs).    

 I start my thesis by creating a method to quantify the damages caused by the air 

emissions that resulting from the treatment of drinking water (Chapter 2), municipal wastewater 

(Chapter 3), and flue gas desulfurization (FGD) wastewater (Chapter 4).  These studies use life-

cycle models of energy and chemical consumption for individual water treatment unit processes 

in order to estimate embedded emissions of criteria air pollutants and greenhouse gasses per 

cubic meter of treated water.  Damages from these additional air emissions are assessed and 

incorporated into benefit-cost analyses.  I find that for drinking water rules, the net benefit of 

currently implemented rules remains positive but the promises of net benefits for some proposed 

rules are conditional on the compliance technology that is selected.  For municipal wastewater, I 

find that while there are ~$240 million (in 2012 USD) benefits in air emission reduction from 

installing biogas-fueled electricity generation nationwide, there are several states where biogas-

fueled electricity creates more air emissions than it displaces.  For FGD wastewater treatment, I 
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find that complying with the effluent limitation guidelines has an expected ratio of benefits to 

cost of1.7-1.8, with damages concentrated in regions with large chemical manufacturing 

industries or electricity grids that are heavily reliant on coal. 

 In the next part of the thesis, I assess the techno-economic feasibility of power plant 

waste heat driven FO to reduce the air emissions associated with FGD wastewater treatment.  In 

Chapter 5, I assess the quantity, quality and the spatial and temporal availability of waste heat 

from US coal, nuclear, and natural gas power plants.  I find that while 18.9 billion GJ of 

potentially recoverable waste heat is discharged into the environment, only 900 million GJ of 

that heat is from the flue gas and is at a temperature high enough to drive water purification 

using forward osmosis (FO).  In Chapter 6, I build a model of FO to assess its thermal energy 

consumption and find that the 900 million GJ of waste heat produced at coal and natural gas 

power plants is sufficient to meet their boiler feedwater and FGD wastewater treatment needs.  In 

Chapter 7, I incorporate cost into the energy consumption model of FO, and conclude that 

treatment of FGD and gasification wastewater using waste heat driven FO is economically 

competitive with mechanical vapor recompression. 

 In Chapter 8, I create an energy-balance model of a CFPP and nine environmental control 

technologies for compliance with FGD wastewater and carbon capture regulations.  I use this 

model to maximize plant revenue at the National Energy Technology Laboratory’s 550 MW 

model CFPP without carbon capture.  I find that revenue is maximized by using residual heat for 

water treatment or carbon capture.  If both carbon capture and zero liquid discharge water 

treatment regulatory standards are in place, I conclude that the plant maximizes revenue by 

allocating residual heat and steam to amine-based carbon capture and electricity to mechanical 

vapor recompression for FGD wastewater treatment.  
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CHAPTER 1:  INTRODUCTION 

1.1 Context 

The federal government first started to meaningfully address environmental regulations 

for water quality in the late 1960s and early 1970s.  Until then, the nation’s environmental waters 

had been left unfishable and unswimable by decades of industrial and municipal wastewater 

discharges.1 The nation’s drinking water was no better, as a 1969 study by the US Public Health 

Service found that more than 40% of drinking water systems did not comply with state and 

federal standards.2 This state of affairs launched a flurry of regulatory activity to clean up water 

in the US.  These activities were codified by Congress in two landmark pieces of legislation, the 

Clean Water Act (CWA) and the Safe Drinking Water Act (SDWA).  Both pieces of legislation 

have led to significant impact on the quality of environmental waterbodies and drinking water.3-4  

The regulations promulgated by the Environmental Protection Agency (EPA) under the 

CWA and SDWA drive utilities, municipalities, industry, and private citizens to make decisions 

about water treatment technologies to install or infrastructure to build (Figure 1.1).  More than 

15,000 publicly operated treatment works (POTWs) in the United States treat domestic, 

commercial, and industrial wastewater in order to protect receiving waterbodies under Clean 

Water Act regulations.5 Industries often install on-site wastewater treatment systems in order to 

comply with the nearly 60 Effluent Limitation Guidelines (ELGs) promulgated by the EPA 

under the auspices of the Clean Water Act.6 Finally, 52,000 community water systems across the 

country treat and supply water to 286 million people in a manner compliant with Safe Drinking 

Water Act standards.7   
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Figure 1.1 – Environmental compliance decision making for a (A) generic compliance decision 

and (B) example for coal-fired power plants (CFPPs) decisions to comply with the effluent 

limitation guidelines (ELGs).  In general, an environmental problem rises to the policy agenda, a 

regulation is promulgated, and the regulated sector makes a decision about how to comply with 

the new regulation.  As a result of the compliance decision, discharges of the regulated pollutant 

decrease.  Compliance decisions also change the costs to the regulated industry and lead to 

other environmental changes.  

 

Water infrastructure requires the use of electricity and chemicals.  The average electricity 

consumption for water treatment in the United States is approximately 0.05-0.1 kWh/m3.8 This is 

likely to increase as regulations target more difficult to remove contaminants and water suppliers 

have to move to more saline sources of water.  Energy consumption for municipal wastewater 

varies between 0.25-0.6 kWh/m3, mostly due to the electricity consumption for pumping air in 
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activated sludge processes.8-9 Treatment also requires chemicals such as alum for coagulation, 

sodium hypochlorite for disinfection, fluorosilicic acid for fluoridation, and activated carbon for 

adsorption processes.9-11 

The emissions produced by electricity generation and chemical manufacturing result in a 

public health tradeoff.  Emissions of criteria air pollutants lead to human health and 

environmental damages.12-15 Emissions of greenhouse gases contribute to climate change.16 If the 

compliance technologies that municipalities or industries choose to install are energy- or 

chemical-intensive, emissions of air pollutants can set up risk tradeoffs that potentially lead to 

damages greater than the benefits. 

In a few cases, policy makers and regulators have considered risk tradeoffs while setting 

regulatory levels.  In the water area, the most notable example of the EPA considering risk 

tradeoffs is that of pathogens and disinfection byproducts.17-18 While promulgating the Long-

Term Enhanced Surface Water Treatment Rules, the EPA explicitly balanced the risks of 

microbial contamination in drinking water and cancer from disinfection byproducts.  In only one 

recent regulation, however, did the EPA consider air emission damages in setting a regulation 

about water quality, the Effluent Limitation Guidelines for steam electric generating units.19-20 

Even in this case, the EPA only considered air emissions from electricity generation and did not 

include air emissions from chemical manufacturing. 

While regulators have quantified risk tradeoffs for these rules, there are a multitude of 

other cases where they have not.  Often these overlooked risk tradeoffs are scenarios where the 

risks cross environmental media or cross sector boundaries.  A handful of examples from the 

literature of overlooked risk tradeoffs include the pesticide atrazine,21 the gasoline additive 
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methyl tert-butyl ether (MTBE),22 and the use of brominated activated carbon for mercury 

removal in coal-fired power plants (CFPPs).23-24  

Members of the policy25-26 and environmental engineering27 communities have 

acknowledged a need to move away from a single-media or single-sector approaches.  Instead 

they advocate for the adoption of a one environment framework.  Whereas a traditional 

regulatory framework is based upon regulating an individual sector or single environmental 

media at a time, the one environment framework recognizes that all sectors impact the 

environment and that the environment consists of all media.  Using a one environment 

framework requires taking into account how rules impact all environmental media and the 

impacts on all sectors of the economy simultaneously.25  Adopting a one environment framework 

challenges the current structure of regulatory agencies of bounded oversight, which is the 

tendency of regulatory bodies to have responsibility for only one media or sector.25 While the 

structure of regulatory bodies would need to change to accommodate this framework, a tool for 

performing one environment regulatory analyses already exists – benefit-cost analysis (BCA). 

Benefit-cost analysis is a frequently used tool for policy analysis.  Its use in the United 

States dates back to the Army Corps of Engineers in the 1930s.  It became a cornerstone of the 

regulatory process after it was mandated by Executive Order 12291 in 1981.28 As BCA is already 

used in setting water and wastewater regulations, using BCA to address one environment 

considerations is an attractive proposal.  However, there is still a need to develop the methods 

required to quantify one environment thinking analyses so that they can be incorporated into 

BCAs.  
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1.2 Towards a One Environment Approach in Water Treatment 

 There are three main barriers impeding the adoption of a one environment framework for 

water treatment decisions.  First, as mentioned above there is a lack of methods and tools for 

quantifying tradeoffs across environmental media and sectors in order to include tradeoffs in 

BCAs.  Second, most conventional water treatment processes require chemicals or electricity, so 

there is a need to develop new technologies that reduce or eliminate reliance on chemicals and 

electricity.  Finally, there is a need for tools to support treatment system operators in making 

compliance decisions that reflect a one environment approach. 

 First, life-cycle assessment (LCA) is a widely used tool for modeling the environmental 

impacts of a good or process across environmental media and sectors.29 However, many LCA 

practitioners have been hesitant to place dollar values on these environmental impacts.30 This 

reluctance is often due to a desire to promote analytical transparency and for analysts to not 

impose their values onto an analysis.  But, choosing between options in a comparative LCA 

without valuing the environmental impacts of different options is a challenging, if not 

impossible, task.30 Valuing LCA impacts using conventional, well-known and frequently used 

metrics would allow LCA to more easily contribute to one environment decision making. 

 Second, it may be impossible to avoid cross-sector and cross-media impacts without 

water treatment technologies that rely on chemicals or electricity.  Fortunately, engineers are 

developing a variety of water treatment technologies that can run on low-temperature waste heat 

and are suitable for a variety of applications.31-36  However, when used in the real world many of 

these systems rely on the combustion of primary fuel for energy.37 As a result, they do not avoid 

the tradeoffs between air and water.  Understanding the availability of waste heat and the 
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feasibility of waste heat driven water treatment systems is critical to avoid air and water risk 

tradeoffs. 

     Finally, there is also a need for the development of decision support tools for holistic 

regulatory compliance.  This gap is most evident in the electricity generating sector, as it is the 

largest source of air38 and industrial water pollution39 in the United States.  Driven by frequent 

regulatory activity on air pollution from power plants, tools such as the Integrated Environmental 

Compliance Model40 exist to support power plant decision making for evaluating compliance 

strategies  with air emission regulations.  The large gap between the 1982 and 2015 EPA 

Effluent Limitation Guidelines on Steam Electric Generating Units (ELGs) means that there has 

not been a regulatory driver to create similar tools to support compliance decisions for 

wastewater treatment, let alone tools to facilitate complying with both air and water regulations 

in a cost-effective manner.  

1.3 Overview 

 Replacing the current regulatory environment of piecemeal, single-sector and single 

media regulations with a one environment regulatory framework is a critical step in protecting 

human health and ensuring that the nation’s water infrastructure does not inadvertently increase 

health risks.  This thesis contributes to the one environment approach by developing a model to 

quantify the air emissions and damages that result from water treatment.  I then use this model in 

a variety of contexts.  These air emission damages are then used in a benefit-cost analysis for 

water and wastewater treatment decisions.  In this thesis, I also examine the technologies and 

choices that CFPPs face in making compliance decisions that take into account multiple 

regulations targeting pollutants in different environmental media. 
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 This work is separated into two parts.  In Part I, I develop and use a tool to quantify and 

value the damages from air emissions associated with water and wastewater treatment.  This tool 

is then used in three different case studies:  municipal drinking water, municipal wastewater, and 

CFPP wastewater.  In Part II, I focus on applying one environment thinking to environmental 

compliance decision-making at CFPPs.  This entails modeling holistic energy and technology 

choices for CFPP compliance with the ELGs and the Clean Power Plan. 

Chapter 2 develops a model for quantifying air emissions associated with water 

treatment.  I then use this model to quantify the health, environment, and climate (HEC) damages 

from air emissions associated with six regulations that have already been promulgated or are 

currently under consideration.  These drinking water standards are for arsenic, lead and copper, 

disinfection byproducts, strontium, hexavalent chromium, and the perfluoroalkyls PFOA and 

PFOS.  This model quantifies the air emissions, and the resulting damages are then integrated 

into a benefit-cost analysis framework.  I find that while air emissions are unlikely to reverse the 

signs of the BCAs for these regulations, different compliance technology options can impose 

radically different air emission damages.  As a result, the EPA should account for these 

differences in air emission damages when they identify the best available technology for 

drinking water regulations. 

Chapter 3 adapts this model to municipal wastewater treatment and uses it to quantify the 

HEC benefits of widespread adoption of anaerobic biogas-fueled electricity generation.  In this 

chapter, I first quantify the air emission damages associated with wastewater treatment at 

POTWs in the United States.  I then calculate the potential air emission reductions from 

substituting grid electricity with on-site biogas fueled electricity generation.  I find that biogas-
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fueled electricity generation has the potential to reduces air emission damages associated with 

wastewater treatment by $310 million annually or 25% of the total damages. 

Chapter 4 applies this model to the treatment of flue gas desulfurization (FGD) 

wastewater in order to demonstrate the need for highly resolved, spatial data in making 

regulatory decisions.  This study incorporates emissions from CFPP electricity and chemical 

manufacturing into the BCA for FGD wastewater treatment performed by the EPA.  I also 

quantify the differences in using spatially-resolved data versus average process or nation-level 

data.  Using this model, I find that there is an order of magnitude difference in air emission 

damages associated with FGD wastewater treatment and the EPA reported benefits of reduced 

FGD wastewater pollution. 

In Part I of this thesis, I demonstrate that the use of electricity to treat drinking water and 

wastewater sets up the potential for air emission damages in excess of the benefits that result 

from water treatment.  Avoiding these tradeoffs is a critical task for environmental engineers as 

they protect human health27 and will require new, creative approaches for selecting compliance 

technologies and designing regulations.  In Part II of this thesis, I examine the techno-economic 

feasibility of one solution for avoiding air-water tradeoffs at CFPPs – the use of waste heat, 

instead of electricity, to drive treatment processes.  

Chapter 5 starts Part II of this thesis by examining the quantity, quality, and spatio-

temporal availability of waste heat from thermal power generation facilities.  I quantify the 

recoverable heat from the exhaust gas and cooling water by combining energy balance models 

with EIA data on coal, nuclear, and natural gas power plants in the United States.  I also perform 

an economic assessment to model the maximum distance away from power plants where waste 

heat transport is economically viable.  I find that the off-site applications of waste heat that are 
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often discussed in the literature (e.g. district heating41-42 or desalination43-45) are unlikely to occur 

due to spatio-temporal constraints.  On-site applications of waste heat however are technically 

viable and hold the potential to improve power plant efficiency. 

 Chapter 6 develops a model of forward osmosis (FO), a technology that has shown 

promise in using waste heat for water treatment.45-46 I use this model to identify general trends in 

the design and operation of waste heat driven FO systems.  I use these trends in order to develop 

engineering rules of thumb that reduce the energy consumption of the system.  Finally, I use this 

model to create first order estimates of waste heat driven FO treatment capacity from the US coal 

and natural gas power generation fleet.  I find that for all but five coal- and natural gas-fired 

power plants in the US, waste heat driven FO can theoretically meet FGD wastewater and boiler 

feedwater treatment needs. 

Chapter 7 extends the model of FO developed in Chapter 6 and uses it for a techno-

economic assessment of FO’s feasibility.  I perform optimization for four different case studies 

of FO, of which three are for flue gas desulfurization wastewater treatment and one is for 

gasification wastewater treatment system.  I then benchmark FO against the EPA identified best 

available technology, mechanical vapor recompression and crystallization (MVCC), to determine 

if FO is economically competitive.  I find that waste-heat driven FO is a competitive way for 

coal-fired and gasification power plants to achieve compliance with the ELGs.  

Chapter 8 creates a model to support regulatory compliance at CFPPs by identifying 

revenue optimal solutions for energy dispatch to electricity generation, carbon capture, and 

wastewater treatment.  I apply this model to the National Energy Technology Laboratory’s 550 

MW pulverized CFPPs without carbon capture model and include five different water treatment 

technologies (four thermal and one electric) and four different carbon capture technologies (three 
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thermal and one electric).  I use this model in order to determine the revenue optimal energy 

allocation strategy under six different regulatory regimes.  Critically, I find that regulatory 

uncertainty surrounding carbon capture prevents power plants from making energy-efficient 

choices surrounding flue gas desulfurization wastewater treatment. 

Finally, Chapter 9 synthesizes the preceding chapters and provides recommendations to 

four different audiences:  regulators, municipal water utilities, coal-fired power plants, and 

researchers. 

1.4 References  

1. Rosenbaum, W. A., Environmental Politics & Policy. 7th ed.; CQ Press: Washington, 

D.C., 2007; p 369. 

2. Bureau of Water Hygiene, Community Water Supply Study:  Analysis of Natioanl 

Survey Findings. U.S. Department of Health, Education. and Welfare, Public Health 

Service: Washington, D.C., 1970. 

3. Keiser, D. A.; Shapiro, J. S. Consequences of the Clean Water Act and the Demand for 

Water Quality; National Bureau of Economic Research: Cambridge, MA, 2017. 

4. Roberson, J. A., What's next after 40 years of drinking water regulations? Environ Sci 

Technol 2011, 45, 154-160. 

5. U.S. Environmental Protection Agency About the Clean Watersheds Needs Survey 

(CWNS). https://www.epa.gov/cwns/about-clean-watersheds-needs-survey-cwns 

(accessed June 10). 

6. U.S. Environmental Protection Agency Effluent Guidelines. https://www.epa.gov/eg 

(accessed July 3, 2017). 

https://www.epa.gov/cwns/about-clean-watersheds-needs-survey-cwns
https://www.epa.gov/eg


 

11 
 

7. U.S. Environmental Protection Agency Safe Drinking Water Information System 

(SDWIS). https://www3.epa.gov/enviro/facts/sdwis/search.html (accessed March 25, 

2017). 

8. Plappally, A. K.; Lienhard V, J. H., Energy requirements for water production, treatment, 

end use, reclamation, and disposal. Renewable and Sustainable Energy Reviews 2012, 16 

(7), 4818-4848. 

9. Stokes, J. R.; Horvath, A., Supply-chain environmental effects of wastewater utilities. 

Environmental Research Letters 2010, 5 (1), 014015. 

10. Stokes, J. R.; Hovarth, A., Energy and Air Emission Effects of Water Supply 

Environmental Science & Technology 2009, 43 (2680-2687). 

11. Stokes, J.; Horvath, A., Life-Cycle Assessment of Urban Water Provision:  Tool and 

Case Study in California Journal of Infrastructure Systems 2011, 17 (1), 15-24. 

12. Muller, N. Z.; Mendelsohn, R., Measuring the damages of air pollution in the United 

States. Journal of Environmental Economics and Management 2007, 54 (1), 1-14. 

13. Apte, J. S.; Marshall, J. D.; Cohen, A. J.; Brauer, M., Addressing Global Mortality from 

Ambient PM2.5. Environmental Science & Technology 2015, 49 (13), 8057-66. 

14. Heo, J.; Adams, P. J.; Gao, H. O., Public Health Costs of Primary PM2.5 and Inorganic 

PM2.5 Precursor Emissions in the United States. Environmental Science & Technology 

2016, 50 (11), 6061-70. 

15. Caiazzo, F.; Ashok, A.; Waitz, I. A.; Yim, S. H. L.; Barrett, S. R. H., Air pollution and 

early deaths in the United States. Part I: Quantifying the impact of major sectors in 2005. 

Atmospheric Environment 2013, 79, 198-208. 

https://www3.epa.gov/enviro/facts/sdwis/search.html


 

12 
 

16. Interagency Working Group on the Social Cost of Carbon, Technical Support Document:  

Technical Update of the Social Cost of Carbon for Regulatory Impact Analysis. 

Washington, D.C., 2015. 

17. Richardson, S. D., Water Analysis: Emerging Contaminants and Current Issues. 

Analytical Chemistry 2009, 81 (12), 4645-4677. 

18. Putnam, S. W.; Wiener, J. B., Seeking Safe Drinking Water. In Risk vs. Risk, Graham, J. 

D.; Wiener, J. B., Eds. Harvard University Press: Cambridge, Massachusetts, 1995. 

19. U.S. Environmental Protection Agency, Benefit and Cost Analysis for the Effluent 

Limitations Guidelines and Standards for the Steam Electric Power Generating Point 

Source Category. U.S. Environmental Protection Agency:  Washington, D.C., 2015. 

20. U.S. Environmental Protection Agency, Regulatory Impact Analysis for the Effluent 

Limitations Guidelines and Standards for the Steam Electric Power Generating Point 

Source Category; U.S. Environemntal Protection Agency: Washington, D.C., 2015. 

21. Tesfamichael, A. A.; Caplan, A. J.; Kaluarachchi, J. J., Risk-cost-benefit analysis of 

atrazine in drinking water from agricultural activities and policy implications. Water 

Resources Research 2005, 41 (5). 

22. Stikkers, D., The Unintended Consequence of Reformulated Gasoline. In Improving 

Regulation:  Cases in Environment, Health, and Safety, Fischbeck, P. S.; Farrow, R. S., 

Eds. Resources for the Future Washington, D.C., 2001. 

23. Wang, Y.; Small, M. J.; VanBriesen, J. M., Assessing the Risk Associated wtih 

Increasing Bromied in Drinking Water Sources in the Monongahela River, Pennsylvania. 

Journal of Environmental Engineering 2017, 143 (3). 



 

13 
 

24. Good, K. D.; VanBriesen, J. M., Current and Potential Future Bromide Loads from Coal-

Fired Power Plants in the Allegheny River Basin and Their Effects on Downstream 

Concentrations. Environmental Science & Technology 2016, 50 (17), 9078-88. 

25. Wiener, J. B.; Graham, J. D., Resolving Risk Tradeoffs. In Risk vs. Risk:  Tradeoffs in 

Protecting Health and the Environment, Graham, J. D.; Wiener, J. B., Eds. Harvard 

University Press: Cambridge, MA, 1995. 

26. Gray, W. B. S.; Ronald J, Multimedia Pollution Regulation and Environmental 

Performance:  EPA’s Cluster Rule. Resources for the Future: Washington, D.C., 2015. 

27. Daigger, G. T.; Murthy, S.; Love, N. G.; Sandino, J., Transforming Environmental 

Engineering and Science Education, Research, and Practice. Environmental Engineering 

Science 2017, 34 (1), 42-50. 

28. Morgan, M. G., Theory and Practice in Policy Analysis:  Including Applications in 

Science and Technology. Cambridge University Press: New York, NY, 2017. 

29. Matthews, H. S.; Hendrickson, C. T.; Matthews, D. H., Life Cycle Assessment:  

Quantitative Approaches for Decisions That Matter. Carnegie Mellon University: 

Pittsburgh, PA, 2015. 

30. Klopffer, W.; Grahl, B., Life Cycle Assessment (LCA) A Guide to Best Practice. Wiley-

VCH: Weinheim, Germany, 2014. 

31. Chen, Q.; Li, Y.; Chua, K. J., On the thermodynamic analysis of a novel low-grade heat 

driven desalination system. Energy Conversion and Management 2016, 128, 145-159. 

32. Thiel, G. P.; Tow, E. W.; Banchik, L. D.; Chung, H. W.; Lienhard, J. H., Energy 

consumption in desalinating produced water from shale oil and gas extraction. 

Desalination 2015, 366, 94-112. 



 

14 
 

33. Subramani, A.; Jacangelo, J. G., Emerging desalination technologies for water treatment: 

a critical review. Water Res 2015, 75, 164-87. 

34. Shannon, M. A.; Bohn, P. W.; Elimelech, M.; Georgiadis, J. G.; Marinas, B. J.; Mayes, 

A. M., Science and technology for water purification in the coming decades. Nature 

2008, 452 (7185), 301-10. 

35. Shahzad, M. W.; Ng, K. C.; Thu, K., Future sustainable desalination using waste heat: 

kudos to thermodynamic synergy. Environ. Sci.: Water Res. Technol. 2016, 2 (1), 206-

212. 

36. Khawaji, A. D.; Kutubkhanah, I. K.; Wie, J.-M., Advances in seawater desalination 

technologies. Desalination 2008, 221 (1-3), 47-69. 

37. Pendergast, M. M.; Nowosielski-Slepowron, M. S.; Tracy, J., Going big with forward 

osmosis. Desalination and Water Treatment 2016, 57 (55), 26529-26538. 

38. National Research Council, Hidden Costs of Energy:  Unpriced Consequences of Energy 

Production and Use. The National Academices Press: Washington, D.C., 2010. 

39. U.S. Environmental Protection Agency Environmental Assessment for the Effluent 

Limitations Guidelines and Standards for the Steam Electric Power Generating Point 

Source Category; U.S. Environmental Protection Agency: Washington, D.C., 2015. 

40. Rubin, E. S.; Zhai, H. About IECM. https://www.cmu.edu/epp/iecm/about.html (accessed 

July 5,2017). 

41. Chae, K.-J.; Kang, J., Estimating the energy independence of a municipal wastewater 

treatment plant incorporating green energy resources. Energy Conversion and 

Management 2013, 75, 664-672. 

https://www.cmu.edu/epp/iecm/about.html


 

15 
 

42. Erdem, H. H.; Dagdas, A.; Sevilgen, S. H.; Cetin, B.; Akkaya, A. V.; Sahin, B.; Teke, I.; 

Gungor, C.; Atas, S., Thermodynamic analysis of an existing coal-fired power plant for 

district heating/cooling application. Applied Thermal Engineering 2010, 30 (2-3), 181-

187. 

43. Ghalavand, Y.; Hatamipour, M. S.; Rahimi, A., A review on energy consumption of 

desalination processes. Desalination and Water Treatment 2014, 54, 1526-1541. 

44. Elimelech, M.; Phillip, W. A., The future of seawater desalination: energy, technology, 

and the environment. Science 2011, 333 (6043), 712-7. 

45. McGinnis, R. L.; Elimelech, M., Global Challenges in Energy and Water Supply: The 

Promise of Engineered Osmosis. Environmental Science & Technology 2008, 42 (23), 

8625-8629. 

46. McGinnis, R.; Elimelech, M., Energy requirements of ammonia-carbon dioxide forward 

osmosis desalination. Desalination 2007, 207, 370-382. 

  



 

16 
 

 

 

 

 

 

 

PART I 

 

 

 

 

 

 

 

 

 

 

QUANTIFYING AIR-WATER TRADEOFFS ASSOCIATED WITH WATER 

TREATMENT 
  



 

17 
 

CHAPTER 2:  AIR EMISSIONS DAMAGES FROM MUNICIPAL DRINKING 

WATER TREATMENT UNDER CURRENT AND PROPOSED 

REGULATORY STANDARDS
1 

 

2.1 Abstract 

 Water treatment processes present inter-sectoral and cross-media risk trade-offs that are 

not presently considered in Safe Drinking Water Act regulatory analyses.  This paper develops a 

method for assessing the air emission implications of common municipal water treatment 

processes used to comply with recently promulgated and proposed regulatory standards for 

arsenic, lead and copper, disinfection byproducts, chromium (VI), strontium, and PFOA/PFOS.  

Life-cycle models of electricity and chemical consumption for individual drinking water unit 

processes are used to estimate embedded NOx, SO2, PM2.5, and CO2 emissions on a cubic meter 

basis.  We estimate air emission damages from currently installed treatment processes at US 

drinking water facilities to be on the order of $500 million USD annually.  Fully complying with 

six promulgated and proposed rules would increase baseline air emission damages by 

approximately 50%, with three-quarters of these damages originating from chemical 

manufacturing.  Despite the magnitude of these air emission damages, the net benefit of currently 

implemented rules remains positive.  For some proposed rules, however, the promise of net 

benefits remains contingent on technology choice.  

2.2 Introduction 

The Safe Drinking Water Act (SDWA) provides regulatory authority to the US federal 

government to create enforceable standards for drinking water quality and safety.1 These 

standards have enabled extraordinary gains in public health,2 and retrospective analyses of 

                                                           
1 This chapter is based on a paper co-authored with Prof. Meagan Mauter that was submitted to 

at Environmental Science & Technology. 
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historic drinking water quality regulations indicate that the benefits have far exceeded any 

compliance costs.2, 3 Fully assessing these benefits and costs for emerging drinking water 

contaminants is more challenging, particularly when contaminant removal processes impose 

systemic risk tradeoffs.4  

The most notable example of these risk trade-offs in drinking water regulatory analyses is 

for disinfection and disinfection byproducts.  In establishing the Long-Term Enhanced Surface 

Water Treatment Rules,5 the EPA set regulatory standards to balance the competing risks of 

acute illness from microbial contamination with the risks of cancer from disinfection 

byproducts.6 There is also a growing body of research on inter-sectoral risk trade-offs involving 

drinking water, including the use of methyl tert-butyl ether (MTBE) as a gasoline additive,7 

bromide for mercury control at power plants,8, 9 and atrazine as a pesticide.10 But the 

incorporation of inter-sectoral and inter-media (e.g. water and air or water and soil) trade-offs 

into regulatory analyses is often limited by the “bounded oversight” of the regulators responsible 

for designing drinking water regulations.7, 11 Researchers have argued that benefit-cost analysis 

can address bounded oversight to express the benefits and damages to a variety of media.12, 13 

Even with benefit-cost analysis, however, an analyst must make a deliberate choice to include 

cross-media impacts in the scope.  

Drinking water regulatory analyses have also neglected to consider trade-offs that occur 

over the life-cycle of the water treatment system, most notably the operation phase.  Drinking 

water systems comply with SDWA rules by installing separation processes that rely on 

electricity and chemicals.14, 15 Life-cycle assessments (LCAs) of drinking water systems have 

demonstrated that the majority of impacts associated with drinking water treatment occur as a 

result of electricity and chemical consumption during plant operation.15-18 These impacts include 
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emissions of greenhouse gasses (GHGs) and the criteria air pollutants (CAPs) NOx, SO2, and 

particulate matter from electricity generation and chemical manufacturing.  These indirect 

emissions of GHGs and CAPs produced over the life cycle of water treatment impose human 

health, environmental, and climate (HEC) damages.19-23 

While there are a multitude of drinking water treatment LCAs that quantify the energy 

intensity or GHG and CAP emissions from water treatment,15-17, 24-29 we are unaware of any that 

quantify the human health damages associated with these emissions.  Furthermore, the vast 

majority of these LCAs were performed for a single treatment train, rather than for the diverse 

set of processes currently installed at drinking water treatment facilities around the US.  

Performing an accurate estimate of the air emission damages from US water treatment plants 

under current and future regulatory scenarios is further confounded by the high regional 

variability in the emissions factors associated with chemical and electricity process inputs.  In the 

absence of quantitative methods for estimating air emission damages from existing and emerging 

water treatment processes, rulemaking activities have been unable to consider competing risks 

from diminished air or water quality.  

This work fills the air-water risk tradeoff gap by developing and applying a quantitative 

method for evaluating the life-cycle air emission damages from drinking water treatment.  We 

build life-cycle models of electricity and chemical consumption for drinking water unit 

processes, estimate the embedded emissions of NOx, SO2, PM2.5, and CO2, and provide spatially 

resolved estimates of associated damages to human health and the environment.  We apply this 

method to estimate the air emission damages from installed water treatment processes at all US 

drinking water facilities.  Finally, we evaluate the air-water risk tradeoffs for six proposed and 

promulgated drinking water regulations.  
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2.3 Methods 

2.3.1 Estimating Air Emission Damages from Drinking Water Treatment 

To calculate the air emission damages associated with drinking water treatment processes 

we combine treatment level-facility data with state-level data on electricity consumption, 

chemical manufacturing, and air emission damages (Figure 2.1).   

 

Figure 2.1.  Method for calculating the drinking water air emission damages and net benefits or 

net costs for the regulations included in this analysis. 

 

For this analysis, we focus on six different contaminant/regulations and compliance 

technologies:  Arsenic,30 Lead and Copper,31 Disinfectant By-Products (DBPs),5 Hexavalent 

Chromium,32 Strontium,33 and Perfluorooctanoic Acid (PFOA) and Perfluorooctyl Sulfonate 

(PFOS)34 (Table 2.1, Supporting Information in Appendix 1Section 1.0).  Three of these rules 

(Arsenic, Lead and Copper, and DBP) are finalized.  The other three rules, Hexavalent 

Chromium, Strontium, and PFOA/PFOS, are at various stages in the regulatory process.  These 
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rules will require the installation of new treatment processes at non-compliant facilities.  Our 

analysis of the air emission impacts of regulations considers only the effects of installing new 

processes at non-compliant plants to meet proposed standards.  If a facility already has a 

compliance technology installed and is compliant with the standard, we do not consider it in 

evaluating the air emissions associated with complying with that rule. 

Table 2.1.  Rules and Compliance Technologies 

Rule Compliance Technologies Standard Number of Non-Compliant 

Systems 

Arsenic Iron Co-Precipitation 10 ug/L 1,086 

Lead and Copper Corrosion Inhibitor Lead 15 ug/L 

Copper 1.3 mg/L  

2,757 

DBP GAC Adsorption TTHM 80 ug/L 

HAA5 60 ug/L  

1,697 

Chromium (VI) Reverse Osmosis 10 ug/L 25 

Strontium Lime Soda Ash Softening 1.5 mg/L 113 

PFOS/PFOA Reverse Osmosis / 

GAC Adsorption 

Total 70 ng/L 27,000 

 

Drinking Water System Data.  We use data from the Safe Drinking Water Information 

System (SDWIS),35 Unregulated Contaminant Monitoring Rule (UCMR),36 and Information 

Collecting Rule (ICR) 37 (SI Section 2.0) to identify the (1) state, (2) installed treatment 

technologies (SI Section 3.0), and (3) volume of water for each of 47,500 drinking water systems 

serving 288 million people.   

We use the location of each facility reported in SDWIS to identify the appropriate state-

level marginal emissions factor38 for generating electricity used during water treatment.  SDWIS 

also identifies currently installed treatment processes that we use in developing a model of 

baseline emissions from drinking water treatment.  SDWIS does not report water production, and 

so we estimate total annual water production for system i, Vi [m
3/yr], as the product of SDWIS 
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reported population served, Popserved [person], and the average per capita water consumption per 

year, Apc
 [m3/person·yr], of 124 m3/person·yr39 as shown in Equation 2.1. 

𝑉𝑖 = 𝐴𝑃𝐶𝑃𝑜𝑝𝑖,𝑠𝑒𝑟𝑣𝑒𝑑 (2.1) 

We determine facilities that will need to install additional treatment technologies to 

comply with the six water quality rules (Table 2.1) by comparing the MCL for each rule to water 

quality data reported in the UCMR and the ICR.  If water quality data are not available for a 

facility, we apply state-averaged water quality data for that facility.  We assume that any 

compliance technologies that are installed are operated to in order to achieve compliance with 

the regulation. 

Life-Cycle Inventory of Air Emissions from Drinking Water Systems.  For each facility in 

our dataset, we use SDWIS35 to inventory the water treatment technologies currently installed in 

the “baseline” treatment train.  For non-compliant systems, we also inventory technologies 

necessary to bring a “regulated” treatment train into compliance with each of the six pending or 

proposed water quality rules (SI Section 1.0).  Average electricity27, 40 and chemical inputs15, 27, 41 

for each of these treatment processes is obtained from the published literature and reported in SI 

Sections 2.0 and 3.0 and Tables S1-S3.  Finally, we estimate the air emissions embedded in these 

electricity and chemical inputs in the year 2014.  

The mass of annual air emissions associated with electricity consumption, 𝑀ℎ,𝑖,𝑗
𝐸𝑙𝑒𝑐 [g/yr] is 

calculated for each pollutant j from drinking water facility i under scenario h of either the 

baseline scenario or new regulation scenario using Equation 2.2.  Emissions are the product of 

the volume of water produced at facility i, Vi [m
3/yr], the total electricity consumption of the unit 

processes, g, that are installed in the baseline or newly-regulated scenario, h, Eg,h
W [kWh/m3], and 

the marginal emissions factors per kWh for air pollutant j in state l, emf,j,l [g/kWh].38, 42 The 
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emissions factors for CO2, NOx, and SO2 are marginal emission factors, as only a small 

percentage of US electricity generation is consumed by water treatment processes.43, 44 Marginal 

emission factors are not available for PM2.5 and so we use state-level average emission factors 

from the EPA Emission Inventories.42 Electricity is assumed to be generated in the state where 

the drinking water facility is located.   

𝑀ℎ,𝑖,𝑗
𝐸𝑙𝑒𝑐 = 𝑉𝑖𝐸𝑔,ℎ

𝑊 𝑒𝑚𝑓,𝑗,𝑙 (2.2) 

 𝑀ℎ,𝑖,𝑗
𝐶 = ∑ 𝑉𝑖𝑄𝑖,𝑓,𝑗(𝑒𝑐𝑚,𝑓,ℎ

𝐶 + ∑ 𝐸𝑑,𝑓
𝐷 𝑒𝑑,ℎ

𝐷
𝑑 + 𝐸𝑓

𝑊 ∑ 𝑒𝑚𝑓,𝑙,ℎ
𝑉𝑙

∑ 𝑉𝑙𝑙
𝑙 )𝑓  (2.3) 

 Similarly, the mass of annual air emissions associated with chemical consumption by 

each water treatment facility, 𝑀ℎ,𝑖,𝑗
𝑐  in [g/yr], is calculated using Equation 2.3.  Air emissions 

from chemical manufacturing originate from three sources.  The first source is emissions 

released directly during the manufacturing of chemical f, 𝑒𝑐𝑚,𝑓,ℎ
𝐶  in [g-emissions/g-chemicals].  

The second source of emissions is from the combustion of thermal energy to drive chemical 

manufacturing, which is the product of the energy consumed from fuel source d, 𝐸𝑑,𝑓
𝐷  in [MJ/g-

chemical], and emission per unit of thermal energy, 𝑒𝑑,ℎ
𝐷  in [g-pollutant/MJ].  The final source is 

emissions from electricity consumed in chemical manufacturing which is the weighted average 

of the grid emissions, ∑ 𝑒𝑚𝑓,𝑙,ℎ
𝑉𝑙

∑ 𝑉𝑙𝑙
𝑙  in [g-emissions/kWh] multiplied by the electricity consumed 

to produce a unit of chemicals, 𝐸𝑓
𝐶  in [kWh/g-chemical].  This weighting is done according to a 

state’s chemical manufacturing sector size and we assume chemical manufacturing follows the 

nationwide distribution in chemical production.45 The sum of these emissions per unit of 

chemical is then multiplied by the water required to be treated at facility i, Vi in [m3/yr], and the 

chemical dosage, Qi,f [g-chemical/m3].  Additional detail about the methods used to calculate 

chemical emissions can be found in the our published work.46 We also perform sensitivity 
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analyses (SI Section 4.0) on assumptions about the geographic distribution of chemical 

manufacturing and binding air pollution regulations. 

Damages from Drinking Water Systems.  To calculate the associated air emission 

damages from drinking water systems at the facility-level, we use AP2,21 EASIUR,47 and the 

social cost of carbon23 to estimate the damages per ton of additional pollutant j occurring in state 

l, dj,l in [$/g]. In this chapter we report damages from CAPs using AP2 with EASIUR results 

reported in the SI (SI Section 5.2, Tables S10 and S11, and Figure S1).  Our results are sensitive 

to the assumed value of a statistical life ($8.3M in 2012$) and social cost of carbon ($42/short 

ton in 2012$).  To first order, the impact of alternative values of a statistical life or social costs of 

carbon can be assessed by linearly scaling our damages. 

Air emission damages associated with electricity consumption are calculated at the 

facility-level, 𝐷𝑖,ℎ
𝐸𝑙𝑒𝑐 in [$/yr], by multiplying the amount of electricity consumed at facility i by 

𝑑𝑗,𝑙 (Equation 2.4).  Air emission damages associated with the production of chemicals 

consumed in water treatment are calculated for each state l as the product of 𝑑𝑗,𝑙 and estimated 

mass of air emissions from chemical manufacturing in that state (Equation 2.5).   

𝐷ℎ,𝑖
𝐸𝑙𝑒𝑐 = ∑ 𝑑𝑗,𝑙𝑀ℎ,𝑖,𝑗

𝐸𝑙𝑒𝑐
𝑗   (2.4) 

𝐷ℎ,𝑙
𝐶 = ∑ 𝑑𝑗,𝑙𝑀ℎ,𝑖,𝑗

𝐶 𝑉𝑙=𝐿

∑ 𝑉𝑙𝑙
𝑗   (2.5) 

The total damages nationwide for treatment train h, Dh in [$/yr], is given by Equation 2.6. 

𝐷ℎ = ∑ 𝐷𝑖,ℎ
𝐸𝑙𝑒𝑐

𝑖 + ∑ 𝐷ℎ,𝑙
𝐶

𝑙  (2.6) 

2.3.2 Benefit-Cost Analysis of Drinking Water Regulations 

We compare the damages calculated using Equation 2.6 to the benefits reported in the 

regulatory documentation for Arsenic, the Lead and Copper Rules, and the Disinfection 

Byproduct Rules.  Costs (C) considered in these regulatory analyses include technology 
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installation and regulatory oversight.  The costs do not include damages from embedded air 

emissions, as the EPA did not calculate them during the BCA process.  Benefits (B) include 

health benefits and other environmental benefits.  The net benefits (N) of a rule are calculated 

using Equation 2.7. 

𝑁 = 𝐵 − 𝐶 − 𝐷ℎ (2.7) 

For the three rules that are still in development, we use published estimates of 

compliance technology costs to calculate the health benefits from improved water quality 

necessary for the rule to provide a net benefit to society.48   

2.3.3 Evaluating Regulatory Compliance Options 

The EPA recommends two compliance technology options for PFOA/PFOS: reverse 

osmosis or granular activated carbon.  In the main analysis laid out in Section 2.1, we model 

plants installing granular activated carbon adsorption processes to comply with the PFOA/PFOS 

health advisory.  We repeat the calculations in Section 2.1 using reverse osmosis as the 

compliance technology to explore the difference in damages resulting from selecting an 

alternative technology. 

2.3.4 Forecasting Emissions from Electricity Consumption 

The marginal emission factors from electricity generation are expected to decrease as 

coal fired power plants are replaced by natural gas plants and renewable energy sources.  This 

transition may, in turn, reduce the embedded air emission damages from drinking water 

treatment.  We use EIA Annual Energy Outlook 201749 forecasts of electricity generation, Gk,m 

[kWh], to calculate national average shares of electricity from fuel m (coal, natural gas, diesel, 

and zero operating emission energy sources) in year k between 2015-2050.  We then calculate 

national average emission factor forecasts, eaf,m [g/kWh], over this interval for SO2, NOx, PM2.5, 
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and CO2 using average emission factors from fuel source coal, natural gas, and diesel.50 We then 

multiply national average emission factor forecasts by the amount of electricity consumed to 

drive baseline and regulatory treatment trains and average damages per mass of air pollution 

values in order to calculate expected damages through 2050 (Equation 2.8). 

𝐷𝑘,ℎ = ∑ (𝑑𝑗 ∑ 𝑉𝑖  ∑ (𝑔 𝐸𝑔,ℎ
𝑊

𝑖 ∗
𝐺𝑘,𝑚𝑒𝑎𝑓,𝑚

∑ 𝐺𝑘,𝑚𝑙
𝑗 )) (2.8) 

Because we use marginal emission factors for the main analysis and average emission factors for 

forecasting, Equation 2.8 overestimates the damages.  We correct for this overestimation, 𝐷𝑘,ℎ̃ 

[$/yr], by multiplying the ratio of calculated results for 2014 from Equation 2.5, Dh [$/yr], 

forecasted results for 2014 from Equation 2.8, Dk,h [$/yr] (Equation 2.9). 

𝐷𝑘,ℎ̃ =
𝐷ℎ

𝐷ℎ,𝑘=2014
𝐷𝑘,ℎ   (9) 

2.4 Results and Discussion 

2.4.1 Air Emission Damages from Operating Baseline and Compliant Treatment Trains  

 We estimate that baseline operation of water treatment plants consumed 2500 GWh of 

electricity, consumed 1.5 million tons of chemicals, and generated $500 million dollars in air 

emission damages in 2014 (expressed in 2014 dollars and using a value of a statistical life of $9 

million) (Figure 2.2A, 2.2C, and 2.2E).  Emissions from chemical manufacturing contribute 73% 

of the damages in the baseline treatment train.  The damages associated with operating baseline 

water treatment are several orders of magnitude lower than the benefits of avoided illness and 

death from untreated drinking water.2  
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Figure 2.2.  Per capita air emission damages associated with operating drinking water treatment 

processes under current and future regulatory scenarios.  State-level damages embedded in 

electricity consumption by water treatment processes for the (A) baseline treatment train and the 

(B) regulated treatment train assuming compliance with all promulgated and proposed SDWA 

regulations.  State-level damages embedded in chemical consumption by water treatment 

processes for the (C) baseline treatment train and the (D) regulated treatment train.  Total air 



 

28 
 

emissions damages for the (E) baseline treatment train and the (F) regulated treatment train.  In 

panels (B), (D), and (F) the asterisk indicates a > 50% increase in air emission damages for the 

regulated treatment train that is compliant with the six drinking water regulations studied in this 

paper relative to the baseline train.  Emissions and damages are tabulated in SI Tables S8 and 

S9 and SI Section 5.1.  Results calculated using EASIUR to price CAP damages can be found in 

SI Section 5.2 and Tables S10 and S11. 

 

Achieving compliance with the six drinking water regulations increases air emission 

damages by $260 million (in 2014$) annually (Figure 2.2B, 2.2D, and 2.2F).  This represents an 

increase of 53% from the emissions associated with the baseline treatment train.  Of this $260 

million in damages, 76% are damages from chemical manufacturing.  Over 85% of these 

damages, $230 million (in 2014$), stem from compliance with the PFOA/PFOS Health Advisory 

at 27,000 drinking water facilities nationwide.  Emissions and damages increases estimated for 

compliance with each of the six regulations are broken down in SI Section 6.0, Tables S12-S17, 

and Figures S2-S7.  

 The state-level damages presented in Figure 2.2 are based on a nationwide average of per 

capita water consumption.  Per capita water consumption, however, varies across states.39 

Accounting for this variability in water consumption may lead to differences in damages, 

especially in western states where water consumption is higher on a per capita basis.51 
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2.4.2 Benefit-Cost Analysis of Drinking Water Regulations 

Table 2.2 Benefit-cost analysis for the six drinking water regulations after accounting for 

estimated air emission damages. 

Contaminant 

Benefits Costs/Damages Net 

Compliance 

Costs 

Electricity 

Damages 

Chemical 

Damages 

($/m3 in 2014$) 

     Finalized Rules 

Arsenic 0.14 0.16 0.0006 0.000002 -0.024 

DBP 2.70 0.94 0.0012 0.0080 1.80 

Lead and Copper 7.70 1.25 0.0006 0.0003 6.50 

     Rules Under Consideration 

Chromium (VI) ≥0.23* 0.2048 0.025 0.0014 ≥0 

Strontium ≥0.44* 0.4052 0.0008 0.042 ≥0 

PFOA/PFOS** ≥0.61* 0.6048 0.0017 0.0080 ≥0 

*Rules that are under consideration do not have published estimates for their benefits and compliance costs.  

**Using Granular Activated Carbon as the compliance technology. 

 

For the three finalized rules (Arsenic, DBPs, and Lead and Copper), the signs on the 

benefit-cost analysis do not change with the inclusion of air emission damages (Table 2.2).  The 

DBP and Lead and Copper rules had large benefits to society, and accounting for air emissions 

damages does not change this conclusion.  The arsenic rule was a net cost to society without 

incorporating air emissions from drinking water; including air emissions in the benefit-cost 

analysis only increases the cost. 

For the three rules that are not yet finalized, Table 2.2 presents the minimum benefits 

required given estimates of air emission damages from this analysis and literature-based 

compliance technology costs.48, 52 On a per cubic meter basis, air emission damages contribute 2-

11% of the total costs to society for these rules.  Air emissions are therefore a small, but non-
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negligible contributor to these overall costs.  The benefits required for these rules to impart net 

social benefits range from $0.23/m3 to $0.61/m3 (in 2014$).   

There are several unquantifiable co-benefits of adopting the six drinking water 

regulations that are not accounted for in this analysis.  These include the reduction of unregulated 

contaminant concentrations associated with the advanced treatment technologies that are 

installed to comply with these rules.  There is also the possibility that, in the process of 

complying with new water quality regulations, monitoring and enforcement of existing water 

quality regulations is improved.   

2.4.3 Evaluating Regulatory Compliance Options 

 

Figure 2.3.  Air emission damages from reverse osmosis and granular activated carbon 

treatment for PFOA/PFOS removal at 58,000 drinking water facilities across the US.  The error 

bars show the uncertainty in the location and presence of binding regulations affecting emissions 

from the chemical manufacturing sector (SI Section 4.0) and Tables S4-S7. 

 

Quantifying the air emission externalities of drinking water treatment processes can also 

assist in compliance technology selection.  Of the two compliance options for PFOA/PFOS 

removal, reverse osmosis is the highest damage alternative (Figure 2.3).  Using reverse osmosis 
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to comply with the PFOA/PFOS standards imposes air emission damages of $1.2 billion 

annually (in 2014$).  The use of GAC to achieve compliance with PFOA/PFOS imposes air 

emission damages of $220 million/yr (in 2014$), a sixth of the damages from reverse osmosis.  

The primary source of air emission damages from RO is the electricity used to drive the process, 

rather than from emissions embedded in chemical consumption.  In contrast, granular activated 

carbon leads to more damages from chemical manufacturing than reverse osmosis, with 

subsequently more uncertainty. 

Reverse osmosis and granular activated carbon have different removal efficiencies for 

PFOA/PFOS, with RO producing higher quality water.  This sets up a trade-off between 

reducing health risks from PFOA/PFOS in drinking water and minimizing the environmental and 

health risks from criteria air pollutants and greenhouse gasses.  To account for this additional 

$1.0 billion in air emission damages annually, reverse osmosis would need to save an additional 

124 statistical lives through PFOA/PFOS concentration reduction.  These additional statistical 

lives could also be saved by the co-benefits of RO by producing higher quality water.   

2.4.4 Future Air Emission Damages from Electricity Consumed in Drinking Water Treatment 

As the grid evolves to rely less on fossil fuel sources, damages from air emissions are 

expected to decrease (Figure 2.4).  By 2050, annual damages associated with emissions from 

electricity generation that result from compliance with these six standards decreases by $36 

million per year from the 2015 level of $97 million.  This reduction in damages from electricity 

will lower the required benefits presented in Table 2.2 to achieve net benefits from these 

drinking water rules. 
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Figure 2.4.  Projected air emission damages from electricity generated to treat US drinking 

water with the baseline treatment train and the additional emissions that result from drinking 

water compliance.  N.B.  That this figure does not include damages resulting from the electricity 

consumed during chemical manufacturing.   

4.0   Implications 

Stronger epidemiological evidence of health impacts from contaminated water, enhanced 

public awareness of water quality issues, and improved analytical techniques for detecting 

aqueous contaminants are each drivers for stricter water quality regulations.1, 53 While the 

counter-argument to installing the advanced treatment technologies necessary for compliance has 

historically been cost, we proposed that the very real risks of air emission externalities of water 

treatment should also be considered.  On the order of 100,000 deaths from air emissions occur 

annually in the US.54 We advocate a regulatory assessment process that explicitly considers the 

life-cycle tradeoffs between improved water quality and reduced air emissions.  

Adapting the regulatory assessment process for the six water quality regulations 

evaluated in this analysis would be unlikely to significantly change the assessment of net benefits 

or the regulatory standards.  However, as demonstrated for the PFOA/PFOS rule, it may 

influence the selection of the best available technology for regulatory compliance.   
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Adapting the regulatory assessment process to include life-cycle air emissions may also 

broaden the scope of environmental justice analyses.  This analysis demonstrates that spatial 

distribution of the damages, and not simply the water quality benefits, varies across the United 

States and should be considered in evaluating regulations.  Areas with high-levels of coal-fired 

electricity generation or chemical manufacturing may experience damages from air emissions in 

excess of benefits from improved drinking water quality.  Performing spatially-resolved air 

emissions analyses allows the EPA to quantify these trade-offs as part of their standard 

environmental justice analyses. 

Finally, this analysis supports the ongoing transition from single-media focused 

regulations (e.g. drinking water) towards more holistic analyses that account for the 

countervailing risks analyzed in this paper.  Previous examples of the EPA moving to holistic 

regulatory activity includes the cluster rules for the pulp and paper industry55 and Executive 

Order (EO) 13211 mandating that all regulations, including drinking water regulations, undergo 

an energy inventory if they are deemed “economically significant.”43 Unfortunately, it is not 

standard practice for analyses performed under EO 13211 to assess emissions associated with 

this electricity generation or incorporate the damages into benefit-cost analyses performed under 

EO 12866.  Even if damages from the emissions associated with electricity generation were 

included in EPA BCAs for drinking water treatment, the emissions from chemical manufacturing 

would be overlooked.  As chemical manufacturing damages contribute roughly three times as 

much as electricity generation, their inclusion is important in ensuring a comprehensive analysis 

of these trade-offs.   
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In short, more rapid adoption of environmental regulatory frameworks that account for 

inter-sectoral and cross-media risk trade-offs should be a priority at both the national and state 

levels.  
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2.7 Nomenclature 

Symbols 

A: Per capita annual water consumption [m3/person·yr] 

B: Benefits from a drinking water regulation [$/yr] 

C: Compliance costs from a drinking water regulation [$/yr] 

D: Air emission damages for drinking water treatment [$/yr] 

𝐷̃: Corrected damages forecast [$/yr] 

d: Damages per unit of NOx, SO2, PM2.5, and CO2 [$/g] 

E: Energy consumption [kWh/m3], [kWh/g-chemical], or [MJ/g-chemical] 

e: Emissions factor per unit of energy [g/kWh] or [g/MJ] 

G: Annual electricity generation [kWh] 

M: Annual mass of NOx, SO2, PM2.5, or CO2 emissions [g/yr] 

N: Net benefits or costs from a drinking water regulation [$/yr] 

Pop: Population served by a facility [people] 

Q: Chemical dosage [g-chemical/m3] 

V: Annual value of products from the chemical manufacturing sector [$] 

V: Annual water production [m3/yr] 
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W: Electricity consumption for water treatment process [kWh/m3] 

Subscripts 

af: Average emissions factor 

cm: Chemical manufacturing 

d: Thermal fuel 

f: Chemical 

g: Unit process 

h: Treatment train (baseline or newly-regulated) 

i: Drinking water facility 

j: Air pollutant (NOx, SO2, PM2.5, or CO2) 

k: Year 

l: State 

m: Fuel source for electricity generation 

\mf: Marginal emissions factor 

PC: per capita 

served: Population served by a facility 

Superscripts 

C: From chemical manufacturing 

D: From thermal fuel combustion 

Elec: From electricity generation 

W: Electricity consumption 
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CHAPTER 3:  AIR EMISSION BENEFITS OF BIOGAS ELECTRICITY 

GENERATION AT MUNICIPAL WASTEWATER TREATMENT PLANTS
2 

 

3.1 Abstract 

 Conventional processes for municipal wastewater treatment facilities are energy 

intensive.  This work quantifies the air emission implications of energy consumption, chemical 

use, and direct pollutant release at municipal wastewater treatment facilities across the US and 

assesses the potential for biogas combustion for heat and electricity generation to offset these 

damages.  We find that embedded and on-site air emissions from municipal wastewater treatment 

imposed human health, environmental, and climate (HEC) damages on the order of $1.26 billion 

USD in 2012, with 83% of these damages attributed to electricity consumption by treatment 

processes.  An additional 9,800,00 tons of biogenic CO2 are directly emitted by wastewater 

treatment and sludge digestion processes currently installed at plants.  Retrofitting existing 

wastewater treatment facilities with anaerobic sludge digestion for biogas production and biogas-

fueled heat and electricity generation would reduce HEC damages by 22.8% relative to the 

baseline electricity emissions, or $241 million annually.  These findings reinforce the importance 

of accounting for use-phase embedded air emissions and spatially-resolved marginal damage 

estimates when designing sustainable infrastructure systems.   

3.2 Introduction 

Aging systems, tighter regulatory standards, and expanding demand are driving 

significant growth in the construction of publicly operated treatment works (POTWs) in the US.1 

These facilities are likely to operate for several decades, a time during which the US electricity 

sector will likely undergo radical change.  Next generation wastewater treatment processes must 

                                                           
2 This chapter is based on a manuscript co-authored with Prof. Meagan Mauter and is in 

preparation for submission to Sustainable Chemistry & Engineering. 
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meet standards for pathogen and nutrient control,2-3 while also creating opportunities for nutrient 

recovery,4-8 minimizing electricity demand, buffering against intermittency in electricity supply, 

and reducing direct and embedded air emissions from the treatment process.  

Biological wastewater treatment generates direct emissions of volatile organic 

compounds (VOCs) and greenhouse gasses (GHGs), including CO2, CH4, and N2O.  These 

emissions stem from the biodegradation of organics in secondary treatment processes.9-20 Past 

efforts to quantify these emissions through direct monitoring9, 16, 21-23 or modeling10, 14, 18, 24 have 

been limited to individual plants.  As a result, we lack a spatially-resolved national emissions 

inventory of GHGs from wastewater treatment facilities that is critical to informing climate 

policy.  We also lack tools for valuing the broader human health, environmental, and climate 

(HEC) damages that result from VOC and GHG emissions.  Indeed, previous assessments of 

VOC emission damages have focused exclusively on health impacts to workers.22, 25   

In addition to direct emissions from biological wastewater treatment, there are embedded 

air emissions from the consumption of electricity and chemicals in the treatment process.26-32 

Electricity and chemical consumption has been evaluated for both conventional and emerging 

treatment processes, including small scale systems for decentralized wastewater treatment.28-29, 

31-36 Studies that translate these electricity and chemical inputs into air emissions use national 

grid average emissions factors,5 and thus do not account for the marginal or regional variability 

in the emissions intensity of the grid.  Finally, there are no studies that monetize the air emission 

damages from wastewater treatment, which stymies the inclusion of air emission damages in 

benefit-cost analyses used in regulatory and planning processes.   
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Despite limited quantitative information on direct or embedded emissions from US 

wastewater treatment facilities or their associated damages, energy recovery and emissions 

reductions from wastewater treatment are a priority for many states.37-38 Anaerobic sludge 

digestion for biogas generation is a particularly cost-effective approach to energy recovery, as it 

does not require modification of the primary and secondary treatment processes.39-41 The biogas 

production rate is approximately 0.07 m3 per m3 of wastewater,42 and the recovered biogas can 

be combusted to help meet the thermal and electrical energy requirements at the plant.  The life 

cycle emissions reduction benefits of displacing electricity consumption are likely to be highest 

in regions with a coal-dependent grid.    

This paper quantifies the air emission benefits of anaerobic sludge digestion at municipal 

wastewater treatment facilities in three steps.  First, we develop a model of the life-cycle 

emissions of criteria air pollutants (CAPs) and greenhouse gasses (GHGs) from electricity 

generation, chemical manufacturing, and on-site emissions associated with municipal wastewater 

treatment at all wastewater treatment facilities in the continental US.  We then use this model to 

evaluate the HEC externalities from air pollution associated with wastewater treatment using 

AP243 and the social cost of carbon.44 Finally, we evaluate the potential of biogas-fueled heat and 

electricity to reduce emissions relative to natural gas combustion and local grid supplied 

electricity.  

3.3 Methods 

3.3.1 Air Emission Damages from Municipal Wastewater Treatment 

We use methods for calculating air emission damages associated with currently installed 

municipal wastewater treatment processes that are similar to our previous work on calculating air 

emission damages associated with drinking water treatment in Chapter 2.26 We make three 
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changes to that method for an analysis of emissions associated with wastewater treatment.  First, 

we source data on installed wastewater treatment processes at 14,693 publicly operated treatment 

works (POTWs) within the continental US from the Clean Watersheds Needs Survey 

(CWNS).45-46 Second, in addition to emissions from electricity generation and chemical 

manufacturing, we incorporate on-site emissions of greenhouse gasses and VOCs from microbial 

activity, natural gas combustion to heat bioreactors, biogas combustion, and fugitive biogas 

emissions from wastewater and sludge digestion processes.  Third, we account for emissions and 

damages of VOCs that result from electricity generation and chemical manufacturing using the 

US EPA’s National Emissions Inventory47 (for electricity generation) and from the life-cycle 

assessment literature48-49 (for chemical manufacturing).  Details of the methods for calculating 

air emissions and damages associated with electricity generation and chemical manufacturing 

can be found in Chapter 2.26 The treatment technologies included in our analysis, data inputs, and 

a summary of the methods can be found in SI Sections 1.0-3.0 in Appendix 2.   

Wastewater Treatment System Data.  We use the CWNS results for data on POTWs.  For 

47 of the 48 continental US states and the District of Columbia, we use 2012 CWNS data.46 

South Carolina did not participate in the 2012 CWNS and so we use 2008 CWNS data45 for that 

state.  This combined CWNS dataset includes 14,693 POTWs, or 99.6% of the nation’s 

wastewater treatment facilities.  CWNS data includes (1) installed technologies, (2) treatment 

flow, and (3) the state and county of the facility.  We use this data to estimate the electrical and 

chemical inputs for each facility and to compute location-specific emission factors and emission 

damages. 
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Life-Cycle Air Emissions for Wastewater Treatment Systems.  We evaluate the life-cycle 

air emissions of four CAPs (SO2, NOx, PM2.5, and VOCs) and three GHGs (CO2, CH4, and N2O).  

There are three sources of CAP and GHG emissions associated with wastewater treatment.  First, 

there are on-site emissions.  On-site emissions of pollutant j at facilities i include emissions from 

biodegradation in activated sludge processes, 𝑀𝑖,𝑗
𝐴𝑒𝑟, emissions from biogas combustion at 

facilities with anaerobic digestion and biogas combustion, 𝑀𝑖,𝑗
𝐶𝑜𝑚𝑏, fugitive emissions of biogas 

at facilities with anaerobic digestion but no biogas combustion, 𝑀𝑖,𝑗
𝐹𝑢𝑔𝑖𝑡𝑖𝑣𝑒

, and emissions from 

natural gas combustion to supplement biogas combustion heating of the anaerobic digester.  

There are also emissions of pollutant j from generating the electricity used to drive wastewater 

processes at facility i, 𝑀𝑖,𝑗
𝐸𝑙𝑒𝑐.  Finally, there are emissions of pollutant j from manufacturing the 

chemicals used in wastewater treatment processes at facility i, 𝑀𝑖,𝑗
𝐶ℎ𝑒𝑚.  As noted above, the 

details on the calculation methods for these last two sources can be found in our previous work26 

and are summarized in SI Section 3.0.  

 For each wastewater treatment facility with activated sludge processes or aerobic 

digestion installed, we calculate the direct emissions of VOCs and GHGs resulting from 

wastewater treatment, 𝑀𝑖,𝑗
𝐴𝑒𝑟 [g/yr], using Equation 3.1 and emission factors listed in Table S4. 

𝑀𝑖,𝑗
𝐴𝑒𝑟 = 𝑉𝑖,𝑖𝑛𝑓𝑙𝑢𝑒𝑛𝑡𝑒𝑡𝑟𝑒𝑎𝑡,𝑗

𝐴𝑒𝑟  (3.1) 

Emissions are the product of water treated, Vi,influent [m
3/yr], and average literature reported 

emissions per cubic meter, 𝑒𝑡𝑟𝑒𝑎𝑡,𝑗
𝐴𝑒𝑟  [g/m3],50-56 listed in Table S4.  

For anaerobic sludge digestion, we assume that the biogas is either captured and 

combusted or released to the atmosphere as fugitive biogas.  For facilities with anaerobic sludge 

digestion and that report having biogas combustion, we calculate combustion emissions, 𝑀𝑖,𝑗
𝐶𝑜𝑚𝑏 
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[g/yr], using Equation 3.2.  We assume that 99% of biogas is combusted with the remaining 1% 

released to the environment, and scale the emissions factors listed in Table S4 accordingly to 

calculate the biogas combustion emission factor, 𝑒𝑗
𝐶𝑜𝑚𝑏 [g/m3].  We multiply the resulting 

emission factors by the volume of influent wastewater, Vi,influent [m
3/yr].  

𝑀𝑖,𝑗
𝐶𝑜𝑚𝑏 = 𝑉𝑖,𝑖𝑛𝑓𝑙𝑢𝑒𝑛𝑡𝑒𝑗

𝐶𝑜𝑚𝑏  (3.2) 

For facilities with anaerobic sludge digestion that do not report biogas combustion, we assume 

that roughly 82% of biogas is flared without the heat being used by the plant, with the remaining 

18% released as fugitive emissions.  This assumption is based on past reviews of biogas 

generation in the US.57 As shown in Equation 3.3, we calculate fugitive emissions, 

𝑀𝑖,𝑗
𝐹𝑢𝑔𝑖𝑡𝑖𝑣𝑒

[g/yr], by multiplying influent wastewater volume, Vi,influent [m
3/yr], and scale the 

emissions factors listed in Table S4 accordingly to calculate the fugitive biogas emissions factor, 

𝑒𝑗
𝐹𝑢𝑔𝑖𝑡𝑖𝑣𝑒

[g/m3] listed in Table S4.   

𝑀𝑖,𝑗
𝐹𝑢𝑔𝑖𝑡𝑖𝑣𝑒

= 𝑉𝑖,𝑖𝑛𝑓𝑙𝑢𝑒𝑛𝑡𝑒𝑗
𝐹𝑢𝑔𝑖𝑡𝑖𝑣𝑒

  (3.3) 

Finally, we calculate emissions from natural gas combustion for anaerobic digester heating at 

facilities with an anaerobic digester but insufficient amounts of biogas combusted to heat the 

digester.  We calculate emissions of pollutant j at facility i resulting from natural gas 

combustion, 𝑀𝑖,𝑗
𝑁𝐺 , using Equation 3.5.  We do this by first calculating the amount of thermal 

energy required to heat the sludge.  The amount of heat required is the product of the flow rate of 

sludge into the anaerobic digester, 𝑉𝑖,𝑠𝑙𝑢𝑑𝑔𝑒 [m3/yr], the density of wastewater, ρ [g/m3], which 

we assume to be 1000 g/m3,42 the heat capacity of wastewater, cp [g/m3], which we assume to be 

4.18 J/g·°C,42 and the required temperature to raise the sludge temperature from the average 

temperature in activated sludge processes of 30°C to achieve an optimal temperature of 38°C.42 
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The amount of heat produced from biogas is the product of the influent wastewater, 𝑉𝑖,𝑖𝑛𝑓𝑙𝑢𝑒𝑛𝑡 

[m3/yr], production of biogas per cubic meter of influent wastewater, P [m3-biogas/m3-influent 

wastewater],42 and the higher heating value of biogas, HHVbiogas [J/m3-biogas].58 The difference 

between heat required and heat produced from biogas generation is the amount of heat that needs 

to come from natural gas, QNG [J/yr] (Equation 3.4).  We then divide by the higher heating value 

of natural gas, HHVNG [J/m3-natural gas],59 and multiply by the emissions factor for pollutant j 

for natural gas combustion in an industrial boiler, 𝑒𝑁𝐺,𝑗 [g/m3] (Equation 3.5).48  

𝑄𝑁𝐺 =  𝑉𝑖,𝑠𝑙𝑢𝑑𝑔𝑒𝜌𝑐𝑝∆𝑇 −  𝑉𝑖,𝑖𝑛𝑓𝑙𝑢𝑒𝑛𝑡𝑃𝐻𝐻𝑉𝑏𝑖𝑜𝑔𝑎𝑠(3.4) 

𝑀𝑖,𝑗
𝑁𝐺 =  𝑒𝑁𝐺,𝑗 (

𝑄𝑁𝐺

𝐻𝐻𝑉𝑁𝐺
) (3.5) 

Damages for Wastewater Treatment Systems.  Using Equations 3.6-3.9, we calculate 

damages from direct emissions from aerobic processes, Di
Bio [$/yr]; biogas combustion, Di

Comb 

[$/yr]; fugitive emissions, Di
Fugitive [$/yr]; and natural gas combustion, Di

NG [$/yr], at the facility-

level.  The damages are the product of damages per marginal gram of emissions from county k, 

dj,k [$/g], and the emissions from aerobic processes, 𝑀𝑖,𝑗
𝐴𝑒𝑟 [g/yr]; biogas combustion, 𝑀𝑖,𝑗

𝐶𝑜𝑚𝑏 

[g/yr]; fugitive emissions, 𝑀𝑖,𝑗
𝐹𝑢𝑔𝑖𝑡𝑖𝑣𝑒

 [g/yr]; and from natural gas combustion, 𝑀𝑖,𝑗
𝑁𝐺  [g/yr]. 

𝐷𝑖
𝐴𝑒𝑟 = ∑ 𝑑𝑗,𝑘𝑀𝑖,𝑗

𝐴𝑒𝑟
𝑗  (3.6) 

𝐷𝑖
𝐶𝑜𝑚𝑏 = ∑ 𝑑𝑗,𝑘𝑀𝑖,𝑗

𝐶𝑜𝑚𝑏
𝑗  (3.7) 

𝐷𝑖
𝐹𝑢𝑔𝑖𝑡𝑖𝑣𝑒

= ∑ 𝑑𝑗,𝑘𝑀𝑖,𝑗
𝐹𝑢𝑔𝑖𝑡𝑖𝑣𝑒

𝑗  (3.8) 

𝐷𝑖
𝑁𝐺 = ∑ 𝑑𝑗,𝑘𝑀𝑖,𝑗

𝑁𝐺
𝑗  (3.9) 

We use the social cost of carbon to estimate the damages from GHG emissions and county-level 

marginal damages from AP2 to estimate damages from CAPs emissions.  We use 100-year 

global warming potentials to convert CH4 and N2O into CO2 equivalents.44 In keeping with the 
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IPCC’s determination that CO2 emissions from wastewater treatment are biogenic in origin, we 

report CO2 emissions associated with biodegradation separately from damages associated with 

VOC, CH4, and N2O emissions and do not include them in our total damage results. 

 Damages from chemical manufacturing and electricity generation are calculated using 

Equations S2 and S4. 

3.3.2 Evaluating the Energy Self-Sufficiency of Wastewater Treatment Plants 

As shown in Figure 3.1, we calculate the air emission reduction benefits of installing 

biogas-fueled heat and electricity generation at all 14,693 wastewater treatment facilities in the 

contiguous United States in three steps.  These steps include calculating the potential heat and 

electricity generation of biogas production and combustion, calculating the difference in 

emissions between a natural gas and biogas combustion scenario and a baseline grid electricity 

scenario and biogas-fueled electricity generation scenario, and pricing the damages resulting in 

these different air emission scenarios. 

Biogas Heat Generation Potential.  Anaerobic digestion requires heating to raise the 

temperature of the sludge to higher temperatures than secondary treatment processes.  Literature 

reports that biogas has a heat density of 22.4 MJ/m3 of biogas.42 We allocate heat produced by 

biogas combustion to heating the anaerobic digester.  If there is additional heat needed for the 

anaerobic digester, we use Equation 3.4 to calculate the heat required from natural gas 

combustion.  

Biogas-Fueled Electricity Generation Potential.  We estimate electricity generation 

potential from biogas, Gi [kWh/yr], using Equation 3.10.60 Anaerobic digestion requires, on 

average, 0.09 kWh per cubic meter of sludge treated and we allocate any electricity generated 

from biogas combustion to cover this difference.  Any biogas-fueled electricity generation above  
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Figure 3.1.  Methods for calculating the benefits from biogas-fueled electricity generation and 

the damages resulting from biogas heat generation.  There are three primary steps in this 

analysis: (1) calculating electricity based on installed treatment technologies and with biogas-

fueled electricity generation using anaerobic digestion and the heat demand that needs to be 

supplemented from natural gas combustion; (2) calculating emissions based on grid electricity 

demand, natural gas combustion in an industrial boiler, and biogas generation; and (3) 

calculating the benefits of biogas-fueled electricity generation and damages resulting from 

natural gas combustion. 
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the demand can be sold to the grid or used for non-process needs on-site.  The biogas electricity 

factor, BEF [kWh/m3], is the amount of electricity that can be generated based on the influent 

wastewater flow rate, Vi,influent [m
3/yr].  We select a BEF of 0.113 kWh/m3, consistent with a 

review performed by the Electric Power Research Institute.61 We also perform sensitivity 

analysis on the BEF by using a high (0.139 kWh/m3) and low (0.0925 kWh/m3) BEF. 

𝐺𝑖 = 𝐵𝐸𝐹 ∗ 𝑉𝑖,𝑖𝑛𝑓𝑙𝑢𝑒𝑛𝑡  (3.10) 

We use the electricity generated from biogas combustion to calculate the self-sufficiency 

of wastewater treatment facilities and the net electricity demand at these facilities after 

installation of anaerobic sludge digestion.  We define the self-sufficiency of wastewater 

treatment at facility i, Ri, as the ratio of biogas-fueled electricity generated to the electricity 

demand at a POTW upgraded with biogas usage.  Electricity demand at the POTW is the product 

of treated water volume, Vi,influent [m
3/yr], and the sum of electricity consumption for all treatment 

processes g installed at the plant, ∑ 𝑊𝑔
𝐸𝑙𝑒𝑐

𝑔  [kWh/m3] (Equation 3.11). 

𝑅𝑖 =
𝐺𝑖

∑ 𝑉𝑖,𝑖𝑛𝑓𝑙𝑢𝑒𝑛𝑡 ∑ 𝑊𝑔
𝐸𝑙𝑒𝑐

𝑔𝑔
  (3.11) 

The net electricity demand, Enet,i [kWh/yr], at these facilities is the baseline electricity demand 

minus the biogas-fueled electricity generated (Equation 3.12). 

𝐸𝑛𝑒𝑡,𝑖 = 𝑉𝑖,𝑖𝑛𝑓𝑙𝑢𝑒𝑛𝑡(∑ 𝑊𝑔
𝐸𝑙𝑒𝑐

𝑔 + 𝑊𝑎𝑛𝑎𝑒𝑟𝑜𝑏𝑖𝑐
𝐸𝑙𝑒𝑐 ) − 𝐺𝑖 (3.12) 

We model the installation of anaerobic sludge digestion at all facilities and assume that plants 

with aerobic sludge digestion no longer operate those systems in favor of an anaerobic digester.  

3.3.3 Air Emissions from Biogas Collection and Combustion.   

Biogas-fueled electricity generation affects air emissions in four ways.  First, there is an 

increase in biogas combustion emissions.  Second, with the addition of biogas usage, there are 

reduced fugitive emissions of biogas from facilities that were previously emitting biogas to the 
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environment without flaring.  Third, there is an increase in emissions from natural gas 

combustion to heat the anaerobic digester.  Finally, there is a decrease in emissions due to the 

reduction in grid electricity consumption.   

First, we calculate increases in emissions resulting from increases in biogas combustion 

at upgraded facilities that previously did not have anaerobic digestion or flare biogas that was 

produced in anaerobic digesters.  To do this, we use Equation 3.2. 

We calculate the reduced emissions from controlling and combusting fugitive emissions 

of biogas, 𝑀𝑖,𝑗,𝑎𝑛𝑒𝑟𝑜𝑏𝑖𝑐
𝑓𝑢𝑔𝑖𝑡𝑖𝑣𝑒

 [g/yr], using Equation 3.13.  These emission changes are calculated by 

multiplying the wastewater influent flow rate, 𝑉𝑖,𝑖𝑛𝑓𝑙𝑢𝑒𝑛𝑡 [m
3/yr], by the difference in emissions 

factors between fugitive emissions factor, 𝑒𝑗
𝑓𝑢𝑔𝑖𝑡𝑖𝑣𝑒

 [g/m3] and combustion emissions factor, 

𝑒𝑗
𝐶𝑜𝑚𝑏 [g/m3].  As noted above, we assume that 18% of biogas that is produced at facilities that 

do not report biogas combustion are directly emitting biogas to the atmosphere.57  Equation 3.13 

therefore calculates the estimates of emissions, 𝑀𝑖,𝑗,𝑎𝑛𝑒𝑟𝑜𝑏𝑖𝑐
𝑓𝑢𝑔𝑖𝑡𝑖𝑣𝑒

 [g/yr], from these remaining facilities. 

𝑀𝑖,𝑗,𝑎𝑛𝑒𝑟𝑜𝑏𝑖𝑐
𝑓𝑢𝑔𝑖𝑡𝑖𝑣𝑒

= 𝑉𝑖,𝑖𝑛𝑓𝑙𝑢𝑒𝑛𝑡(𝑒𝑗
𝑓𝑢𝑔𝑖𝑡𝑖𝑣𝑒

− 𝑒𝑗
𝐶𝑜𝑚𝑏)  (3.13) 

 There are also additional emissions associated with combusting natural gas to heat the 

anaerobic digester if not enough biogas is produced to completely meet the demand calculated in 

Equation 3.2.  We allocate heat produced from biogas combustion to heat the digester rather than 

other needs on site that are outside the scope of our analysis (e.g. space heating for buildings, use 

in CHP systems).  We calculate emissions resulting from natural gas combustion to supplement 

heat from biogas combustion, 𝑀𝑎𝑛𝑎𝑒𝑟𝑜𝑏𝑖𝑐,𝑖,𝑗
𝑁𝐺  [g/yr], using Equation 3.5. 

Finally, we calculate emissions associated with reduced grid electricity usage using 

Equation 3.14.  We first calculate the net generation of electricity after accounting for the pre-

anaerobic digester train by subtracting energy required to drive the pre-anaerobic digester train, 
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𝑉𝑖,𝑖𝑛𝑓𝑙𝑢𝑒𝑛𝑡 ∑ 𝑊𝑔
𝐸𝑙𝑒𝑐

𝑔  [kWh/yr], from the amount of generated electricity, Gi [kWh/yr].  We then 

subtract the net electricity generated from the amount required to power the anaerobic digester, 

𝑉𝑖,𝑖𝑛𝑓𝑙𝑢𝑒𝑛𝑡𝑊𝑎𝑛𝑎𝑒𝑟𝑜𝑏𝑖𝑐
𝐸𝑙𝑒𝑐  [kWh/yr].  We multiply the resulting grid electricity demand by the 

electricity emissions factor for pollutant j, 𝑒𝑚𝑓,𝑗,𝑙 [g/kWh], which is the marginal emissions 

factor62 for CO2, NOx, and SO2 and the average emissions factor for VOCs and PM2.5
63 for state 

l.  

𝑀𝑖,𝑗,𝑎𝑛𝑎𝑒𝑟𝑜𝑏𝑖𝑐
𝑒𝑙𝑒𝑐 = 𝑒𝑚𝑓,𝑗,𝑙[𝑉𝑖,𝑖𝑛𝑓𝑙𝑢𝑒𝑛𝑡𝑊𝑎𝑛𝑎𝑒𝑟𝑜𝑏𝑖𝑐

𝐸𝑙𝑒𝑐 − (𝐺𝑖 − 𝑉𝑖,𝑖𝑛𝑓𝑙𝑢𝑒𝑛𝑡 ∑ 𝑊𝑔
𝐸𝑙𝑒𝑐

𝑔 )]  (3.14) 

Air Emissions Benefits Associated with Biogas-Fueled Electricity Generation.  Changes 

in air emission damages associated with electricity generation from biogas are the benefits of 

reductions in grid electricity usage and damages associated with natural gas and biogas 

combustion to operate the anaerobic digester.  For facility-level benefits of grid electricity 

reduction, we use Equation S2 to calculate damages associated with the baseline grid electricity, 

𝐷𝑖,𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒
𝐸𝑙𝑒𝑐  [$/yr], and the biogas electricity, 𝐷𝑖,𝑛𝑒𝑡

𝐸𝑙𝑒𝑐  [$/yr], scenarios.  The benefits of reductions in 

grid electricity usage are the difference between these two scenarios.  We calculate the increase 

in damages from combustion emissions at facility i, 𝐷𝑖,𝑎𝑛𝑎𝑒𝑟𝑜𝑏𝑖𝑐
𝐶𝑜𝑚𝑏  [$/yr]; the benefits of controlling 

and combusting fugitive biogas emissions, 𝐵𝑖,𝑎𝑛𝑎𝑒𝑟𝑜𝑏𝑖𝑐
𝐹𝑢𝑔𝑖𝑡𝑖𝑣𝑒

 [$/yr]; the increase in damages from 

natural gas combustion, 𝐷𝑎𝑛𝑎𝑒𝑟𝑜𝑏𝑖𝑐,𝑖
𝑁𝐺   [$/yr]; and the damages for grid electricity generation, 

𝐷𝑎𝑛𝑎𝑒𝑟𝑜𝑏𝑖𝑐,𝑖
𝐸𝑙𝑒𝑐  [$/yr], using Equations 3.15-3.18, which are similar to Equations 3.6-3.9. 

 𝐷𝑖,𝑎𝑛𝑎𝑒𝑟𝑜𝑏𝑖𝑐
𝐶𝑜𝑚𝑏 = ∑ 𝑑𝑗,𝑘𝑀𝑎𝑛𝑎𝑒𝑟𝑜𝑏𝑖𝑐,𝑖,𝑗

𝐶𝑜𝑚𝑏
𝑗   (3.15) 

𝐵𝑖,𝑎𝑛𝑎𝑒𝑟𝑜𝑏𝑖𝑐
𝐹𝑢𝑔𝑖𝑡𝑖𝑣𝑒

= ∑ 𝑑𝑗,𝑘𝑀𝑎𝑛𝑎𝑒𝑟𝑜𝑏𝑖𝑐,𝑖,𝑗
𝐹𝑢𝑔𝑖𝑡𝑖𝑣𝑒

𝑗  (3.16) 

𝐷𝑖,𝑎𝑛𝑎𝑒𝑟𝑜𝑏𝑖𝑐
𝑁𝐺 = ∑ 𝑑𝑗,𝑘𝑀𝑎𝑛𝑎𝑒𝑟𝑜𝑏𝑖𝑐,𝑖,𝑗

𝑁𝐺
𝑗  (3.17) 

𝐷𝑖,𝑎𝑛𝑎𝑒𝑟𝑜𝑏𝑖𝑐
𝐸𝑙𝑒𝑐 = ∑ 𝑑𝑗,𝑘𝑀𝑎𝑛𝑎𝑒𝑟𝑜𝑏𝑖𝑐,𝑖,𝑗

𝐸𝑙𝑒𝑐
𝑗  (3.18) 
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The net benefits from biogas-fueled electricity generation at facility i, Bi [$/yr], are calculated 

using Equation 3.19. 

𝐵𝑖 = (𝐷𝑖,𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒
𝐸𝑙𝑒𝑐 − 𝐷𝑖,𝑛𝑒𝑡

𝐸𝑙𝑒𝑐 ) + 𝐵𝑖,𝑎𝑛𝑎𝑒𝑟𝑜𝑏𝑖𝑐
𝐹𝑢𝑔𝑖𝑡𝑖𝑣𝑒

−  𝐷𝑖,𝑎𝑛𝑎𝑒𝑟𝑜𝑏𝑖𝑐
𝐶𝑜𝑚𝑏 −  𝐷𝑖,𝑎𝑛𝑎𝑒𝑟𝑜𝑏𝑖𝑐

𝑁𝐺    (3.19) 

3.3.4 Uncertainty Analysis 

Table 3.1 Uncertain parameters, values and ranges. 

Variable Value in Main Text Uncertainty Analysis 

Ranges 

SI Section 

Uncertainty in Air Emissions and Damages Calculation 

Electricity Consumption 

for Unit Processes 

Literature-Based 

Averages 

Literature Minimums 

and Maximums 

S5.2 

Chemical Consumption 

for Unit Processes 

Literature-Based 

Averages 

Literature Minimums 

and Maximums 

S5.3 

Influent Flow CWNS Average Flow CWNS Design Flow S5.4 

Biogas Flaring at 

Facilities that Produce but 

Do Not Use Biogas 

82% Flare/18% Emit57 100% Flare/0% Emit 

0% Flare/100% Emit 

S5.5 

Chemical Manufacturing 

Location 

Revenue Distribution of 

Chemical 

Manufacturing Sector 

(a) In-State 

(b) Evenly Distributed 

(c) In Lowest Damage 

State 

(d) In Highest Damage 

State 

(e) Off-Shore 

S6.0 

Value of a Statistical Life $8.6M (2014 USD)43 $2M-$10M Manuscript 

Social Cost of Carbon $43/short ton44 $0-$60/short ton Manuscript 

Uncertainty in Biogas-Fueled Electricity Generation 

Influent Flow CWNS Average Flow CWNS Design Flow S7.1 

Biogas Electricity Factors 0.113 kWh/m3 0.0925 kWh/m3 (low) 

0.139 kWh/m3 (high) 

Manuscript 

Electricity Consumption 

for Unit Processes 

Literature-Based 

Averages 

Literature Minimums 

and Maximums 

S7.2 

 

There are several uncertain parameters in our analysis listed in Table 3.1.  These include 

uncertainty in calculating air emissions, damages, and biogas-fueled electricity generation.  For 

the results presented in the main manuscript, we rely on average values based on literature 

sources and data.  For sensitivity analyses, we run a Monte Carlo analysis on the total damages 
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resulting from electricity generation, chemical manufacturing, and on-site emissions.  The 

probability distributions for flow rate, electricity consumption, and chemical dosage, as well as 

the results of the Monte Carlo Analysis can be found in SI Section 5.1.  We also perform one-at-

a-time analysis for each of these variables by recalculating Equations 3.1-3.9 and S1-S4 to create 

ranges for air emissions damages and biogas-fueled electricity generation, using the range of 

values identified in Tables 1 and S1 in SI Section 1.0.  Results of the one-at-a-time uncertainty 

analyses can be found in the SI Sections listed in Table 3.1.  

There is also uncertainty about the location of chemical manufacturing.  In the main 

manuscript, we assume that chemical manufacturing follows the national distribution of revenue 

from chemical manufacturing based on the Annual Survey of Manufacturers data set.64 This is 

the same assumption we made in our previous work.26-27 We also perform sensitivity analyses 

based on several alternative chemical manufacturing distributions as discussed in SI Section 6.0. 

Finally, we also perform sensitivity analyses on the electricity self-sufficiency of biogas-

fueled electricity generation.  To do this, we calculate a minimum and maximum self-sufficiency 

scenario using Equation 3.6.  The minimum self-sufficiency scenario is a scenario with the low 

BEF value and the maximum electricity consumption for treatment processes.  The maximum 

self-sufficiency scenario is a scenario with the high BEF value and the minimum electricity 

consumption for treatment processes. 

3.4 Results  

3.4.1 Damages from Municipal Wastewater Treatment 

We use the 2012 CWNS to estimate the air emission damages associated with operating installed 

wastewater treatment processes.  As such, all damage values are specific to 2012 and reported in 

2012 USD.65 In 2012, wastewater treatment generated air emission damages of $1,300 million.  
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The geographic distributions of damages associated with electricity generation, chemical 

manufacturing, and direct emissions are shown in Figure 3.2.  Electricity generation accounts for 

83%, or $1.05 billion, of these air emission damages.  There are an additional $190 million 

annually (15% of total damages) in on-site emissions.  The largest drivers of these direct 

damages include VOCs released during secondary treatment ($84 million annually) and $64 

million in fugitive methane emissions from facilities with existing anaerobic digesters but 

without gas capture or flaring.  Damages from chemical manufacturing contribute $16 million.   

 

Figure 3.2.  Air emission damages in 2012 from installed wastewater treatment and sludge 

digestion processes due to (A) electricity generation ($1.05 billion in 2012 USD), (B) chemical 

manufacturing ($16 million in 2012 USD), (C) direct emissions ($190 million in 2012 USD), and 

(D) total damages ($1.3 billion in 2012 USD).  N.B. Damages from on-site emissions of biogenic 

CO2 are not shown in Panel C, and would add an additional $430 million (in 2012 USD) if 

valued at the social cost of carbon. 
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Air emissions and damages from wastewater treatment are tabulated in SI Section 4.0 and Tables 

S5 and S6. 

3.4.2 Energy Self-Sufficiency of POTWs 

Anaerobic sludge digestion and biogas combustion have the potential to offset a 

meaningful fraction of the air emission damages from electricity consumption at wastewater 

treatment facilities.  Nationwide, we estimate biogas-fueled electricity generation potential of 

3700 GWh (3000-4400 GWh) annually (Figure 3.3A). This amounts to 19-28% of the electricity 

consumed in operating wastewater treatment facilities. At POTWs that completely meet their 

electricity need using biogas-fueled electricity generation, there is an excess 1,700 GWh of 

electricity produced that could be used for non-treatment needs on-site or potentially sold to the 

grid if facilities were to upgrade.   

While the potential for biogas-fueled electricity generation is significant, the technical 

potential for biogas-fueled electricity generation to displace grid-sourced electricity depends 

upon the energy intensity of the installed treatment processes.  The maximum potential 

electricity demand could be met by biogas-fueled generation potential is plotted in Figure 3.3B, 

with the regions of the curve generally corresponding to different wastewater treatment process 

intensity.  Region 1 includes facilities operating energy intensive processes including primary 

treatment for solids removal, activated sludge, disinfection, and tertiary treatment for nitrogen or 

phosphorous removal.  POTWs in Region 2 are more likely to use trickling biofilters in place of 

energy intensive activated sludge processes, and less likely to employ tertiary treatment 

technologies. Regions 3 and 4 have either a lagoon plus disinfection (Region 3) or primary 

treatment, aeration, and disinfection (Region 4).  Finally, Region 5 contains POTWs with only 

solids removal and disinfection processes installed.   
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Figure 3.3.  Potential for biogas-fueled electricity generation to reduce net electricity demand at 

wastewater treatment plants in the CWNS database.  Panel (A) shows the treatment facility level 

estimates of electricity generation via biogas combustion using an average, low, and high biogas 

electricity factor (BEF).  Panels (B) and (C) show the ratio of electricity generation via biogas to 

the electricity demand at all facilities and at large (>5 MGD capacity) facilities, respectively.  

The circled numbers indicate different levels of treatment intensity, as described in the text, with 

more intense levels of treatment (e.g. nutrient control and tertiary treatment) installed at lower 

levels. 

   

Biogas combustion from the plant could completely meet the thermal needs of heating 

the anaerobic digestion.  The excess biogas that is not used to heat the anaerobic digester 

contains 18 million GJ of thermal energy.  This excess biogas could be used for other on-site 

heating needs or further processed and fed into the natural gas grid.57   

In addition to the technical feasibility of offsetting heat and electricity generation, there 

are economic and operational challenges to operating anaerobic sludge digesters and biogas-

fueled generators.  As there may not be sufficient biosolids produced at facilities that treat less 

than 5 MGD to make biogas-fueled combined heat and power technically feasible,66 we have 

replotted the potential for biogas to meet electricity demand at large facilities with inflows of >5 

MGD in Figure 3.3C.  While large facilities tend to operate more energy intensive process and 

have lower offset potentials, they also process more wastewater and have larger biogas 

generation potential on a per facility basis.  
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3.4.3 Air Emission Benefits from Biogas-Fueled Electricity Generation 

 

 

 
Figure 3.4.  Changes in air emissions associated with wastewater treatment resulting from 

biogas-fueled heat and electricity generation at wastewater treatment facilities in the continental 

United States.  (A) The changes in air emissions are driven by avoided damages from electricity 

generation ($240 million in benefits in 2012 USD).  However, there are $390,000 (in 2012 USD) 

additional damages occurring from facilities upgraded to combust biogas.  Combusting fugitive 

emissions and using it to heat the anaerobic digesters at these facilities would also reduce 

natural gas combustion emissions by $8 million (in 2012 USD). The asterisks in Panel B indicate 

states where reduced natural gas combustion produce at least $100,000 (in 2012 USD) in 

benefits annually. The total benefits of upgrading all POTWs to anaerobic digestion and biogas-

fueled CHP are (C) $310 million annually (in 2012 USD) or (D) a 25% reduction in air emission 

damages.  Benefits are tabulated in SI Section 4.2 and Tables S7-S8. 
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Installing anaerobic digestion and biogas usage for heat and electricity generation at all 

POTWs that do not currently have these processes installed would produce air emission benefits 

of $310 million (in 2012 USD) annually or a 25% reduction in air emission damages from 

wastewater treatment (Figure 3.4). Nationwide, biogas-fueled electricity generation offsets $240 

million in damages from the grid.  As shown in Figure 3.4A, these benefits are greatest in states 

with grids that are heavily-reliant on coal (e.g. Pennsylvania and Ohio) or with large populations 

(e.g. New York and California).  There are $64 million (in 2012 USD) in benefits to controlling 

and combusting fugitive biogas emissions (Figure 3.4B).  There are also small benefits in 

avoided natural gas combustion resulting from using combusted biogas ($8.0 million in 2012 

USD) and even smaller additional damages resulting from biogas combustion emissions at 

upgraded facilities ($390,000 in 2012 USD). 

3.4.4 Uncertainty Analyses 

To assess the uncertainty in our air emission damage results we performed Monte Carlo 

analyses by assigning a distribution of values to influent wastewater flow rate, electricity demand 

of the unit processes, chemical dosing required for operating these processes, and on-site 

emissions from wastewater treatment processes.  Total damages are robust to uncertainty in these 

input parameters (Figure 3.5A).  The primary contribution to this uncertainty originates from 

uncertainty in the electricity consumption, which itself is a function of the influent flow rate and 

the demand from unit processes.  The results of the one-at-a-time analyses are reported in SI 

Sections 5.2-5.4, SI Section 6.0 and Table S10-S18. 
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Figure 3.5.  Uncertainty analyses for (A) air emission damages from wastewater treatment at the 

default assumptions for the value of a statistical life ($8.6M in 2014USD) and social cost of 

carbon ($43/short ton in 2014USD), (B) the value of a statistical life (ranging from 4-10M in 

2014 USD) shown in blue and social cost of carbon shown in red (ranging from $20-$60/short 

ton CO2,eq), and (C) energy self-sufficiency of wastewater treatment.  In panel (B), the dotted and 

dashed lines represents the minimum and maximum VSL and SCC considered, respectively.   

  

 These results are also sensitive to the value of a statistical life (VSL) and social cost of 

carbon (SCC) (Figure 3.5 B).   In the baseline analysis, we used a VSL of $8.6M (in 2014 USD) 

to value damages of criteria air pollutants.  Varying the from $4M-$10M (in 2014 USD) 

produces the range shown in blue with damages from $330M/yr (VSL of $4M) to $840M/yr 

(VSL of $10M).  The SCC used in the base case analysis was $43/short ton of CO2 (in 2014 

USD).  The damages are approximately $250M/yr and $740M/yr when the SCC is $20/short ton 

and $60/short ton, respectively.  The assumed VSL and SCC are significant determiners of the 

final air emission damages associated with municipal wastewater treatment, and therefore the 

benefits of anaerobic digestion installation. 

 Finally, we performed sensitivity analyses on the electricity self-sufficiency of POTWs 

(Figure 3.5C) and the amount of electricity generated from biogas (SI Section 7.1 and Figure 

S1).  The electricity self-sufficiency and electricity generated are dependent on several variables, 

including the wastewater flowrate, the BEF, and the unit electricity consumption.  The low and 

high self-sufficiency cases are shown in blue and red in Figure 3.5B and have a different shape 

than the baseline assumptions.  The most significant difference is the number of plants capable of 

achieving complete self-sufficiency.  In the high electricity self-sufficiency case, 60% of systems 
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generate enough electricity from biogas-fueled electricity generation to meet all of their 

electricity needs.  In the low self-sufficiency case, only about 30% are capable of achieving 

complete energy self-sufficiency.  Analysis on the impact of wastewater flowrate on biogas-

fueled electricity generation can be found in SI Section 7.0 and Figure S1.   

3.5 Discussion 

 In 2012, wastewater treatment processes in the United States generated $1.3 billion in air 

emission damages.  Electricity consumption is the largest source of these damages, contributing 

$1.05 billion in damages resulting from the consumption of 16,000 GWh of electricity.  As the 

US demand for wastewater treatment is expected to increase by 20-25% by 2032,1 the electricity 

consumption of wastewater treatment and air emission damages is going to increase as well. 

 Biogas generation has the potential to make municipal wastewater treatment more 

sustainable.  Biogas combustion for electricity generation can displace grid electricity, reducing 

the environmental impact of wastewater treatment in areas with a coal-dependent grid.  Despite 

this potential for environmental benefit, biogas usage in combined heat and power systems 

occurs at less than 1% of the nation’s POTWs with a capacity of 440 MW.58 Anaerobic 

digestion, with or without biogas usage, is much more widespread with 43% of the volume of US 

wastewater treated at facilities with anaerobic digesters.57 Installing biogas-fueled electricity 

generation at facilities with anaerobic digestion that currently do not have it thus appears an 

obvious opportunity to reduce the environmental impact of wastewater treatment throughout the 

United States.58 

 Despite this opportunity, there are several barriers to the widespread adoption of biogas-

fueled electricity generation.  Given limited budgets for capital investments, POTWs have 

frequently identified the large upfront capital costs for installing biogas-fueled electricity 
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generation as a major barrier to adoption.67 Improving the quality of biogas, i.e. increasing the 

CH4 concentration, by removing impurities (e.g. CO2 or H2S) is another substantial challenge for 

making biogas combustion and sale to the natural gas grid more attractive.58, 67 

 Another barrier for implementation, especially for systems that treat less than 5 MGD, is 

inadequate biosolids production.66 However, 89% of the systems in our analysis have a capacity 

of less than 5 MGD, but only contribute 17% of the total biogas-fueled electricity generation 

potential.  Co-digestion of other organic wastes (e.g. food and animal waste) can lower the 

minimum size to 1 MGD,57-58 allowing generation of electricity at additional POTWs.  

Developing new technologies to lower the size at which energy recovery is economically viable 

is a vital area of research that would reduce the electricity consumption and air emissions 

associated with wastewater treatment.  Small, decentralized wastewater treatment systems would 

also enable other environmental benefits, including source separation, gray water reuse, and the 

ability to design systems to target specific pollutants.28, 68 

 Finally, there are several policy interventions that could support POTW implementation 

of biogas-fueled electricity generation.  First, as noted above the most significant barrier to 

implementation is the upfront capital costs and long payback periods associated with the 

equipment required.  Policies that offer financial assistance or that internalize the air emission 

benefits for POTWs for installing biogas-fueled electricity generation would make the process 

more economically attractive.  There is also some uncertainty around the net national benefits 

from GHG reduction resulting from installing biogas-fueled electricity generation.  Policies that 

expand data collection and reporting could help quantify this benefit and justify policy 

interventions. 
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3.6 Conclusions 

For infrastructure to be sustainable it has to achieve its mission while balancing its costs, 

social impacts, and environmental impacts.  For wastewater treatment, the largest source of 

environmental impacts are the air emissions associated with electricity generation.29, 33, 51 

Building sustainable POTWs in the future therefore means increasing POTW energy efficiency 

and reducing the air emissions associated with consumed electricity.  The latter will happen 

slowly over the coming decades, as the grid reduces its reliance on coal. 

In the short term, biogas-fueled electricity generation holds potential to reduce these air 

emission damages.  Our work has shown that the air emission reductions from electricity 

generation benefits amount to $240 million (in 2012$) annually.  Furthermore, as many states37-

38 move to reduce the climate impacts of water and wastewater treatment, capturing and using 

fugitive biogas offers a relatively straightforward solution.  The US may realize approximately 

$64 million (in 2012 USD) in benefits from avoided emissions of 1.5 million tons CO2,eq of 

methane in biogas.    

 This paper quantified the damages from air emissions using marginal air emission 

damage models, but similar marginal damage models for water pollution do not exist.  As a 

result, past attempts to perform benefit-cost analysis on wastewater treatment by regulators and 

researchers have relied on contingent valuation models. Contingent valuation approaches are 

often insufficient for developing accurate estimates of environmental goods (e.g. reduced water 

pollution).69  As a consequence of this gap, our work has only quantified one-half of these air-

water tradeoffs that result from wastewater treatment.  Holistic “one environment” analyses and 

decisions for wastewater systems will require an ability to quantify both. 
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3.8 Nomenclature 

Symbols 

BEF: Biogas Electricity Factor [kWh/m3] 

cp: Heat capacity [J/g·°C] 

d: Marginal damages per short ton of air emissions [$/ton] 

D: Nationwide damages from air emissions [$/yr] 

e: Unit emissions [g/m3], [g/kWh], [g/g-chemical] 

E: Electricity demand [kWh/yr] 

G: Electrical energy production from biogas generation [kWh/yr] 

HHV: Higher Heating Value [J/m3] 

M: Mass of pollutants [g/yr] 

R: Ratio of biogas-fueled electricity generation to electricity demand [-] 

ρ: Density [g/m3] 

T: Temperature [°C] 

V Volume of wastewater treated [m3/yr] 

W: Electricity consumed during wastewater treatment process [kWh/m3] 

Subscripts 

anaerobic: Anaerobic digester 

baseline: Baseline scenario (no additional biogas-fueled electricity generation) 

biogas:  Biogas generation scenario 



 

69 
 

g: Unit process 

i: POTW 

influent: Influent wastewater  

j: Air pollutant (i.e. NOx, SO2, PM2.5, VOC, CO2, CH4, N2O) 

k: County 

l: State 

mf: Electricity emissions factor 

net: Net baseline electricity demand 

NG: Natural gas 

sludge: Sludge  

treat:    Emissions from the treatment facility that are released during wastewater treatment 

Superscripts 

Bio:   Emissions of biodegradation of organics in wastewater 

Comb: Emissions from combustion of biogas 

Elec: Emissions from generating electricity consumed to drive wastewater treatment  

NG: Emissions from natural gas combustion 
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CHAPTER 4:  SPATIALLY RESOLVED AIR-WATER EMISSIONS 

TRADEOFFS IMPROVE REGULATORY IMPACT ANALYSES FOR 

ELECTRICITY GENERATION
3 

 
4.1 Abstract 

Coal-fired power plants (CFPPs) generate air, water, and solids emissions that impose 

substantial human health, environmental, and climate (HEC) damages. This work demonstrates 

the importance of accounting for cross-media emissions tradeoffs, plant and regional emissions 

factors, and spatially variation in the marginal damages of air emissions when performing 

regulatory impact analyses for electric power generation. As a case study, we assess the benefits 

and costs of treating wet flue gas desulfurization (FGD) wastewater at U.S. CFPPs using the two 

best available treatment technology options specified in the 2015 Effluent Limitation Guidelines 

(ELG). We perform a life-cycle inventory of electricity and chemical inputs to FGD wastewater 

treatment processes and quantify the marginal HEC damages of associated air emissions. We 

combine these spatially resolved damage estimates with EPA estimates of water quality benefits, 

fuel switching benefits, and regulatory compliance costs. We estimate that the ELGs will impose 

net costs of $3.00/m3 for chemical precipitation and biological wastewater treatment and 

$11.00/m3 for zero-liquid discharge wastewater treatment (expected cost-benefit ratios of 1.8 and 

1.7, respectively), with damages concentrated in regions containing a high fraction of coal 

generation or a large chemical manufacturing industry. Findings of net cost for FGD wastewater 

treatment are robust to uncertainty in auxiliary power source, location of chemical 

                                                           
3 This chapter is based on a paper co-authored with Prof. Meagan Mauter, Prof. Ines Azevedo, 

Xiaodi Sun, and A. Patrick Behrer in Proceedings of the National Academy of Sciences.  It can 

be found at Gingerich, D. B.; Sun, X. B., A. Patrick; Azevedo, I. M. L.; Mauter, M. S., Spatially 

resolved air-water emissions tradeoffs improve regulatory impact analyses for electricity 

generation. Proceedings of the National Academy of Science 2017, 114, (8), 1862-1867. 
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manufacturing, and binding air emissions limits in non-compliant regions, among other 

variables. Future regulatory design will minimize compliance costs and HEC tradeoffs by 

regulating air, water, and solids emissions simultaneously and performing regulatory assessments 

that account for spatial variation in emissions impacts.  

 4.2 Introduction 

An important recent driver of the U.S. transition away from coal-fired electricity 

generation has been the implementation of new air and water emission regulations, including the 

Cross State Air Pollution Rule,1 the Mercury and Air Toxics Standards,2 the Clean Power Plan,3 

and the Final Effluent Limitation Guidelines (ELGs) for Steam Electric Power Generation 

Facilities.4 While each of these rules targets the human health, environmental, and climate 

change (HEC) externalities of coal-fired power generation, there has been little work 

characterizing the interactions between these regulations at the plant or regional levels. In 

particular, the control systems plants use to meet air and water regulations are interconnected, 

with wastewater being produced in air pollution control systems and air pollution being produced 

by water pollution control systems.  

For example, the most prevalent SO2 air emission control technology is wet flue gas 

desulfurization (FGD), which uses an aqueous slurry to scrub SO2 from CFPP flue gas.5-7 In 

2014, wet FGD systems prevented emission of 2.7 million short tons of SO2, with tens of billions 

of dollars in benefits to human health.5 These same wet FGD systems produced an estimated 210 

million m3 of wastewater contaminated with chloride, bromide, mercury, arsenic, boron, 

selenium, and other aqueous toxicants scrubbed from the flue gas.8, 9 Release of these aqueous 

contaminants poses risks to human health via fish consumption, drinking water disinfection 
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byproduct formation, and recreational exposure routes.  This aqueous pollution also reduces 

water quality, contaminates sediments in receiving water bodies, and threatens wildlife.10 

On the other hand, treating or eliminating this wastewater discharge will increase 

auxiliary power consumption at CFPPs, decrease generation efficiency, and increase air 

emissions per unit of energy that is effectively delivered to the grid. These processes will also 

consume chemical precipitants, nutrients, soda ash, and anti-scalants manufactured off-site, the 

production of which results in additional air emissions that are outside the scope of the ELG 

regulatory analyses.7, 11 The extent of air-water emissions tradeoffs will vary with the 

composition of the wastewater, the treatment process, the energy inputs, and the location of the 

plant. 

Benefit-cost analysis (BCA) is the institutionalized method for assessing tradeoffs 

stemming from regulatory decisions. 4, 12-15 Systematic BCA facilitates accounting across a 

diverse set of outcomes and may reduce the influence of special interests or political pressure on 

regulatory decisions.16-18 On the other hand, narrowly conceived regulatory assessments that rely 

exclusively on BCA tend to undervalue non-market goods,17 simplistically assess risks, 

disproportionately prioritize the here and now, and promote efficiency over equity.17 These 

shortcomings of BCA may be exacerbated by national-level analyses that obscure the 

distribution of net benefits at the regional or local levels.16 

Over the past decade, several interdisciplinary research efforts have produced spatially 

resolved estimates of the marginal human health and environmental damages of additional air 

emissions,19, 20 and have been used to quantify the HEC consequences of policy interventions.21  

Facile approximation of these damages with county-level resolution significantly reduces the 

barriers to assessing the distribution of B/C ratios for regulation affecting air emissions, but very 
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few federal BCAs currently employ these methods.22 There is also a need for comparable tools to 

assess the spatial distribution of marginal damages from aqueous emissions, allowing BCA to be 

performed at the local airshed and watershed scales relevant to public health. 

Explicitly quantifying air-water emissions tradeoffs at the local scale is particularly 

important when designing national regulation for distinct regional power grids. A large fraction 

of the purported benefits of recent air and water regulations at CFPPs are attributed to increases 

in the levelized cost of electricity (LCOE) and associated decreases in the deployment of coal-

based electricity generation at the margin.10, 12 In North American Electric Reliability 

Corporation (NERC) regions with a diverse electricity generation mix, fuel switching is likely to 

lead to large net benefits. Near-term fuel switching is less likely in NERC regions where a large 

fraction of electricity generation occurs at CFPPs, especially if the best available technologies for 

regulatory compliance are capital intensive and installing them represents large sunk costs. This 

heterogeneity in generation infrastructure may lead to unintended local impacts and significant 

regional inequities in net damages. More broadly, the reliance on criteria air emissions benefits 

to justify regulatory interventions in CO2, solids, and aqueous emissions control10, 12 raises 

questions about whether the policy design is most efficiently and effectively targeting high HEC 

impact pollutants. 

Finally, plant-level analysis of air-water emissions tradeoffs is relevant to guiding the 

selection of emissions control technologies at CFPPs. The slate of forthcoming or promulgated 

regulations will require implementation of multiple additional processes for gas,1-3 water,4 and 

solids handling.4, 23 Comprehensive planning and simultaneous implementation of these 

processes would enable a systems-level redesign of power plants, while staged implementation 

of capital-intensive infrastructure forced by piecemeal regulatory design will lead to technology 
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lock-in and reduced flexibility in cost-effectively minimizing air and water emission tradeoffs. 

Indeed, previous work analyzing the pulp and paper industry suggests that companies make more 

cost-effective decisions when designing for air and water emissions control simultaneously.13 

The present work leverages and augments the US Environmental Protection Agency’s 

(EPA) detailed BCA for the final ELG rule10 to analyze the tradeoffs in air and water emissions 

associated with the two best available technology options (BATs) for treating wet FGD 

wastewater at CFPPs.  Specifically, we extend the regulatory analysis to include the emissions 

and HEC damages associated with off-site manufacturing of the chemical inputs to FGD 

wastewater treatment which is responsible for a substantial fraction of total HEC damages. We 

also quantify the auxiliary power consumption, emissions, and HEC damages associated with 

zero liquid discharge (ZLD) processes for FGD wastewater treatment, a BAT option that was not 

fully evaluated in the ELG regulatory analysis. Finally, we combine plant-level analyses with 

spatially resolved marginal damage estimates to assess air-water emissions tradeoffs associated 

with wet FGD wastewater treatment at the state, NERC region, and national scales. 

4.3  FGD Wastewater Treatment Process Inventories 

 Under the finalized ELGs, CFPPs are required to eliminate or treat wastewater discharge from 

fly ash transport waters, bottom ash transport waters, flue gas mercury control wastewater, coal 

gasification wastewater, combustion residual leachate, and FGD wastewater.7, 10 Wastewater 

from most processes will be eliminated through dry-handling techniques, but for FGD 

wastewater, CFPPs are provided a choice between two different BAT wastewater treatment 

approaches with significantly different air and water emissions profiles.7 Under the first option, 

plants will comply with effluent water quality standards starting in 2018 using chemical 

precipitation and biological treatment (CPBT). Under the second, plants may delay 



 

84 
 

implementation of water treatment capacity starting until 2023, but are required to comply with a 

more stringent zero liquid discharge (ZLD) plan using a combination of chemical precipitation 

and softening pre-treatment followed by mechanical vapor compression (MVC) and 

crystallization technologies that will further reduce metal emissions and eliminate dissolved 

solids discharges unaddressed by CPBT technology. While existing plants have a mix of 

installed FGD wastewater management approaches (e.g. impoundments, chemical precipitation, 

anaerobic biological treatment, distillation, and constructed wetlands), the present analysis is 

performed relative to a baseline of impoundment management. Detailed descriptions of FGD 

installations, water quality standards, and BAT options are provided in the Supporting 

Information (SI) Section 1.0, Tables S1 and S2, and Figure S1 available in Appendix 3. 

We develop process models of the ELGs’ two BATs options for FGD wastewater 

treatment: CPBT (Figure 4.1A) and ZLD (Figure 4.1B) as described in SI Section 2.1.7 These 

process models are drawn from peer reviewed literature and regulatory documentation and 

include estimates of electricity consumption,24, 25 water entrainment,11 and chemical inputs11 

(Tables S3-S5 of SI Section 3.0) for each unit process in the treatment train. We estimate FGD 

wastewater treatment will consume an average 0.71 kWh/m3 of auxiliary power using CPBT 

processes and 37.4 kWh/m3 of auxiliary power using ZLD processes. Detailed estimates of soda 

ash, lime, hydrochloric acid, and nutrient mix consumption are provided in SI Section 2.0. 

Additional methodological details associated with developing the process inventories are 

reported in SI Section 2.1. 
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Figure 4.1. Process trains, auxiliary electricity consumption, and chemical consumption 

associated with treating 1 m3 of FGD wastewater. Water lost during treatment reduces the 

volumetric flow between processes, and this reduction is accounted for in the quantified 

electricity and chemical inputs. (A) chemical precipitation (with four reaction & mixing tanks) 

followed by biological treatment, and (B) chemical precipitation (with four reaction & mixing 

tanks) followed by soda ash softening, mechanical vapor compression (MVC), and 

crystallization.  

 

4.4 Air Emissions from FGD Wastewater Treatment on a Cubic Meter Basis at the Plant 

Level 

 We estimate the NOx, SO2, PM2.5, and CO2 emissions associated with auxiliary electricity 

consumption24, 25 and the manufacturing of chemical inputs26, 27 to FGD wastewater treatment 
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processes at U.S. CFPPs at the plant level. To estimate the air emissions associated with 

auxiliary electricity consumption per m3, we multiply the electricity consumed in the treatment 

process by the emissions factor for each CFPP with a wet FGD system installed (Equation 4.1). 

𝑚𝑒𝑙𝑒𝑐,𝑔,𝑖
𝑊 = ∑ 𝐸𝑒𝑙𝑒𝑐,ℎ

𝑊
ℎ 𝑒𝑎𝑓,𝑖

𝐸   (4.1) 

Here, 𝑚𝑒𝑙𝑒𝑐,𝑔,𝑖
𝑊  is the mass of air pollutant g [g/m3 of wastewater treated] emitted as a result of 

auxiliary electricity consumption for each U.S. CFPP with a wet FGD system, i; h is an indicator 

variable representing the unit process; 𝐸𝑒𝑙𝑒𝑐,ℎ
𝑊  is the electricity consumed by each unit process 

[kWh/m3 of wastewater treated]; and 𝑒𝑎𝑓,𝑖
𝐸  is the emissions factor [g/kWh] at plant i derived from 

eGRID 28 and National Emissions Inventory data29 for the year 2012, the latest year for which 

eGRID data is available. Further details on the calculation of plant emission factors are provided 

in SI Section 2.2. We estimate that the generation weighted average emissions factor across all 

U.S. CFPPs with installed wet FGD capacity, 𝑒𝑎𝑓,𝑔
𝐸 , was 1000 g/kWh for CO2, 1.3 g/kWh for 

SO2, 0.82 g/kWh for NOx, and 0.32 g/kWh for PM2.5 in 2012. 

In addition to air emissions from auxiliary electricity consumption, there are embedded 

emissions associated with the manufacture of chemical inputs to FGD treatment processes, 𝑚𝑔
𝐶 

[g/m3]. These air emissions are a function of the quantity of chemical used in each unit process 

and the sum of 1) direct emissions produced during manufacturing (i.e. emissions released 

during chemical production) reported in NREL’s Life-Cycle Inventory database26 and in 

EcoInvent 2.027 (SI Section 3.0); 2) indirect emissions from thermal energy consumption (i.e. 

boiler emissions) derived from the same NREL database; and 3) emissions from electricity 

consumption in chemical manufacturing determined by multiplying state-level grid marginal 

emissions factors30 by the fraction of U.S. chemical production that occurs in state l31 (Equation 

4.2).  
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𝑚𝑔
𝐶 = ∑ ∑ 𝑄𝑗,ℎ(𝑒𝑐𝑚,𝑗

𝐶 + ∑ 𝐸𝑘,𝑗
𝑐 𝑒𝑘

𝐽
𝑘 + 𝐸𝑒𝑙𝑒𝑐,𝑗

𝑐 ∑ 𝑒𝑚𝑓,𝑙
𝐸 𝑉𝑙

∑ 𝑉𝑙𝑙
𝑙 )𝑗ℎ   (4.2) 

Where 𝑚𝑔
𝐶 is the mass of pollutant g per m3 of wastewater treated [g/m3 of wastewater treated] 

from chemical manufacture; Qh,i is the mass of chemical j used in process h per m3 of wastewater 

[kg-chemical/m3 of wastewater treated]; 𝑒𝑐𝑚,𝑗
𝐶  are the direct emissions produced during 

manufacturing [in g-pollutant/kg-chemical];  𝐸𝑘,𝑗
𝑐  is the thermal energy input from fuel source k 

(bituminous coal, lignite, petroleum, residual fuel oil, natural gas, diesel) [MJ/kg-chemical]; 𝑒𝑘
𝐽
 is 

the emission factor from combustion of fuel k [g-pollutant/MJ fuel]; 𝐸𝑒𝑙𝑒𝑐,𝑗
𝑐  is the electrical 

energy consumed in the manufacturing process [kWh/kg-chemical]; Vl is the value of chemical 

products from U.S. state l [$]; and 𝑒𝑚𝑓,𝑙
𝐸  is the marginal emissions factors for CO2, NOx, and 

SO2,
32 and average emissions factors for PM2.5

29 from the electricity generated in state l [g-

pollutant/kWh]. The methods used to calculate direct, thermal energy, and electrical energy 

emissions factors for chemical manufacturing are reported in SI Section 2.2. 

We assume that chemical inputs are commodities purchased on the national market and 

that the spatial distribution of chemical manufacturing for wastewater treatment follows that of 

U.S. chemical production as reported in the 2013 Annual Survey of Manufacturers.31 Using this 

approach, we estimate a single value for the embedded air emissions from chemical 

manufacturing on a m3 basis and determine the effective air emission impacts at the plant level 

by adjusting for the volume of FGD wastewater treatment. Sensitivity analysis on the spatial 

distribution of chemical manufacturing is provided in SI Section 4.0, including cases where we 

assume that 1) chemicals are manufactured evenly throughout the 48 contiguous states, 2) that 

chemicals are manufactured in the states where the chemicals are used, that chemicals are 

manufactured 3) only in Nebraska (the state with the lowest marginal damages) or 4) only in 

New Jersey (the state with the marginal highest damages), and 5) manufactured offshore (Figure 
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S2, and Tables S6-S10). While the total mass of emissions does not change significantly under 

these alternative cases, the spatial distribution of the emissions and the populations exposed to 

those emissions vary widely. As a result, subsequent monetization of incurred damages varies by 

32%-310% of total chemical damages incurred by CPBT treatment and 34%-470% incurred by 

ZLD treatment. 

 

Figure 4.2. Average air emissions per m3 of FGD wastewater treatment using CPBT or ZLD 

processes. Emissions are determined at the plant level and the averages reported here are 

normalized to plant generation in 2014. (A) NOx, (B) SO2, (C) PM2.5, and (D) CO2 emissions 

generated due to auxiliary power consumption and chemical manufacturing. Processes 

correspond to those detailed in Figure 4.1. Results are tabulated in Table S11 of SI Section 5.0, 

and the distribution of air emissions at the plant, state, and NERC region levels is reported in SI 

Figure S3.  
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We sum emissions from auxiliary electricity consumption and chemical manufacturing 

(𝑚𝑒𝑙𝑒𝑐,𝑔,𝑖
𝑊 + 𝑚𝑔

𝐶) to obtain net air emissions per m3 for CPBT and ZLD processes at the plant 

level. Figure 4.2 reports average net air emissions per cubic meter of CPBT and ZLD wastewater 

treatment, 𝑚𝑔, at U.S. CFPPs normalized by plant generation (Wi [kWh]) in 2014 (Equation 4.3), 

while Table S11 of SI Section 5.0 tabulates these same values. Plant-level emission factors vary 

significantly by age, boiler efficiency, coal quality, and installed air emissions control 

technologies, and the distribution of these emissions factors for CFPPs with wet FGD systems is 

provided in SI Figure S3.  

𝑚𝑔 =
∑ 𝑚𝑒𝑙𝑒𝑐,𝑔,𝑖

𝑊 𝑊𝑖𝑖

∑ 𝑊𝑖𝑖
+ 𝑚𝑔

𝐶 (4.3) 

Additional electricity for operating wastewater treatment processes could also be drawn 

from the grid, where the marginal emissions factors are lower due to the mix of coal, natural gas, 

nuclear, and renewable sources. We report state and NERC region marginal air emissions 

distributions in SI Figure S3. Using a state-level grid reduces the median emissions per cubic 

meter of wastewater to 1.6 g/m3 of NOx, 49.3 g/m3 of SO2, and 1.5 kg CO2/m
3 for CPBT and to 

20 g/m3 of NOx, 35 g/m3 of SO2, and 20 kg CO2/m
3 for ZLD. Using the NERC-level grid reduces 

the median emissions per cubic meter of wastewater to 1.6 g/m3 of NOx, 49.2 g/m3 of SO2, and 

1.8 kg CO2/m
3 for CPBT and to 20 g/m3 of NOx, 29 g/m3 of SO2, and 20 kg CO2/m

3 for ZLD. 

Most emissions from CPBT processes stem from chemical inputs to the treatment 

process, while emissions from ZLD processes are dominated by auxiliary electricity 

consumption at the plant. Air pollutant emissions from CPBT processes are an order of 

magnitude lower than from ZLD processes for pollutants other than SO2. In this case, 

manufacturing of nutrient inputs to biological processes has a significant SO2 footprint, while 

SO2 emission factors at plants with FGD control technology are relatively small. 
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4.5 Total Annual Air Pollutant Emissions from FGD Wastewater Treatment at U.S. CFPPs  

We estimate the total annual air emissions from FGD wastewater treatment, 𝑀𝑔 [kg/yr], 

under each ELG option by multiplying the volumetric emissions factors (𝑚𝑒𝑙𝑒𝑐,𝑔,𝑖
𝑊 + 𝑚𝑔

𝐶) of 

pollutant [kg] by estimated FGD wastewater volume at the plant level (Equation 4.4).  

𝑀𝑔 = ∑ [(𝑚𝑒𝑙𝑒𝑐,𝑔,𝑖
𝑊 + 𝑚𝑔

𝐶)(𝑣 ∑ 𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦𝑖 ∗ 𝐺𝑠𝑐𝑟𝑢𝑏𝑏𝑒𝑑,𝑖𝑖 ) (
𝐺𝑠𝑐𝑟𝑢𝑏𝑏𝑒𝑑,𝑖∗𝑊𝑖

∑ 𝐺𝑠𝑐𝑟𝑢𝑏𝑏𝑒𝑑,𝑖∗𝑊𝑖𝑖
)]𝑖   (4.4) 

Here, the second term is the national annual wastewater production volume determined by 

multiplying EPA’s estimate of the national average annual volume of wastewater produced per 

unit of wet FGD scrubbed nameplate capacity,11 𝑣 [m3/kW.yr], by the sum of plant capacity, 

𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦𝑖 [kW], and percent of the plant exhaust gas scrubbed via wet FGD, 𝐺𝑠𝑐𝑟𝑢𝑏𝑏𝑒𝑑,𝑖, over 

all U.S. CFPPs. Finally, the third term, (
𝐺𝑠𝑐𝑟𝑢𝑏𝑏𝑒𝑑,𝑖∗𝑊𝑖

∑ 𝐺𝑠𝑐𝑟𝑢𝑏𝑏𝑒𝑑,𝑖∗𝑊𝑖𝑖
), represents the fraction of national 

scrubbed electricity generation at plant i. Sensitivity analysis on the volume of FGD wastewater 

produced per kWh of generation is provided in SI Section 1.0. A detailed description of the 

methods is reported in SI Section 2.3. 

There are several policies and regulations that may limit emissions increases. Clean Air 

Act (CAA) Title V requires operating permits for large point source emitters33 and MATS 

establishes a total PM limit for existing CFPPs.2 In addition, National Air Quality Standards 

(NAAQS) mandate State Implementation Plans (SIPs) for realizing emissions reductions in non-

compliant regions. SIPs may limit emissions from both existing sources34 and new facilities.35 

While our base case analysis assumes no binding air emission regulation limits, we consider the 

effect of limited emissions increases in our sensitivity analysis by evaluating scenarios with no 

additional emissions of SO2, NOx, and PM2.5 from electricity generation, from chemical 
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manufacturing in states containing a non-attainment area, or from both electricity and chemical 

manufacturing. 

4.6 National Annual HEC Damages from Air Emissions Associated with FGD Wastewater 

Treatment at U.S. CFPPs 

 Monetizing the HEC damages associated with air emissions from FGD wastewater treatment 

facilitates efficient policy design. We estimate human health and environmental damages at the 

plant level using marginal damages from the AP2 model,19 a widely implemented integrated 

assessment model that estimates the human health and ecological damages associated with a 

marginal change in the emissions of SO2, NOx, and PM2.5 from point sources in U.S. counties 

(detailed in SI Sections 2.4 and 6.0 and Figure S4). To estimate damages associated with CO2 

emissions, we adopt the average social cost of carbon (SCC) estimate at a 3% discount rate 

provided by the Interagency Working Group of $43 per short ton CO2 in 2014 dollars based on a 

pulse in 2020.36 

To account for significant disagreement in the methodological approach and numerical 

assumptions used in valuing carbon emissions reductions, we perform a sensitivity analysis by 

varying the SCC between $0 and $100 per short ton (SI Section 7.0, Table S12, and Figure S6). 

Low CO2 emissions factors for CBPT processes (Figure 4.2) mean that the total damages change 

by only 12% over this SCC range. The CO2 emissions of ZLD processes are substantially 

greater, leading to a change of 55% in the total damages over the SCC range. In neither case does 

a $0/short ton CO2 SCC price impact the conclusion of the BCA. 

We estimate annual HEC damages from air emissions associated with FGD wastewater 

treatment at each U.S. CFPP at the county level. The distribution of downwind damages for the 

G.G. Allen CFPP, for which precise FGD wastewater volumes are available,11 is provided in SI  
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Figure 4.3. Estimated annual HEC damages associated with transitioning from FGD wastewater 

impoundment to FGD wastewater treatment by CPBT or ZLD processes. Damages downwind of 

power plant and chemical manufacturing are aggregated to the state in which the emissions 

were generated. HEC damages from CPBT wastewater treatment accounting for (A) only 

auxiliary electricity generation, (B) only chemical manufacture, and (C) both auxiliary 

electricity generation and chemical manufacture. HEC damages from ZLD wastewater treatment 

accounting for (D) only auxiliary electricity generation, (E) only chemical manufacture, and (F) 

both auxiliary electricity generation and chemical manufacture. Damages are tabulated in Table 

S13 of SI Section 8.0. This analysis is performed relative to a baseline of no advanced FGD 
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wastewater treatment (i.e. wastewater impoundment) and uses estimated wastewater volumes 

from 2014. We assume that chemical manufacturing follows the 2013 chemical sector 

distribution, that auxiliary power is generated onsite, a value for the social cost of carbon of $43 

per short ton of CO2, a value of a statistical life of $8.5 million, and non-binding NOx and 

SO2 regulations. Sensitivity analyses on these assumptions are detailed in SI Section 14. 

 

Section 6.2 and Figure S5. The estimated HEC damages are $320 million for CPBT treatment 

processes and $1,100 million for ZLD treatment processes, with expected cost-benefit ratios of 

1.8 (range of 1.5 to 2.5) for CPBT and 1.7 (range of 1.4 to 1.9) for ZLD treatment processes 

(Figure 4.3, SI Section 8.0, and Table S13). Note that while the costs of FGD wastewater 

treatment exceed the benefits of FGD wastewater treatment, the HEC benefits of FGD processes 

are at least an order of magnitude higher than the costs of FGD wastewater treatment.10 Annual 

emissions from chemical manufacturing will add significantly to total air emission damages for 

the CPBT treatment process, especially in states with large chemical manufacturing bases (e.g. 

California, Texas). The air emission damages from chemical manufacturing will be much smaller 

for ZLD processes, where the majority of emissions are associated with auxiliary electricity 

generation. Under this option, states with large amounts of coal generation capacity (e.g. Ohio, 

Pennsylvania) would be responsible for the majority of air emission damages. 

4.7 Air-Water Emissions Tradeoffs from FGD Wastewater Treatment 

Comprehensive assessment of air and water emissions tradeoffs for FGD wastewater treatment 

requires comparing the HEC and technology implementation costs against the human health, 

ecosystem, and fuel switching benefits of installing aqueous emission control technologies. Ex 

ante estimates of future costs and benefits are highly uncertain37 and improving these estimates is 
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an active area of research. Nevertheless, this work adapts and extends the EPA’s analysis 

regulatory analysis of the full ELG rule10 to estimate the stand-alone benefits and costs of FGD 

wastewater treatment. We disaggregate the benefits and costs of FGD wastewater treatment from 

those of other wastewater streams covered under the ELG regulation and we reference our 

analysis to a baseline of impoundment water management. Detailed descriptions of methods, 

assumptions, and sensitivity analysis on these assumptions are provided in SI Sections 4 (Tables 

S6-S10 and Figure S2), and SI Sections 7-14 (Tables S12-S24 and Figures S6-S12). 

 

Figure 4.4. (A) Estimated benefits and costs of chemical precipitation and biological treatment 

(CPBT) and zero liquid discharge (ZLD) technologies for FGD treatment on a per cubic meter 

basis. Benefit estimates are derived from the EPA’s regulatory analysis of the ELG rule and 

include reduced greenhouse gas (GHG) and criteria air pollution (CAP) emissions that stem 

from fuel switching and reduced water emissions leading to improved human and ecological 

heath. Damage estimates are derived through a combination of EPA’s regulatory analysis for 

compliance costs and the analysis described in this work for damages associated with auxiliary 

electricity and chemical manufacturing emissions. The error bars on the net cost value represent 

the extremes of the sensitivity analysis for seven key variables reported in (B) and detailed in SI 

Tables S17, S23, and S24.   
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The social costs of FGD wastewater treatment under the assumptions detailed above 

exceed the estimated social benefits for CPBT and ZLD by a factor of 1.8 and 1.7, respectively 

(Figure 4.4A, SI Table S17). The largest costs are the capital and operational costs of the 

technology, while the largest source of benefits stem from fuel switching, and the associated 

reductions in CO2 and criteria air emissions, resulting from these increased electricity generation 

costs. Since these costs and benefits are directly related (SI Figure S8), reducing the cost of 

technology operation is also expected to reduce the fuel switching benefits. 

Our conclusion that FGD wastewater treatment imposes net costs is robust to sensitivity 

analyses reported in Figure 4.4B and SI Tables S17, S23, and S24, including the distribution of 

FGD wastewater treatment technologies currently installed at CFPPs and assumptions about the 

location of chemical manufacturing, the value of a statistical life, the presence of binding 

regulations limiting NOx, SO2, and PM2.5 emissions from power plants and chemical 

manufacturing facilities in non-attainment areas, the compliance cost to fuel switching 

relationship, the social cost of carbon, and the origin of auxiliary power supplied for wastewater 

treatment. Even in scenarios where we assume no additional marginal emissions of SO2, NOx, 

and PM2.5 from electricity generation or from chemical manufacturing in states containing a non-

attainment area, treating FGD wastewater using BATs recommended by the EPA still imposes 

net costs as a result of compliance costs, chemical manufacturing emissions in states without 

non-attainment areas, and CO2 emissions damages (Table S22). 

This sensitivity analysis also highlights the importance of using plant or location-specific 

emissions factors and spatially resolved marginal damage values in regulatory analysis of the 

national electricity grid. Replacing regional or national average emissions factors with plant or 

location-specific emissions factors increases estimates of total emissions and resulting damages 
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from auxiliary electricity generation for FGD wastewater treatment by 26-36% ($3.9-$5.5 

million dollars annually for CPBT and $200-$280 million dollars annually for ZLD) (SI Section 

8.2). Similarly, assumptions about the location of chemical manufacturing influence the 

associated estimates of air emissions damages by an order of magnitude (SI Section 4.0). 

Replacing national average marginal damage estimates with spatially resolved marginal 

damage values has comparable implications. We compare results using county-level marginal 

damage estimates provide by AP2 to results computed using 1) national average marginal 

damage determined by averaging all county-level marginal damages and 2) using national 

average marginal damage estimates provided by the EPA. The first case underestimates the air 

emissions damages of FGD wastewater treatment by 4% for CPBT and 10% for ZLD. In 

contrast, the national average marginal damage estimates provided by the EPA overestimates air 

emissions damages by 25% for CPBT and 7% for ZLD. Additional details of these calculations 

are available in SI Section 15 and Table S25. 

4.8  Implications for Regulatory Analysis of Air and Water Emissions Controls at CFPPs 

Though market conditions and regulatory pressure have reduced the fraction of electricity 

generation by CFPPs to 33% in 2015,38 a full transition to low-carbon electricity generation will 

take several decades.35-37 In the interim, CFPPs are likely to make significant capital investments 

in emissions control technologies. Quantifying the air-water emissions tradeoffs of these capital 

improvements will be critical to avoiding unintended HEC consequences, to mitigating these 

consequences through technology innovation, and to maximizing the value of investments 

emissions control technologies. 

This work adopted a life-cycle emissions inventory framework to assess air-water 

emissions tradeoffs of treating FGD wastewater. As previously noted, damage estimates from 
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wet FGD wastewater treatment are at least one to two orders of magnitude smaller than the 

health and environmental benefits of removing SO2 emissions via wet FGD processes. This 

analysis does not reconsider implementing SO2 controls, or evaluate options for replacing wet 

FGD systems with dry FGD alternatives. Instead, we assess only the air emission implications of 

a recent policy shift—regulation of wet FGD wastewater discharge—under two different 

wastewater treatment technology options. 

When accounting for emissions from chemical manufacturing processes that occur off-

site, using the appropriate plant or regional level emissions factors, and applying spatially 

resolved marginal damage estimates, we estimate that the costs of FGD wastewater treatment by 

BAT treatment processes exceed the benefits by a factor of 1.7 to 1.8 for our base-case analysis. 

Sources of systematic error in this estimate exist due to the absence of models that spatially 

resolve the marginal benefits of reduced aqueous pollution, the difficulty of accurately capturing 

the ecosystem benefits of higher water quality, methodological issues associated with valuing the 

SCC, and the difficulty of projecting improvements in the energy and chemical efficiency of 

FGD wastewater treatment technology. Despite these limitations, this BCA aids comprehensive 

decision making processes that include non-monetary benefits of FGD wastewater treatment by 

establishing priorities for plant retrofit, identifying wastewater treatment technologies that 

maximize HEC benefits, and highlighting the need for improved energy and chemical efficiency 

of wastewater treatment technologies. 

This analysis also highlights the magnitude of HEC benefits available from reducing 

criteria air emissions from the electricity generation sector. The largest benefits of FGD 

wastewater treatment are the reduced HEC damages associated with fuel switching, rather than 

the averted damages caused by reduced water pollution. While it is desirable that CFPPs reduce 
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their environmental impacts from both water and air pollution, the most efficient pathway toward 

reducing air pollution damages is to directly regulate greenhouse gas and criteria air emissions. 

Minimizing sustainability tradeoffs and reducing the compliance costs of emissions 

control requires future regulatory design to address air and water emissions control processes 

simultaneously.   This work reinforces the need for comprehensive regulation that allows plants 

to strategically redesign the electricity generation process to minimize costs and HEC damages 

across all emissions control processes. Spatially resolved water emission marginal damage 

models to complement those for estimating air emissions marginal damages would greatly 

facilitate that effort. 
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4.10 Nomenclature 

Symbols 

Capacity: Generator Nameplate Capacity [kW] 

EW:  Auxiliary Electricity Consumed for Water Treatment [kWh/m3]  

EC:  Energy Inputs for Chemical Manufacturing [MJ/kg], [MJ/L], [kWh/kg], [kWh/L] 

eC: Emissions Factor per Unit of Chemical [g-pollutant/kg-chemical], [g-pollutant/L-

chemical] 

eJ:  Emissions per MJ of Thermal Energy Input for Chemical Manufacturing [g/MJ] 

https://www.fastlane.nsf.gov/researchadmin/viewProposalStatusDetails.do?propId=1554117&performOrg=Carnegie%20Mellon%20University
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eE: Emissions per kWh of Electricity Input to Water Treatment or Chemical 

Manufacturing    [g/kWh] 

Gscrubbed: Percent of a Plant’s Exhaust Gas Scrubbed with a Wet FGD unit [%] 

M: Total Annual Air Emissions from Chemical Manufacturing and Auxiliary 

Electricity Consumption [g/yr] 

mC: Mass of Air Emissions from Chemical Manufacturing per m3 of Wastewater 

Treated [g/m3] 

mW: Mass of Air Emissions from FGD Wastewater Treatment per m3 of Wastewater 

Treated [g/m3] 

m̅: Average Emissions from Chemical Manufacturing and Auxiliary Electricity 

Consumption per m3 of Wastewater Treated [g/m3] 

Q:  Dose of Chemical in a Unit Process [kg/m3] or [L/m3] 

V:  Annual Value of Products from the Chemical Manufacturing Sector [$] 

W:  Annual Net Electricity Generation [kWh/yr] 

Subscripts 

af:  Average Emissions Factor  

cm:  Direct Emissions from Chemical Manufacturing 

elec:  Auxiliary Electricity Consumption in Water Treatment or Chemical  

Manufacturing 

g:  Pollutant 

h:  Unit Process for Wastewater Treatment 

i:  Coal-Fired Power Plant 

j:  Chemical 
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k:  Thermal Fuel Source 

l:  U.S. State 

mf:  Marginal Emissions Factor 
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CHAPTER 5:  QUANTITY, QUALITY, AND AVAILABILITY OF WASTE 

HEAT FROM UNITED STATES THERMAL POWER GENERATION
4 

5.1 Abstract 

Secondary application of unconverted heat produced during electric power generation has 

the potential to improve the life-cycle fuel efficiency of the electric power industry and the 

sectors it serves.  This work quantifies the residual heat (also known as waste heat) generated by 

U.S. thermal power plants and assesses the intermittency and transport issues that must be 

considered when planning to use this heat.  Combining Energy Information Administration 

plant-level data with literature-reported process efficiency data, we develop estimates of the 

unconverted heat flux from individual U.S. thermal power plants in 2012.  Together these power 

plants discharged an estimated 18.9 billion GJth of residual heat in 2012, 4% of which was 

discharged at temperatures greater than 90 °C.  We also characterize the temperature, spatial 

distribution, and temporal availability of this residual heat at the plant level and model the 

implications for the technical and economic feasibility of its use.  Increased implementation of 

flue gas desulfurization technologies at coal-fired facilities and the higher quality heat generated 

in the exhaust of natural gas fuel cycles are expected to increase the availability of residual heat 

generated by 10.6% in 2040.   

5.2 Introduction 

In 2012, U.S. electric utilities converted 38 billion GJen of coal, natural gas, and nuclear 

energy into 12.3 billion GJelec of electricity,1 an average efficiency of 32%. Electricity generation 

                                                           
4 This chapter is based on a paper co-authored with Prof. Meagan Mauter.  It can be found at 

Gingerich, D.B.; Mauter, M.S., Quantity, Quality, and Availability of Waste Heat from United 

States Thermal Power Generation.  Environmental Science & Technology 2015, 49(14), 8297-

8306. 
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at these plants is performed by combusting fuel (e.g. coal and natural gas) or using nuclear 

reactions to heat a fluid.  The resulting hot fluid drives the blades of a turbine and its associated 

generator, thereby converting thermal energy into mechanical energy and then electric energy 

(see Supporting Information (SI) Section 1.0 and Figure S1 for additional detail on power plant 

operations and thermodynamics).2,3  

Thermal generation processes are plagued by inefficiencies that leave approximately two-

thirds of energy input unused for electricity generation.4,5 In addition to the thermodynamic 

limits on power plant efficiency, common sources of inefficiency for power generation include 

incomplete combustion, inefficient heat transfer from combustion gasses to the steam cycle, heat 

loss during condensation, heat transfer to the environment, and seasonal temperature changes 

affecting ideal efficiency.  While a portion of the unconverted energy is captured for use in air 

and fuel pre-heating systems6,7 or applied in processes downstream of the turbines, significant 

quantities of heat are passively released during steam conveyance2,4 or discharged into the 

environment through cooling water and exhaust streams.2,5,8 Recoverable energy that is not 

converted into electricity is henceforth referred to as “residual heat” in this manuscript.  

Plant-level efforts to improve power generation efficiency focus on decreasing the heat 

rate, defined as the fuel input needed to generate a unit of electricity,9 of a power cycle.  This is 

accomplished through a combination of retrofits to the plant infrastructure,10–15 mathematical 

modeling and optimization of thermodynamic operating conditions,8,16,17 and improved plant 

maintenance and operation.10,16,18  

Increasing the efficiency of fuel combustion can also be accomplished by expanding the 

system boundaries to include applications of heat beyond electricity generation.  Common 

examples include district heating for the residential and commercial sectors,19 heating and 
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cooling in the processes of chemical synthesis and metal smelting, or thermal processes for water 

desalination.20–24 Common among these diverse applications is the substitution of residual heat 

(sometimes augmented with high temperature steam) for heat generated through primary fuel 

sources or electricity.5 

Increasing power plant efficiency through heat capture and usage also confers 

environmental benefits.  Thermal pollution released in the cooling water has the potential to 

harm aquatic life,25 the diversity of aquatic ecosystems,26 and lake mixing regimes.27 Finding 

ways to divert residual heat to practical applications could assist thermal power generators in 

complying with heat discharge regulations that protect receiving water bodies.25 Previous studies 

have shown that waste heat has a non-negligible impact on climate28 and projected that 

substituting residual heat for primary energy could reduce net greenhouse gas emissions by 

13%.5 

Studies estimating the quality, quantity, and availability of residual heat are sparse in the 

literature.5,29 Those available are focused solely on heat quantity and use data from before the 

sharp increase in natural gas driven electric power generation and the increased use of post-

combustion flue gas desulfurization (FGD) control technologies.  Industrial and manufacturing 

processes, under-exploited geothermal resources, automobiles, waste facilities, and the built 

environment also discharge significant quantities of heat.  An estimate of unconverted heat 

quantity produced by industrial and manufacturing processes was recently published 

elsewhere,5,29 though the granularity of the underlying data preclude careful quantification of 

spatial distribution, heat quality, and the temporal availability of the heat.  The present 

manuscript focuses exclusively on the residual heat produced by electric power generation 

facilities.   
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In this study we estimate the temperature, heat flux, and spatial-temporal availability of 

residual heat from the U.S. coal, nuclear, and natural gas power generation sectors.  We exclude 

from this analysis petroleum, biomass, geothermal, wind, hydropower, and solar power systems.  

These estimates are informed by thermodynamic or average process models of power plants, 

Energy Information Administration (EIA) plant-specific data, and economic models.  We also 

offer novel contributions to the existing literature by incorporating temperature limits imposed 

by acid gas condensation on the quality of heat extracted, providing estimates for the spatial and 

temporal availability of residual heat, and estimating future heat availability under EIA projected 

fuel mix and carbon policy scenarios.  These results will help to inform policy objectives for 

residual heat usage by clarifying the technical and economic viability of extracting and 

conveying heat from power plants in the U.S. 

5.3 Methods 

5.3.1 Quantity and Quality of Residual Heat   

The methodological steps for modeling the quantity and quality of residual heat are 

summarized in Figure 5.1.  Estimates of power plant efficiencies are reported in the 

literature5,13,30–37 and by manufacturers,38 but actual efficiencies vary significantly based on load, 

capacity factor, ramping rates, and environmental conditions.  To account for these variations, 

we use plant-level data for electricity generation, fuel consumption, and cycle type reported in 

EIA Form EIA-9231 to estimate the quantity of unconverted heat based on the heat input and 

electricity output from the system.  The fuel and cycle types considered in this manuscript 

include coal, nuclear, natural gas combined cycle (NGCC), natural gas gas turbine (NGGT), and 

natural gas steam turbine (NGST). 
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We first divide plant-specific annual generation (Welec,j,k) by an average process turbine 

and generator efficiency (ηconv,i) of 86% for steam cycles and 93% for gas cycles39 to calculate 

the heat used for electricity generation.  We then calculate power cycle efficiency (ηcycle,I,j,k) by 

dividing the heat used for electricity generation by the total heat input (Qfuel,j,k) in the fuel  

 

Figure 5.1.  Methods and data sources for calculating residual heat quantity and availability.  

Green rectangles are plant-specific data sources, blue rectangles are average process data, grey 

rectangles are intermediate calculations, and black rectangles are final reported values.  Using 

EIA Form 923 plant-specific data, we calculate the unconverted heat at each U.S. power plant.  

We calculate the recoverable fraction, or total residual heat, by incorporating literature 

reported average process efficiency data and accounting for limitations on heat recovery 

imposed by pollution control and exhaust systems at each power plant.  Summing plant level 

residual heat over all U.S. power plants provides residual heat totals for the year 2012.  We 

combine the residual heat totals with EIA Form 860 location data for each generator to perform 

spatial characterization of residual heat availability using calculations of recovered residual 

heat and heat losses during transport.  Temporal availability, provided by plant capacity factors, 

is calculated using plant-specific EIA Form 860 and Form 923 data.  Residual heat forecasts are 

estimated using residual heat totals and EIA electricity generation predictions.   
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(Equation 5.1, Table 5.1), where the power plant fuel/cycle type combination is denoted by i, the 

specific generator is denoted by j, and the power plant is denoted by k. Finally, we calculate  

Table 5.1 Efficiency, energy, and exergy of U.S. power plants.  

Fuel and Power Cycle Efficiency 

Residual Heat Source  

(% of Input)  

α Energy Exergy 

Coal 

Steam Turbine5,13,30,34,37 29.5% 

 

Exhaust Gas 

9.3% 4.3% 14.2% 

Condenser 

47.0% 2.0% 71.5% 

Other Losses/Destruction 

14.2% 62.0% 14.3% 

Natural Gas 

Combined Cycle5,33,36 45.5% 

 

Exhaust Gas 

7.3% 1.0% 15.5% 

Condenser 

34.5% 0.8% 73.2% 

Other Losses/Destruction 

12.7% 45.9% 11.3% 

Steam Turbine5,31 30% 

 

Exhaust Gas 

5.7% * 8.7% 

Condenser 

51.0% 3.1% 78.2% 

Other Losses/Destruction 

13.3% 45.9% 13.0% 

Gas Turbine5  31.0% 

 

Exhaust Gas 

59.4% * 89.7% 

Other Losses/Destruction 

9.6% * 10.3% 

Nuclear 

Steam Turbine5,32,34,35 29.0% Condenser 

65.5% 2.4% 99.2% 

Other Losses/Destruction 

5.5% 63.0% 0.8% 
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unconverted heat (Qunconverted,i,j,k) by subtracting heat for electricity generation from the heat 

equivalent of fuel input (Equation 5.2).   

𝜂𝑐𝑦𝑐𝑙𝑒,𝑖,𝑗,𝑘 =
𝑊𝑒𝑙𝑒𝑐,𝑗,𝑘

𝜂𝑐𝑜𝑛𝑣,𝑖
⁄

𝑄𝑓𝑢𝑒𝑙,𝑗,𝑘
  (5.1) 

𝑄𝑢𝑛𝑐𝑜𝑛𝑣𝑒𝑟𝑡𝑒𝑑,𝑖,𝑗,𝑘 = 𝑄𝑓𝑢𝑒𝑙,𝑗,𝑘 − 
𝑊𝑒𝑙𝑒𝑐,𝑗,𝑘

𝜂𝑐𝑜𝑛𝑣,𝑖
 (5.2) 

Unconverted heat escapes via wall losses, or is discharged in condenser systems and 

exhaust gasses.  Only a portion of this unconverted heat is potentially recoverable, defined 

throughout this manuscript as residual heat, and including all heat isolated to a controllable 

process stream that is not otherwise allocated to the prevention of acid mist condensation 

formation.  Functionally, wall losses are considered non-recoverable, while heat discharged in 

condenser systems is considered recoverable.  Operationalizing this definition for exhaust gasses 

requires consideration of the fuel and the air pollution control technologies present at the plant.  

The acid gas mist condensation temperature determines the fraction of recoverable heat in 

the exhaust of both coal and natural gas fired power plants.  For those coal-fired power plants 

that do not report an operational FGD unit in EIA form 923, we model all exhaust gas heat as 

unrecoverable.  For those coal-fired plants with operating FGD units, and for all natural gas 

units, we model exhaust heat as recoverable between Texhaust (Table 2) and the estimated dew 

point of SO2 at standard concentrations and pressures in desulfurized exhaust.40  

Desulfurization systems vary widely in their removal efficiency, but SO2 concentrations 

of 75 ppb and H2O partial pressures of 0.01 atm are robust estimates for the median FGD process 

in coal plants.41 Due to poor data on the range of concentration, as well as the difficulty of 

capturing heat between 30°C and 50°C, we assume the lower recoverable limit is likely to be 

closer to 50°C.42 This corresponds to a partial pressure of SO2 in the exhaust of around 260 ppb. 



 

113 
 

The median total sulfur content in pipeline natural gas is 4.58 mg/Nm3,43 though there is 

significant variation depending on the source of the gas and the standards set by the company 

operating the pipeline.  Because of this variation we assume that the maximum permissible 

amount of sulfur in piped natural gas (13.7 mg/Nm3)41 was present in the gas before combustion 

and then perform a mass balance to obtain an upper bound of 500 ppb on sulfur in the natural gas 

exhaust.  The resulting dewpoint is approximately 49°C, but given the feasible constraints on 

low temperature heat recovery,42 we assume a lower recoverable limit for natural gas exhaust to 

be 50°C.  Chemical composition, the heat capacity of the exhaust gasses, and calculations of the 

acid gas dew point are detailed in SI Sections 2.1 and 2.2 and Table S1.   

A portion of the residual heat from the exhaust flue gas is used to improve plant 

efficiency by preheating and dehumidifying combustion air6 and fuel.7 The existing literature 

does not provide robust estimates of the temperature drop resulting from these processes, thereby 

limiting our ability to deduct this heat from total estimates of residual heat.  The scarcity of 

reasonable estimates for efficiency gains resulting from preheating and dehumidifying processes 

also suggests that there may be higher value secondary uses for this heat.  

With these limits on exhaust heat capture established, we define a normal distribution of 

unconverted heat among these streams for each fuel type and power cycle using averages and 

standard deviations of previously published thermodynamic analyses on real and simulated 

power plants (Table S2).5,13,30–38 The fraction of energy content in each unconverted heat stream 

relative to total unconverted energy is reported in Table 5.1 as α.  Additional methodological 

details are presented in SI Section 3.0 and Table S2.   

We then estimate the residual heat in the condenser and exhaust streams for each power 

plant in the U.S. We use @Risk (Palisade Corporation, Ithica, NY), a Monte Carlo simulation 
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software package, to randomly select 1,000 values from a normal distribution describing the 

percentage of fuel energy in the electricity, condenser, exhaust, and other loss streams.  We then 

multiply these randomly generated α values by the unconverted heat at each generator (Equations 

5.3 and 5.4) yielding estimates for the heat content in each energy stream.  We use the results of 

these 1000 iterations to identify the first, second, and third quartile estimates of residual heat in 

each energy stream.  Additional methodological details are described in SI Section 4.0.   

𝑄𝑐𝑜𝑛𝑑𝑒𝑛𝑠𝑒𝑟,𝑖,𝑗,𝑘 = 𝛼𝑐𝑜𝑛𝑑𝑒𝑛𝑠𝑒𝑟,𝑖𝑄𝑓𝑢𝑒𝑙,𝑗,𝑘 (5.3) 

𝑄𝑒𝑥ℎ𝑎𝑢𝑠𝑡,𝑖,𝑗,𝑘 =
(𝐺∗𝑐𝑝,𝐻𝑖𝑔ℎ,𝑖∗(𝑇𝐻𝑖𝑔ℎ,𝑖+273.15))−(𝐺∗𝑐𝑝,𝐿𝑜𝑤,𝑖∗(𝑇𝐿𝑜𝑤,𝑖+273.15))

1,000,000 (
𝐽

𝑀𝐽
)

   (5.4) 

 𝑄𝑡𝑜𝑡𝑎𝑙,𝑖,𝑗,𝑘 = 𝛼𝑐𝑜𝑛𝑑𝑒𝑛𝑠𝑒𝑟,𝑖𝑄𝑓𝑢𝑒𝑙,𝑗,𝑘 +  
(𝐺∗𝑐𝑝,𝐻𝑖𝑔ℎ,𝑖∗(𝑇𝐻𝑖𝑔ℎ,𝑖+273.15))−(𝐺∗𝑐𝑝,𝐿𝑜𝑤,𝑖∗(𝑇𝐿𝑜𝑤,𝑖+273.15))

1,000,000 (
𝐽

𝑀𝐽
)

            (5.5) 

We total the residual heat at each U.S. power plant by summing over k.  Finally, we total 

the amount of residual heat generated in the U.S. and classify it based on the five fuel/cycle 

combinations studied.   

5.3.2 Temporal Availability of Residual Heat   

The temporal availability of residual heat will determine the range of viable end uses.  

Although plants produce heat while idling, the bulk of fuel is consumed, and the majority of heat 

is generated, while the plant is producing electricity.  Therefore, we use capacity factor, a 0.0 to 

1.0 measure of how frequently a generator is producing electricity, as a conservative estimate for 

the temporal availability of residual heat.  We calculate capacity factor for each generator by 

dividing the generator’s annual electricity production by its total annual capacity (Equation 5.6), 

both of which are reported in EIA Form EIA-860.44   

𝐶𝐹𝑗 =  
𝑊𝑒𝑙𝑒𝑐,𝑗

𝑊𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦,𝑗
  (5.6) 
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5.3.3 Spatial Availability of Residual Heat   

The spatial availability of residual heat depends upon generation location and the techno-

economic feasibility of heat transport. Geospatial coordinates for generation location are reported 

in Form EIA-860.44 Here, we construct a model describing the techno-economic feasibility of 

heat transport as a function of heat flux, capacity factor, stream temperatures, and primary fuel 

(i.e. natural gas) prices.   

The calculation of plant-level heat flux is described above.  The capacity factor of the 

plant, also described above, significantly influences the plant-level heat flux and therefore the 

techno-economically feasible waste transport distance.  In the absence of highly resolved 

temporal data on the length of each generating period of each plant over the course of a year, we 

estimate the influence of capacity factor via two methods.  The first, assuming that all plants 

continuously operate at maximum capacity (equivalent to a capacity factor of 1), provides an 

upper bound for the techno-economically feasible limit of heat transport.  The second, which 

time-averages the heat flux for each plant over an entire year, approximates a lower bound.  An 

actual lower bound would require the consideration of heat loss associated with starting up and 

shutting down the heat delivery system for low-capacity plants.  Additional details on the 

calculations of the time-averaged heat flux are presented in SI Section 5.1. 

To determine stream temperatures of the condenser heat stream, we assume that 

condenser water is diverted directly to heat pipes, negating the need for heat exchangers in these 

systems.  In contrast, we model exhaust heat recovery via an aluminum shell-and-tube system 

(details in SI Section 5.2, 5.3, and Figure S3) that is scaled to capture all heat above the lower 

recoverable limit temperature of 50°C.  The purpose of this model is to identify three inputs into 
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the heat transport model: the optimal flow rate of water in the pipe, the energy flow in the pipe, 

and the temperature. 

 Next, we determine the feasible limits of heat transport given the heat flux provided by 

the heat exchanger model (qinitial) at each power plant. Models of thermal losses per unit length 

(Δq) are taken from the literature,45 and the amount of energy, qL at distance L is calculated as 

shown in Equation 5.7.  Additional details are provided in SI Section 5.4 and Figure S4. 

𝑞𝐿 = 𝑞𝑖𝑛𝑖𝑡𝑖𝑎𝑙 − ∆𝑞 ∗ 𝐿 (5.7) 

Economically feasible limits of heat transport are determined by comparing the capital 

costs of the heat exchanger and heat pipe construction to the cost of generating substitute heat 

onsite using natural gas fired burners.  Details on estimating the cost of the heat exchanger are 

available in SI Section 5.3.  We estimate the cost of laying heat pipe a $1460 per meter of pipe 

constructed,19 paid back over 25 years at a discount rate of 7%.  To calculate the fuel cost for 

generating heat on site, we multiply qL by the cost for natural gas at a boiler efficiency of 85%.  

The present model assumes a cost of $4.62/mcf,46 or the average of industrial natural gas prices 

from 2011-2014.  Techno-economically feasible heat transport is defined as the point where fuel 

costs equals the cost of the heat exchanger plus the cost of laying the heat pipe.   

5.3.4 Residual Heat Forecasts 

 EIA projects coal, natural gas, and nuclear fuel consumption for electricity generation out to 

2040 under 31 different scenarios.47 To predict future residual heat production from these EIA 

projections in 21 of the 31 scenarios relevant to fuel consumption for power generation (Table 

S3 in SI Section 6.0), we assume that overall plant efficiencies remain constant and that the 

relative ratio of NGCCs, NGSTs, and NGGTs remains unchanged.  Though these assumptions 
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will overestimate the amount of residual heat generated if the number of NGCC grows faster 

than other natural gas fired cycles, they are necessary because EIA only reports aggregate 

projections for natural gas cycles.  We calculate the residual heat generation in future years by 

multiplying the amount of fuel consumed for electricity generation in each year, l, by the 

percentage of heat input in each residual stream. Summing the totals from the five cycle types 

provides annual residual heat generation for a single year (Equation 5.8).  

𝑄𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙,𝑙 =  ∑ 𝑄𝑓𝑢𝑒𝑙,𝑙𝛼𝑖𝑖    (5.8) 

5.4 Results and Discussion 

5.4.1 Quantity and Quality of Residual Heat 

 In 2012, 12.3 billion GJelec of electricity and 18.9 billion GJth of residual heat were 

produced at U.S. coal-fired, nuclear, NGCC, NGST, and NGGT thermal power plants (Table 2, 

SI Section 7.0).  Of this residual heat, 96% is condenser heat discharged to the environment at or 

below 41.5°C (Figure 5.2A).  The remaining 4%, or 803 million GJth, is discharged in exhaust 

streams at temperatures between 91 and 543°C.  A total of 640 million GJth of residual heat was 

produced from NGGT, NGST, and NGCC system exhaust in 2012, while 163 million GJth is 

produced from FGD treated coal-fired system exhaust. 

Residual heat production varies significantly across fuel source and power cycle, but this 

variation is primarily a function of plant size and capacity factor.  The median-size nuclear 

power plant is the largest emitter of residual heat, followed by median-sized coal-fired plants and 

NGCC plants (Figure 5.2B).  This wide distribution, however, reflects the range of electricity 

production by power plants, rather than significant variation in plant generation efficiencies. 
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Table 5.2 Quantity, quality, and temporal availability of residual heat generated at power plants with capacity greater than 10 MW in 

2012. 

Fuel and Prime Mover 

Median 

Capacity 

Factor 

Number of 

Cycles 

(% of total) 

Net Generation 

[GWh/yr] 

(% of total) 

Estimated 

Temp. 

[°C] 

Total Residual 

Heatc [GJth/yr] 

Median-Size 

Plant Residual 

Heatc  [GJth/yr] 

Median-Size Plant 

Residual Heat 

Fluxc [kJ/s] 

Coal 

Steam Turbine 

 

0.468 673 

(30%) 

1,504,000 

(43%) 

  128.45,13,30,34,37 163,000,000a 

(59-262x106) 

429,000 

(154-690x103) 

13,600 

(5-22x103) 

    40.05,13,30,34,37 7,924,000,000b 

(7.02-8.83x109) 

5,040,000 

(4.47-5.62x106) 

160,000 

(117-207x103) 

Natural Gas 

Combined Cycle 0.382 522 

(23%) 

1,017,000 

(29%) 

     91.15,33,36      96,000,000a 

(66-125x106) 

90,000 

(61-117x103) 

2,900 

(1,950-3,710) 

     29.05,33,36 3,760,000,000b 

(3.32-4.18 x109) 

3,530,000 

(3.12-3.92x106) 

111,800 

(98-124x103) 

Steam Turbined 0.098 711 

(31%) 

108,000 

(3%) 

   120.05,31 21,000,000a 3,000 100 

     38.15,31 991,000,000b 150,000 4,700 

Gas Turbined 0.036 894 

(39%) 

98,000 

(3%)    543.05 523,000,000a 178,000 5,700 

Nuclear 

Steam Turbine 0.858 66 

(3%) 

769,000 

(22%) 

     41.55,32,34,35 5,254,000,000b 

(5.23-5.28x109) 

53,608,000 

(53.3-53.9x106) 

1,700,00 

(1.69-1.91x106) 

TOTAL  2866 3,496,000  18,878,000,000 

(17.8-19.8x109) 

  

aHeat available in power plant exhaust stream.  Final temperature is 50°C to prevent acid gas deposition and provide in heat exchanger. 
bHeat available in the condenser cooling water.   
cParentheses indicate 50% confidence interval on the median in simulations on coal, NGCC, and nuclear.  Supporting Information Section 4.0 presents the 

distributions for simulation results and Figure S2 in the Supporting Information presents simulation result distributions for coal, NGCC, and nuclear cycles. 
dSensitivity analysis not performed due to insufficient peer-reviewed studies. 
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Figure 5.2 Residual heat production and capacity factor by fuel source.  (A) Cumulative quantity 

of residual heat across all fuel cycles as a function of heat quality.  Approximately 96% of 

residual heat is contained in the condenser streams (<41.5 °C), as represented by the green 

shaded region.  The remaining 4% of residual heat is contained exhaust streams, as represented 

by the blue (91.1-128.4 °C) and red (543.0 °C) shaded regions.  (B) Box plots of residual heat 

production at U.S. power plants in 2012, with whiskers demarking 1.5 times the interquartile 

range from the median.  Outliers are represented by open circles.  Nuclear power plants have 
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higher quantities of residual heat production, but the heat available is of low temperature 

(40°C).  Coal and NGCC plants produce less heat, but they discharge higher temperature 

(128.4°C for coal and 91.1°C for NGCC) exhaust streams.  The median NGST plant produces 

153,000 GJth/year and the median NGST plant produces 178,000 GJth/year. (C) Box plots of 

plant capacity factor for U.S. power plants.  While all system types have plants that operate at or 

near capacity, NGGT systems with high quality residual heat (NGGT) have median capacity 

factors of only 0.036. 

 

The quality of residual heat produced depends upon the efficiency of the fuel cycle.  High quality 

heat (543°C) is available from the exhaust stream of NGGT systems, because heat in the exhaust 

is not subsequently used for steam generation in a steam cycle.  The presence of steam cycles in 

coal, NGCC, and NGST systems leads to greater conversion efficiencies and lower temperature 

residual heat (91.1-128.4°C).  Condenser heat (29.0-41.5°C) is available from the systems with a 

steam cycle: coal, NGCC, NGST, and nuclear systems. 

If one were to ignore availability and transport constraints, the quantity and quality of 

generated residual heat would appear sufficient to meet many of the reported thermal energy 

needs within the U.S.48,49 Residual heat from natural gas condensers at an average process 

temperature of 29.0°C (NGCC) and 38.1°C (NGST) is comparable to the need for water heating 

in pools, spas, and aquariums (99 million GJth annually).48,49 Residual heat from coal and nuclear 

condensers (40.0 and 41.5°C, respectively) exceeds U.S. space heating requirements (8.5 billion 

GJth annually).48,49 NGCC exhaust heat is greater than the demand for steam at a temperature of 

80-100°C for food and industrial processes (110 million GJth annually).48,49 And the quantity of 

residual heat from NGST and coal exhaust is sufficient to meet the 120-140°C steam demands 
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for industrial cooling (250 million GJth annually).48,49 Absent availability and transport 

constraints, application of residual heat for these process could replace between 8.8 and 26 

billion GJth of primary fuel combustion for on-site heat generation or electricity generation for 

subsequent electric heating and cooling (see SI Section 8.0), roughly 2-6 times the natural gas 

consumption in the residential sector in 2012.48,49 

5.4.2 Recovering Residual Heat 

  Despite reasonable parity between heat demand and residual heat quantity and quality, 

cost-effectively recovering residual heat remains a technical challenge.  This is particularly true 

of low-temperature residual heat recovery, where a shallow temperature gradient between the 

heat source and heat sink requires high surface areas and thorough fluid mixing.  Heat exchanger 

design will necessarily depend upon the physical infrastructure of the power plant, the working 

fluids, and the end-use of the residual heat, but a number of low-temperature designs relevant to 

heat capture at power plants are covered in a recent report issued by the U.S. Department of 

Energy.42 Installing heat recovery systems poses several non-technical challenges that also limit 

recovery of residual heat from power plants.  The Department of Energy reports that physical 

accessibility of heat sources can prevent recovery in tight spaces by preventing the installation of 

new equipment.42 They also note that for smaller systems, upfront capital costs could be 

prohibitive.  The unique challenge of thermal cycling between high and low temperatures during 

on and off times also poses a limit on the materials that can be used.  We consider only 

traditional shell-in-tube heat exchanger designs to inform subsequent calculations of spatial 

availability, and we do not limit the area of the heat exchanger since the capital costs of the heat 

exchanger are significantly lower than that of the heat pipe network (SI Section 5.3).  
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5.4.3 Spatial-Temporal Availability of Residual Heat 

Spatial-temporal variability of residual heat also imposes significant constraints on its 

application.  Temporal availability over the course of the year is reasonably approximated by 

power plant capacity factors, as significantly greater quantities of residual heat are produced 

during electricity generation than during plant idling.  Power plant capacity factors are plotted 

against fuel cycles in Figure 5.2C.  The median nuclear power plant has a significantly higher 

capacity factor than the median coal, NGCC, NGST, or NGGT system.   

The spatial availability of residual heat, modeled as technical and economic constraints 

on heat capture, transport, and usage, also limit its viable end uses.  We estimate the spatial 

availability of residual heat of both condenser and exhaust streams using models described in the 

materials and methods.  For the condenser streams from the median NGST, NGCC, and coal 

power plants, the techno-economically feasible transport distance is less than 100 meters (Figure 

5.3).  For nuclear plants, which discharge significantly more heat in their condenser streams, the 

techno-economic limit of heat conveyance is approximately 1.5 km.  As a result of these low 

waste transport distances, Figure 5.3 represents the spatial extent of condenser heat streams 

schematically rather than precisely.   

The medium and high temperature heat associated with exhaust streams, on the other 

hand, have techno-economically feasible transport distances far beyond the plant boundaries 

(Figure 5.3).  The spatial extents of the red and blue regions indicate the feasible limits of heat 

transport, while darker shading indicates greater residual heat availability.  Figure 5.3 is 

presented as separate residual heat maps for low condenser heat of <41.5°C, medium 

temperature exhaust heat of 91.1-128.4°C, and high temperature NGGT exhaust heat at 543°C in 

Figure S5 of SI Section 9.0. 
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Figure 5.3 Spatial distribution of techno-economically feasible residual heat in the U.S. Panel 

(A) depicts the upper bound of the techno-economically feasible transport distance of residual 

heat.  This data simulates the case in which all electric power generation facilities operate at full 

capacity.  Panel (B) depicts the economically feasible transport distance for plants under the 

assumption that their calculated annual waste heat generation is time-averaged throughout the 

year.  Therefore, this second case neglects additional losses associated with start-up and shut-

down of steam conveyance systems.  Green triangles denote the availability of condenser heat at 

the power plant (transport > 0.1 km, economically infeasible). The extent of the blue and red 

circles indicate the spatial limits of availability for medium temperature exhaust heat (from coal, 

NGCC, and NGST systems), and higher temperature exhaust heat (from NGGT systems), 

respectively.  The darker the color, the greater the quantity of residual heat available.  Black 

points demarcate the thirty largest metro areas in the United States. 
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Techno-economically feasible transport distance is positively correlated with discharged 

heat temperature, plant size, and capacity factor.  Figure 5.3A shows the economically feasible 

transport distance for all plants operating at full generation capacity throughout the year.  Figure 

5.3B shows the economically feasible transport distance for plants under the assumption that 

their calculated annual waste heat generation is time-averaged throughout the year.  The 

difference in the two panels stems from the lower annual generation of waste heat in the time-

averaged case and the small capacity factors of many plants, especially NGGT systems.  These 

two cases approximate upper and lower bounds on the feasibility of heat transport, though since 

the capacity factor is 1 for both cases, these calculations do not account for heat loss associated 

with start-up and shut-down of heat conveyance systems for low capacity factor plants.  

For the time-averaged heat flux case, heat captured from the exhaust streams of median 

NGST, NGCC, NGGT, and coal plants have economically feasible transport distances of 1.6, 

22.8, 89.7, and 104.7 km, respectively.  At these upper limits for economically feasible residual 

heat transport, 41%, 30%, 41%, and 40% of the heat is lost to the environment during transport, 

respectively.   

The economic viability of heat transport is also positively correlated with the price of 

natural gas.  Economically feasible heat transport distances presented in Figure 5.3 assume a 

natural gas price of $4.60 per thousand cubic feet, the average industrial price between 2011 and 

2014.  Details on the sensitivity to natural gas price are reported in SI Section 10.0 and Figure 

S8.  

 Temporal availability and spatial availability of heat are not well aligned in the current 

US power mix.  Temporal constraints favor large nuclear systems that produce only low 

temperature condenser residual heat.  This is in direct contrast to the spatial limitations, where 
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the high temperature of NGGT exhaust significantly enhances the techno-economically feasible 

transport distance.  These results suggest that beneficial application of low temperature heat is 

most likely to be realized through on-site use or at facilities co-located with power plants, where 

the cost and pressure requirements of low temperature heat transport are less limiting.  Beneficial 

application of high and medium temperature exhaust heat will likely occur only at plants with 

sufficiently high capacity factors to meet end-use demands.  The proximity of plants to high 

population density, a proxy for off-site end uses, is discussed in SI Section 9.0 and Figure S6 and 

S7.   

5.4.4 Residual Heat Forecasts   

Substantial changes in the fuel mix for electric power generation are expected between 

2013 and 2040.  My projections estimate a 10.6% or 1.8 billion GJth increase in residual heat 

production between 2013 and 2040 in EIA’s reference predictions for fuel consumption by 

power plants.  These reference predictions assume the implementation of the Mercury and Air 

Toxics Standards in 2016.  Additionally, Clean Air Act Section 111 proposed carbon pollution 

standards are represented in scenarios demarcated with a blue line in Figure 5.4A and 5.4B.  

Total annual residual heat production from scenarios without a price on carbon is plotted in 

yellow.   

 Variability in forecasted annual residual heat production stems from assumptions about 

the price of carbon, the future of US nuclear generation capacity, and the timing of coal fired 

power plant decommissioning.  The dashed blue line denotes the scenario in which a high price 

on carbon drives the growth of nuclear power as a substitution for coal generation.  The effect is 

to increase the total annual residual heat generation (Figure 5.4A), but to decrease medium and  
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Figure 5.4 Forecasted residual heat generation based on EIA fuel consumption projections 

under 21 different scenarios.  Panel (A) shows the residual heat production for all heat streams. 

Panel (B) shows residual heat production for exhaust streams.  The thicker black line represents 

EIA’s reference case from the 2014 Annual Energy Outlook.  The scenarios represented by other 

lines can be found in Table S3 of the Supporting Information, with hashed yellow lines indicating 

accelerated nuclear retirement and hashed blue lines indicating accelerated nuclear 

construction.  Scenarios with a carbon price are shown in blue; those without a price on carbon 

in yellow. The shaded areas represent 25-75% uncertainty around the forecasts for carbon price 

scenarios (shaded blue), non-carbon price scenarios (shaded yellow), or both (shaded green).   

 

high temperature annual heat generation (Figure 5.4B).  On the other hand, accelerated nuclear 

power plant retirements (scenarios denoted by dashed yellow lines) will significantly decrease 

the availability of low quality heat (Figure 5.4A). As these cases highlight, the generation of 

nuclear power has a significant impact on the quantity and quality of residual heat.   
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EIA forecasts do not explicitly account for regulatory or scarcity constraints on cooling 

water availability.  Shifting from once-through and recirculating cooling to dry-cooling will 

increase the cost of electricity generation and result in heat being discharged to the environment 

as a warm gas stream.50,51 The recoverability of the condenser heat may be impacted for some 

applications.  

5.4.5 Potential Applications of Residual Heat 

 Typical combined heat and power systems sacrifice some electricity conversion for 

higher heat in the condenser stream, thereby requiring separate calculations from those detailed 

here.  Here, we evaluate only the techno-economic viability of residual heat capture and 

transport.  The low to moderate quality and quantity of residual heat from nuclear, coal, NGCC, 

and NGST fuel cycles severely limit heat transport off-site, while the very low capacity factors 

of NGGT plants are likely to limit the transport of this high temperature exhaust heat.   

 As a result, we expect that residual heat use will find its primary application at the power 

plant, including carbon capture from flue-gas and onsite water treatment.52 Temperature swing 

CO2 adsorption systems, such as the monoethanolamine system, are capable of operating at 

temperatures around 117°C,53 below the temperature of residual heat in the exhaust of coal fired 

power plants with FGD units.   

 Onsite water treatment may also be a viable application for medium temperature residual 

heat at electric power generation facilities.54 Forward osmosis, a two-stage process consisting of 

a membrane separation step followed by a moderate-temperature distillation step,55,56 may find 

application in boiler feedwater or wastewater treatment.  Similarly, the membrane distillation 

process, in which the driving force for separation is the difference in vapor pressure (i.e. 

temperature) across a hydrophobic microporous membrane, may find application in power plant 
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wastewater treatment.24,57 Using waste heat, rather than electricity, to drive these processes will 

reduce auxiliary electricity consumption at the power plant and improve the economical viability 

of plant water recycle systems and impaired water sourcing.   

5.5 Implications 

From the quantity, quality, and availability of residual heat from the US power sector 

detailed in this analysis, we conclude that residual heat use provides a small to moderate near-

term opportunity for systems-level energy savings in the U.S of 8.8-26 GJth.  Residual heat 

generated by nuclear, coal, NGCC, and NGST condensers and exhaust streams is frequently 

available, but, the low to moderate temperatures of the heat will limit its applications to on-site 

processes (e.g. carbon capture,53,58,59 thermoelectrics,60–63 heat pumps,64 or water treatment55,65) 

the efficiency of which varies considerably.  High quality heat from NGGT exhaust is less 

spatially constrained, but its use will be limited to applications that can accommodate high 

variation in temporal availability, as the median capacity factor of NGGT plants is only 0.036.  

From an economic perspective, capturing and transporting residual heat off-site requires 

significant capital investments in heat exchangers and heat distribution networks.  Economic 

viability is ultimately constrained by the life-cycle cost of heat production via primary fuel 

combustion.  One long-term solution to these economic limitations is enhanced co-location of 

power generation with viable low-temperature heat end-uses, thereby minimizing the cost of 

installing the heat distribution system. 

Several additional levels of analysis are necessary to assess specific end use applications 

for power plant residual heat. The residual heat estimates presented here are average annual 

estimates; seasonal and hourly temporal distribution of the residual heat will also influence the 

compatibility between power plant residual heat generation and end-use applications.  Second, 
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the system efficiencies we used for this study were for optimized systems or from manufacturing 

sources, which may cite slightly higher efficiency values than those realized by the current fleet 

of power plants.  Finally, greater information about the geospatial characteristics of specific end-

uses is required to understand the actual availability of residual heat at the site.  
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5.7 Nomenclature 

Symbols 

cp:  heat capacity [J/mol·K] 

G:  exhaust gas flow rate [mol/yr] 

L:  length of heat pipe [m] 

Q:  heat flow rate [MJ/yr] 

q:  heat flow rate in the heat pipe [J/s] 

T:  stream temperature [°C] 

W:  electricity generated [MJ] 

α:  percentage of unconverted energy input in stream 
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η:  process efficiency 

Subscripts 

condenser:  condenser 

conv:  thermal to electrical conversion 

cycle:  entire power cycle 

elec:  electricity 

ex:  exergy 

exhaust:  exhaust gas 

fuel:  fuel input 

i:  fuel and cycle (i.e. Coal, Nuclear, NGCC, NGST, NGGT) 

j:  generator level 

k:  plant level 

L:  distance from power plant 

l:  year 

Low:  minimum exhaust gas temperature 

residual:   residual heat  

th:  thermal 

unconverted:  heat not converted into electricity 

 



 

131 
 

5.8 References 

1.  U.S. Energy Information Agency. Form EIA-923 Detailed Data 

http://www.eia.gov/electricity/data/eia923/. 

2.  Moran, M. J.; Shapiro, H. N. Fundamentals of Engineering Thermodynamics; 6th ed.; 

John Wiley & Sons, Inc.: Hoboken, NJ, 2008. 

3.  Black & Veatch. Power Plant Engineering; Drbal, L. F.; Boston, P. G.; Westra, K. L.; 

Erickson, R. B., Eds.; Kluwer Academic Publishers: Boston, MA, 1996. 

4.  Bhatt, M. S. Energy audit case studies I - steam systems. Appl. Therm. Eng. 2000, 20, 

285–296. 

5.  Rattner, A. S.; Garimella, S. Energy harvesting, reuse and upgrade to reduce primary 

energy usage in the USA. Energy 2011, 36, 6172–6183. 

6.  Wang, H.; Zhao, L.; Zhou, Q.; Xu, Z.; Kim, H. Exergy analysis on the irreversibility of 

rotary air preheater in thermal power plant. Energy 2008, 33, 647–656. 

7.  Liu, M.; Yan, J.; Chong, D.; Liu, J.; Wang, J. Thermodynamic analysis of pre-drying 

methods for pre-dried lignite-fired power plant. Energy 2013, 49, 107–118. 

8.  Rosen, M. A. Assessing and improving the efficiencies of a steam power plant using 

exergy analysis. Part 1: assessment. Int. J. exergy 2006, 3, 362–376. 

9.  Beér, J. M. High efficiency electric power generation: The environmental role. Prog. 

Energy Combust. Sci. 2007, 33, 107–134. 



 

132 
 

10.  National Energy Technology Laboratory. Improving the Thermal Efficiency of Coal-Fired 

Power Plants Plants in the United States; 2010. 

11.  Bezdek, R. H.; Wendling, R. M. Economic, Environmental, and Job Impacts of Increased 

Efficiency in Existing Coal-Fired Power Plants. J. Fusion Energy 2012, 32, 215–220. 

12.  Shi, X.; Agnew, B.; Che, D.; Gao, J. Performance enhancement of conventional combined 

cycle power plant by inlet air cooling, inter-cooling and LNG cold energy utilization. 

Appl. Therm. Eng. 2010, 30, 2003–2010. 

13.  Suresh, M. V. J. J.; Reddy, K. S.; Kolar, a. K. Thermodynamic analysis of a coal-fired 

power plant repowered with pressurized pulverized coal combustion. Proc. Inst. Mech. 

Eng. Part A J. Power Energy 2011, 226, 5–16. 

14.  Poullikkas, A. An overview of current and future sustainable gas turbine technologies. 

Renew. Sustain. Energy Rev. 2005, 9, 409–443. 

15.  Najjar, Y. S. H. Efficient use of energy by utilizing gas turbine combined systems. Appl. 

Therm. Eng. 2001, 21, 407–438. 

16.  Rosen, M. A.; Dincer, I. Survey of thermodynamic methods to improve the efficiency of 

coal-fired electricity generation. Proc. Inst. Mech. Eng. Part A J. Power Energy 2003, 

217, 67–73. 

17.  Tzolakis, G.; Papanikolaou, P.; Kolokotronis, D.; Samaras, N.; Tourlidakis, a.; 

Tomboulides, a. Simulation of a coal-fired power plant using mathematical programming 

algorithms in order to optimize its efficiency. Appl. Therm. Eng. 2012, 48, 256–267. 



 

133 
 

18.  Ray, T. K.; Datta, A.; Gupta, A.; Ganguly, R. Exergy-based performance analysis for 

proper O&M decisions in a steam power plant. Energy Convers. Manag. 2010, 51, 1333–

1344. 

19.  Kapil, A.; Bulatov, I.; Smith, R.; Kim, J.-K. Process integration of low grade heat in 

process industry with district heating networks. Energy 2012, 44, 11–19. 

20.  Li, C.; Goswami, D. Y.; Shapiro, A.; Stefanakos, E. K.; Demirkaya, G. A new combined 

power and desalination system driven by low grade heat for concentrated brine. Energy 

2012, 46, 582–595. 

21.  Zhao, S.; Zou, L.; Tang, C. Y.; Mulcahy, D. Recent developments in forward osmosis: 

Opportunities and challenges. J. Memb. Sci. 2012, 396, 1–21. 

22.  Lay, W. C. L.; Zhang, J.; Tang, C.; Wang, R.; Liu, Y.; Fane, A. G. Factors affecting flux 

performance of forward osmosis systems. J. Memb. Sci. 2012, 394-395, 151–168. 

23.  McGinnis, R. L.; Elimelech, M. Global Challenges in Energy and Water Supply: The 

Promise of Engineered Osmosis. Environ. Sci. Technol. 2008, 42, 8625–8629. 

24.  Jansen, A. E.; Assink, J. W.; Hanemaaijer, J. H.; van Medevoort, J.; van Sonsbeek, E. 

Development and pilot testing of full-scale membrane distillation modules for deployment 

of waste heat. Desalination 2013, 323, 55–65. 

25.  Madden, N.; Lewis, a; Davis, M. Thermal effluent from the power sector: an analysis of 

once-through cooling system impacts on surface water temperature. Environ. Res. Lett. 

2013, 8, 035006. 



 

134 
 

26.  Teixeira, T. P.; Neves, L. M.; Araújo, F. G. Thermal impact of a nuclear power plant in a 

coastal area in Southeastern Brazil: effects of heating and physical structure on benthic 

cover and fish communities. Hydrobiologia 2012, 684, 161–175. 

27.  Kirillin, G.; Shatwell, T.; Kasprzak, P. Consequences of thermal pollution from a nuclear 

plant on lake temperature and mixing regime. J. Hydrol. 2013, 496, 47–56. 

28.  Zevenhoven, R.; Beyene, a. The relative contribution of waste heat from power plants to 

global warming. Energy 2011, 36, 3754–3762. 

29.  Ozalp, N. Utilization of Heat, Power, and Recovered Waste Heat for Industrial Processes 

in the U.S. Chemical Industry. J. Energy Resour. Technol. 2009, 131, 022401. 

30.  Erdem, H. H.; Dagdas, A.; Sevilgen, S. H.; Cetin, B.; Akkaya, A. V.; Sahin, B.; Teke, I.; 

Gungor, C.; Atas, S. Thermodynamic analysis of an existing coal-fired power plant for 

district heating/cooling application. Appl. Therm. Eng. 2010, 30, 181–187. 

31.  Ameri, M.; Ahmadi, P.; Hamidi, A. Energy , exergy and exergoeconomic analysis of a 

steam power plant : A case study. Int. J. Energy Res. 2009, 33, 499–512. 

32.  Durmayaz, A.; Yavuz, H. Exergy analysis of a pressurized-water reactor. Appl. Energy 

2001, 69, 39–57. 

33.  Shi, X.; Che, D. Thermodynamic analysis of an LNG fuelled combined cycle power plant 

with waste heat recovery and utilization system. Int. J. Energy Res. 2007, 31, 975–998. 



 

135 
 

34.  Rosen, M. A. Energy- and exergy-based comparison of coal-fired and nuclear steam 

power plants. Exergy 2001, 1, 180–192. 

35.  Dunbar, W. R.; Moody, S. D.; Lior, N. Exergy analysis of an operating boiling-water-

reactor nuclear power station. Energy Convers. Manag. 1995, 36, 149–159. 

36.  Hammond, G. P.; Akwe, S. S. O. Thermodynamic and related analysis of natural gas 

combined cycle power plants with and without carbon sequestration. Int. J. Energy Res. 

2007, 31, 1180–1201. 

37.  Rosen, M. .; Dincer, I. Exergoeconomic analysis of power plants operating on various 

fuels. Appl. Therm. Eng. 2003, 23, 643–658. 

38.  GE Energy. Heavy Duty Gas Turbine Products http://www.gepower.com/ 

home/index.htm. 

39.  Arrieta, F. R. P.; Lora, E. E. S. Influence of ambient temperature on combined-cycle 

power-plant performance. Appl. Energy 2005, 80, 261–272. 

40.  U.S. Environmental Protection Agency. National Emission Standards for Hazardous Air 

Pollutants From Coal- and Oil-Fired Electric Utility Steam Generating Units and 

Standards of Performance for Fossil-Fuel-FIred Electric Utility, Industrial-Commerical-

Institutional, and Small Industrial-Commer http://www.gpo.gov/fdsys/pkg/FR-2012-02-

16/pdf/2012-806.pdf. 

41.  National Energy Technology Laboratory. Cost and Performance Baseline for Fossil 

Energy Plants Volume 1 : Bituminous Coal and Natural Gas to Electricity; 2013; Vol. 1. 



 

136 
 

42.  U.S. Department of Energy. Waste Heat Recovery: Technology and Opportunities in U.S. 

Industry; Washington, DC, 2008. 

43.  U.S. Environmental Protection Agency. Emissions Factors & AP 42, Compilation of Air 

Pollutant Emission Factors http://www.epa.gov/ttnchie1/ap42/. 

44.  U.S. Energy Information Agency. Form EIA-860 Detailed Data 

http://www.eia.gov/electricity/data/eia860/. 

45.  Dalla Rosa, A.; Li, H.; Svendsen, S. Method for optimal design of pipes for low-energy 

district heating, with focus on heat losses. Energy 2011, 36, 2407–2418. 

46.  U.S. Energy Information Administration. United States Natural Gas Industrial Price 

http://www.eia.gov/dnav/ng/hist/n3035us3m.htm. 

47.  U.S. Energy Information Agency. American Energy Outlook 2014 Early Release Report; 

Washington, DC, 2013; Vol. 2014. 

48.  Fox, D. B.; Sutter, D.; Tester, J. W. The Thermal Spectrum of Low-Temperature Energy 

Use in the United States; Ithaca NY, 2011. 

49.  Fox, D. B.; Sutter, D.; Tester, J. W. The thermal spectrum of low-temperature energy use 

in the United States. Energy Environ. Sci. 2011, 4, 3731. 

50.  National Energy Technology Laboratory. Water Requirements for Existing and Emerging 

Thermoelectric Plant Technologies; Morgantown, WV, 2009; Vol. 2008. 



 

137 
 

51.  National Energy Technology Laboratory. Estimating Freshwater Needs to Meet Future 

Thermoelectric Generation Requirements; Pittsburgh, PA, 2010. 

52.  Zhai, H.; Rubin, E. S.; Versteeg, P. L. Water use at pulverized coal power plants with 

postcombustion carbon capture and storage. Environ. Sci. Technol. 2011, 45, 2479–2485. 

53.  House, K. Z.; Harvey, C. F.; Aziz, M. J.; Schrag, D. P. The energy penalty of post-

combustion CO2 capture & storage and its implications for retrofitting the U.S. installed 

base. Energy Environ. Sci. 2009, 2, 193. 

54.  Shannon, M. a; Bohn, P. W.; Elimelech, M.; Georgiadis, J. G.; Mariñas, B. J.; Mayes, A. 

M. Science and technology for water purification in the coming decades. Nature 2008, 

452, 301–310. 

55.  McGinnis, R. L.; Elimelech, M. Energy requirements of ammonia-carbon dioxide forward 

osmosis desalination. Desalination 2007, 207, 370–382. 

56.  McCutcheon, J. R.; McGinnis, R. L.; Elimelech, M. A novel ammonia-carbon dioxide 

forward ( direct ) osmosis desalination process. Desalination 2005, 174, 1–11. 

57.  Lawson, K. W.; Lloyd, D. R. Membrane distillation. II. Direct contact MD. J. Memb. Sci. 

1996, 120, 123–133. 

58.  Markewitz, P.; Kuckshinrichs, W.; Leitner, W.; Linssen, J.; Zapp, P.; Bongartz, R.; 

Schreiber, A.; Müller, T. E. Worldwide innovations in the development of carbon capture 

technologies and the utilization of CO2. Energy Environ. Sci. 2012, 5, 7281. 



 

138 
 

59.  MacDowell, N.; Florin, N.; Buchard, A.; Hallett, J.; Galindo, A.; Jackson, G.; Adjiman, C. 

S.; Williams, C. K.; Shah, N.; Fennell, P. An overview of CO2 capture technologies. 

Energy Environ. Sci. 2010, 3, 1645. 

60.  Abraham, T. J.; MacFarlane, D. R.; Pringle, J. M. High Seebeck coefficient redox ionic 

liquid electrolytes for thermal energy harvesting. Energy Environ. Sci. 2013, 6, 2639. 

61.  Bubnova, O.; Crispin, X. Towards polymer-based organic thermoelectric generators. 

Energy Environ. Sci. 2012, 5, 9345. 

62.  Poehler, T. O.; Katz, H. E. Prospects for polymer-based thermoelectrics: state of the art 

and theoretical analysis. Energy Environ. Sci. 2012, 5, 8110. 

63.  Minnich, A. J.; Dresselhaus, M. S.; Ren, Z. F.; Chen, G. Bulk nanostructured 

thermoelectric materials: current research and future prospects. Energy Environ. Sci. 2009, 

2, 466. 

64.  Staffell, I.; Brett, D.; Brandon, N.; Hawkes, A. A review of domestic heat pumps. Energy 

Environ. Sci. 2012, 5, 9291. 

65.  Bajpayee, A.; Luo, T.; Muto, A.; Chen, G. Very low temperature membrane-free 

desalination by directional solvent extraction. Energy Environ. Sci. 2011, 4, 1672.  

 

  



 

139 
 

CHAPTER 6:  WATER TREATMENT CAPACITY OF FORWARD OSMOSIS 

SYSTEMS UTILIZING POWER PLANT WASTE HEAT
5 

 

6.1 Abstract 

Forward osmosis (FO) has the potential to improve the energy efficiency of membrane-

based water treatment by leveraging waste heat from steam electric power generation as the 

primary driving force for separation.  In this study, we develop a comprehensive FO process 

model, consisting of membrane separation, heat recovery, and draw solute regeneration (DSR) 

models.  We quantitatively characterize three alternative processes for DSR: distillation, steam 

stripping, and air stripping.  We then construct a mathematical model of the distillation process 

for DSR that incorporates hydrodynamics, mass and heat transport resistance, and reaction 

kinetics, and we integrate this into a model for the full FO process.  Finally, we use this FO 

process model to derive a first-order approximation of the water production capacity given the 

rejected heat quantity and quality available at US electric power facilities.  We find that the 

upper bound of FO water treatment capacity using low-grade heat sources at electric power 

facilities exceeds process water treatment demand for boiler water make-up and flue gas 

desulfurization wastewater systems.   

 

 

                                                           
5 This chapter is based on a paper co-authored with Prof. Meagan Mauter and Xingshi Zhou in 

Industrial & Engineering Chemistry Research.  It can be found at Zhou, X.; Gingerich, D.B.; 

Mauter, M.S., Water Treatment Capacity of Forward-Osmosis Systems Utilizing Power-Plant 

Waste Heat. Industrial & Engineering Chemistry Research 2015, 54, (24), 6378-6389.  X.Z. 

developed the model.  D.B.G. applied the model to treating FGD wastewater and performed the 

FO treatment capacity calculations.  Both X.Z. and D.B.G. contributed to writing the manuscript. 
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6.2 Introduction 

Proposed effluent limitation guidelines at steam electric power generation facilities will 

significantly increase the demand for onsite water treatment.1 One opportunity to minimize the 

auxiliary power consumption associated with this treatment capacity is to use waste heat 

available onsite for membrane-based water treatment.  One potential technology is forward 

osmosis (FO), where the draw solution is a thermolytic salt (e.g. NH4HCO3) (Figure 6.1).2–4 In 

this two-step process, feedwater is drawn across a semipermeable membrane by a difference in 

osmotic pressure between the feed solution and the draw solution.  The diluted draw solute is 

then regenerated via thermal decomposition of the thermolytic salt into its constituent gases (i.e. 

NH3 and CO2).
5 If waste heat is available, this separation process offers significant electricity 

savings over reverse osmosis.6,7  

Steam electric power generation facilities are the largest source of waste heat in the U.S.,8 but 

the feasibility of using this waste heat to drive FO separation processes has yet to be 

systematically assessed in the peer-reviewed literature.5,6,9 Past modeling efforts to evaluate the 

feasibility of waste heat driven FO assume that heat is available at desired quantities and 

temperatures,7 while experimental demonstrations of FO processes in the peer reviewed literature 

use electricity or fuel to generate heat.9–11 This significant gap in the literature exists largely 

because robust estimates of power plant waste heat quantity, quality, and availability are 

sparse.12,13 Our recent work provides estimates of quantity, quality, and spatial-temporal 

availability for the U.S. power sector over the next 30 years.14 Demonstrating the feasibility of 

power plant waste heat driven FO requires the integration of these waste heat estimates with heat 

capture, transport, draw solute regeneration (DSR), and membrane separation models. 
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Figure 6.1. Generalized process flow diagram of the forward osmosis process.  

Accurate modeling of the DSR system also depends on a robust understanding of draw solute 

chemistry.  Much of the past modeling work fails to report the specific method for evaluating the 

separation performance of the CO2-NH3-H2O ternary system.7,9,15 Other models underestimate 

heat consumption per unit of product water or the column height by assuming that the system 

reaches equilibrium over the column height. For example, Kim et al.’s equilibrium-based 

simulations underestimate the heating energy by 59% compared to experimental data from their 

pilot recovery process.16 Recent efforts to model the ammonia-based CO2 capture process 

provide a potential route for including the influence of hydrodynamics, mass and heat transport 

resistance, and reaction kinetics into the DSR model.17–20 The application of these rate-based 

models to the FO draw solute regeneration system ensures the validity of the DSR process 



 

142 
 

simulations, but these rate-based models are also computationally intensive and therefore 

unfavorable for optimization case studies.  To overcome this issue, we develop both a rate-based 

model and a reduced model that simplifies the rate-based model with negligible deviation from 

predicted values. 

Finally, optimizing the water production capacity of waste heat driven FO systems has been 

hampered by reliance on the ASPEN modeling environment.  ASPEN, and associated black box 

optimization techniques, pose numerical issues (e.g. system convergence, initialization, non-

convexity), are time consuming, and do not efficiently perform multi-objective optimization.7,9 

When optimization of DSR systems was performed by past researchers, the objective was to 

minimize the cost of the system rather than maximize the amount of water constrained by a 

certain heat input.7 The distinction is particularly important for systems using waste heat as the 

energy source.  Integrated mathematical models of FO unit processes will ultimately allow for 

efficient optimization and for a thorough characterization of the trade-offs between operating 

conditions and cost.  

This work evaluates the feasibility of using waste heat rejected from steam electric power 

generation processes to treat water of moderate salinity (~30,000 ppm TDS), such as flue gas 

desulfurization wastewater, onsite.  In 2012, coal and natural gas generators discharged 900 

million GJ of heat to the environment in their exhaust streams.14 This heat has temperatures 

ranging from an average of 90°C to 543°C, depending on the fuel cycle (i.e. coal; natural gas 

combined cycle, NGCC; natural gas steam turbine, NGST; and natural gas gas turbine, NGGT). 

Using simulation models, we identify the most energy-efficient DSR design given the heat 

quality available at the median U.S. power plant for each fuel cycle.  We then develop a 

mathematical model of the complete FO process, including the membrane separation step, the 



 

143 
 

heat recovery step,14 and the DSR process, in order to evaluate trade-offs between various 

operating conditions.  Finally, we apply solutions from the mathematical model to determine the 

upper bound of water volume that could feasibly be treated via FO using waste heat from the flue 

gas streams of power plants.  We limit our water production capacity analysis to waste heat 

available on site, as this waste heat has commonly been cited as an ideal source of energy for FO 

processes.6,21 

6.3 Methods 

6.3.1 CO2-NH3-H2O Separation Models in DSR Systems 

We model regeneration of the thermolytic CO2-NH3 draw solute system.  In aqueous solution, 

complex reversible reactions occur (see Table S1 of Supporting Information (SI) Section S1 for 

the list of these reactions) and species including bicarbonate, carbonate, and carbamate are 

formed.19,20,22 Although Table S1 lists a precipitation/dissolution reaction (R6), we neglect this 

reaction in the present work since the maximum concentration of the draw solution, 8 M (CO2 

based), is far below the solubility limit of 13 M.  

Previous work in modeling this ternary system for CO2 capture suggests that 

hydrodynamics, thermodynamics, rate-based mass and heat transfer, and reaction kinetics are 

critical to accurately capturing the energy intensity of the regeneration process.20 We start 

modeling the DSR system by developing a rate-based model that considers hydrodynamics, 

thermodynamics, rate-based mass and heat transfer, and reaction kinetics.  Next, we simplify the 

rate-based model in order to develop an equilibrium state model that considers thermodynamics 

and reaction kinetics, but neglects mass transport resistance and heat transport resistance.  Given 

a distillation column of infinite residence time, the rate-based model and equilibrium model 

produce very similar estimates of normalized heat duty.  Finally, we develop a basic chemistry 
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model that assumes instantaneous chemical equilibrium and neglects hydrodynamics and 

interfacial mass or heat transport resistance in the column.  The resulting models and their major 

differences are listed in Table 6.1.  

For all models, we record computational speed and compare heat duty estimates in Table 

S7 of Section S10 of the SI.  While we expect the greatest accuracy from the rate-based model, 

incorporation of hydrodynamics and rate-based mass and heat transfer increases the complexity 

of the models and significantly slows the computational speed of the calculations. Therefore, we 

use the solution from the rate-based model as a reference for evaluating the validity of the basic 

chemistry and equilibrium state models.   

Table 6.1 Model comparison 

Model Name Thermodynamics Reaction Kinetics Hydrodynamics Rate-based 
Mass/ 
Heat Transfer 

Chemistry Model Yes No No No 
Equilibrium Stage Model Yes Yes Yes No 
Rate-based Model Yes Yes Yes Yes 

 

6.3.2 Evaluating Separation Processes for DSR 

Though selection of an appropriate DSR process depends upon the properties of the draw 

solute, the efficiency of upstream membrane processes, size or process constraints imposed by 

site conditions, cost, and many other factors, in this initial study we consider only the limitations 

imposed by heat quality and quantity available at electric power generation facilities.  The 

reversible thermal decomposition of the species in the dilute draw solution including the 

ammonium bicarbonate, ammonium carbonate and ammonium carbamate into CO2 and NH3 can 

be achieved either by the addition of heat or the reduction of partial pressure.  As a result, both 

conventional distillation and stripping techniques are potentially viable means of regenerating 
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the draw solution.  We consider three alternative processes, distillation, steam stripping, and air 

stripping to separate the dilute draw solution into a concentrated NH3/CO2 stream and a low-

salinity product water that meets drinking water standards for ammonia of 1 mg/L.  

An overview of the DSR process is provided in Figure 6.1.  We model each of the DSR 

processes using a packed column.  The DSR process commences with dilute draw solution 

preheating, using the thermal energy of hot streams from the top or bottom of a packed column.  

The dilute draw solution at or above its bubble point, depending on the specific operating 

pressure, then enters the packed column, where one of the three alternative processes is 

performed.   

In the distillation-based DSR process, a reboiler at the bottom of a conventional 

distillation column provides the thermal input for distillation.  The indirect heating of distillation 

is likely to be less efficient than stripping methods due to the thermal inefficiency introduced by 

the heat exchanger, but this process is better suited for low temperature DSR where sub-

atmospheric pressures are required to completely recover the draw solution.  In the steam 

stripping process, the latent heat of steam directly heats the sump streams in the column.  This 

process is hindered by steam purity, as condensation may result in impurities in product water 

and affect its downstream application.  The final DSR method considered, hot air stripping, 

drives the separation by reducing the partial pressure of volatile components in the gas phase, as 

well as increasing the temperature.  According to Henry’s law, fractions of the volatile in the 

liquid phase decrease due to vapor-liquid equilibrium limitations, leading to the separation of 

CO2 and NH3 from the clean water.  

We build models for the three alternative DSR processes in ASPEN Plus (Aspen 

Technology, Inc.) using the electrolyte NRTL-RK thermodynamic method. We specify the dilute 
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draw solution flow rate and concentration, the number of stages, the boilup ratio, and the 

packing.  ASPEN Plus simulates the required heat duty, as well as the column diameter, product 

water concentration and flow rate, and concentrated draw solution concentration and flow rate.   

The rate-based model takes hydrodynamic, thermodynamic, rate-based heat/mass 

transfer, and chemical reaction into account, as shown in Table S2 of SI Section S2 on the 

equipment specifications for the ASPEN Model.  In order to perform rate-based simulation, the 

columns are specified to contain Amistco (Goodloe equivalent) structured packing4 with a void 

fraction of 0.945, a specific area of 580 ft2/ft3, a static holdup of 5% and a pressure drop of 0.096 

mm Hg/ft. Packing height is approximately 8.3 ft, (equivalent to 25 theoretical stages). We vary 

the column pressure depending on the specific case (i.e. ambient or sub-atmospheric). Thermal 

and electrical energy requirements are calculated based on a product water quality specified to 

contain less than 1 ppm of ammonia (including related species like ammonium and carbamate).  

The equilibrium stage model is constructed by switching from “rate-based” mode to 

“equilibrium” mode in ASPEN Plus and disabling rate-based modeling in packing rating section.  

The chemistry stage model was constructed by further deleting the reaction section in the column 

specifications, thereby leveraging the chemistry model without the consideration of rate-based 

heat/mass transfer and reaction kinetics. 

We quantitatively evaluate each DSR method by determining its normalized heat duty in 

ASPEN Plus.  Considering the relatively low energy consumption (as detailed in the “Results 

and Discussion” Section 1 and 2), potential issues with the steam contaminating the product 

water in steam stripping processes, and the option of accessing lower quality heat by operating 

the distillation column at sub-atmospheric pressures, we select distillation as the optimal DSR 

system for mathematical model formulation.   
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6.3.3 Mathematical Model of Distillation for DSR System 

The majority of energy consumption of the FO desalination process lies in the DSR 

system and further evaluation and optimization of this process in the context of other FO system 

components is greatly aided by a rigorous mathematical model of the DSR process. We 

formulate a rate-based model for draw solute recovery based on a comprehensive MERSHQ 

model20 including mass balances (M), energy balances (E), rate equations (R), summation 

equations (S), hydrodynamic equations (H), and equilibrium equations (Q) detailed below. This 

model assumes that stages are well-mixed and have similar properties (e.g. temperature) 

throughout the stage as calculated within the model. We model the distillation column to have 

metal gauze structure packing in the “X” configuration23 in order to minimize the pressure drop 

in the column.   

Mass balances.  Material balances the vapor, Mi,j
V, and liquid, Mi,j

L phases  for 

component i at stage j depend on the flowrate of the vapor (Vj), liquid (Lj), and feed (Fj); the 

mole fraction in the vapor (yi,j) and the liquid (xi,j); the molar flux (Ni,j); the effective interfacial 

area (ae); the volume of column per stage (VS) and reactions that occur that depend on 

stoichiometric coefficients (ν), reaction rates (r), and the reaction extent (Χ) for each of the 

controlled reactions (NRC) and instantaneous reactions (NRE).  Details on the calculation of 

mass and heat transfer behavior can be found in SI Section S3.  Information on activity 

correction using the Electrolyte NRTL model can be found in SI Section S4. 

𝐌𝑖,𝑗
𝑉 = 𝑉𝑗𝑦𝑖,𝑗 − 𝑉𝑗+1𝑦𝑖,𝑗+1 − 𝐹𝑗

𝑉𝑦𝑖,𝑗
𝐹 − 𝑁𝑖,𝑗

𝑉 𝑎𝑒(𝑉𝑆)𝑗 = 0  (6.1) 

𝐌𝑖,𝑗
𝐿 = 𝐿𝑗𝑥𝑖,𝑗 − 𝐿𝑗−1𝑥𝑖,𝑗−1 − 𝐹𝑗

𝐿𝑥𝑖,𝑗
𝐹 − 𝑁𝑖,𝑗

𝐿 𝑎𝑒(𝑉𝑆)𝑗 − (𝑉𝐿𝐻)𝑗(∑ (𝜈𝑖,𝑘𝑟𝑗,𝑘)𝑁𝑅𝐶
𝑘=1 + ∑ (𝜈𝑖,𝑘

′ 𝜒𝑗,𝑘)𝑁𝑅𝐸
𝑘=1 ) = 0  (6.2) 
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Total material balances equations at stage j 

𝐌𝑇,𝑗
𝑉 = 𝑉𝑗 − 𝑉𝑗+1 − 𝐹𝑗

𝑉 + 𝑁𝑇,𝑗
𝑉 𝑎𝑒(𝑉𝑆)𝑗 = 0   (6.3) 

𝐌𝑇,𝑗
𝐿 = 𝐿𝑗 − 𝐿𝑗−1 − 𝐹𝑗

𝐿 − 𝑁𝑇,𝑗
𝐿 𝑎𝑒(𝑉𝑆)𝑗 − (𝑉𝐿𝐻)𝑗 ∑ (∑ (𝜈𝑖,𝑘𝑟𝑗,𝑘)𝑁𝑅𝐶

𝑘=1 + ∑ (𝜈𝑖,𝑘
′ 𝜒𝑗,𝑘)𝑁𝑅𝐸

𝑘=1 )𝐶
𝑖=1 = 0 

(6.4) 

Energy balances.  Energy balances equations for the vapor (Ej
V), the liquid (Ej

L), and 

the interface (Ej
I) at stage j depend on the vapor, liquid, and feed flow rate; the molar enthalpy 

(H); the heat duty added at each stage (Q); and the interfacial energy (𝜖). 

𝐄𝑗
𝑉 = 𝑉𝑗𝐻𝑗

𝑉 − 𝑉𝑗+1𝐻𝑗+1
𝑉 − 𝐹𝑗

𝑉𝐻𝑗
𝑉𝐹 + 𝑄𝑗

𝑉 + 𝜖𝑗
𝑉 = 0   (6.5) 

𝐄𝑗
𝐿 = 𝐿𝑗𝐻𝑗

𝐿 − 𝐿𝑗−1𝐻𝑗−1
𝐿 − 𝐹𝑗

𝐿𝐻𝑗
𝐿𝐹 + 𝑄𝑗

𝐿 − 𝜖𝑗
𝐿 = 0   (6.6) 

Energy balances equations at the interface 

𝐄𝑗
𝐼 = 𝜖𝑗

𝑉 − 𝜖𝑗
𝐿 = 0   (6.7) 

Rate equations.  The reaction rate for each component i on each stage j in the vapor 

(Ri,j
V) and the liquid (Ri,j

L) is a function of the molar flux for each component I on each stage j in 

the vapor (Ni,j
V) and liquid (Ni,j

L).  

𝐑𝑖,𝑗
𝑉 = 𝑁𝑖,𝑗 − 𝑁𝑖,𝑗

𝑉 = 0  (6.8) 

𝐑𝑖,𝑗
𝐿 = 𝑁𝑖,𝑗 − 𝑁𝑖,𝑗

𝐿 = 0  (6.9) 

Summation equations.  The summation equation for the vapor phase (Sj
IV) and liquid 

phase (Sj
IL) is a function of the molar fraction in the vapor (yi,j

I) and the liquid (xi,j
I) phases. 

𝐒𝑗
𝐼𝑉 = ∑ 𝑦𝑖,𝑗

𝐼𝐶
𝑖=1 − 1 = 0  (6.10) 
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𝐒𝑗
𝐼𝐿 = ∑ 𝑥𝑖,𝑗

𝐼𝐶
𝑖=1 − 1 = 0   (6.11) 

Hydraulic equations.  The hydraulic equation at each stage (Hj) is a pressure balance 

equation, so that at any stage j the pressure (Pj) minus the drop in each stage (ΔPj-1) is equal to 

the pressure on the next stage (Pj-1). 

𝐇𝑗 = 𝑃𝑗 − 𝑃𝑗−1 − ∆𝑃𝑗−1 = 0   (6.12) 

Vapor-liquid equilibrium equations.  The vapor-liquid equilibrium at the interface 

equation (Qi,j
I) is a function of the vapor-liquid equilibrium constant (Ki,j) and the mass fractions 

in the liquid and vapor phases at the interfaces. 

𝐐𝑖,𝑗
𝐼 = 𝐾𝑖,𝑗𝑥𝑖,𝑗

𝐼 − 𝑦𝑖,𝑗
𝐼 = 0  (6.13) 

Similar to the approach that we took in developing the ASPEN models, both the 

chemistry model and equilibrium stage model are simplified versions of this original rate-based 

model.  In the chemistry model, we assume instantaneous chemical equilibrium for the reactions 

by neglecting all kinetics terms and replacing the interfacial composition with the composition in 

the bulk phase.  In the equilibrium state model, we do account for kinetics, yielding the 

following sets of equations:  

 The material balances the vapor, Mi,j
V, and liquid, Mi,j

L phases for component i at stage j 

depend on the flowrate of the vapor (Vj), liquid (Lj), and feed (Fj); the mole fraction in the vapor 

(yi,j) and the liquid (xi,j); the volume of column per stage (VS) and reactions that occur that 

depend on stoichiometric coefficients (ν), reaction rates (r), and the reaction extent (Χ) for each 

of the controlled reactions (NRC) and instantaneous reactions (NRE): 

𝐌𝑖,𝑗 = 𝐿𝑗𝑥𝑖,𝑗 + 𝑉𝑗𝑦𝑖,𝑗 − 𝐿𝑗−1𝑥𝑖,𝑗−1 − 𝑉𝑗+1𝑦𝑖,𝑗+1 − 𝐹𝑗
𝑉𝑦𝑖,𝑗

𝐹 − 𝐹𝑗
𝐿𝑥𝑖,𝑗

𝐹 − (𝑉𝐿𝐻)𝑗(∑ (𝜈𝑖,𝑘𝑟𝑗,𝑘)𝑁𝑅𝐶
𝑘=1 + ∑ (𝜈𝑖,𝑘

′ 𝜒𝑗,𝑘)𝑁𝑅𝐸
𝑘=1 ) = 0  (6.14) 
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The energy balances at stage j, which depend on the vapor, liquid, and feed flow rate; the molar 

enthalpy (H); the heat duty added at each stage (Q) are expressed as: 

𝐄𝑗 = 𝐿𝑗𝐻𝑗
𝐿 + 𝑉𝑗𝐻𝑗

𝑉 − 𝐿𝑗−1𝐻𝑗−1
𝐿 − 𝑉𝑗+1𝐻𝑗+1

𝑉 − 𝐹𝑗
𝐿𝐻𝑗

𝐿𝐹 − 𝐹𝑗
𝑉𝐻𝑗

𝑉𝐹 + 𝑄𝑗 = 0   (6.15) 

The summation equations for both liquid and vapor phase, which are functions of the molar 

fraction in the vapor (yi,j
I) and the liquid (xi,j

I) phases, are expressed as: 

𝐒𝑗
𝐿 = ∑ 𝑥𝑖,𝑗

𝐶
𝑖=1 − 1 = 0, 𝑺𝑗

𝑉 = ∑ 𝑦𝑖,𝑗
𝐶
𝑖=1 − 1 = 0   (6.16) 

Vapor-liquid equilibrium still holds, but equilibrium stage model replaces the interfacial 

composition with the composition in the bulk phase of the liquid (xi,j) and the vapor (yi,j) phases: 

𝐐𝑖,𝑗 = 𝐾𝑖,𝑗𝑥𝑖,𝑗 − 𝑦𝑖,𝑗 = 0   (6.17) 

The expressions for the equilibrium constants (Kj,k) of the instantaneous reactions are a function 

of the temperature in the stage (Tj) and are considered in the rate-based, equilibrium, and 

chemistry models: 

ln 𝐾𝑗,𝑘
𝑒𝑞 =

𝑨𝑘

𝑇𝑗
+ 𝑩𝑘 ln 𝑇𝑗 + 𝑪𝑘𝑇𝑗 + 𝑫𝑘 = ∑ 𝜈𝑖,𝑘

′ ln 𝑎𝑖,𝑗
𝐶
𝑖=1    (𝑘 = 1, 𝑁𝑅𝐸)   (6.18) 

The reaction rates (rj,k) of the rate-controlled reactions are a function of temperature, energy of 

activation (Ek), the ideal gas constant (R), the mass fraction in the liquid, the activity coefficient 

(γi,j) and the liquid phase activity (ai,k), but are considered in only the rate-based model: 

𝑟𝑗,𝑘 = 𝑘𝑇𝑗
𝑛 exp (−

𝐸𝑎,𝑘

𝑅̅𝑇𝑗
) ∏ (𝑥𝑖,𝑗𝛾𝑖,𝑗)

𝑎𝑖,𝑘
 𝐶

𝑖=1    (𝑘 = 1, 𝑁𝑅𝐶)   (6.19) 

The values for equilibrium constants and reaction rates are listed in Table S3 and Table 

S4 of SI Section S5 respectively. 
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The CO2-NH3 system has mixed polar and nonpolar components in its vapor phase.  To 

account for this and the non-ideality of our system, we estimate fugacity, activity, and density of 

the system using the methods listed in Table S5 in SI Section S6 on parameter estimation for the 

mathematical model.  Table S5 details the parameter estimation methods used in the current 

work, while Table 6.2 details the input parameters for the simulation study of the DSR.  We 

allow the draw solution entering the column to range from 0.5M-1.5M (CO2-based). 

Table 6.2 Specifications of the DSR system in this case study 

Specifications Values in the Case Study 

Dilute DS Column Feed, m3/hr 18 

C:N Ratio of Draw Solution 0.714 

Column Pressure, atm 1 

Feed Concentration, M 1 

Target NH3 Content in Product Water <1 ppm 

 

6.3.4 Mathematical Model of FO Membrane Separation System 

The composition of the dilute draw solution has a significant influence on the DSR 

separation efficiency and heat consumption.  We relate this composition to the upstream 

membrane process by adapting a finite differences method model of a flat sheet plate-and-frame 

FO membrane module detailed in SI Sections S7 on the FO membrane model and S8 on the draw 

and feed solution modeling with parameters for the FO membrane listed in Table S6.24,25 This 

model is based on the following assumptions: 

(1) The membrane separation system operates isothermally at 298.15 K.9 

(2) The feedwater is similar in composition to seawater (35 g/L) and all existing salts are 

in the form of NaCl. 
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(3) The feedwater and the draw solution flow into an FO membrane module in 

countercurrent mode. 

(4) The effective driving force (JW) is reduced due to the presence of dilutive internal 

concentration polarization and concentrative external concentration polarization.26 Accounting 

for this, water flux can be expressed as a function of membrane water permeability (A), osmotic 

pressure (πD,b), solute resistivity (Km), and mass transport coefficient (κ):  

𝐽𝑤 = 𝐴 [𝜋𝐷,𝑏 exp(−𝐽𝑤𝐾𝑚) − 𝜋𝐹,𝑏 exp (
𝐽𝑤

𝜅
)]   (6.20) 

The solute resistivity within the porous support layer of the membrane is defined as: 

𝐾𝑚 =
𝑆

𝐷
=

𝑡𝜏

𝐷𝜀
   (6.21) 

where 𝑡, 𝜏, and 𝜀 express the thickness, tortuosity, and porosity of the support layer, respectively.   

The mass transfer coefficient is correlated to the Sherwood number and it is calculated using: 

𝜅 =
𝑆ℎ

𝑑ℎ
𝐷   (6.22) 

where 𝐷 and 𝑑ℎ are diffusion coefficient of the solute and the hydraulic diameter of the flow 

channel, respectively.  

(5) The salt rejection of the membrane is not 100%, so both feed and draw solute are 

subjected to permeation.  The reverse flux of draw solute (J1) and the forward flux of feed solute 

(J2), respectively, defined by JW, the solute permeabilities (B1 and B2), concentrations (C1 and 

C2) and Peclet’s number for the feed and draw side streams (PeF and PeD) are given by:27 

𝐽1 =
𝐽𝑤𝐵1(𝑐1

𝐹,𝑏 exp(𝑃𝑒1
𝐹+𝑃𝑒1

𝐷)−𝑐1
𝐷,𝑏)

(𝐵1 exp(𝑃𝑒1
𝐹)+𝐽𝑤) exp(𝑃𝑒1

𝐷)−𝐵1
  (6.23) 

𝐽2 =
𝐽𝑤𝐵2(𝑐2

𝐹,𝑏 exp(𝑃𝑒2
𝐹+𝑃𝑒2

𝐷)−𝑐2
𝐷,𝑏)

(𝐵2 exp(𝑃𝑒2
𝐹)+𝐽𝑤) exp(𝑃𝑒2

𝐷)−𝐵2
 (6.24) 
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As illustrated in Figure 6.2, the FO membrane has been discretized into finite elements 

within which we assume constant properties such as velocity, concentration, and diffusivity.  The 

partial differential equations of mass balances describing the velocity and concentration profiles 

are reformulated using the finite differences method, as described in Equations 25-28.24 The 

algorithms for calculating water flux (JW) based on water velocity (uF and uD) and solute flux (Js) 

based on concentration changes (CF and CD) using a finite element method of elements with 

heights H can be found in the Supporting Information Section S9 and Figure S1. 

𝑢𝐹,𝑖 = 𝑢𝐹,𝑖−1 −
𝐽𝑤,𝑖∆𝑥

0.5𝐻𝑜
   (6.25) 

𝐶𝐹,𝑖 =
𝐶𝐹,𝑖−1𝑢𝐹,𝑖−1−𝐽𝑠, 𝑖(

∆𝑥

0.5𝐻𝑜
)

𝑢𝐹,𝑖
  (6.26) 

𝑢𝐷,𝑖−1 = 𝑢𝐷,𝑖 +
𝐽𝑤,𝑖∆𝑥

0.5𝐻𝑖
   (6.27) 

𝐶𝐷,𝑖−1 =
𝐶𝐷,𝑖𝑢𝐷,𝑖+𝐽𝑠,𝑖(

∆𝑥

0.5𝐻𝑖
)

𝑢𝐷,𝑖−1
   (6.28) 
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Figure 6.2. A) Schematic diagram of plate-and-frame module; B) A finite element of a counter-

current FO membrane module. 

6.3.5 Comprehensive Model of FO Desalination System 

The comprehensive formulation of the FO process using power plant waste heat includes 

the membrane separation system, the DSR system, and the heat recovery and transport system.  

The dilute draw solution coming from the draw side of the membrane module enters as the feed 

to the DSR system, while the heat recovery and transport system provides the thermal energy 

required to strip CO2 and NH3 from the dilute draw solution.  Figure 6.3 shows the 

interconnected networks of the input and output variables for each process.  The size 

specification and operation of DSR systems are dependent upon several parameters. Table 6.3 

summarizes the most important parameters for DSR system operation. 
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Figure 6.3 Input and output of parameter networks connecting the process equipment. 

Table 6.3 Parameters important for DSR systems design and corresponding design aspects. 

Parameter Design Aspects 

Height (Stage 

number) 

Height, which refers to the height of structured packing in the column, 

is determined by height equivalent to theoretical plate (HETP) and the 

actual stage number in the column. 

Pressure The top and sump temperature requirements decrease as the column 

pressure drops below atmospheric pressure, thereby enabling the use of 

a broader range of power plant waste heat quality.  We vary the design 

pressure from 0.1 atm to 1 atm. 

Feed Concentration 

of Diluted Draw 

Solution 

Feed concentration of dilute draw solution is a product of the 

membrane separation efficiency, but impacts the separation efficiency 

of the column.  A typical range for feed of the DSR system is 0.5-1.5 

M. 

C:N Ratio Higher ammonia concentration in draw solute enhances the solubility 

of CO2, increasing the driving force for the FO membrane process. 

However, excess of either CO2 or NH3 can significantly influence the 

configuration of the process, making the existence of an absorber 

necessary. A proposed range for C:N ratio is within 0.3-0.71. 
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6.3.6 Notes on Numerical Solution 

We built a mathematical model in MATLAB and solved the nonlinear system with a 

trust-region-dogleg algorithm using MATLAB’s fsolve function.  As some unknowns (e.g., 

concentrations of H3O
+ and OH-) are extremely small, the nonlinear problem may be ill-

conditioned.  To obtain robust convergence, we can either scale the problem or perform 

transformations on select variables.  Here, we adopt the second approach by log transforming 

very small concentrations to improve the convergence.  To further improve the probability of 

convergence, we use initial guess obtained from the previous simulation in ASPEN Plus for all 

unknowns. 

6.3.7 FO Treatment Capacity of US Power Plants by Fuel Cycle and Size 

Elsewhere,14 we estimate the quality and quantity of the waste heat from US coal, natural 

gas combined cycle (NGCC), natural gas steam turbine (NGST), and natural gas gas turbine 

(NGGT) plants.  These estimates account for both the fuel cycle and the size of the plant.  We 

use these previously reported estimates of heat quality as constraints in the FO model for each 

fuel cycle.  We then arrive at an upper bound of the water treatment capacity for each fuel cycle 

by dividing the total heat quantity by the normalized heat duty obtained from the FO model.     

6.4 Results and Discussion 

6.4.1 Comparison of CO2-NH3-H2O Separation Models  

Past DSR models have relied upon chemistry models to predict the temperature and heat 

duty of FO separations.  The chemistry model omits consideration of hydrodynamics, heat and 

mass transport limitations, and reaction kinetics, which are imperative in the comprehensive 

evaluation of DSR systems with finite residence times.  Here, we use ASPEN to compare this 
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chemistry model to equilibrium stage and non-equilibrium (rate-based) approaches in evaluating 

distillation, steam stripping, and air stripping DSR systems under ambient pressure.   

The chemistry, equilibrium stage, and rate-based models estimate similar heat duties for 

distillation and steam stripping processes at ambient pressures (Figure 6.4 A).  The models 

diverge in the air stripping process, however, where the chemistry model significantly under-

predicts the normalized heat duty.  This is due to limited reaction rates at low temperature, which 

prevent the system from reaching equilibrium within the residence time in the stage.  

 

Figure 6.4. Comparison of the predicted heat duty of the draw solute regeneration process for 

three different CO2-NH3-H2O separation models.  A) Comparison of the chemistry model, the 

equilibrium model, and the comprehensive model for the three DSR methods at ambient 

pressure.  Possible heat integration savings are subtracted from the corresponding DSR method. 

Heat integration does not confer any additional energy savings in air stripping because the 

temperature difference between the inlet cold dilute draw solution and vapor stream from the top 

of the column is low; B) Comparison of equilibrium model and comprehensive model under the 

distillation DSR configuration for different operating pressures.  
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Additional discrepancies between the chemistry, equilibrium-stage, and rate-based model 

arise in sub-atmospheric conditions.  Figure 6.4B plots the heat consumption per cubic meter of 

product water against the operating pressure in a distillation column.  We observe significant 

deviation between the chemistry model and the equilibrium and rate-based models at sub-

atmospheric pressure, suggesting that it is inappropriate to ignore reaction kinetics when 

modeling DSR processes for FO systems. As we discuss below, this deviation may significantly 

skew the results for DSR systems that use waste heat below 60 °C, where sub-atmospheric 

column conditions are required to maintain the driving force in accordance with Henry’s Law.   

Modeling normalized heat duty of the DSR process over the set of column pressures and 

heat temperatures relevant to waste-heat driven distillation also suggests that the equilibrium 

stage model is a reasonable approximation for the rate-based model.  SI Section S12 and Tables 

S8-S10 compare mass transfer rates and reaction rates at different pressures, and demonstrate 

that reaction rate dominates under most conditions.  Given the significantly lower computational 

requirements, subsequent calculations are performed using the equilibrium stage model (Table 

S7). 

Finally, at atmospheric pressure the modeled electricity consumption for DSR systems is 

0.02 kWh/m3 (see SI Section S11 for full calculations of electricity consumption in the DSR 

process and the membrane separation process), or less than 0.5% of the total process energy 

demand in units of equivalent work.  Operating the distillation column at sub-atmospheric 

pressures would significantly increase electricity consumption, though we do not explicitly 

address this case in the remainder of this work.   
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6.4.2 Comparison of DSR Methods 

We select distillation as the preferred DSR method.  Air stripping had a higher 

normalized heat duty (MJ/m3) and required a significantly larger column to meet the design 

specifications for NH3 in the product water (Table 6.4) than distillation or steam stripping 

processes.  Steam stripping, although comparable to distillation in terms of normalized heat duty, 

requires an additional compressor that would add to the system cost.  Therefore, we selected 

distillation as the preferred DSR method for subsequent evaluation and mathematical modeling. 

Table 6.4 Comparison of Distillation, Steam Stripping, and Air Stripping (DDS Flowrate = 18 

m3/hr) 

 Distillation Steam Stripping Air Stripping 

Model Type ASPEN Mathematical ASPEN ASPEN 

Stage Number 25 25 25 80 

Column Diameter, m 1.25 1.25 1.25 4.25 

Top Temperature, °C 86.4 87.0 86.4 36.8 

Sump Temperature, °C 100.6 100.4 100.6 37.7 

Normalized Heat Duty, MJ/m3 409.37 395.6 405.59 > 680.9 

 

6.4.3 Model Comparisons Between ASPEN and Mathematical Model 

Table 6.4 demonstrates that the equilibrium stage mathematical model we developed 

closely matches the rate-based modeling solutions determined by the ASPEN Plus model.  

Solving a multi-stage unit with the mathematical model is more time-consuming than solving it 

in ASPEN Plus, but doing so allows for more thorough sensitivity analysis and process design.  

6.4.4 Description of Full Process Model 

The complete FO process model, including the membrane system, the heat recovery system, 

and the distillation-based DSR system, is depicted in Figure 6.3.  In this work we perform a 

sensitivity analysis to clarify the contribution of each key parameter to the overall energy 
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consumption per cubic meter of clean water produced.  Parameters varied in this work are 

reported in Table 6.3. 

Pressure. The most important parameter in determining the energy consumption, 

measured in MJ/m3 of product water, is the pressure in the column.  As pressure decreases, the 

lower sump temperature enables the integration of a wider range of heat quality (Figure 6.5A).  

However, a lower pressure also leads to a higher heat duty per unit volume of clean water 

produced, as discussed in the comparison of alternative DSR processes.   

Column height. The column size also influences the energy consumption of the process.  

We analyze the sensitivity of heat duty to the target ammonia concentration in product water for 

columns of three different heights (Figure 6.5B).  We find that, given constraints of <1 ppm 

ammonia in the product water, taller columns consume less energy.  

Dilute draw solution concentration. The dilute draw solution concentration is the 

concentration of carbonate species in the draw solution after it leaves the membrane unit and 

before it enters the DSR process.  Dilute draw solution concentration fed to the column is an 

indicator of FO membrane performance.  Either a larger membrane area or higher water 

permeability can result in a more dilute draw solution.  As shown in Figure 6.5C, the heat duty of 

the FO process is lower when the diluted draw solution concentration is lower, which implies a 

trade-off between the membrane process and the DSR process.  
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Figure 6.5. Parametric analyses of heat duty of the FO process under various operating 

parameters.  A) Parametric analysis of distillation column operating pressure on energy 

consumption for 1 M column feed, target NH3 concentration=1 ppm, stage number=25, C:N 

ratio=0.714; B) Parametric analysis of target water purity for columns of different sizes on 

energy consumption for 1 M column feed, pressure=1 atm, C:N ratio=0.714; C) Parametric 

analysis of dilute draw solution feed on energy consumption for a 25-stage column, pressure=1 

atm, target NH3 concentration=1 ppm, C:N ratio=0.714; D) Parametric analysis of C:N ratio of 
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draw solution for the membrane process on energy consumption for a 25-stage column, 

pressure=1 atm, target NH3 concentration=1 ppm. 

C:N ratio. The C:N ratio of the draw solution influences the osmotic pressure, thus 

impacting the separation efficiency of the membrane module.  On the one hand, more ammonia 

in the draw solution enhances the solubility of carbon dioxide in water by the association of 

ammonia with bicarbonate, carbonate, and carbamate species, the latter two of which can hold 

multiple ammonia ions in solution, and increases the driving force of osmotically driven 

processes.  On the other hand, due to the high solubility of ammonia, additional energy is 

consumed by stripping the excess ammonia out of the dilute draw solution and the optimal C:N 

ratio is around 0.714 (Figure 6.5D). 

Together these sensitivity analyses suggest that isolated optimization of the DSR process 

is insufficient.  To simultaneously minimize the heat duty and cost of the FO process requires 

concurrent modeling of the membrane system, the heat capture and transport system, and the 

DSR system.  For instance, we can minimize the energy consumption in DSR process by 

reducing the concentration of dilute draw solution feed.  However, to further dilute the draw 

solution, a membrane with higher permeability or larger membrane area should be used, which is 

sub-optimal for a membrane process.   

6.4.5 Modeling the FO Water Treatment Process to Minimize Heat Duty 

We use our estimates of normalized heat duty given the quality of potentially recoverable 

waste heat available in the flue gas streams at US electric power generation facilities.  Since 

normalized heat duty is a monotonic function of the decision variables and in this study there are 

no constraints on the membrane processes (i.e.  maximum membrane area, water recovery rate, 
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maximum feed stream flow rate), we choose each optimal condition of the decision variable to 

obtain the minimum normalized heat duty. We do so for coal, NGCC, NGST, and NGGT fuel 

cycles.  The minimum normalized heat duty for each fuel cycle is reported in Table 6.5.  There is 

little variation in the normalized heat duties reported as each fuel cycle generates heat of near 

identical qualities.  This study evaluates only the technical feasibility of performing FO water 

treatment driven by power plant waste heat.  As a result, we maximize water production capacity 

given the available thermal energy at US power plants, but do not minimize costs, CO2 

emissions, or any other metric relevant to the systems-level performance of the FO water 

treatment unit.   

Table 6.5 Minimum normalized heat duty of each fuel cycle 

Fuel Cycle Mean Temperature Quality,  
°C 

Minimized Normalized Heat Duty, 
MJ/m3 

Coal 119 409.37 
NGCC 89 409.8 
NGST 119 409.37 
NGGT 130 409.37 

 

6.4.6 FO Treatment Capacity of US Power Plants by Fuel Cycle and Size 

We estimate the water treatment capacity of various fuel cycles by dividing waste heat 

availability by the normalized heat duty obtained from the FO model for each fuel cycle.  

Resulting water production rates for US power plants by fuel cycle are reported in Figure 6.6.  

Figure 6.6A depicts the amount of water that can be produced using residual heat driven FO 

normalized per MWh of electricity generated, with the spread a function of the efficiency of each 

existing US power plant.  Plant efficiency is a function of system design, manufacturer, age, and 

cooling type, and environmental conditions among other variables.14 Coal, NGCC, and NGST 
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fuel cycles have waste heat driven FO water treatment capacities between 0.1 and 10 m3/MWh of 

electricity generated.  NGGT systems have a median water treatment capacity of 14 m3/MWh, 

with the range extending from 2 to over 1,000 m3/MWh.  NGGT systems produce more per 

MWh because the absence of a steam cycle means that the residual heat content per MWh of 

their exhaust heat is higher. 

Figure 6.6B plots the distribution of annual water treatment capacity at US fossil-fuel 

power plants.  The larger underlying distribution reflects the variation in size and capacity factor 

across US power plants.14 If all of the residual heat discharged in the exhaust streams of US 

plants was allocated for FO water treatment, a theoretical maximum of1.9 billion m3/year of 

water could be produced.  In reality, capital and operational costs, the low size and capacity 

factors of many plants, and demand for new in-plant water treatment infrastructure are likely to 

significantly curtail this allocation of waste heat for FO water treatment.  NGGT systems 

contribute 1.2 billion m3 of this potential water production (63%) because they are large (mean 

of 1.5 million m3) and numerous.  Coal systems are larger than NGGT on average (mean of 1.9 

million m3), but there are fewer of them, and they contribute 500 million m3 to this total (25%).  

The remaining production comes from NGCC and NGST (180 and 40 million m3, respectively) 

as they have smaller average production capacities (350,000 and 70,000 m3, respectively) 

compared to coal and NGGT systems. 
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Figure 6.6.  Upper bound estimates of the residual heat driven FO water treatment capacity of 

US power plants in terms of (A) m3 of water treatment capacity per MWh of electricity generated 

and (B) average annual production per plant.   

6.4.7 Potential Applications of FO Treatment Capacity at US Power Plants 

On average, US power generation facilities withdraw approximately 87 m3 of water per MWh of 

net generation.28 However, 93% of these water withdrawals are for cooling water, which has 

lower water quality requirements and is therefore unlikely to be treated via a membrane-based 
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process.  A far more likely candidate for FO treatment is boiler feed water (BFW) make-up or 

flue gas desulfurization (FGD) water, which collectively accounts for approximately the 

remaining 7% of water withdrawals,29 or 0.28, 0.25, and 0.008 m3/MWh of water treatment 

needs at subcritical coal, supercritical coal, and NGCC systems, respectively.29 While the TDS of 

this feedwater varies considerably across power plants, the average water quality is 

approximately 30,000 ppm TDS.  Using RO to treat this water would consume approximately 

2.5 kWh/m3, or 0.7, 0.6, and 0.02 kWh per MWh of generation at subcritical coal, supercritical 

coal, and NGCC systems.  As only about 1.0% of the energy consumed by FO processes is in the 

form of electricity (for pumping, etc.), adoption of FO has significant potential to reduce the 

parasitic losses associated with water treatment at power plants.  

6.5 Conclusions 

This work provides an upper bound on the quantity of water that can be treated via FO processes 

using only waste heat available at US electric power generation facilities.  We demonstrate that 

distillation is preferable to both steam and air stripping due to process issues with steam purity in 

steam stripping and the inefficiency of pre-heating in the case of air stripping processes.  We also 

demonstrate that failing to consider reaction kinetics when evaluating the DSR process leads to 

significant underestimation of heat duty for sub-atmospheric DSR conditions, such as those 

required for low-temperature heat driven DSR systems.  Omission of hydrodynamics, mass 

transport resistance, and heat transport resistance in the equilibrium model leads to modest 

deviations of less than 2% from the rate-based model, sufficient for the first order estimates of 

normalized heat duty responded here.  We perform sensitivity analysis to ascertain the influence 

of column pressure, the extent of draw solution recovery, draw solution concentration, and draw 

solution chemistry on the energy consumption and performance of the FO system.  And, finally, 
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we demonstrate that waste heat driven FO water treatment processes are capable of meeting the 

boiler make-up water treatment demands at US power plants.  
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6.7 Nomenclature 

Symbols 

𝐴  Water permeability [m/(s·Pa)] 

𝑨, 𝑩, 𝑪, 𝑫  Equilibrium constant coefficients 

𝑎  Liquid phase activity 

𝑎𝑒  Effective interfacial area [m2/m3] 

𝐵  Solute permeability [m/s] 

𝐶  Number of species 

𝑐  Concentration [M] 

D Diffusivity [m2/s] 

dh Hydraulic diameter [m] 

𝐄  Energy balances 

𝐸𝑎  Activation energy, [kJ/mol] 

𝐹  Feed flowrate, [mol/s] 

H Hydraulic equations 
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H Molar enthalpy [kJ/mol] 

𝐻𝑖  Height of the rectangle channel at draw side [m] 

𝐻𝑜  Height of the rectangle channel at feed side [m] 

𝐽𝑠  Solute flux [mol/(m2.s)] 

𝐽𝑤  Water flux [m3/(m2.s)] 

𝐽1  Reverse flux of draw solute [mol/(m2.s)] 

𝐽2  Forward flux of feed solute [mol/(m2.s)] 

𝐾  Vapor-liquid equilibrium constant 

𝐾𝑒𝑞  Chemical equilibrium constant 

𝐾𝑚  Solute resistivity [s/m] 

𝑘  Pre-exponential factor 

𝐿  Liquid flowrate [mol/s] 

𝐌  Mass balances 

N Molar flux [mol/(m2.s)] 

𝑁𝑅𝐶  Number of controlled reactions 

𝑁𝑅𝐸  Number of instantaneous reactions 

𝑃  Pressure [atm] 

𝑃𝑒  Peclet Number 

𝐐 Liquid-vapor equilibrium equations 

𝑄  Heat duty [kW] 

𝐑  Rate equations 

𝑅  Rate of mass transport 

𝑅̅  Ideal gas constant 
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𝑟  Reaction rate [mol/(m3.s)] 

𝐒  Summation equations 

S Structural parameter of FO membrane [m] 

Sh Sherwood Number 

t Thickness of FO membrane [m] 

𝑢  Flow velocity [m/s] 

𝑉  Vapor flowrate [mol/s] 

𝑉𝐿𝐻  Liquid holdup [m3] 

𝑉𝑠  Volume of column per stage [m3] 

𝑥  Liquid species mole fraction 

𝑦  

Greek symbols 

𝛾  Activity coefficient 

𝜀  Porosity of FO membrane 

𝜖  Interfacial energy 

𝜅  Mass transport coefficient, m/s 

𝜈  Stoichiometric coefficient 

𝜋  

τ Tortuosity of FO membrane 

𝜒  Reaction extent [mol/(m3.s)] 

Subscript  

𝑏  At bulk solution 
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CHAPTER 7:  TECHNOECONOMIC ASSESSMENT OF WASTE HEAT 

DRIVEN FORWARD OSMOSIS SYSTEMS FOR ON-SITE WASTEWATER 

TREATMENT
6
  

 
7.1 Abstract 

 Recently promulgated effluent limitation guidelines will require power generators to treat 

their flue gas desulfurization (FGD) and gasification wastewaters.  Forward osmosis (FO) is an 

emerging water treatment technology capable of using low-temperature waste heat from power 

plants to treat water in a cost-effective manner.  In this work, we perform a techno-economic 

assessment of FO and crystallization to achieve zero liquid discharge of FGD and gasification 

wastewater.  We build an optimization framework for the use of waste heat driven FO, and we 

apply this model to minimize the cost of FO and crystallization systems for treating wastewater 

at four different power plants.  Waste heat driven FO and crystallization treats FGD wastewater 

at a cost of $2.01-$2.02/m3 and gasification wastewater at a cost of $2.33/m3, excluding pre-

treatment, labor, and installation costs.  This cost for waste heat driven FO and crystallization is 

cheaper than the EPA’s best available technology for treating these wastewaters, mechanical 

vapor recompression and crystallization.  This conclusion is robust over a range of flows and 

wastewater concentrations, indicating the suitability of FO for treating wastewater from coal-

fired and gasification power plants. 

7.2 Introduction 

Environmental regulations continue to drive reductions in air and water emissions from 

the electricity sector.  In order to comply with these standards, power plants are installing 

                                                           
6 This chapter is based on a manuscript co-authored with Prof. Meagan Mauter and Tim 

Bartholomew that is currently in preparation for submission to Sustainable Chemistry & 

Engineering.  T.V.B. developed the optimization model.  D.B.G. applied this optimization model 

to the FGD and gasification wastewater cases and wrote the manuscript. 
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controls for carbon capture1-4 and criteria5-10 and hazardous11-12 air pollutants.  In addition, the 

recently promulgated Effluent Limitation Guidelines13 (ELGs) will require installation of 

additional wastewater control technologies to reduce emissions of lead, arsenic, selenium, 

mercury, and other aqueous pollutants.14-16    

One technology being considered for compliance with the ELGs is forward osmosis 

(FO).17-21  Forward osmosis is a two-step process. In the first step, a feed stream is separated 

from a concentrated draw stream by a semi-permeable membrane.  Water from the feed stream 

permeates the membrane, concentrating the feed stream and diluting the draw solution.  For 

certain draw solutes, such as ammonium bicarbonate, the reconcentration of the dilute draw 

solution is performed in a distillation column driven by low temperature heat.22-25 This heat can 

potentially be recovered from the exhaust gas of a power plant24, 26-27 and our past work has 

shown that there is enough waste heat to meet flue gas desulfurization (FGD) wastewater and 

boiler feedwater (BFW) treatment needs at almost all US coal-fired power plants (CFPPs).26 

Currently, FO is moving from conceptual design and bench-scale systems to pilot scale 

operation28-29 for desalination,28, 30-32 municipal wastewater treatment,32-37 and treating 

wastewaters from the oil and gas sector.38-39 FO is also being piloted in China for FGD 

wastewater treatment at CFPPs.40 Past work on optimization of FO systems has focused on 

reducing the overall energy consumption of the FO process.21, 26 To date, however, FO systems 

have used heat from fuel combustion or the low pressure turbines, rather than using recovered 

waste heat.  Furthermore, to the best of our knowledge, there is only one published cost model of 

FO systems.41 That model evaluates costs between different draw solutes, rather than analyzing 

the costs of the entire system.  Finally, the lack of a cost model for FO prevents technoeconomic 

assessment and system optimization for cost minimization.   
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The objective of this work is to develop a cost model of FO and to assess the 

technoeconomic feasibility of FO processes for wastewater treatment at steam electric power 

plants.  To do this, we combine a performance model of FO from our previous work26 with 

estimates of the quantity and quality of waste heat for several model plants.  Our non-linear 

programming model encompasses five processes within the FO and crystallization system: 1) a 

FO membrane process, 2) heat exchangers, 3) a distillation column for draw solute regeneration, 

4) a stripper for ammonia recovery, and 5) a crystallizer.  The NLP model calculates the size of 

system components, the overall thermal and electrical energy use of the system, and the cost of 

water treatment on a cubic meter basis.  We then use this optimization framework on four case 

studies for on-site treatment of flue gas desulfurization wastewater at three coal-fired power 

plants and gasification wastewater at an integrated gasification combined cycle plant.  Finally, 

we compare the combined heat recovery and FO system cost against the EPA’s identified best 

available technology of mechanical vapor recompression and crystallization (MVCC).42  

7.3 Process Description and Modeling 

2.1 FGD and Gasification Wastewater  

We investigate two wastewater streams that are created by air pollution control processes 

at power plants:  FGD wastewater and gasification wastewater.  Flue gas desulfurization 

wastewater is purged from the wet FGD slurry stream.  Gasification wastewater is the sour water 

produced in the process of converting coal into cleaner burning synthetic gas.  These waste 

streams are complex mixtures of organic and inorganic components13 and have compositions and 

concentrations that vary within and between plants.  The average total dissolved solids for these 

wastewater streams are 33,300 mg/L for FGD wastewater and 4,400 mg/L for gasification 

wastewater.42 We simplify the stream composition for our model by assuming that it is  
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Figure 7.1 The forward osmosis and crystallization process modeled in this paper.  Wastewater 

enters the FO membrane module.  The dilute draw solution exiting the membrane enters a mixer 

and preheaters before entering the distillation column for the draw solute recovery process.  The 

brine from the membrane enters the ammonia recovery unit and a crystallizer to produce a solid 

product and treated water.  

 

composed of an equivalent molar concentration of NaCl.  This solution has an osmotic strength 

roughly 10-15% higher than what would be expected of real world streams.  This approximation 

is justified by the osmotic driving force in FO and the low fouling-propensity of the process.43  

7.3.2 Process Modeling 

  We create a mathematical model of the FO system described in the introduction with 

three additional components (Figures 7.1 and 7.2). First, we add two heat exchangers in order to 

recover heat from the streams leaving the distillation column (HX 1 and 2) and three heat 

exchangers in order to recover the waste heat from power plant exhaust (HX 3-5).23, 41 Second, 

we include an ammonia recovery unit for the concentrated brine stream from the FO process in 

order to recover the back permeated ammonium bicarbonate.  Third, we add a crystallizer after  
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Figure 7.2 Optimization Model.  The optimization uses several inputs about the wastewater, the 

power plant, and the materials used in the system in order to minimize the system costs on a per 

cubic meter basis. 

 

the ammonia recovery process to achieve ZLD and produce a treated water stream for internal 

recycling.    

Pretreatment.  Modeling the pretreatment needs for FGD and gasification wastewater 

treatment systems requires a detailed understanding of the composition of the wastewater.  

Unfortunately, the detail about the wastewater streams required to accurately identify and model 

pretreatment needs to avoid scaling and fouling is not available.  As a result, we do not model 

pretreatment for FO or MVCC systems for FGD or gasification wastewater systems.  This 

inability to model pretreatment limits our analysis in two ways.  First, we do not have the ability 

to include the impact of pretreatment decision on system costs and so we cannot optimize 

pretreatment systems.  Second, we cannot quantify how the difference in pretreatment 
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requirements between FO and MVCC will impact the cost competitiveness of FO.  Regardless, 

we expect pretreatment for both systems to include removal of divalent cations with a high 

scaling propensity.42 This pretreatment step would lead to a decrease in the osmotic pressure of 

the FGD wastewater, increasing the recovery in the FO membrane unit and reducing our cost 

estimates. 

Forward Osmosis Unit.  We develop a discrete element model of the FO membrane 

module to determine the water recovery and salt rejection.  We model the FO membrane as a 

CTA flat-sheet module operating in counter-current mode. As discussed above, the wastewater 

feed is assumed to be a sodium chloride solution at the osmotic pressure as a simplification.  The 

deviation between Transport across the membrane is modeled using the flux equations given in 

Equations 7.1 and 7.2.  These equations account for concentration polarization effects, the salt 

concentration and osmotic pressure gradient across the membrane, membrane properties, and 

solution properties.   

𝐽𝑤 = 𝐴 [(𝜋𝑓,𝑏 exp (
𝐽𝑤

𝑘
) − 𝜋𝑑,𝑏 exp(−𝐽𝑤𝐾))] (7.1) 

𝐽𝑆 = 𝐵[𝐶𝑓,𝑏 − 𝐶𝑑,𝑏] (7.2) 

In Equation 7.1, 𝐽𝑤 is the water flux from the feed to the draw, 𝐴 is the pure water permeability 

coefficient of the membrane, and 𝜋 is the feed (𝑓) and draw (𝑑) osmotic pressure in the bulk (b) 

solution, 𝑘 is the feed mass transfer coefficient, and 𝐾 is the solute resistivity for diffusion in the 

draw side porous support.  In Equation 7.2, 𝐽𝑠 is salt flux across the membrane, 𝐵 is the salt 

permeability coefficient, and 𝐶 is the feed (𝑓) and draw (𝑑) concentrations in the bulk (b) 

solution.  We assume that salts that permeate from the feed into the draw solution are non-

volatile and therefore remain in the treated water.  The ammonium bicarbonate draw solute back 

permeates into the feed stream.  We do not account for fouling of the membrane that would 
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reduce the flux, an assumption that is reasonable because FO is operated at atmospheric 

pressure.43 Furthermore, past work on gypsum scaling for CTA membranes in FO systems has 

found flux reductions of 10-20%.44 This is roughly equivalent to the flux increases we expect due 

to the difference between the osmotic pressure in our simplified NaCl stream and the actual 

composition stream in our modeled NaCl feed stream and FGD wastewater. The FO membrane 

model requires five inputs: 1) flow rate of the wastewater at the inlet, 2) concentration of the 

wastewater at the inlet, 3) draw solution flow rate at the inlet (which we assume to be half of the 

flow rate of the feed stream flow rate), 4) draw solution concentration at the inlet, 5) and 

membrane area.  This model outputs: 1) brine flow rate at the outlet, 2) brine concentration at the 

outlet, 3) dilute draw solution flow rate at the outlet, and 4) dilute draw solution concentration at 

the outlet.  More details of the discrete element FO model can be found in Supporting 

Information (SI) Section 1.1 and Figure S1. 

We integrate the discrete element FO model into our optimization framework using a 

meta-model that relates water recovery and salt rejection to the membrane area.  The use of a 

meta-model significantly reduces the computational intensity of our optimization model, 

allowing us to approximate the global minimum.  The meta-model estimates the water recovery 

(Equation 7.3) and salt rejection (Equation 7.4) based on a linear regression with fixed inlet flow 

rates and wastewater.   

𝑊𝑅,𝐹𝑂 = 𝛽1(𝐴𝑟𝑒𝑎𝑚)2 + 𝛽2𝐴𝑟𝑒𝑎𝑚 + 𝛽3 + 𝜖 (7.3) 

Equation 7.3 is the meta-model for water recovery, where 𝑊𝑅,𝐹𝑂 is the water recovery in the FO 

module, 𝐴𝑟𝑒𝑎𝑚 is the membrane area, and 𝛽1, 𝛽2, and 𝛽3 are regression parameters reported in 

SI Section 1.1 and Tables S1-S3.  We include a quadratic term to account for the marginal 

changes in the driving force that occurs at higher recoveries (Figure S2).  
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𝑆𝑅,𝐹𝑂 =  𝛽1𝐴𝑟𝑒𝑎𝑚 + 𝛽2 +  𝜖  (7.4) 

Equation 7.4 is the meta-model for salt rejection, where 𝑆𝑅,𝐹𝑂 is the salt rejection in the FO 

module, and 𝛽1and 𝛽2 are regression parameters reported in SI Section 1.1 and Tables S1-S3.  

The regressions these models are based upon have an R2 value greater than 0.99.   

Heat Recovery.  The dilute draw solution enters several heat exchangers to preheat the 

draw solution and reduce the energy demand of the distillation column.  These heat exchangers 

also reduce the total energy consumption of the system through heat integration and recovering 

thermal energy in the treated water stream that would otherwise be lost to the environment.  

These preheaters raise the temperature of the dilute draw solution from 50 °C to 100 °C.   

 We use Equations 7.5 and 7.6 as a basic model to determine stream temperatures, size, 

and heat duty in the stainless steel, shell and tube heat exchangers associated with preheating the 

dilute draw solution.  We assume a fixed specific heat capacity of 4.18 kJ/kg·°C for the liquid 

streams in the heat exchanger.  We do not account for fouling in the heat exchanger that would 

reduce its performance.  Application of these models to an actual system would need to account 

for heat exchanger fouling.  The heat duty in a heat exchanger, 𝑄𝑒𝑥; is a function of the overall 

heat transfer coefficient, 𝑈𝑒𝑥; Chen’s temperature difference approximation, ∆𝑇𝑐ℎ𝑒𝑛, (calculated 

using Equation 7.5); and surface area of the heat exchanger, 𝐴𝑟𝑒𝑎𝑒𝑥 (Equation 7.6).   

∆𝑇𝑐ℎ𝑒𝑛 = (
∆𝑇1+∆𝑇2

2
)

1

3 (∆𝑇1∆𝑇2)
1

3 (7.5) 

𝑄𝑒𝑥 = 𝑈𝑒𝑥𝐴𝑟𝑒𝑎𝑒𝑥∆𝑇𝑐ℎ𝑒𝑛 (7.6) 

For Chen’s approximation in a counter-current heat exchanger, ∆𝑇1 is the temperature difference 

between the cold stream inlet and hot stream outlet, ∆𝑇2 is the temperature difference between 

the cold stream outlet and the hot stream inlet.  The overall heat transfer coefficient 𝑈𝑒𝑥 for each 

heat exchanger45 varies based on the fluid combinations in the heat exchanger (i.e. gas-liquid, 
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liquid-liquid, and gas-evaporating liquid).  In each heat exchanger we set a minimum approach 

temperature of 5° C.  For those heat exchangers where flue gas serves as the heating medium, we 

assume the temperature of the flue gas decreases by 10°C.  We select this approach temperature 

because it allows for heat recovery upstream of the FGD unit without causing acid gas mist 

condensation.  We ensure that the resulting heat duty can be satisfied by the flue gas flow rate at 

the plant.  

Distillation Column.  We model our distillation column as a packed-bed column with 

waste heat from flue gas providing the energy input into the reboiler.  We assume the distillation 

column operates at one atmosphere of pressure because our previous work26 demonstrated that at 

this pressure the electrical and thermal energy inputs are minimized.  

Our distillation column model also includes the condenser for the distillate.  We estimate 

the cooling demand in the condenser (in kW) using distillate flow rate and assuming a distillate 

heat of vaporization of 2257 kJ/kg.  We simulate in ASPEN Plus46 the performance of the 

distillation column over a range of inlet feed flow rates, inlet concentrations, number of trays, 

and heat duties in order to meet a standard of less than 1 mg/L ammonia in the treated water.  

Details of the Aspen model can be found in SI Section 1.2 and Table S4.  We assume the column 

has a height equivalent of a theoretical plate of 0.3 m, and has a diameter of 0.5 m for the 

gasification wastewater cases and 1.0 m for the FGD wastewater treatment cases.  The column is 

packed with a generic Goodloe structured packing.26   

We develop a meta-model to determine the size and energy demand of the packed 

distillation column in order to reduce the computational intensity.  The number of trays in the 

distillation column, 𝑁𝑑𝑖𝑠, is a function of the water recovery, 𝑊𝑅,𝑑𝑖𝑠, and regression parameters 

𝛽1and 𝛽2 (Equation 7.7). 
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𝑁𝑑𝑖𝑠 = 𝛽1(𝑊𝑅,𝑑𝑖𝑠)
𝛽2

+ 𝜖  (7.7) 

The heat duty in the distillation column, 𝑄𝑑𝑖𝑠, is also a function of the water recovery and 

regression parameters 𝛽1, 𝛽2, and 𝛽3 (Equation 7.8).   

𝑄𝑑𝑖𝑠 = 𝛽1(𝑊𝑅,𝑑𝑖𝑠)
2

+ 𝛽2𝑊𝑅,𝑑𝑖𝑠 + 𝛽3 +  𝜖 (7.8) 

The parameters in Equation 7.7 and 7.8 can be found in SI Section 1.2 and Tables S5 and S6.  

Both models have an R2 greater than 0.98.   

Ammonia Recovery.  A non-negligible mass of ammonium back permeates across the 

membrane in FO systems.  This necessitates the inclusion of an ammonia recovery system to 

treat the brine stream exiting the FO module to concentrations less than 1 mg/L.26, 28 This is done 

in order to reduce the costs of replenishing lost draw solute and because ammonium bicarbonate 

can corrode the FGD or gasification system if the product water is reused.  Conventional 

ammonia recovery is done with a stripper.40 We use a multiple-effect distillation as a stripper in 

order to model the energy consumption and cost.  The energy source for the stripper is waste heat 

recovered from the exhaust flue gas and the heat exchanger is modeled as described above. 

We develop a simple performance model for the ammonia recovery stripper.  We use the 

median simulation value from our ASPEN models of 90% ammonium bicarbonate recovery and 

30% water recovery in the stripper distillate (SI Section 1.3).  The energy consumed in this 

process is approximately 320 kJ per kg of distillate.  Finally, the stripper distillate is fed into a 

mixer with the dilute draw solution before the distillation column preheating. 

Crystallization.  Following ammonia recovery, the brine is then fed into an electricity-

driven crystallizer to achieve ZLD and produce treated water for reuse.  The crystallizer 

electricity consumption is 59 kWh/m3 of inlet wastewater.47 The treated product water can be 

reused at several locations within the plant in order to comply with the ZLD voluntary incentive 
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program in the ELGs.  These reuse locations include in the FGD scrubber, gasification system, 

and cooling systems  

Costs.  Finally, we build a model for the cost of the overall FO and crystallization system 

using NETL’s ICARUS model48 and standard engineering references.49 We annualize the 

resulting operating and capital costs at a discount rate of 10% and a life span of 20 years.  We 

then divide the annual cost by the total volume of water produced in order to calculate water 

treatment cost per cubic meter.  The formulation for the optimization problem and costing model 

are reported in SI Section 2.0, Figure S3, and Tables S7 and S8. 

7.3.3 Benchmark Technologies 

 

We compare the costs for FO treatment to the EPA’s identified best available technology 

for achieving ZLD treatment of power plant wastewater – mechanical vapor recompression and 

crystallization (MVCC).42 We use a literature-based value of $2.99/m3 for this process.50 This 

value is based on an assumption of 65% water recovery in the mechanical vapor recompression 

step51 and an electricity price to the plant of $0.05/kWh.52-53 

7.3.4 Case Studies 

We use the optimization model to determine the minimum wastewater treatment costs for 

ZLD at four different case study plants (Table 7.1).  Three of these plants are baseline models of 

coal and gasification power plants developed by the National Energy Technology Laboratory 

(NETL).52-53 We also include Plant Bowen, a coal-fired power plant located in Eularhee, 

Georgia, because of access to actual power plant operating data.  Three of these plants (Plant 

Bowen and two of the NETL baseline models) are coal fired power plants that produce a flue gas 

desulfurization stream.  The fourth facility is an NETL integrated gasification model plant that 

produces a gasification wastewater to be treated.  
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Table 7.1 Parameters for Our Four Case Studies 

 Case Study 

 NETL Sub PC 

without CCS 

NETL Super PC 

with CCS 

NETL 

IGCC 

Plant Bowen 

Available Waste Heat 

[kJ/s] 

170,000 205,000 308,000 46,000 

Temperature [°C] 153 153 132 128 

Water Demand [m3/hr] 111.6 134.4 1.2 268 

Concentration [M] 0.6 0.6 0.075 0.6 

 

7.3.5 Sensitivity Analyses 

We perform sensitivity analyses for three variables: the concentration of the draw 

solution, the flow rate of the draw solution, and the concentration of the FGD wastewater.  The 

driving force for FO is the concentration gradient between the feed and draw stream.  As a result, 

we expect that an increase in the draw solution concentration will reduce the cost of FO and that 

an increase in the wastewater concentration will increase the cost of FO.  Water flux across the 

membrane (calculated using Equation 7.1) is independent of flow rate and so we expect that 

changes in flow rate are unlikely to affect costs on a per cubic meter basis.  We run these 

sensitivity analyses for FO and crystallization treatment of FGD wastewater from the NETL 550 

MW subcritical PC plant without carbon capture case. 
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7.4 Results and Discussion 

7.4.1 Cost Minimized FO System Designs  

 

Figure 7.3 Optimization results for wastewater treatment requiring zero liquid discharge.  The 

cost for FO is less than the cost of MVCC (dashed line) for all four cases studied.  The case 

studies are as follows:  Sub PC w/o CC, subcritical pulverized coal without carbon capture; 

Super PC w/ CC, supercritical pulverized coal with carbon capture; IGCC, integrated 

gasification carbon capture; and the pulverized CFPP Plant Bowen. Results are tabulated in SI 

Section 3.1 and Table S9 and S10. 

 

The minimum costs for FO and crystallization systems are presented in Figure 7.3.  Using 

our meta-models (R2-values greater than 0.98) and excluding pretreatment, installation and labor 

costs, the costs for the flue gas desulfurization wastewater cases range from $2.01/m3-$2.02/m3.  

The largest portion of this cost is the brine crystallizer, which accounts for approximately 
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$1.30/m3 of the total FGD wastewater cost.  This cost for crystallization is lower than 

conventional industrial wastewater systems crystallizers because of the volume reduction that 

takes place in the FO system and a lower internal electricity price CFPPs pay themselves 

compared to the price for grid electricity.  The cost in the gasification wastewater case is 

$2.33/m3, again excluding pretreatment, installation, and labor costs.    The heat exchanger 

($0.49/m3) and distillation column ($0.96/m3) contribute more to the overall system costs in the 

IGCC case.  Costs for the chemicals, membranes, condenser, and the ammonia recovery system 

are relatively consistent across all cases studied, although they are slightly lower for the IGCC 

case study.   

The FGD wastewater treatment and IGCC wastewater treatment costs are different 

because of the wastewater concentration for each case.  Gasification wastewater has a lower 

concentration than FGD wastewater.42 As a result gasification wastewater has a higher osmotic 

pressure gradient and a water flux.  The water recovery in the optimized IGCC wastewater 

treatment system is 90%, nearly twice the 48-49% water recovery seen in the FGD wastewater 

treatment cases.  As a result of this need for higher water recovery, the heat exchangers and 

distillation columns used for gasification wastewater treatment are larger and costlier.   For the 

gasification wastewater case, the heat exchangers and distillation column costs on a per cubic 

meter basis are 28-37 times the FGD wastewater treatment cases.  In addition to the difference in 

concentration, there is a two order of magnitude difference in the flow rate between gasification 

wastewater and FGD wastewater systems.  FGD wastewater systems can therefore take 

advantage of economies of scale to reduce the costs for these components.  The higher recovery 

in the gasification wastewater membrane module also means less brine is sent to the crystallizer 
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in gasification wastewater treatment.  This leads to a 70% reduction in the ammonia recovery 

and crystallizer costs relative to the costs in FGD wastewater.    

For all four cases, the cost of wastewater treatment using FO and crystallization is lower 

than the cost of MVCC (the dashed line in Fig. 2).  The benchmark cost for MVCC of $2.99/m3 

is higher than the cost of FO and crystallization.50  The difference between MVCC and FO is 

$0.97-$0.98/m3 for the FGD wastewater cases and $0.66/m3 for the gasification wastewater case.  

This indicates that, FO plus crystallization is economically competitive for wastewater treatment.  

Neither the cost estimate for FO nor for MVCC includes required pretreatment costs to remove 

heavy metals and divalent cations.42 It is unlikely, however, that incorporating pretreatment costs 

will make MVCC less costly than FO and crystallization. 

7.4.2 Sensitivity Analyses 

The results of our sensitivity analyses for FGD wastewater treatment at the sub-critical 

PC plant without carbon capture and sequestration are shown in Figure 7.4.  As would be 

expected from Equation 7.1, an increase in draw solution concentration decreases the cost of 

product water per cubic meter (Fig 3A).  The higher draw solution concentration increases the 

recovery in the membrane and less brine is therefore sent to the costly crystallizing process.  The 

cost increases by 14% ($0.27/m3) when the concentration of the draw solution decreases from 

3M to 2M.  The cost decreases by 12% ($0.25/m3) as the draw solution concentration increases 

from the base case of 3M to 5M.  The NETL power plant would therefore minimize the cost for 

FO and crystallization by increasing the concentration of the draw solute to its upper bound.  The 

upper bound draw solution concentration is typically determined by the solubility limit, but may 

be lowered in order to avoid corrosion and reactions with salts that permeate into the draw 

solution from the wastewater, to maintain low viscosity, and to protect worker safety.      
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Figure 7.4 Sensitivity analyses on the cost of FO with crystallization for the NETL sub-critical 

coal case without carbon capture. The variables that are varied include (A) draw solution 

concentration, (B) draw solution flow rate, and (C) wastewater concentration.  The results of the 

sensitivity analyses are tabulated in SI Section 3.2 and Tables S11-S13 

 

As the draw solution flow rate increases, cost per cubic meter changes non-monotonically 

(Figure 7.4B).  When the draw flow rate is decreased by 50%, from 55.8 m3/hr to 27.9 m3/hr, the 

cost increases by about 7% ($0.13/m3).  The low flow rate case increases cost because there is 

less water recovery in the FO module, which diverts more wastewater to the relatively more 

expensive crystallizer.  When the draw flow rate is increased by 50% to 139.5 m3/hr, the costs 



 

190 
 

negligibly increase by 1% ($0.02/m3).  The high flow rate case increases cost because the higher 

flow rate greatly increases the cost of the condenser and offsets any of the increases in the water 

recovery of the FO module.  It is evident from these results that draw solution flow rate has a 

relatively small effect on the costs of the system. 

Whereas the first two sensitivity analyses were variables under the control of a designer, 

Figure 7.4C shows the impact of a non-design variable on the cost of the system - wastewater 

concentration.  As the concentration of the FGD wastewater increases, the cost per cubic meter 

increases.  Increasing the feed concentration from 0.6M to 0.8M increases the cost by 15% 

($0.30/m3).  Decreasing the concentration to 0.4 M, decreases the cost by 19% ($0.39/m3). As 

predicted by Equation 7.1 higher concentration of the FGD wastewater and a fixed concentration 

in the draw stream reduces the osmotic pressure difference across the membrane.  There is 

subsequently less recovery in the membrane.  This reduction in recovery slightly decreases the 

cost of the heat exchangers and distillation, but doubles the cost of the most expensive 

component of the system, the crystallizer.  The cost optimal system design is therefore highly 

dependent on wastewater quality.  As FGD wastewater concentration can vary significantly 

depending on coal quality, air pollution control device operation, and purge frequency this can 

pose a significant challenge to the design of FO systems for treating FGD wastewater.    

7.5 Conclusions 

Based on these results, FO and crystallization shows significant promise to reduce the 

costs of power plant wastewater treatment in comparison to MVCC.  Furthermore, our previous 

work has shown that MVCC at coal fired power plants imposes larger human health damages 

from air pollution than environmental damages averted from water pollution.15 Using waste heat 

to drive FGD wastewater reduces the environmental damages from air pollution by reducing 
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auxiliary electricity demand at CFPPs and gasification plants.  Forward osmosis and 

crystallization therefore plays a critical role in minimizing the environmental burden of coal-

fired power plants in a cost-effective manner.  

In developing FO systems for power plant wastewater treatment, several advances need 

to be made in membrane technology.  Researchers should continue to focus on developing 

membranes with higher permeability and lower structural parameters in order to reduce the 

required area for membranes.54 Furthermore, since FGD wastewater treatment systems do not 

continuously operate and wastewater is purged intermittently55 researchers should also continue 

to develop membranes and membrane systems that can handle this intermittent operation.  

Finally, with FO membranes susceptible to gypsum scaling,44 research should focus on creating 

membranes that are scaling resistant and designing anti-scaling treatment to increase the life span 

of FO membranes.  

Finally, this work demonstrates the need to develop models that are capable of assessing 

different water treatment technologies and energy sources for environmental regulatory 

compliance at power plants.  Power plant operators and utilities need to make compliance 

decisions in an evolving regulatory environment.  These results show that conventional energy 

sources to drive “best” available technologies may lead to suboptimal economic decisions.  By 

considering emerging technologies and alternative energy sources, power plants can reduce their 

environmental burden in a cost-effective manner. 
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7.7 Nomenclature 

Symbols 

A: Pure water permeability coefficient [m/Pa s] 

Area: Area [m2] 

B: Salt permeability coefficient [m/s] 

β: Meta-model coefficient [-] 

C: Concentration [M] 

𝜖: Meta-model error term [-] 

J: Flux across the membrane [m/s] 

K: Solute resistivity for diffusion [s/m] 

κ: Feed mass transfer coefficient [m/s] 

N: Number of trays [-] 

π: Osmotic pressure [atm] 

Q: Heat Duty [kJ/s] 

SR: Salt Rejection [%] 

T: Temperature [K] 

U: Overall heat Transfer Coefficient [kW/m2 °C] 

WR: Water recovery [%] 

Subscripts 

b: Bulk solution 

chen: Chen’s Approximation 
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d: Draw stream 

dis: Distillation column 

ex: Heat exchanger 

f: Feed stream 

FO: Forward osmosis membrane 

m: Membrane 

s: Salt 

w: Water 
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CHAPTER 8:  REDESIGNING THE REGULATED POWER PLANT:  

OPTIMIZING ENERGY ALLOCATION TO ELECTRICITY GENERATION, 

WATER TREATMENT, AND CARBON CAPTURE PROCESSES AT COAL-

FIRED GENERATING FACILITIES
7 

 

8.1 Abstract 

 Minimizing the human health and environmental impacts from electricity generation at 

existing coal-fired power plants (CFPPs) will require extensive plant retrofit, but the separations 

technologies for reducing CO2 and wastewater emissions at CFPPs are energy intensive.  This 

paper quantifies the electricity generation efficiency and revenue implications of allocating 

electricity, steam, or residual heat to these emission control processes under several different 

regulatory scenarios.  We develop an energy balance model of the National Energy Technology 

Laboratory’s 550 MW CFPP without carbon capture (CC) and add models of four CC 

technologies (one electricity-driven and three thermal processes) and five wastewater treatment 

(WT) technologies (one electricity-driven and four thermal processes) to comply with the Clean 

Power Plan and Effluent Limitation Guidelines emissions regulations.  Plant revenue is 

maximized by using residual heat for WT or CC, but the optimal allocation of limited residual 

heat resources depends on the current regulatory environment.  If both CC and zero liquid 

discharge WT regulatory standards are in place, the plant maximizes revenue by allocating 

residual heat and steam to amine-based CC and electricity to mechanical vapor recompression 

WT. 

 

 

                                                           
7 This chapter is based on a paper co-authored with Prof. Meagan Mauter that is currently under 

review at Environmental Science & Technology. 
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8.2 Introduction 

 Compliance with recent regulations limiting carbon1 and aqueous emissions2 at coal-fired 

power plants (CFPPs) in the United States will require installation of new carbon capture and 

wastewater treatment systems.  These air and water separations systems require energy, either in 

the form of heat or electricity,3-8 and may significantly reduce the generation efficiency and 

revenue of CFPPs.  Though recent work has explored the application of residual heat driven 

separation processes to reduce auxiliary power loads for carbon capture9 and water treatment,10 

there is not sufficient residual heat to fully meet all process demands.  A systematic reevaluation 

of the use of all thermal and electricity sources at CFPPs will aid power plant designers in 

maximizing the efficiency and cost-effectiveness of emissions control retrofits.   

Electricity generation from coal combustion produces three potentially usable energy 

sources.  The first is high-quality steam fed to the high pressure (HP), intermediate pressure (IP), 

and low pressure (LP) turbines, which range in enthalpy from 3,470 kJ/kg to 1,980 kJ/kg.11 The 

second source is electricity produced by the generator.  The third energy source is residual heat 

discharged in the exhaust gas of CFPPs with a flue gas desulfurization (FGD) unit at an average 

temperature of 128°C.10 Any of these three energy sources could conceivably be allocated to 

meet the energy demands of carbon capture and wastewater treatment processes. 

 Although solvents, sorbents, and membranes are all being explored as solutions for 

carbon capture,12 the most established technologies are amine solvent adsorption systems, 

including the well-studied monoethanolamine (MEA) system.5 In a MEA system, CO2 absorbs 

into a lean MEA solution.  The CO2 rich solvent solution is then regenerated in a distillation 

column, producing streams of concentrated CO2 and lean MEA solvent.13 The energy for 

distillation is typically provided by steam that would otherwise drive the low-pressure turbine.  
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MEA solvent regeneration imposes a significant energy penalty on CFPPs,6 and reducing the 

penalty through heat integration and system analysis remains a fruitful area of research.14-15  

The EPA expects plants to comply with new regulatory standards for wastewater 

discharges using a combination of chemical precipitation and biological treatment or electricity-

driven mechanical vapor recompression (MVC) and crystallization.7 In addition to these 

electricity-driven processes, plants can also choose from a range of thermally driven deionization 

processes.  These thermal processes include evaporative technologies, such as multi-stage flash 

distillation (MSF),16 multiple effect distillation (MED),17 thermal vapor recompression (TVC),18 

and the hybrid thermal-membrane processes forward osmosis (FO).10, 19 These thermal 

technologies could be powered with high-quality steam, creating a parasitic loss and a trade-off 

between electricity generation and wastewater treatment.  Alternatively, residual heat from the 

flue gas may be captured for thermal wastewater treatment processes, though the supply of this 

heat is limited.  A quantitative understanding of the efficiency and water treatment potential of 

electrical, thermal, and residual heat energy sources will allow power plants to optimize heat 

allocation and minimize the cost of wastewater treatment. 

 To the best of our knowledge, tools for making holistic energy and environmental 

compliance decisions at CFPPs have not been developed.  Though models of energy 

consumption and associated parasitic losses of carbon capture are well studied in the literature,9, 

14, 20-23 similar models for water treatment are limited to either combined electricity generation 

and desalination systems or tri-generation systems,24-26 and do not model FGD wastewater 

treatment.  Finally, no models incorporate the potential for waste heat usage or evaluate the 

optimal allocation of electricity, steam, or waste heat across multiple control processes.  As a 
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result, there is a need for environmental compliance decision support tools that consider multiple 

emissions control processes and energy sources simultaneously. 

 This study develops a model to quantitatively evaluate the trade-offs between dispatching 

the three energy streams available at CFPPs to electricity generation, carbon capture, and 

wastewater treatment processes in a retrofit of the National Energy Technology Laboratory’s 550 

MW pulverized coal combustion power plant model.11 We first build mass- and energy-balance 

models of the turbines in the model plant.  We then vary the allocation of energy sources among 

three “sinks”: the turbine for electricity generation, the solvent regeneration for carbon capture, 

and the wastewater treatment unit.  Using this method, we estimate the maximum amount of 

electricity generation, carbon capture, and wastewater treatment that can be performed with the 

available fuel energy.  Finally, we employ these estimates to maximize revenue by optimizing 

the allocation of enthalpy to plant processes under a range of likely prices for electricity 

delivered to the grid, captured carbon, and treated water.  

8.3 Materials and Methods 

8.3.1 550MW CFPP Base Model   

We selected the National Energy Technology Laboratory’s model of a 550 MW 

pulverized coal combustion plant without carbon capture as the base model plant for retrofit.11 

Versions of this model are frequently used in the literature27-29 for studying the impact of carbon 

capture retrofits and changes in power plant operation.  The steam produced in the boilers is used 

to drive three turbines: a high-pressure turbine (596 GJ/hr of energy fed to the turbine), an 

intermediate-pressure turbine (590 GJ/hr of energy), and a low-pressure turbine (1,050 GJ/hr of 

energy).  Note that steam leaving the HP turbine is reheated in the boiler before entering the IP 

turbine.  These turbines connect to generators where mechanical energy is converted into 
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electrical energy at a rate of 550 MW per hour.  Details of the turbines, stream flows between the 

turbines, (enthalpy content, temperature, pressure, and flow rates) and steam extractions from the 

turbines are published in the original NETL report.11  

 

 

Figure 8.1.  Energy balance for the NETL 550 MW Turbines.  This structure of this energy 

balance is equivalent for the HP and IP turbines.  In the LP turbine, exiting seam is diverted to 

the condenser, whereas the steam leaving the water treatment and carbon capture unit is 

returned to the steam cycle after the condenser.  

We use an energy balance approach to calculate the electricity generation, carbon 

capture, and water treatment using high quality steam (Figure 8.1).  We first employ this model 

to evaluate the system trade-offs between dispatching steam for electricity generation, SE, or 

dispatching steam for carbon capture, SC, or wastewater treatment, SW.  Second, we investigate 

the financial tradeoffs of using steam for electricity generation and environmental controls.  

Finally, we maximize the revenue of the plant by varying the allocation steam, electricity, and 
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high-temperature residual heat to comply with carbon capture and effluent limitation guideline 

(ELG) regulations for FGD wastewater.   

8.3.2 Quantification of Plant Energy Sources 

Three different energy sources can power carbon capture and water treatment emissions 

control processes: high quality steam dispatched from the turbines, electricity produced at the 

generator, or residual heat recovered from the exhaust gas.  To model steam dispatch for 

environmental controls, we assume that steam is withdrawn prior to entering the HP, IP, or LP 

turbines and is returned to the steam cycle after the turbine.  In the case of the HP and IP 

turbines, the enthalpy content of the steam upon return is assumed to equal the steam as it leaves 

that turbine (Figure 8.1).30 For the LP turbine, the steam is returned to the steam cycle after the 

condenser and is assumed to have an enthalpy content equal to the water entering the first 

preheater.6  

Next, we calculate the hourly electricity generation by steam that enters the turbine, E in 

kWh/hr, by multiplying an assumed efficiency, η, of 90% in converting extracted enthalpy into 

electricity; the amount of steam sent to the turbines, 𝑆𝐸; the mass flow rate of the steam, m in 

kg/hr; and the change in enthalpy of the steam, h in kJ/kg (Equation 8.1).   

𝐸 = 𝜂𝑆𝐸𝑚(ℎ𝑖𝑛 − ℎ𝑜𝑢𝑡) ∗
1 𝑘𝑊ℎ

3600 𝑘𝐽
     (8.1) 

The model dispatches enough steam to the IP and LP turbines to meet the feedwater preheating 

and de-aerator steam extraction requirements.  A small fraction of steam is diverted from the IP 

and LP turbines for boiler water de-aeration (586 GJ/hr) and feedwater preheating (621 GJ/hr).  

Holding allocation to preheating and the de-aerator constant is a useful and widely used 

simplifying assumption that eliminates the need to optimize energy flow rates into the initial 
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turbine.31 Finally, we calculate the quantity of residual heat that can feasibly be recovered from 

the exhaust gas before acid mist begins to condense, as reported in previous work.32   

8.3.3 Energy Consumption of Carbon Capture Processes 

 The case study NETL 550 MW CFPP generates 856 kg/MWh of CO2.
11 The plant must 

capture 221 kg/MWh in order to comply with the maximum CO2 emissions rate of 1,400 

lb/MWh that was to be required of plants under the Clean Power Plan.1 We assume that the 

upper bound of CO2 recovery is 90%, regardless of carbon capture technology.8, 11 

We first quantify the trade-offs between allocating steam to electricity generation or 

carbon capture using MEA solvents,3-6, 8, 33-34 the solid sorbent Zeolite 13X,5 and the tertiary 

amine Cansolv.11 The rate of carbon capture, Cj in metric tons of CO2 (tonne CO2) per hour, for 

each technology j, is determined by dividing the rate of enthalpy diverted to carbon capture by 

the heat duty requirements of the carbon capture process, HC,j in kJ/tonne CO2 (Equation 8.2).  

We use literature reported values from simulations for HC,j of 3.54 GJ/tonne CO2 for MEA,8, 34 

2.48 GJ/tonne CO2 for Cansolv,11 0.52 GJ/tonCO2 Zeolite 13X,5 and the thermodynamic limit of 

MEA capture of 1.9 GJ/tonne CO2.
4 These simulations may exclude inefficiencies present in 

real-world systems, but their use in this study is necessary for making direct comparisons to 

technology options that have not been piloted or installed at plants.  Table S1 in Supporting 

Information (SI) Section S1 provides complete descriptions of each process and the calculated 

values for equivalent electrical energy consumption. 

𝐶𝑗 =
𝑆𝐶𝑚(ℎ𝑖𝑛−ℎ𝑜𝑢𝑡)

𝐻𝐶,𝑗
  (8.2) 

These steam dispatch requirements are used to calculate the parasitic losses, or the 

electricity that would have been generated had the steam been used for electricity generation 
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rather than diverted to carbon capture.  We calculate the average parasitic loss, P in kWh/tonne 

CO2, when carbon capture, C, equals some χ tonne CO2/hr of capture, using Equation 8.3. 

𝑃 =
𝐸𝐶=𝜒−𝐸𝐶=0

𝜒
  (8.3) 

Next, we calculate the amount of carbon capture that can be driven by residual heat in the 

exhaust gas by replacing the numerator of Equation 8.2 with the quantity of waste heat that can 

be safely recovered.  Finally, we calculate the auxiliary loading, 𝐴𝑖 in kWh/hr, for electricity-

driven carbon capture by multiplying the estimated electricity consumption of an idealized post-

combustion CO2-N2 membrane separation process, 𝑎𝑗, modeled at 0.19 MWh/tonne CO2,
22 by 

the mass of carbon captured, 𝐶 in tonne CO2/hr (Equation 8.4). 

𝐴𝑗 = 𝑎𝑗𝐶 (8.4) 

We do not calculate the auxiliary loading associated with pressurizing, transporting, or storage of 

the captured carbon.  We also do not allow multiple carbon capture technologies to be 

implemented at the same plant, as the capital and operational costs of building parallel 

adsorption and membrane based carbon capture systems are likely to exceed any revenue gains 

from allocating a mix of different processes.  

8.3.4 Energy Consumption of Water Treatment 

Wastewater exits the FGD unit of the case study plant at a volumetric flow rate of 111.6 

m3/hr and a temperature of 56°C.11 Beyond filtration for gypsum recovery, NETL does not 

include FGD wastewater treatment in the plant model.11 However, a survey of plants performed 

as part of the ELG promulgation found that a majority of CFPPs will need to install additional 

treatment to comply with the ELGs.7 As detailed above, plants will either install secondary 

treatment or zero liquid discharge (ZLD) systems.  ZLD treatment trains typically follow primary 

treatment with water softening; water deionization via thermal, mechanical, or membrane 
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processes; and crystallization.  To cost-effectively crystallize the solids, the water deionization 

step must achieve approximately 65% recovery.  The present work considers only the energy 

inputs to the water deionization step, which is the greatest contributor to energy consumption in 

the ZLD treatment train. 

We estimate the wastewater deionization capacity, 𝑊𝑖 in m3/hr, of steam driven processes 

by dividing the rate of enthalpy allocated to water deionization by the heat duty requirements for 

water treatment technology i, 𝐻𝑤,𝑖 in kJ/m3 (Equation 8.5).  We use simulated heat duties for 

thermal water deionization at 65% recovery10, 35-37 and 56°C feed temperatures of 476 MJ/m3 for 

multi-effect distillation (MED), 1071 MJ/m3 for multi-stage flash distillation (MSF), 313 MJ/m3 

for thermal vapor recompression (TVC), and 409 MJ/m3 for forward osmosis (FO).  These 

simulations may exclude inefficiencies present in real-world systems, but their use in this study 

is necessary for making direct comparisons to technology options that have not been piloted or 

installed at plants.  The equivalent electrical energy consumption for these technologies is 

reported in Table S2 of SI Section 2.  We use heat exchangers to generate the steam used in the 

thermal water treatment processes, rather than directly using steam from the turbines.  For all 

turbine-water treatment technology pairs, we set the temperature of working fluid to the 

temperature that produces the minimum heat duty.  This is accomplished by adjusting the mass 

of the steam used in the heat exchanger loop.   

𝑊𝑖 =
𝑆𝑊𝑚(ℎ𝑖𝑛−ℎ𝑜𝑢𝑡)

𝐻𝑤,𝑖
  (8.5) 

These steam dispatch requirements are used to calculate the parasitic losses incurred by 

allocation steam to wastewater deionization processes.  We calculate the average parasitic loss, P 

in kWh/m3, when water production, W, equals 𝜔 m3/hr of production, using Equation 8.6. 

𝑃 =
𝐸𝑊=𝜔−𝐸𝑊=0

𝜔
 (8.6) 
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Next, we estimate the wastewater deionization potential of residual heat by replacing the 

numerator of Equation 8.5 with the amount of residual heat that can be safely recovered from the 

exhaust gas.  Finally, we calculate the auxiliary electricity consumption of the thermal and 

electrical wastewater deionization processes, 𝐴𝑖 in kWh/hr, by multiplying electricity 

consumption per cubic meter of water, 𝑎𝑖 in kWh/m3, by the volume of water being treated, 𝑉 in 

m3/hr (Equation 8.7).  Additional auxiliary electricity consumption of thermal technologies are 

reported in Table S2 of SI Section 2.10, 35, 38 In addition, we consider the electricity consumption 

of the two electrical processes that the EPA identified as best available technologies in the final 

ELG rule.2 Chemical precipitation and biological treatment (CBPT) has an estimated electricity 

requirement of 0.71 kWh/m3,37 while mechanical vapor recompression has an estimated 

electricity requirement of 21 kWh/m3 at 65% recovery and feed temperature of 56°C.37  

𝐴𝑖 = 𝑎𝑖𝑉 (8.7) 

Note that while we consider both the thermal and electricity consumption of water 

deionization processes, we do not allow multiple water deionization processes to be installed at 

the plant simultaneously.  In other words, the plant cannot treat half of the FGD wastewater 

volume using a thermal process and the other half of the volume using an electricity driven 

process.   

8.3.5  Revenue Impacts of Steam Allocation   

We evaluate the effects of steam allocation 𝑆𝐸, 𝑆𝑊, and 𝑆𝐶 on hourly revenue, R, in $/hr 

from the retrofitted 550 MW plant.  To do so, we multiply the production of electricity, E 

[kWh/hr], and water, W [m3/hr], and captured carbon, C [tonne CO2/hr], above the minimum 

emissions control requirements of the plant, 𝑊𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑑 [m3/hr] and 𝐶𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑑 [tonne CO2/hr] by 

the price for electricity, the price for treated water, and a price of carbon (Equation 8.8).   
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𝑅 = 𝑒𝐸 + 𝑤(𝑊 − 𝑊𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑑) + 𝑐(𝐶 − 𝐶𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑑)  (8.8) 

We assume a constant price for electricity, e, of $0.07/kWh.  We treat the price of water, 

w in $/m3, and the shadow price of carbon, c in $/tonne CO2, parametrically based on six 

different regulatory environments.  The parametric carbon prices are carbon prices of $0/tonne 

CO2 (for a scenario without carbon regulations) and $59.44/tonne CO2 (the social cost of carbon 

in 2030, when the Clean Power Plan was scheduled to come into effect, with a 3% discount 

rate).39 The two wastewater treatment scenarios are for a chemical precipitation and biological 

treatment (CPBT) standard under the ELGs with an expected w of $0.05/m3 or zero liquid 

discharge (ZLD) standard under the ELGs with an expected w of $2.62/m3.37 To these four 

scenarios, we add two additional scenarios with wastewater treatment, but no carbon capture. 

To simplify the revenue maximization process, we assume the retrofitted plant first 

allocates residual heat, then assigns steam or electricity to environmental controls.  We 

systematically explore the decision space of our revenue model (Equation 8.8) and alternative 

values of SE, SW, and SC.  As the model is linear, we then identify the optimal values of SE, SW, 

and SC by inspection.  This assumption is reasonable as the case study plant maximizes its 

revenue by generating electricity (as shown in SI Section 3 where this assumption is relaxed), 

and there are no economically feasible technologies for converting residual heat to electricity. 

This analysis is performed only for hourly plant revenue, rather than for profit, for three 

reasons.  First, the costs of carbon capture and water treatment technologies are highly uncertain 

and will depend largely on the capacity factor of the plant.  Second, variability in capital costs 

between different compliance technologies are likely to be smaller than the differences in 

operating costs between technologies.  Finally, the energy-associated operational costs of these 

separation technologies are likely to exceed the capital costs.   
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8.4 Results and Discussion 

 We calculate the trade-offs between electricity generation and carbon capture and 

between electricity generation and water treatment.  For both carbon capture and water treatment 

we graphically present the trade-offs in allocating steam between electricity generation and  

 

Figure 8.2.  Parasitic losses from (A) carbon capture and (B) FGD wastewater treatment 

processes.  For carbon capture technologies, we compare the most efficient thermal process 

(Cansolv) to the most efficient electricity driven membrane separation process.  (See SI Section 

1.3 and Figure S1 for calculations of the relative efficiency of three thermal carbon capture 

technologies).  For wastewater treatment technologies, we compare the parasitic loads of waste 

heat and electricity driven forward osmosis, electricity driven mechanical vapor recompression, 

and steam and electricity driven thermal vapor recompression. (See SI Section 2.3 and Figure S3 

for calculations of the relative efficiency of four different thermal separation processes).  

Estimates of electricity generation penalties account for parasitic losses associated with the use 

of LP steam, electricity consumption imposing an auxiliary electricity load, and residual heat 

(RH) imposing no electricity generation penalty.  N.B. The scale of the y-axis is different in the 

two graphs. 
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environmental controls.  Finally, we combine electricity generation, carbon capture, and water 

treatment into one model and evaluate the revenue implications of energy allocation decisions. 

8.4.1 Tradeoffs Between Steam for Electricity Generation and MEA Carbon Capture Solvent 

Regeneration 

We have calculated the electricity generation penalties for carbon capture at the 550MW 

PCC plant using a residual heat and steam driven Cansolv process, a steam-only Cansolv 

process, and an electricity driven membrane-based separation process (Figure 8.2A).  Note that 

this analysis does not include any of the costs or energy consumption associated with CO2 

compression, transport, or underground storage.8, 34 The Cansolv process captures the most 

carbon per unit of steam, imposing a parasitic loss of 170 kWh/tonne CO2 when steam is pulled 

from the LP turbine (Figure S9A).  Meeting the 1,400 lb/MWh standard for coal-fired generators 

via the Cansolv process uses 301 GJ/hr of LP steam and imposes an equivalent electricity 

penalty of 21 MW.  The equivalent electricity driven membrane separation process consumes 23 

MW.  The tradeoff between electricity generation and carbon capture for all four carbon capture 

technologies can be found in Figure S1 of SI Section 1.3.  Parasitic losses from the three thermal 

technologies are shown in Figure S9 of SI Section 4.  Alternatively, the plant may reduce this 

electricity penalty by allocating residual heat for carbon capture processes.  There is sufficient 

residual heat to capture 80% (98 tonne CO2/hr) of the CO2 required for compliance with the 

Clean Power Plan (122 tonne CO2/hr) via the Cansolv process.   

For reference, Figure S1 also presents the thermodynamic minimum for MEA solvent 

adsorption processes and the electricity consumption of membrane-based carbon capture 

technologies.  While the electricity driven membrane separation processes are favorable 

alternatives to drawing steam from the HP and IP turbines, the thermally driven Cansolv process 
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is more efficient when allocating steam from the LP turbine.  This conclusion is robust, even 

after accounting for variability in the estimates of energy intensity for amine and membrane 

based carbon capture processes as shown in SI Section 1.4 and Figure S2.  This conclusion stems 

from the fact that thermal processes recover more of the enthalpy from LP steam than the 

turbine-generator system. 

8.4.2 Tradeoffs between Steam for Electricity Generation and Water Treatment   

We calculated the electricity generation potential for wastewater treatment using forward 

osmosis, mechanical vapor recompression, and thermal vapor recompression (Figure 8.2B).  

Thermal water deionization systems impose significant parasitic loads, ranging from 24 kWh/m3 

for thermal vapor recompression (TVC) using steam from the LP turbine to 272 kWh/m3 for 

MSF using steam from either the HP or IP turbine (Figure S3 of SI Section 2.3 and Figure S9B 

of SI Section 4) for 65% water recovery at a feed temperature of 56°C.  The auxiliary power for 

processes with significant vacuum or pumping requirements are reported in Table S2.  In each 

case, the electricity driven MVC process imposes a smaller energy penalty than thermal 

deionization processes driven by steam diverted from the turbines.  Note that the energy 

consumption of all five deionization water treatment processes exceeds that of chemical 

precipitation and biological treatment (CPBT) processes, the ELG’s minimum treatment standard 

for FGD wastewater.  Also note the additional ZLD treatment train energy requirements for 

pretreatment of 0.02 kWh/m3 and crystallization of 16 kWh/m3 reported in Table 8.1.37 

For thermal processes using residual heat at 128°C, the most efficient water deionization 

process is forward osmosis (FO).  Extending previous work,10 we estimate that treatment of 

111.6 m3 of FGD wastewater via FO processes driven by residual heat will consume 29.7 GJ/hr 

of thermal energy and 0.002 MW of auxiliary electricity.  A downside of membrane driven FO 
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processes is susceptibility to scaling and the potential for membrane damage from suspended 

gypsum in FGD wastewater.40 Additional research and piloting is critical to establishing the 

viability of exhaust heat capture and usage in FO processes for FGD wastewater treatment.   

 

Table 8.1.  Minimum estimated energy consumption associated with meeting chemical 

precipitation and biological treatment (CPBT) standard or the zero liquid discharge (ZLD) 

standard by treating 111.6 m3/hr of FGD wastewater using steam from the LP turbine, residual 

heat, or electricity.   

 

Energy 

Source and 

Optimal 

Technology 

Energy Requirements of Treating 111.6 m3/hr of FGD Wastewater 

  

Thermal Energy 

Input 

Electrical 

Energy Input 

 

Other Electrical Processes 

in the Treatment Train37 

Total  

[MW] 

 

Thermal  

[GJ] 

Assoc. 

Parasitic  

Losses 

[MW] 

Auxiliary 

Electricity 

[MW] 

Pre-

Treatment 

[MW] 

Crystallization 

[MW] 

C
P

B
T

 

Electricity 

CPBT 
0 n/a 0.079 n/a n/a 0.079 

Z
L

D
 

LP Steam 

TVC 
23.5 2.6 0.19 0.022 1.2 4.0 

Exhaust Gas 

FO 
29.7 0 0.003 0.022 1.2 1.2 

Electricity 

MVC  
0 n/a 1.52 0.022 1.2 2.74 

 

8.4.3 Revenue Tradeoffs in Steam Allocation   

We combine the tradeoff curves shown in SI Figures S1 and S3 with retrofitted NETL 

plant limits on residual heat availability to identify the revenue maximizing allocation of 

electricity, steam, and residual heat to meet carbon capture and water treatment requirements 

under either CPBT or ZLD standards.  Note that these tradeoff curves include the auxiliary 

electricity consumption of the separation processes, but do not include pre-treatment or post-
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treatment ancillary processes like brine crystallization or CO2 compression.  The decision to 

allocate electricity, steam, or residual heat to mandatory environmental control technologies 

alters the retrofitted NETL 550 MW model plant revenue by approximately $1,639/hr, from a no 

environmental control baseline of $18,174/hr for the LP turbine.  Capturing excess CO2 to bank 

carbon credits would further widen this revenue window.  Conducting this analysis on the basis 

of hourly revenue reflects the fact that operating costs are the majority of life-cycle costs for 

many of the technologies we examine and operating costs are likely to be more variable than 

capital costs.  The contours of that decision space as a function of carbon price and the selected 

level of wastewater treatment (i.e. CPBT standard or ZLD standards set by EPA) are presented in 

Figure 8.3.  The optimal allocations of electricity, LP steam, and residual heat for all five 

different energy strategies (feasible combinations of electricity, steam, and residual heat) is 

detailed in SI Section 3 and Figures S4-S8.   

 The revenue maximizing energy allocation strategy depends on the decision to deploy 

CPBT or ZLD FGD wastewater treatment trains at the retrofitted model NETL power plant, the 

date that carbon capture regulations come into effect, and the value of avoided carbon emissions.  

Under the 2017 regulatory scenario depicted in Figure 8.3A and 8.3B, carbon capture is not 

required for existing sources.  It is more cost effective to treat wastewater using electricity-driven 

CPBT processes (Figure 8.3A) than residual heat powered FO processes, the most cost effective 

ZLD option in this scenario.   

If the Clean Power Plan were to come into effect in 2030, the retrofitted NETL model 

plant would maximize revenue by allocating all residual heat (243 GJ) and a small amount of LP 

steam (59 GJ) to carbon capture processes (Figure 8.3C).  Even if changes are made to the plant  
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Figure 8.3.  Revenue per hour as a function of steam, residual heat, and electricity used for 

environmental compliance.  The price of electricity for al plots is $70/MWh.  In panels (A) and 
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(B) carbon is not captured.  In panels (C)-(E) carbon is captured.  For panels (C) and (D) 

carbon has no price while in panels (E) and (F) carbon can be sold at the social cost of carbon 

of $59.44/tonne.  In panels (A), (C), and (E) FGD wastewater is treated to a CPBT standard and 

in panels (B), (D), and (F) FGD wastewater is treated to a ZLD standard.     

 

that reduce the amount of residual heat, the optimal allocation solution does not change.  In all 

cases, the optimal solution will first use any available residual heat and second will use LP steam 

to make up the balance of energy needs.  Complying with the CPBT standard is significantly 

more cost effective than complying with the ZLD one, as all residual heat has been allocated to 

carbon capture processes.  Instead, ZLD is performed using electricity-driven MVC processes 

that directly reduce plant revenue.   

In the final scenario, the retrofitted plant is given the option of capturing carbon in excess 

of the mandatory minimum capture rate and selling the resulting carbon credits at the 

Interagency Working Group’s social cost of carbon price of $59.44/tonne in 2030 (in 2015 

dollars).39  Considering only the carbon separation process, it is beneficial to capture excess CO2 

at a price above $12.12/tonne and so the plant maximizes revenue by capturing excess carbon to 

sell carbon credits.  When considering the CO2 compression, transport, and underground storage 

costs, this CO2 price will need to be significantly higher.  Again, residual heat is fully allocated 

to carbon capture, so the most cost effective technologies for meeting either the CPBT or the 

ZLD standard are electricity driven processes.   

8.5 Implications 

Fully transitioning away from high air, water, and carbon emission intensity coal-fired 

electricity generation is expected to take several decades.  In the meantime, regulatory action to 
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minimize the human health and environmental impacts of coal-fired electricity generation will 

require extensive retrofit of existing CFPPs.  The possible combinations of air and water 

emissions control technologies that could be installed at plants are vast, and design guidance on 

optimal retrofit approaches is severely lacking.   

Using the NETL 550 MW CFPP as a case study, this work evaluates the energy 

efficiency and revenue implications of retrofitting a plant to comply with carbon capture and 

wastewater effluent standards.  We evaluate several combinations of carbon capture and 

wastewater treatment technologies, as well as several different energy sources for driving these 

separations processes.  In so doing, we provide the first estimates of potential energy off-sets 

associated with using residual heat captured at the power plant to drive carbon capture 

technologies.  We also provide the first estimates of parasitic losses associated with wastewater 

treatment under the pending deadlines for compliance with newly promulgated ELGs.  Finally, 

this work is the first to evaluate carbon capture and water treatment retrofits simultaneously.   

This work demonstrates that plants undergoing retrofit will maximize their revenue by 

generating as much electricity as possible, while minimizing dispatch of steam and auxiliary 

electricity to environmental controls.  As a result, each revenue maximizing case fully uses 

residual heat resources for water treatment or carbon capture, though the allocation of this 

residual heat between end uses depends upon regulatory and market forces.  Minimizing the cost 

of plant compliance with environmental regulations will reduce rate increases experienced by 

rate payers in the transition to a lower human health and environmental impact electricity system 

dominated by renewable and natural gas generation.   

Evaluating multiple plant retrofits simultaneously is also critical to capturing the effects 

of regulatory uncertainty in shaping plant decisions about technology adoption.  Under a high 
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uncertainty regulatory future, plants may choose to optimize energy allocation according to near-

term compliance requirements.  For CFPPs today, this would entail allocating waste heat to FO 

water treatment to comply with upcoming ELG deadlines.  In the long term, however, this capital 

investment may represent a sub-optimal allocation if carbon capture technologies are eventually 

mandated.  Greater regulatory certainty will improve the probability that plants make optimal 

technology selections and minimize the costs of emission control.   
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8.7 Nomenclature 

Symbols 

𝐴: Hourly Auxiliary Electricity Demand [kWh/hr] 

𝑎: Electricity Demand per m3 of Water [kWh/m3] 

𝐶: Carbon Captured per Hour [tonne CO2/hr] 

𝑐: Social Cost of Carbon [$/tonne CO2] 

𝐸: Electricity Generation per Hour [kWh/hr] 

𝑒: Electricity Price [$/kWh]𝐻𝐶: Heat Duty in the MEA Regeneration Column [tonne 

CO2/kJ] 

𝐻𝑤: Heat Duty for Water Treatment [m3/kJ] 

ℎ: Enthalpy of Steam [kJ/kg] 
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𝜂: Isentropic Efficiency of the Turbine-Generator [-] 

𝑚: Mass Flow Rate of Steam [kg/hr] 

𝑃: Parasitic Loss [kWh/m3] and [kWh/tonne CO2] 

𝑅: Hourly Revenue [$/hr] 

S: Share of Energy [%] 

𝑉: Volume of FGD Wastewater to be Treated [m3/hr] 

𝑊: Water Production per Hour [m3/hr] 

𝑤: Water Price [$/m3] 

𝜔: Specified Water Production [m3/hr] 

𝜒: Specified Carbon Capture [tonne CO2/hr] 

Subscripts 

c: Sent to Carbon Capture 

E: Sent to Electricity 

i: Wastewater Treatment Technology 

in: Steam into Turbine, Water Treatment, and MEA Regeneration Column 

J: Carbon Capture Technology 

out: Steam out of Turbine, Water Treatment, and MEA Regeneration Column 

required: Required Water Treatment or Carbon Capture for Environmental Compliance 

W: Sent to Wastewater Treatment 
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CHAPTER 9:  SUMMARY AND RECOMMENDATIONS 

9.1 Summary of Work 

 The main theme of this thesis is that decisions about water treatment need to account for 

the fact that they are embedded in already existing infrastructure and regulatory regimes.  Failing 

to consider this may lead to outcomes with higher human health, environment, and climate 

(HEC) damages than what is being avoided by installing water treatment systems.  Part I of this 

thesis focused on quantifying HEC damages from air emissions associated with electricity 

generation and chemical manufacturing required to treat water and wastewater.  Part II examined 

the feasibility of forward osmosis (FO) as a technique for decoupling the use of electricity from 

water treatment in order to reduce damages associated with coal-fired power plant (CFPP) 

wastewater treatment. 

Chapter 2 developed a model for incorporating one environment thinking into drinking 

water treatment in order to quantify the air emissions associated with water treatment.  To do 

this, I built life-cycle models of electricity and chemical consumption for drinking water unit 

processes, and modeled the associated emissions of NOx, SO2, PM2.5, and CO2.  I estimated air 

emission damages from currently installed drinking water treatment processes to be on the order 

of $500 million USD annually.  Fully complying with six recently proposed or finalized rules 

would increase baseline air emission damages by approximately 50%.  Three-quarters of these 

damages originate from chemical manufacturing.  Despite the magnitude of these air emission 

damages, the net benefit of currently implemented rules remains positive.  For some proposed 

rules, however, the promise of net benefits remains contingent on technology choices.  

Chapter 3 applied the model developed in Chapter 2 and used it in the context of one 

environment thinking to assess biogas-fueled electricity generation at municipal wastewater 
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treatment facilities.  I used this model to calculate the potential damage reductions from 

installing biogas-fueled electricity generation across the United States to reduce grid electricity 

usage. I found that nationwide air emission damages in 2012 came to $1,260 million with $1,050 

million attributed to electricity generation; $190 million attributed to on-site emissions of VOCs, 

CH4, and N2O; and $16.3 million from chemical manufacturing.  Installing biogas-fueled 

electricity generation would create air emission reduction benefits of $310 million, or 25% of 

damages associated with electricity generation.  The installation of biogas-fueled electricity 

generation at the nation’s wastewater treatment facilities therefore represents a meaningful way 

to reduce the air emission impacts of wastewater treatment for some facilities and create 

opportunities for wastewater treatment decentralization. 

Chapter 4 leveraged this air-emission damage model to assess the emissions rebound 

resulting from the installation of flue gas desulfurization (FGD) wastewater treatment for 

compliance with the Effluent Limitation Guidelines (ELGs).  I estimated that the ELGs will 

impose net costs of $3.00/m3 for chemical precipitation and biological wastewater treatment and 

$11/m3 for zero-liquid discharge (ZLD) wastewater treatment, with damages concentrated in 

regions containing a high fraction of coal generation or a large chemical manufacturing industry. 

My finding that FGD wastewater treatment imposes a net cost to society is robust to uncertainty 

in auxiliary power source, location of chemical manufacturing, and binding air emissions limits 

in non-compliant regions, among other variables. I concluded that future regulatory design will 

minimize compliance costs and HEC tradeoffs by adopting a one environment framework and 

regulating air, water, and solids emissions simultaneously while performing regulatory 

assessments that account for spatial variation in emissions impacts.  
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Chapter 5 calculated first-order estimates of the quantity, quality and spatio-temporal 

availability of waste heat from thermal power plants, an energy source that could reduce or 

eliminate the dependency of water treatment on electricity.  By combining Energy Information 

Administration plant-level data with literature-reported process efficiency data, I developed 

estimates of the heat flux from individual US thermal power plants in 2012.  Together these 

power plants discharged an estimated 18.9 billion GJ of waste heat in 2012, 4% of which was 

discharged at temperatures greater than 90 °C.  I also characterized the temperature, spatial 

distribution, and temporal availability of this waste heat at the plant level and modeled the 

implications for the technical and economic feasibility of its end use.  Increased implementation 

of flue gas desulfurization (FGD) technologies at CFPPs and the higher quality heat generated in 

the exhaust of natural gas fuel cycles are expected to increase the availability of residual heat 

generated by 10.6% in 2040. 

Chapter 6 built a model of FO and integrated it with the model of waste heat availability 

at coal and natural gas fired power plants in order to develop first-order estimates of the water 

treatment capacity of waste heat driven FO.  I quantitatively characterized three alternative 

processes for FO draw solute regeneration (DSR):  distillation, steam stripping, and air stripping.  

I used the FO process model with distillation for the DSR processes to derive a first-order 

approximation of the water production capacity using waste heat at US electric power facilities.  

I found that it is possible to produce nearly 1.9 billion cubic meters of water annually using 

waste heat driven FO.  This upper bound of FO water treatment capacity using low-grade heat 

sources at electric power facilities exceeds process water treatment demand for boiler water 

makeup and FGD wastewater systems. 
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Chapter 7 extended the work in Chapter 6 by performing a techno-economic assessment 

of FO for FGD gasification wastewater treatment under the ELGs.  I did this by building a cost 

minimization framework for waste heat driven FO.  I then used this model to develop forward 

osmosis and crystallization systems at four different case study power plants to treat FGD and 

gasification wastewaters to achieve ZLD.  At a cost of $2.01-$2.02/m3 for FGD wastewater 

treatment and $2.33/m3 for gasification wastewater, waste heat driven FO and crystallization is 

cheaper than the best available technology, mechanical vapor recompression and crystallization 

(MVCC).  The conclusion that FO is economically competitive is robust over several design and 

non-design variables.  Thus, FO and crystallization holds potential for achieving compliance 

with the ELGs at CFPPs and gasification plants. 

Chapter 8 created an energy balance model for the maximizing the revenue by adjusting 

the allocation of steam, electricity, and waste heat at CFPPs while achieving compliance with 

wastewater and carbon capture regulations.  I developed an energy balance model of the National 

Energy Technology Laboratory’s 550 MW CFPP without carbon capture and added models of 

four carbon capture technologies (one electricity-driven and three thermal processes) and five 

wastewater treatment technologies (one electricity-driven and four thermal processes) to comply 

with the Clean Power Plan and ELGs.  Plant revenue is maximized by using residual heat for 

wastewater treatment and carbon capture, but the optimal allocation of limited residual heat 

resources depends on the regulatory environment.  If both carbon capture and zero liquid 

discharge wastewater treatment regulatory standards are in place, the plant maximizes revenue 

by allocating residual heat and steam to amine-based carbon capture and allocation of electricity 

to MVCC for water treatment. 
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Together, the preceding seven chapters and the models that are built in them can fill a 

crucial gap in one environment regulatory decision-making.  The development of these models 

comes at a critical time as the United States builds a 21st century water and electricity 

infrastructure.  Using and building on them will allow utilities and policy makers to make 

decision that will lead to net risk reductions for society. 

9.2 Contributions 

 In Chapter 1, I identified three gaps impairing the ability of regulators and water 

treatment professionals from adopting a one environment framework.  These gaps were a lack of 

tools for quantifying tradeoffs across environmental media, a lack of water treatment 

technologies that decouple water treatment from primary energy sources, and a lack of decision 

support tools to assist utilities in addressing water and air pollution simultaneously.  This thesis 

makes significant contributions in filling these gaps. 

 First, Chapters 2-4 expand upon life-cycle assessment (LCA) by creating life-cycle 

inventories of air emissions associated with water and wastewater treatment processes and 

assigning a dollar value to the resulting HEC damages.  Using this model, I evaluated water 

treatment decisions for drinking water, municipal wastewater and industrial wastewater.  For 

drinking water and industrial wastewater, I demonstrated how this model can be used for one 

environment decision making in regulatory analyses by accounting for cross-sector and cross-

media impacts in the benefit-cost analyses for six drinking water rules and the ELGs. 

 Second, Chapters 5-7 examine the availability of waste heat from United States thermal 

power generators and the feasibility of FO as a waste heat driven water treatment technology.  

The work in this thesis updated estimates of waste heat quantity and spatio-temporal availability 

from before the shift to natural gas in the beginning of the current decade.  I also explored the 
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limits of waste heat driven FO to establish upper bounds on the water treatment capacity of it as 

power plant waste heat driven technologies. 

 Finally, Chapter 8 developed a method for simultaneously addressing compliance with 

carbon capture and wastewater treatment regulations at coal-fired power plants.  This method 

provides a framework for CFPPs to holistically consider and minimize the impacts of 

environmental compliance on their revenue.  I also used this method to highlight the impacts of 

regulatory uncertainty on the ability of CFPPs to make cost-effective and energy-efficient water 

treatment technologies.  

9.3 Recommendations 

 Several recommendations for different audiences arise from the work presented in this 

thesis.  The first set of recommendations is for regulators and highlights tools to promote a one 

environment framework in developing environmental regulations.  The second set of 

recommendations is designed for municipal water and wastewater utilities in selecting new 

technologies to install in order to comply with regulations.  The third set of recommendations is 

for CFPPs on achieving compliance with new and potential environmental regulations.  The final 

set of recommendations for researchers highlights several potential areas of research to support 

holistic one environment decision-making. 

9.3.1 Recommendations for Regulators 

 There are three recommendations for improving regulatory analyses and the regulatory 

process that can be drawn from this work. 

1. Benefits and costs from the entire life-cycle of a process should be accounted for in 

BCAs.  This was a consistent theme in Part I.  Benefit-cost analyses can be designed to 

promote holistic thinking in regulatory analyses.1, 2 However, the Environmental 
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Protection Agency (EPA) has not consistently considered life-cycle damages when 

regulations require additional electricity or chemical inputs.  As was shown in this work, 

adding in damages from electricity generation and chemical manufacturing has the 

potential to lead to different regulatory and technology choices. 

2. Spatially-resolved data should be used in regulatory analyses rather than average data.  

While I used spatially-resolved data throughout Part I, the difference in using spatially-

resolved and non-spatially resolved damage and emissions data is highlighted in Chapter 

4.  The national average marginal damage estimates used by the EPA in the BCA for the 

ELGs leads to an overestimate of 25% for air emission damages associated with the 

CPBT compliance option.  As researchers have developed non-computationally 

intensive, spatially-resolved models for air emission damages and electricity generation, 

these tools should be used in policy analyses to develop more accurate results with little 

additional computation burden imposed. 

3. Piecemeal regulatory activity and regulatory uncertainty leads to sub-optimal 

compliance decisions.  The impact of piecemeal regulatory activity on environmental 

performance was addressed in Chapter 4 and the impact of regulatory uncertainty was 

discussed in Chapter 8.  When the EPA promulgated rules under the 1990 Clean Air Act 

Amendments, it effectively required FGD use but did not consider the impacts of FGD 

wastewater treatment.  Considering FGD wastewater treatment may have led to more 

plants installing dry FGD systems instead of wet FGD systems, protecting public health 

from harm due to reductions in FGD wastewater production.  Finally, the uncertainty 

surrounding future carbon capture standards prevents plants from making revenue 

maximizing energy and technology choices for FGD wastewater treatment and carbon 
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capture.  Utilizing cluster rules or “bubble” regulatory frameworks play a vital role in 

creating this certainty. 

9.3.2 Recommendations for Municipal Water Utilities 

 There are two recommendations for municipal water and wastewater treatment systems 

that can be drawn from this work. 

1. While the benefits of drinking water treatment may outweigh compliance costs and 

associated air emission damages, the technology choices for compliance can lead to 

increases in human health damage.  This point, that compliance technology selection 

matters, was a key takeaway from Chapter 2. In that Chapter, I found that choosing 

between either reverse osmosis or granular activated carbon for compliance with the 

PFOA/PFOS advisory guidelines led to additional air emission damages to society of 

nearly one billion dollars (in 2014$) every year.  This difference may or may not be 

compensated for by the higher quality water produced by reverse osmosis. 

2. Biogas-fueled electricity generation can reduce the air emission damages associated with 

municipal wastewater treatment by 22%.  As shown in Chapter 3, there is a benefit to 

society from biogas-fueled electricity generation of $125 million in averted air emissions.  

These benefits significantly vary across the United States, but are concentrated in areas 

with a grid that is reliant on coal (e.g. Ohio).  Furthermore, biogas-fueled electricity 

generation can also be used to support distributed wastewater treatment, if the production 

of biosolids can be improved to allow for implementation at smaller scales. 

9.3.3 Recommendations for Coal-Fired Power Plants 

 There are two recommendations for CFPPs that can be drawn from this work. 
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1. Power plants need to make compliance decision technologies holistically, developing 

compliance solutions for water, air, and solid wastes simultaneously.  Chapter 8 

developed a model to facilitate holistic decision making by power plants, which is 

distinct from past approaches of addressing environmental pollution one contaminant at a 

time.  However, one of the challenges CFPPs face in simultaneously addressing 

environmental pollutants is regulatory uncertainty.  Until power plants have greater 

clarity surrounding the ELGs and Clean Power Plan, their ability to make cost-effective 

compliance decisions will be limited. 

2. Waste heat driven forward osmosis is cheaper than conventional technologies for 

achieving zero liquid discharge of flue gas desulfurization wastewater.  Part II examined 

the use of waste heat for environmental compliance, with Chapters 6 and 7 focusing on 

the techno-economic feasibility of waste heat driven forward osmosis for wastewater 

treatment.  Forward osmosis has the potential to save plants $0.95-$0.99/m3 compared to 

MVCC.  More importantly, the use of waste heat can reduce the air-water tradeoffs that 

were modeled in Part I of this thesis by decoupling water treatment from electricity 

usage. 

9.3.4 Recommendations for Researchers 

 There are five recommendations for researchers on future lines of research that can be 

drawn from this work.   

1. Creating tools for performing triple-bottom sustainability analysis of municipal water 

systems will allow for more holistic analyses of water treatment decision making. 

As this thesis demonstrates, decisions about water treatment need to be made holistically, 

and that includes thinking about the economic, environmental, and social sustainability.  
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Tools for water treatment exist that focus on environmental life-cycle assessment,3-5 but 

these tools do not allow for decision makers to quantify trade-offs between environmental 

impacts, costs, social impacts, and the benefits of water treatment.  Developing models 

and frameworks to facilitate analyses of these tradeoffs will fill a critical gap in the 

literature and contribute to the national conversation about building a 21st century water 

infrastructure. 

2. Models of compliance options for the effluent limitation guidelines need to be created 

and incorporated into existing power plant models.  The Integrated Environmental 

Control Model (IECM)9 is an already existing model of thermal power plants with air 

emission control technologies and is frequently used for policy analysis.  However, 

IECM lacks many of the water treatment technologies that plants can choose from in 

order to comply with the ELGs.  Expanding IECM’s capacity to model water and 

wastewater treatment at CFPPs will assist policy makers, industry, and regulators in 

choosing between alternative system designs. 

3. Marginal water emission damage models need to be developed to complement similar 

models for marginal air emission damages.  The analysis in Part I used the spatially-

resolved marginal air emission damage models AP26 and EASIUR.7 However, similar 

analyses cannot be performed for water emissions because comparable models do not 

exist.  This lack of a marginal water damage models impedes their inclusion in regulatory 

analyses, and policy analysts rely on less-accurate contingent valuation or revealed 

preference models instead.8 Developing a marginal water emission damage model is 

crucial for advancing regulatory analysis. 
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4. Potential applications for waste heat should be focused on on-site uses.  Researchers 

have often cited waste heat as a source of energy for water treatment processes.10-12  

However, as shown in Chapter 5, transporting heat far away from plants is economically 

infeasible and waste heat is only available when the plant operates.  This severely limits 

its potential and means that waste heat usage is unlikely to happen off the power plant 

site.  Development of technologies that use waste heat from power plants should focus on 

meeting energy needs on-site for achieving environmental compliance or improving the 

efficiency of the plant. 

5. Incorporate cost into the energy allocation tradeoff model used for environmental 

compliance at CFPPs.  The model presented in Chapter 8 focused on optimizing revenue, 

but real power plants are operated to maximize the profit and not just revenue.  Integrated 

costs into the tradeoff model will allow for the analyses to be rerun in a way that finds the 

revenue maximizing strategy for achieving environmental compliance. 

By adopting these twelve recommendations, municipal water systems, CFPPs, regulators, and 

researchers can work together to create 21st century utility sectors that meet society’s needs while 

reducing HEC damages from water and air pollution. 
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APPENDIX 1:  SUPPORTING INFORMATION FOR CHAPTER 2 - AIR 

EMISSIONS DAMAGES FROM MUNICIPAL DRINKING WATER 

TREATMENT UNDER CURRENT AND PROPOSED REGULATORY 

STANDARDS 

 
 

Supporting Information Summary: 

The supporting information contains descriptions of 1) the six drinking water standards with 

compliance modeled in this analysis; 2) data sources; 3) drinking water treatment unit process 

description and inputs; 4) chemical manufacturing location sensitivity analyses; 5) emissions and 

damages from drinking water treatment using AP2 and EASIUR; and 6) emissions and damages 

from the individual drinking water standards. 

 

This supporting information is 22 pages long and contains 7 figures (Figures S1-S7) and 17 

tables (Tables S1-S17). 
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1.0 Drinking Water Standards 

1.1 Arsenic National Primary Drinking Water Regulation 

While implementing the Safe Drinking Water Act, the Environmental Protection Agency (EPA) 

established a 50 ug/L level for arsenic in drinking water.  Congress, in the 1996 Safe Drinking 

Water Act Amendments, directed the EPA to introduce an arsenic regulation by January 1, 2000.  

In June 2000, the EPA proposed a 5 ug/L arsenic concentration.  The EPA finalized a 10 ug/L 

regulation for arsenic in drinking water in January 2001.1 

 

 The 10 ug/L arsenic level serves as the regulatory limit in our analysis. 

 

1.2 Long-Term Enhanced Surface Water Treatment Rule 

In 1989, the EPA established the Surface Water Treatment Rule, requiring filtration and 

disinfection for most drinking water systems that source their water from surface water or ground 

water sources under the direct influence of surface water.  Following the Milwaukee 

Cryptosporidium outbreak, the EPA established the Interim Enhanced Surface Water Treatment 

Rule that strengthened existing provisions to reduce the risks of Cryptosporidium to consumers 

of large systems that serve more than 10,000 people.  With the Long Term 1 Enhanced Surface 

Water Treatment Rule promulgated in 2002, the EPA expanded these protections to systems that 

served less than 10,000 people and formalized the risk trade-offs between microbial inactivation 

and disinfection byproducts.  In 2006 the EPA finalized the Long Term 2 Enhanced Surface 

Water Treatment Rule, focusing on particular systems that were at higher risk for 

Cryptosporidium contamination or disinfection byproduct.1 

 

The 70 ug/L of total trihalomethanes and 60 ug/L of haloacetic acids levels serve as the 

regulatory limits in our analysis for disinfectant byproducts. 

 

1.3 Lead and Copper Rule 

In 1991, the EPA promulgated a standard of 15 ug/L of lead or 1.3 mg/L of copper in no 

more than 10% of customer taps that are sampled.  Since 1991, the EPA has promulgated two 

minor revisions, a set of short-term revisions to strengthen consumer education 

recommendations.  The EPA is currently investigating the potential for long-term revisions to the 

Lead and Copper Rule that will strengthen the Rule.  These revisions are not expected to 

decrease the maximum contaminant level for lead or copper, but to continue to refine the public 

education, sampling, lead service line replacement, and corrosion control requirements under the 

Rule.2 

 

The 15 ug/L of lead or 1.3 mg/L of copper levels serves as the regulatory limit in our 

analysis.   

 

1.4 Hexavalent Chromium 

In 1991, the EPA promulgated a final total chromium drinking water rule of 0.1 mg/L of 

total Chromium (Cr (III) and Cr (VI)).  A 2008 study conducted by the Department of Health and 

Human Services indicated that Cr (VI) is a potential carcinogen if ingested.  The EPA is 

currently reassessing the health effects of Cr (VI) ingestion and will not reassess either a Cr (VI) 

or total Chromium drinking water standard until the health assessment is completed.3 
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The State of California established a separate standard for Cr (VI) of 0.01 mg/L in 2014.  

This 0.01 mg/L level serves as the regulatory limit in our analysis.4   

 

1.5 Strontium 

Under the Safe Drinking Water Act, the EPA is required to publish a list, known as the 

Contaminant Candidate List (CCL) of potential candidates for a new drinking water regulation 

every five years.  The EPA then must select at least five contaminants on the CCL and make a 

regulatory determination.  Strontium was selected from the third contaminant candidate list 

(CCL3) for a regulatory determination.  In 2014, the EPA issued a preliminarily favorable 

regulatory determination, i.e. to regulate Strontium.  In January 2016, the EPA delayed the final 

regulatory determination of Strontium.  The EPA did this in order to evaluate additional 

scientific evidence and to determine if there is a meaningful potential for risk reduction 

nationwide.5    

 

 The EPA currently has a health reference level of 1.5 mg/L.  This level serves as the 

regulatory limit in our analysis. 

 

1.6 Drinking Water Health Advisories for PFOA and PFOS 

In 2016, the Environmental Protection Agency finalized drinking water health advisories 

for two perfluoroalkyl substances (PFASs), perfluorooctanoic acid (PFOA) and 

perfluorooctanesulfonic acid (PFOS).  The 2016 Drinking Water Health Advisory updated a 

provisional advisory set by the EPA in 2009.  The drinking water health advisory is set at a 

combined PFOA and PFOS concentration of 70 ng/L.  The 70 ng/L level was set to protect the 

most sensitive subpopulations of breastfed infants and fetuses.6 

 

If a system measures more than a combined 70 ng/L of PFOA and PFOS in a sample, 

they should then quickly complete another round of sampling to confirm the measurements and 

assess the scope and source of the contamination.  If additional sampling confirms PFOA PFOS 

levels above 70 ng/L, a drinking water system should notify their state primacy agency and their 

consumers.  Communication to consumers should include the risks to fetuses, what actions the 

system is taking to address the high levels of PFOA and PFOS, and what actions consumers can 

take to protect themselves.  Systems are recommended to either change their water source to 

avoid PFOA and PFOS or install activated carbon or reverse osmosis to reduce PFOA/PFOS 

concentration.  Consumers can also install certain home treatment systems to reduce PFOA and 

PFOS concentrations.6 

 

 The EPA included PFOA and PFOS in the third Unregulated Contaminant Monitoring 

Rule list and has started efforts to update their risk assessment of PFASs.  These are the first 

steps in starting the process for developing a new drinking water standard. 

 

The current health advisory for PFOA and PFOS of 70 ng/L serves as the regulatory limit 

in our analysis.  
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2.0 Data Sources 

2.1 Drinking Water System Data 

For drinking water data, we use three different data sources:  the Safe Drinking Water 

Information System (SDWIS), the Unregulated Contaminant Monitoring Rule (UCMR) and the 

Information Collecting Rule (ICR). 

 

The Safe Drinking Water Information System is a dataset of all drinking water systems in 

the United States.7 Data is typically self-reported by individual facilities available at the facility- 

or utility-level.  From SDWIS, we take the state a facility is located in, the unit processes that are 

installed at each facility, the type of population served (i.e. community, transient non-

community, non-transient non-community), and the population served by the system.   

 

2.2 Electricity Generation Emissions Data 

For electricity generation emissions data, we use two different data sources:  marginal 

emission factors and average electricity emissions factors. 

 

The marginal emission factors represent the emissions per kWh from the generator that is 

required to meet the last kWh of demand for a state.8 We have marginal emission factors for 

NOx, SO2, and CO2.  The marginal emission factors used for this paper are updated versions of 

the estimates developed in Siler-Evans et al.8 

 

For PM2.5 emissions we use average emission factors from EPA’s Emission Inventories.9 

We calculate state-level average emission factors for PM2.5 by taking the total emissions of PM2.5 

from electric generators in a state divided by the total electricity generation in that state.    

 

2.3 Chemical Manufacturing Emissions Data 

 Data on chemical manufacturing emissions comes from four different sources.10-13 The 

direct air emission and energy inputs are listed in Table S1.    
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Table S1.  Direct air emissions and energy inputs for chemicals consumed in water treatment. 

Chemical Direct Air Emissions [kg-1] Energy Inputs [kg-1] Ref 

Granular Activated Carbon  0.58 kWh Elec 

0.36 kg Bit Coal 

0.126 m3 Nat Gas 

10 

Hypochlorite  0.017 kWh Elec 11 

Generic Organic Chemical* 0.12 g NOx 

0.098 g SO2 

0.0076 g PM2.5 

170g CO2 

5.4 kWh Elec 

7.8x10-4 kg Bit Coal 

2.3x10-4 L Pet 

0.024 L RFO 

0.12 m3 Nat. Gas 

9.3x10-4 L Diesel 

12 

Generic Inorganic Chemical** 0.15 g SO2 

0.056 g PM2.5 

770 g CO2 

0.068 kWh Elec 

0.172 kg Bit Coal 

3.2x10-5 L Pet 

0.021 m3 Nat Gas 

9.5x10-4 L Diesel 

12 

Lime 96.5 g PM2.5 

415 g CO2 

8.5 kWh Elec 

0.108 kg Bit Coal 

3.2x10-5 L Pet 

0.021 m3 Nat Gas 

9.5x10-4 L Diesel 

13 

Iron (III) Chloride   0.0019 kWh Elec 11 

* Includes Bimetallic Phosphate, Hexametaphosphate, Orthophosphate, Polyphosphate, 

Membrane Cleaning Chemicals, and Corrosion Inhibitors 

** Includes Alum, Iodine, Fluoride, Silicate, Permanganate, Sodium Bisulfate, Sodium Sulfite, 

and Sulfur Dioxide 

 

 Table S2 presents the air emissions for the five different fuel types used in manufacturing 

the chemicals used in drinking water treatment. 

 

Table S2.  Air Emissions from Energy Sources13 

 CO2 [g] NOx [g] SO2 [g] PM2.5 [g] 

Bituminous Coal [kg-1] 2633 5.75 16.6 0 

Petroleum [L-1] 1721 2.6 0 0 

Residual Fuel Oil [L-1] 3263.2 7.03 5.12 0 

Natural Gas [m-3] 1960.9 1.6 0.0101 0 

Diesel [L-1] 2730 2.87 0.599 0 
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3.0 Drinking Water Treatment Unit Process Description and Inputs 

Table S3 lists the unit processes for drinking water treatment included in this study.  It includes the description of the process, 

the electrical inputs into the process, and the chemical inputs that are consumed in the process. 

 

Table S3.  Unit processes modeled in this study for drinking water treatment. 

Unit Process Description Electrical Input 

[kWh/m3] 

Chemical Inputs  

[mg/L] 

Suspended Solids Removal    

     Flocculation Create flocc through gentle mixing 

following coagulation.  

0.008-0.022  

     Coagulation Addition of a coagulant to the water to 

allow for the creation of floccs. 

0.0005-0.0014 80 (Alum) 

     Sedimentation Remove settleable solids from in a 

quiescent basin. 

0.0005-0.001  

Filtration    

     Filtration, Generic Filtration using a generic filter media 0.005-0.014  

     Filtration, Cartridge Filtration using a generic cartridge 0.005-0.014  

     Filtration, Diatomaceous Earth  Filtration using diatomaceous earth as 

filter media 

0.005-0.014  

     Filtration, Greensand Filtration using greensand as filter 

media. 

0.005-0.014  

     Filtration, Pressurized Sand Filtration using sand media, with the 

influent water pressurized to 

overcome head loss in the filter. 

0.005-0.014  

     Filtration, Rapid Sand  Filtration using sand as the media, 

with removal that takes place 

throughout the media allowing for 

higher loading rates  

0.005-0.014  

     Filtration, Slow Sand Filtration using sand as the media, 

with removal that takes place only at 

the top of the media 

0.005-0.014  
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     Filtration, UF Membrane Filtration using an ultrafiltration 

membrane 

0.005-0.014 4.1 (Membrane Cleaning) 

Disinfection    

     Surface Water Hypochlorination Addition of sodium hypochlorite to 

surface water sourced water for 

disinfection 

0.00002-0.0005 1.9 (Hypochlorite) 

     Groundwater Hypochlorination Addition of sodium hypochlorite to 

groundwater sourced water for 

disinfection 

0.002 1.9 (Hypochlorite) 

     Iodine Addition Addition of iodine for disinfection 0.008-0.022 1 (Iodine) 

     Ozonation Addition for ozone for disinfection 0.23-0.35  

     Ultraviolet Disinfection Use of UV light for disinfection 0.01-0.5  

Finished Water Quality Improvement 

     Fluoridation Addition of fluorisillicic acid, sodium 

fluorosilicate, or other fluoride 

compound to promote dental health  

0.008-0.022 1 (Fluoride) 

     Lime Soda Ash Softening Addition of lime, quicklime, and/or 

soda ash in order to remove divalent 

ions 

0.0085-0.023 7 (Soda Ash) 

     pH Adjustment Addition of acid or base in order to 

adjust the pH of the finished water. 

0.008-0.022 1 (Generic Inorganic) 

     Reducing Agent Addition Addition of reducing agents to 

finished water 

0.008-0.022 1 (Generic Inorganic) 

Corrosion Control    

     Bimetallic Phosphate Addition Addition of bimetallic phosphate as a 

corrosion inhibitor 

0.008-0.022 1 (Bimetallic Phosphate) 

     Hexametaphosphate Addition Addition of hexametaphosphate as a 

corrosion inhibitor 

0.008-0.022 1 (Hexametaphosphate) 

     Orthophosphate Addition Addition of orthophosphate as a 

corrosion inhibitor 

0.008-0.022 1 (Orthophosphate) 

     Polyphosphate Addition Addition of polyphosphate as a 

corrosion inhibitor 

0.008-0.022 1 (Polyphosphate) 
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     Silicate Addition Addition of silicate as a corrosion 

inhibitor 

0.008-0.022 17 (Silicate) 

     Permaganate Addition Addition of permanganate as a 

corrosion inhibitor 

0.008-0.022 0.01 (Permanganate) 

     Sodium Bisulfate Addition Addition of sodium bisulfate as a 

corrosion inhibitor 

0.008-0.022 1 (Sodium Bisulfate) 

     Sodium Sulfite Addition Addition of a sodium sulfite as a 

corrosion inhibitor 

0.008-0.022 1 (Sodium Sulfite) 

     Sulfur Dioxide Addition Addition of sulfur dioxide as a 

corrosion inhibitor 

0.008-0.022 1 (Sulfur Dioxide) 

Advanced Processes    

     Granular Activated Carbon Use of granular activated carbon for 

pollution removal by adsorption.  

0.029 76 (Activated Carbon) 

     Reverse Osmosis Use of reverse osmosis for 

desalination or difficult to remove 

pollutants. 

0.7989 4.1 (Membrane Cleaning) 
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4.0 Chemical Manufacturing Sensitivity Analyses 

In the main manuscript, we assume that the manufacturing of chemicals used for drinking 

water treatment follows the same distribution as the chemical manufacturing sector.  To test the 

sensitivity of our results to this assumption, we compare it to five alternative scenarios.  These 

five alternatives include:  (1) no additional emissions from chemical manufacturing taking place 

in states that have non-attainment areas, (2) chemicals are manufactured evenly across the 48 

contiguous states, (3) all chemicals are manufactured in the state with the highest marginal 

damages in scenario 2 (i.e. New Jersey), (4) all chemicals are manufactured in the state with the 

lowest marginal damages in scenario 2, (i.e. Nebraska) and (5) all chemicals are manufactured 

off-shore and so only climate damages occur to U.S. residents. 

 

4.1 Accounting for Binding Air Emission Regulations on Chemical Manufacturing in Non-

Attainment Areas 

The first alternative scenario is that chemical manufacturing that takes place in states that 

have non-attainment areas do not emit additional chemicals, i.e. are subject to binding emission 

limitations.  To model these binding emission limits on chemical manufacturing we assumed no 

additional emissions of NOx, SO2, and PM2.5 in a state with one or more non-attainment areas for 

ozone (no additional emissions of NOx), SO2, and PM2.5.  As shown in Table S4, this will reduce 

damages of those pollutants. 

 

Table S4.  Emissions and damages from chemical manufacturing with binding air emission 

regulations. 

 Baseline Treatment Train Regulated Treatment Train 

 Emissions 

[tons/yr] 

Damages 

[$M/yr] 

Emissions 

[tons/yr] 

Damages 

[$M/yr] 

NOx 1,900 12 6,300 38 

SO2 2,400 71 3,200 91 

PM2.5 2,000 94 2,100 101 

CO2 2,100,000 93 5,000,000 215 

Total  270  446 

 

 

 

4.2 Chemicals are Manufactured Evenly Across 48 Contiguous US States 

The second alternative scenario is that the chemicals that are manufactured evenly 

throughout the contiguous US states.  For this analysis, we scale emissions in a state by 1/48.  

The modified version of Equation 3 in the manuscript is shown in Equation S1. 

 

𝑀ℎ,𝑗,𝑙
𝐶 = (

1

48
) ∗ [∑ 𝑉𝑖𝑄𝑖,𝑓,𝑗 (𝑒𝑐𝑚,𝑓,ℎ

𝐶 + ∑ 𝐸𝑑,𝑓
𝐷 𝑒𝑑,ℎ

𝐷
𝑑 + 𝐸𝑓

𝑊 ∑ 𝑒𝑚𝑓,𝑙,ℎ
𝑉𝑖

∑ 𝑉𝑖𝑖
𝑖 )𝑓 ]  (S1) 

Table S5 shows the resulting emissions and damages from chemical manufacturing in the 

baseline and regulated treatment trains. 
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Table S5.  Emissions and damages from chemical manufacturing with chemical manufacturing 

evenly distributed across the contiguous states. 

 Baseline Treatment Train Regulated Treatment Train 

 Emissions 

[tons/yr] 

Damages 

[$M/yr] 

Emissions 

[tons/yr] 

Damages 

[$M/yr] 

NOx 2,100 1.3 6,700 41 

SO2 5,500 130 6,400 160 

PM2.5 2,400 120 2,500 130 

CO2 2,100,000 93 5,000,000 220 

Total  363.4  541 

 

4.3 Chemicals are Manufactured in the State with Highest Damages 

A third alternative scenario is to assume that all chemicals are manufactured in New 

Jersey, the state with the highest marginal damages for chemical manufacturing.  Table S6 shows 

the resulting emissions and damages from chemical manufacturing under this scenario. 

 

Table S6.  Emissions and damages from chemical manufacturing with all chemicals 

manufactured in New Jersey. 

 Baseline Treatment Train Regulated Treatment Train 

 Emissions 

[tons/yr] 

Damages 

[$M/yr] 

Emissions 

[tons/yr] 

Damages 

[$M/yr] 

NOx 2,100 28 6,900 96 

SO2 5,100 380 5,200 380 

PM2.5 2,400 660 3,000 820 

CO2 2,100,000 91 5,000,000 216 

Total  1,158  1,517 

 

 

4.4 Chemicals are Manufactured in the State with Lowest Damages 

A fourth alternative scenario is to assume that all chemicals are manufactured in 

Nebraska, the state with the highest marginal damages for chemical manufacturing.  Table S7 

shows the resulting emissions and damages from chemical manufacturing under this scenario. 

 

Table S7.  Emissions and damages from chemical manufacturing with all chemicals 

manufactured in Nebraska. 

 Baseline Treatment Train Regulated Treatment Train 

 Emissions 

[tons/yr] 

Damages 

[$M/yr] 

Emissions 

[tons/yr] 

Damages 

[$M/yr] 

NOx 2,300 12 7,500 41 

SO2 6,100 43 8,300 58 

PM2.5 2,300 32 2,700 38 

CO2 2,300,000 98 5,500,000 240 

Total  186  376 
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4.5 Chemicals are Manufactured Off-Shore 

The last scenario modeled is one in which all chemicals are manufactured off-shore.  In 

this scenario, there are no health or environmental damages in the United States but only climate 

damages from CO2 emissions.  For the baseline treatment train, there are 2.1 million short tons 

per year in emissions of CO2 and $93 million in damages (in $2014).  With the six studied 

regulations in place, there are 5.2 million short tons per year in emissions of CO2 and $230 

million in damages (in $2014). 
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5.0 Emissions and Damages from Drinking Water Treatment 

5.1 Using AP2 for Valuing Air Emission Damages 

Tables S8 and S9 report the total emissions and damages that result from the baseline 

treatment case and the regulatory compliance from the six standards case examined in this 

manuscript.  

Table S8.  Emissions and damages resulting from the baseline treatment train. 

 Electricity Generation Chemical Manufacturing 

 Emissions 

[tons/yr] 

Damages 

[$M/yr] 

Emissions 

[tons/yr] 

Damages 

[$M/yr] 

NOx 940 6.0 2,100 13 

SO2 1,400 34 5,500 130 

PM2.5 340 26 2,400 120 

CO2 1,600,000 68 2,100,000 93 

Total  133.8  363 

 

Table S9.  Emissions and damages resulting from the baseline treatment train and installation of 

technologies to comply with the six drinking water standards studied here. 

 Electricity Generation Chemical Manufacturing 

 Emissions 

[tons/yr] 

Damages 

[$M/yr] 

Emissions 

[tons/yr] 

Damages 

[$M/yr] 

NOx 1,300 7.9 7,200 44 

SO2 2,000 50 6,500 160 

PM2.5 440 34 2,900 150 

CO2 2,000,000 88 5,200,000 230 

Total  179.0  581 

 

5.2 Using EASIUR for Valuing Air Emission Damages 

 As described in the main manuscript, we repeat the analysis using the EASIUR 

(Estimating Air pollution Social Impact Using Regression) model14, 15 to price the damages 

associated with emissions of criteria air pollution.  In general, EASIUR estimates the marginal 

damages from criteria air pollutants higher than AP2.  This is borne out in our results as EASIUR 

estimates 2.2-2.3% higher damages resulting from electricity generation and 11-12% higher 

damages resulting from chemical manufacturing.  Figure S1 shows the damages nationwide from 

electricity generation, chemical manufacturing, and total damages associated with drinking water 

treatment.  Tables S10 and S11 compares the damages priced using AP2 and EASIUR models.  
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Figure S1.  Per capita air emission damages from emissions associated with drinking water 

treatment using the EASIUR model.  Damages from electricity generation in each state in order 

to drive water treatment processes for (A) the baseline treatment train and (B) the regulated 

treatment train assuming compliance with all promulgated and proposed SDWA regulations.  

Damages from chemical manufacturing in each state to produce the chemicals for drinking 

water treatment in (C) the baseline treatment train and (D) the regulated treatment train.  Total 

air emissions damages for (E) the baseline treatment train and (F) the regulated treatment train.   
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Table S10.  Emissions and damages resulting from the baseline treatment train. 

 Electricity Generation Damages  Chemical Manufacturing Damages  

 EASIUR 

[$M/yr] 

AP2 

[$M/yr] 

Percent 

Difference 

[%] 

EASIUR 

[$M/yr] 

AP2 [$M/yr] Percent 

Difference 

[%] 

NOx 7.6 6.0 27 15 13 15 

SO2 32 34 -5.9 120 130 -7.7 

PM2.5 30 26 15 180 120 53 

CO2 68 68 0* 93 93 0* 

Total 136.9 133.8 2.3 407 363 12 

*CO2 damages are set at the social cost of carbon and do not vary between AP2 and EASIUR. 

Table S11.  Emissions and damages resulting from the baseline treatment train and installation 

of technologies to comply with the six drinking water standards studied here. 

 Electricity Generation Damages  Chemical Manufacturing Damages  

 EASIUR 

[$M/yr] 

AP2 

[$M/yr] 

Percent 

Difference 

[%] 

EASIUR 

[$M/yr] 

AP2 [$M/yr] Percent 

Difference 

[%] 

NOx 11 7.9 39 53 44 21 

SO2 45 50 -10 140 160 -13 

PM2.5 39 34 15 230 150 50 

CO2 88 88 0* 230 230 0* 

Total 183 179 2.2 644 581 11 

*CO2 damages are set at the social cost of carbon and do not vary between AP2 and EASIUR. 
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6.0 Emissions and Damages from New Drinking Water Standards 

6.1 Arsenic 

Complying with the arsenic rule imposes air emission damages of $952,000/year with 

$949,000/year coming from electricity generation and $3,500/year coming from chemical 

manufacturing.  Figure S2 shows the distribution of these damages throughout the United States 

and Table S12 reports the total emissions and damages resulting from compliance. 

 
Figure S2.  For arsenic (A) the number of facilities that require installation of arsenic removal 

technologies and the annualized per capita damages from (B) air emissions from electricity 

generation to drive arsenic removal, (C) air emissions from chemical manufacturing consumed 

during arsenic removal, and (D) total air emissions.  A star indicates an increase in per capita 

damages in a state of more than 50% due to the arsenic standard.   

 

Table S12.  Emissions and damages from compliance with the arsenic standard. 

 Electricity Generation Chemical Manufacturing 

 Emissions 

[tons/yr] 

Damages 

[$K/yr] 

Emissions 

[tons/yr] 

Damages 

[$K/yr] 

NOx 8.6 45 0.03 190 

SO2 6.7 190 0.05 1,200 

PM2.5 1.9 180 0.01 390 

CO2 12,000 540 38.31 1,700 

Total  949  3,450 
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6.2 Hexavalent Chromium 

Complying with the chromium (VI) rule imposes air emission damages of 

$2,640,000/year with $2,500,000/year coming from electricity generation and $140,000/year 

coming from chemical manufacturing.  Figure S3 shows the distribution of these damages 

throughout the United States and Table S13 reports the total compliance emissions and damages. 

 
Figure S3.  For hexavalent chromium (A) the number of facilities that require installation of 

hexavalent chromium removal technologies and the annualized per capita damages from (B) air 

emissions from electricity generation to drive hexavalent chromium removal, (C) air emissions 

from chemical manufacturing consumed during hexavalent chromium removal, and (D) total air 

emissions.  A star indicates an increase in per capita damages in a state of more than 50% due 

to the proposed hexavalent chromium standard.   

 

Table S13.  Emissions and damages from compliance with the proposed Cr(VI) standard. 

 Electricity Generation Chemical Manufacturing 

 Emissions 

[tons/yr] 

Damages 

[$K/yr] 

Emissions 

[tons/yr] 

Damages 

[$K/yr] 

NOx 12 78 1.4 8.5 

SO2 8 91 2.0 48 

PM2.5 10 740 0.22 15 

CO2 36,000 1,600 1,700 72 

Total  2,493  143.9 
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6.3 Disinfectant Byproducts 

Complying with the disinfectant byproduct rule imposes air emission damages of 

$9.76M/year with $1.26M/year coming from electricity generation and $8.49M/year coming 

from chemical manufacturing.  Figure S4 shows the distribution of these damages throughout the 

United States and Table S14 reports the total compliance emissions and damages. 

 

 
Figure S4.  For DBPs (A) the number of facilities that require installation of DBPs removal 

technologies and the annualized per capita damages from (B) air emissions from electricity 

generation to drive DBP removal, (C) air emissions from chemical manufacturing consumed 

during DBP removal, and (D) total air emissions.  A star indicates an increase in per capita 

damages in a state of more than 50% due to the DBP rule.   

 

Table S14.  Emissions and damages from compliance with the DBP standard. 

 Electricity Generation Chemical Manufacturing 

 Emissions 

[tons/yr] 

Damages 

[$K/yr] 

Emissions 

[tons/yr] 

Damages 

[$K/yr] 

NOx 9.9 50 220 1,400 

SO2 33 640 42 980 

PM2.5 2.1 80 4.7 320 

CO2 11,000 490 130,000 5,800 

Total  1,260  8,490 
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6.4 Lead and Copper 

Complying with the lead and copper rule imposes air emission damages of $787,000/year 

with $549,000/year coming from electricity generation and $237,000/year coming from chemical 

manufacturing.  Figure S5 shows the distribution of these damages throughout the United States 

and Table S15 reports the total emissions and damages resulting from compliance. 

 
Figure S5.  For lead and copper (A) the number of facilities that require installation of lead and 

copper removal technologies and the annualized per capita damages from (B) air emissions from 

electricity generation to drive lead and copper removal, (C) air emissions from chemical 

manufacturing consumed during lead and copper removal, and (D) total air emissions.  A star 

indicates an increase in per capita damages in a state of more than 50% due to the lead and 

copper rule.   

 

Table S15.  Emissions and damages from compliance with the lead and copper standard. 

 Electricity Generation Chemical Manufacturing 

 Emissions 

[tons/yr] 

Damages 

[$K/yr] 

Emissions 

[tons/yr] 

Damages 

[$K/yr] 

NOx 5.0 31 2.3 14 

SO2 7.0 160 3.3 79 

PM2.5 1.1 65 0.37 25 

CO2 6,700 290 2,700 120 

Total  549  238 
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6.5 PFOA and PFOS 

Complying with the PFOA/PFOS health advisory imposes air emission damages of 

$225M/year with $39.6M/year coming from electricity generation and $185M/year coming from 

chemical manufacturing.  Figure S6 shows the distribution of these damages throughout the 

United States and Table S16 reports the total emissions and damages resulting from compliance. 

 
Figure S6.  For PFOA and PFOS (A) the number of facilities that require installation of PFOA 

and PFOS removal technologies and the annualized per capita damages from (B) air emissions 

from electricity generation to drive PFOA and PFOS removal, (C) air emissions from chemical 

manufacturing consumed during PFOA and PFOS removal, and (D) total air emissions.  A star 

indicates an increase in per capita damages in a state of more than 50% due to the PFOA and 

PFOS health advisory.   

 

Table S16.  Emissions and damages from compliance with the PFOA/PFOS health advisory. 

 Electricity Generation Chemical Manufacturing 

 Emissions 

[tons/yr] 

Damages 

[$M/yr] 

Emissions 

[tons/yr] 

Damages 

[$M/yr] 

NOx 270 1.6 4,800 30 

SO2 490 15 910 21 

PM2.5 83 6.5 100 7.0 

CO2 390,000 17 2,900,000 130 

Total  39.6  185 
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6.6 Strontium 

Complying with the proposed strontium rule imposes air emission damages of 

$24.2M/year with $450,000/year coming from electricity generation and $23.8M/year coming 

from chemical manufacturing.  Figure S7 shows the distribution of these damages throughout the 

United States and Table S17 reports the total compliance emissions and damages. 

 
Figure S7.  For strontium (A) the number of facilities that require installation of strontium 

removal technologies and the annualized per capita damages from (B) air emissions from 

electricity generation to drive strontium removal, (C) air emissions from chemical 

manufacturing consumed during strontium removal, and (D) total air emissions.  A star indicates 

an increase in per capita damages in a state of more than 50% due to the proposed strontium 

standard.   

 

Table S17.  Emissions and damages from compliance with the proposed strontium standard. 

 Electricity Generation Chemical Manufacturing 

 Emissions 

[tons/yr] 

Damages 

[$K/yr] 

Emissions 

[tons/yr] 

Damages 

[$K/yr] 

NOx 3.6 23 21 130 

SO2 5.3 120 38 900 

PM2.5 0.96 75 420 22,000 

CO2 5,200 230 26,000 1,100 

Total  450  23,780 
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7.0 Nomenclature 

Symbols 

E: Energy consumption [kWh/m3], [kWh/g-chemical], or [MJ/g-chemical] 

e: Emissions factor per unit of energy [g/kWh] or [g/MJ] 

M: Annual mass of NOx, SO2, PM2.5, or CO2 emissions [g/yr] 

Q: Chemical dosage [g-chemical/m3] 

V: Annual water production [m3/yr] 

Subscripts 

cm: Chemical manufacturing 

d: Thermal fuel 

f: Chemical 

h: Treatment train (baseline or newly-regulated) 

i: Drinking water facility 

j: Air pollutant (NOx, SO2, PM2.5, or CO2) 

l: State 

\mf: Marginal emissions factor 

Superscripts 

C: From chemical manufacturing 

D: From thermal fuel combustion 

W: Electricity consumption 

 

  



 

A23 
 

8.0 References 

1. U.S. Environmental Protection Agency Chemical Contaminant Rules. 

https://www.epa.gov/dwreginfo/chemical-contaminant-rules (March 25),  

2. U.S. Environmental Protection Agency Lead and Copper Rule. 

https://www.epa.gov/dwreginfo/lead-and-copper-rule (March 25),  

3. U.S. Environmental Protection Agency Chromium in Drinking Water. 

https://www.epa.gov/dwstandardsregulations/chromium-drinking-water (March 25, 

2017),  

4. Seidel, C.; Najm, I.; Blute, N.; Corwin, C.; Wu, X., National and California Treatment 

Costs to Comply with Potential Hexavalent Chromium. Journal - American Water Works 

Association 2013, 105, E320-E336. 

5. U.S. Environmental Protection Agency Regulatory Determination 3. 

https://www.epa.gov/ccl/regulatory-determination-3 (March 25, 2017),  

6. U.S. Environmental Protection Agency Basic Information about Per-and Polyfluoroalkyl 

Substances (PFASs). https://www.epa.gov/pfas/basic-information-about-and-

polyfluoroalkyl-substances-pfass (March 25, 2017),  

7. U.S. Environmental Protection Agency Safe Drinking Water Information System 

(SDWIS). https://www3.epa.gov/enviro/facts/sdwis/search.html (March 25, 2017),  

8. Siler-Evans, K.; Azevedo, I. L.; Morgan, M. G., Marginal emissions factors for the U.S. 

electricity system. Environ Sci Technol 2012, 46, (9), 4742-8. 

9. U.S. Environmental Protection Agency Emissions Inventories. 

http://www3.epa.gov/ttn/chief/eiinformation.html (October 9, 2015),  

10. Muñoz, I.; Milà-i-Canals, L.; Fernández-Alba, A. R., Life Cycle Assessment of Water 

Supply Plans in Mediterranean Spain. Journal of Industrial Ecology 2010, 14, (6), 902-

918. 

11. Althaus H-J, e. a., Life Cycle Inventories of Chemicals No. 8, v. 2.0. Dusseldorf, 

Switzerland, 2007. 

12. Gingerich, D. B.; Sun, X. B., A. Patrick; Azevedo, I. M. L.; Mauter, M. S., Spatially 

resolved air-water emissions tradeoffs improve regulatory impact analyses for electricity 

generation. Proceedings of the National Academy of Science 2017. 

13. National Renewable Energy Laboratory National Renewable Energy Laboratory - Life-

Cycle Inventory Database.  . https://www.lcacommons.gov/nrel/process/show/50158 

(October 3, 2015),  

14. Heo, J.; Adams, P. J.; Gao, H. O., Public Health Costs of Primary PM2.5 and Inorganic 

PM2.5 Precursor Emissions in the United States. Environ Sci Technol 2016, 50, (11), 

6061-70. 

15. Heo, J.; Adams, P. J.; Gao, H. O., Reduced-form modeling of public health impacts of 

inorganic PM2.5 and precursor emissions. Atmospheric Environment 2016, 137, 80-89. 

 

 

 

 

 

https://www.epa.gov/dwreginfo/chemical-contaminant-rules
https://www.epa.gov/dwreginfo/lead-and-copper-rule
https://www.epa.gov/dwstandardsregulations/chromium-drinking-water
https://www.epa.gov/ccl/regulatory-determination-3
https://www.epa.gov/pfas/basic-information-about-and-polyfluoroalkyl-substances-pfass
https://www.epa.gov/pfas/basic-information-about-and-polyfluoroalkyl-substances-pfass
https://www3.epa.gov/enviro/facts/sdwis/search.html
http://www3.epa.gov/ttn/chief/eiinformation.html
https://www.lcacommons.gov/nrel/process/show/50158


 

A24 
 

APPENDIX 2:  SUPPORTING INFORMATION FOR CHAPTER 3 – AIR 

EMISSION BENEFITS OF BIOGAS ELECTRICITY GENERATION AT 

MUNICIPAL WASTEWATER TREATMENT PLANTS 

 

 

Supporting Information Summary: 

The supporting information contains descriptions of 1) wastewater treatment unit process 

descriptions and inputs; 2) data sources; 3) a summary of the method for estimating air emissions 

and damages associated with wastewater treatment; 4) tabulated emissions and damages from 

Figures 2 and 3; 5) uncertainty analyses for emissions and damages from wastewater treatment; 

6) chemical manufacturing location sensitivity analyses; and 7) uncertainty analysis on biogas-

fueled electricity generation.  

 

This supporting information is 22 pages long and contains 1 figure (Figures S1) and 19 tables 

(Tables S1-S18). 
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1.0 Wastewater Treatment Unit Process Descriptions and Inputs 

The Clean Watersheds Needs Survey identifies 252 unique technologies installed at 14,692 facilities in the United States.  We 

model technologies that make up at least 1% of the technologies reported.  Twenty-three technologies make up at least 1% of the 

technologies reported.  These technologies are listed in Table S1.  It includes the description of the process and the electrical and 

chemical inputs that are consumed in the process. 

 

Table S1.  Unit processes modeled in this study for wastewater treatment. 

Unit Process Description Electrical Input1 

[kWh/m3] 

Chemical Inputs2 

[mg/L] 

Preliminary and Primary Treatment 

     Aerated Grit Removal A type of grit removal chamber in which air is 

introduced to create a spiral flow pattern within the 

chamber. 

0.01-0.02  

     Comminution/Grinding Processing of solids in order to reduce the size of 

large solids and returns the solids into the 

wastewater flow. 

  

     Filtration Removal of solids using a generic granular media in 

a filter. 

0.005-0.014  

     Grit Removal A horizontal-flow grit chamber in which grit (e.g. 

sand, egg shells, broken glass, gravel) is allowed to 

settle from the wastewater. 

0.01-0.02  

     Screening Removes large solids (e.g. debris and rags) before it 

enters the secondary treatment process. 

  

     Sedimentation Removal of solids by allowing solids to settle out of 

the waste stream. 

0.008-0.01  

Secondary Treatment 

     Activated Sludge Biological treatment process that uses suspended 

microorganisms in order to reduce the BOD5 and 

TSS concentration of wastewater. 

0.33-0.60  

     Aeration Addition of air to activated sludge treatment 

processes in order to meet the oxygen needs of the 

microorganisms. 

0.008-0.01  
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     Clarification Circular tank with quiescent movement that follows 

a biological treatment process in order to allow 

sludge to settle and be returned to the biological 

treatment process or sent to the sludge treatment 

train. 

0.01  

     Lagoon Engineered pond that uses microorganisms and 

macroorganisms in order to treat wastewater.  

Contains aerobic and anaerobic zones. 

0.09-0.29  

     Stabilization Engineered pond that uses microorganisms and 

macroorganisms in order to treat wastewater.  

Contains only an aerobic zone. 

0.008-0.01  

     Trickling Filter Biological treatment process that uses 

microorganisms that are attached to filter media (e.g. 

rocks, plastic media) in order to reduce the BOD5 

and TSS concentration of wastewater. 

0.201-0.441  

Disinfection    

     Dechlorination Addition of SO2 to react with remaining free 

chlorine in the wastewater to remove chlorine before 

discharge into the environment. 

0.03-0.15 1.11-22.1  

(SO2) 

     Chlorine Disinfection Addition of sodium hypochlorite to disinfect treated 

wastewater before discharge into the environment. 

2x10-5-5x10-4 1.16-23.19 

(NaOCl) 

     UV Disinfection Use of ultraviolet light to disinfect treated 

wastewater before discharge into the environment. 

0.015-0.066  

Tertiary Treatment    

     Denitrification/Nitrification Use of biological treatment processes to convert 

nitrate in gaseous N2, removing it from the 

wastewater stream. 

0.08-0.09  

     Phosphorous Removal Physiochemical treatment processes to crystallize 

phosphate into solid struvite. 

0.06-0.14  

Sludge Treatment    

     Aerobic Digestion Use of aerobic microorganisms to reduce the volume 

of sludge produced at a wastewater treatment 

facility. 

0.05-0.30  
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     Anaerobic Digestion Use of anaerobic microorganisms to reduce the 

volume of sludge produced at a wastewater 

treatment facility. 

0.25-0.28  

     Biogas Combustion Collection and combustion of the biogas that results 

from anaerobic digestion, typically for electricity 

and thermal energy recovery. 

***  

     Gravity Thickening Thickening of sludge to reduce water and equalize 

the sludge flow in a circular settling basin. 

  

     Mechanical Biosolids Dewatering Processing of biosolids following digestion using a 

mechanical process, typically a belt filter, to remove 

water and the volume of biosolids to be disposed of. 

0.01-0.02  

     Polymer Biosolids Dewatering Use of polymers, typically polyelectorlytes, to 

condition biosolids and release absorbed water 

before ultimate disposal. 

0.15 0.27-11.37 

(Polyelectrolyte) 
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2.0 Data Sources 

 

2.1 Wastewater Systems Data 

 

The data on wastewater systems in the United States comes from the Clean Watersheds 

Needs Survey (CWNS) conducted by the U.S. EPA.3 The CWNS takes place every four years 

and is required under Sections 205(a) and 516 of the Clean Water Act.  The CWNS is undertaken 

in order to determine the capital investments needed to meet the Clean Water Act’s expectations 

for the nation’s water bodies.   

 

From the CWNS, we use the following data on US wastewater treatment systems: 

 Average daily flow for system 

 Design daily flow for system 

 County system is located in 

  State system is located in 

 Unit processes installed at a system. 

We use the 2012 CWNS4 for 49 states, Washington, D.C., and three U.S. territories.  

South Carolina did not participate in the 2012 CWNS and so we use the 2008 CWNS5 for 

facilities located in the state of South Carolina.  This dataset of municipal wastewater treatment 

facilities includes 14,692 unique systems, more than 99.6% of the total wastewater treatment 

facilities in the United States and its territories.  We then remove Alaska, Hawaii, and the U.S. 

territories so that we are only modeling the contiguous United States.   

 

2.2 Electricity Generation Emissions Data 

 

There are two types of emissions factors from electricity generation and we use both 

types in this analysis.  These different types are marginal emission factors and average emission 

factors.  

 

A marginal emission factor represents the emissions associated with generating the last 

kWh of electricity in a region.6  We use marginal emission factors for NOx, SO2, and CO2 in an 

updated version of the estimates developed by Siler-Evans et al.6 

 

An average emission factor represents the emissions associated with generating an 

average kWh of electricity in a region, i.e. it is the total emissions divided by total electricity 

generation.  We calculate the average emission factors for PM2.5 and VOCs using the EPA’s 

National Emissions Inventories.7 There are no marginal emission factors for these pollutants as 

the Continuous Emission Monitoring Systems does not collect data on these pollutants. 
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2.3 Chemical Manufacturing Emissions Data 

Data on chemical manufacturing emissions comes from two different sources.8-9 The 

energy inputs and direct emissions resulting from chemical manufacturing are listed in Table S2.  

The emissions associated with thermal fuel combustion are listed in Table S3.  For emissions 

associated with electricity inputs we use state-level average emissions factors based on the 

National Emissions Inventories.7 

Table S2.  Direct air emissions and energy inputs for chemicals consumed in water treatment. 

Chemical Direct Air Emissions [kg-1] Energy Inputs [kg-1] Ref 

Hypochlorite  0.017 kWh Elec 9 

Generic Organic Chemical* 0.12 g NOx 

0.098 g SO2 

0.0076 g PM2.5 

4.82 g VOCs 

170g CO2 

5.4 kWh Elec 

7.8x10-4 kg Bit Coal 

2.3x10-4 L Pet 

0.024 L RFO 

0.12 m3 Nat. Gas 

9.3x10-4 L Diesel 

8 

Generic Inorganic Chemical** 0.15 g SO2 

0.056 g PM2.5 

770 g CO2 

0.068 kWh Elec 

0.172 kg Bit Coal 

3.2x10-5 L Pet 

0.021 m3 Nat Gas 

9.5x10-4 L Diesel 

8 

* Includes Bimetallic Phosphate, Hexametaphosphate, Orthophosphate, Polyphosphate, 

Membrane Cleaning Chemicals, and Corrosion Inhibitors 

** Includes Alum, Iodine, Fluoride, Silicate, Permanganate, Sodium Bisulfate, Sodium Sulfite, 

and Sulfur Dioxide 

 

Table S3.  Air Emissions from Energy Sources10 

 CO2 [g] NOx [g] SO2 [g] PM2.5 [g] VOCs [g] 

Bituminous Coal [kg-1] 2633 5.75 16.6 0 0.0563 

Petroleum [L-1] 1721 2.6 0 0 0.0455 

Residual Fuel Oil [L-1] 3263.2 7.03 5.12 0 0.0359 

Natural Gas [m-3] 1960.9 1.6 0.0101 0 0.0884 

Diesel [L-1] 2730 2.87 0.599 0 0.0241 

 

2.4 Direct Emissions from Wastewater Treatment 

In order to estimate direct emissions from wastewater treatment, we use literature-based 

emission factors of criteria air pollutants and greenhouse gasses from wastewater treatment.  

These emissions factors are listed in Table S4 and are scaled to cubic meter of wastewater 

treated.   
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Table S4.  On-Site Air Emissions 

 All Processes Activated 

Sludge 

Aerobic 

Digestion 

Anaerobic 

Digestion (0% 

Combusted) 

Anaerobic 

Digestion 

(100% 

Combusted) 

NOx      

SO2      

VOCs 0.1017 g/m3 11     

CO2  89-94 g/m3 12 

153-280 g/m3 
1343.6 

158 g/m3 13 43.6 g/m3 14 87.6 g/m3 14 

CH4  0 g/m3 15  0 g/m3 15 37.0 g/m3 14 0.0054 g/m3 14 

N2O  3.2/7.0 

g/PE·yr* 16-18  

 0 g/m3 14 0.0011 g/m3 14 

 

2.5 Biogas Electricity Factor Data 

As described in the manuscript, the biogas electricity factors (BEFs) are taken from 

Stillwell et al.19 and originally from an EPRI study.20 
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3.0 Method for Estimating Air Emission Damages from Wastewater Treatment 

 

3.1 Estimating Air Emissions from Wastewater Treatment 

 

 Air emissions associated with wastewater treatment stem from three sources:  emissions 

directly from wastewater treatment, emissions from electricity generation, and emission from 

chemical manufacturing.  The method for calculating emissions directly from wastewater 

treatment are detailed in the main manuscript.  The method for calculating emissions from 

electricity generation and chemical manufacturing is detailed in our previous work.21 

 

 In brief, we calculate emissions from electricity generation, 𝑀𝑖,𝑗
𝐸𝑙𝑒𝑐 [g/yr], using Equation 

S1 and emissions from chemical manufacturing, 𝑀𝑖,𝑗
𝐶ℎ𝑒𝑚 [g/yr] using Equation S2. 

 

𝑀𝑖,𝑗
𝐸𝑙𝑒𝑐 = 𝑉𝑖 ∑ 𝑊𝑔

𝐸𝑙𝑒𝑐̅̅ ̅̅ ̅̅ ̅̅
𝑔 𝑒𝑚𝑓,𝑗,𝑙 (S1) 

 

As shown in Equation S1, emissions from electricity generation associated with facility i are the 

product of annual average water treatment demand, 𝑉𝑖 [m
3/yr], the sum of unit process average 

electricity consumptions for processes g installed at treatment facility i, 𝑊𝑔
𝐸𝑙𝑒𝑐̅̅ ̅̅ ̅̅ ̅̅  [kWh/m3], and the 

emissions factor for pollutant j in for electricity generated in state l, 𝑒𝑚𝑓,𝑗,𝑙 [g/kWh].  Average 

electricity consumptions for the unit processes can be found in Table S1. 

 

𝑀𝑖,𝑗
𝐶ℎ𝑒𝑚 = ∑ 𝑉𝑖𝑄𝑖,𝑓(𝑒𝑐𝑚,𝑓,𝑗

𝐶 + ∑ 𝐸𝑑,𝑓
𝐷 𝑒𝑑,𝑗

𝐷
𝑑 + 𝐸𝑓

𝐸𝑙𝑒𝑐 ∑ 𝑒𝑚𝑓,𝑗,𝑙
𝑉𝑙

∑ 𝑉𝑙𝑙
𝑙 )𝑓  (S2) 

 

Emissions from chemical manufacturing stem from three sources.  These are:  

 Direct emission from chemical manufacturing, 𝑒𝑐𝑚,𝑓,𝑗
𝐶  [g-pollutant/kg-chemical].  These are 

listed in Table S2. 

 Emissions from combustion of thermal fuel d, which is the product of thermal energy 

consumption, 𝐸𝑑,𝑓
𝐷  [MJ/kg-chemical], and emission factors from thermal fuel combustion, 𝑒𝑑,𝑗

𝐷  [g-

pollutant/MJ].  Thermal energy consumption is listed in Table S2 and emissions factors from 

thermal fuel combustion are listed in Table S3. 

 Emissions from electricity consumption, which is the product of electrical energy 

consumption, 𝐸𝑓
𝐸𝑙𝑒𝑐 [kWh/kg-chemical], and a weighted grid electricity emissions factor. The 

weighted grid electricity emission factors are state-level emissions factors, 𝑒𝑚𝑓,𝑗,𝑙 [g-

pollutant/kWh] weighted by the share of chemical manufacturing that takes place in state l as 

defined by the value of the chemical manufacturing sector in the state, 𝑉𝑙 [$/yr]. 

These three sources are then multiplied by the annual average water treatment demand at plant i, 𝑉𝑖 

[m3/yr], and the dosages of chemical f, 𝑄𝑖,𝑓 [kg-chemical/m3].  Dosages are listed in Table S1.  

 

3.2 Estimating Air Emission Damages from Wastewater Treatment 

As described in the main manuscript we use AP2 and the social cost of carbon to price air 

emissions damages.  We use Equations S3 and S4 and to calculate damages from electricity 
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generation at the facility-level, 𝐷𝑖
𝑒𝑙𝑒𝑐 [$/yr], and damages from chemical manufacturing at the 

state-level, 𝐷 𝑙
𝐶ℎ𝑒𝑚[$/yr]. 

 

𝐷𝑖
𝑒𝑙𝑒𝑐 = ∑ 𝑑𝑗,𝑙𝑀𝑖,𝑗

𝐸𝑙𝑒𝑐
𝑗  (S3) 

 

Damages from electricity generation at the facility-level is the product of the total mass of 

pollutant j, 𝑀𝑖,𝑗
𝐸𝑙𝑒𝑐, by the damages per marginal ton of pollutant j in the state l in which the 

facility is located, 𝑑𝑗,𝑙 [$/g].  These damages are then summed up for all five pollutants. 

  

𝐷 𝑙
𝐶ℎ𝑒𝑚 = ∑ (𝑑𝑗,𝑙

𝑉𝑙=𝐿

∑ 𝑉𝑙𝑙

∑ 𝑀𝑖,𝑗
𝐶ℎ𝑒𝑚

𝑖 )𝑗  (S4) 

 

Damages from chemical manufacturing are calculated at the state-level by summing up all 

emissions of pollutant j associated with chemical manufacturing that take place in the United 

States and assign those to state l based on its share of the US chemical manufacturing sector.  

The resulting emissions that take place in a state are then multiplied by the damages per marginal 

ton of pollutant j in the state l.  These damages are then summed up for all five pollutants.  
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4.0 Emissions and Damages from Municipal Wastewater Treatment 

 

4.1 Wastewater Treatment Emissions and Damages 

 

Tables S5 and S6 report the total emissions and damages that result from treating 

wastewater in the United States.  These are the results presented in Figure 2 of the manuscript. 

 

Table S5.  Air emissions associated with municipal wastewater treatment in the United States. 

 Electricity 

Generation 

[tons/yr] 

Chemical 

Manufacturing 

[tons/yr] 

 

Direct 

[tons/yr] 

 

Totals 

[tons/yr] 

NOx 8000 133 113 8,250 

SO2 14,700 293 0.71 15,000 

PM2.5 1,690 14.4 0 1,700 

VOCs 25.1 94.9 5040 5,160 

CO2 10,600,000 162,000 13,800* 10,800,000 

CH4   70,500 70,500 

N2O   2460 2,460 
*Biogenic CO2 adds an additional 9,840,000 tons of CO2. 

 

Table S6.  Damages associated with emissions from municipal wastewater treatment in the 

United States. 

 Electricity 

Generation  

[$M/yr] 

Chemical 

Manufacturing 

[$M/yr] 

 

Direct 

[$M/yr] 

 

Totals 

[$M/yr] 

NOx 53.8 0.816 1.83 56.4 

SO2 404 7.07 0.049 411 

PM2.5 134 0.914 0 135 

VOCs 0.151 0.468 83.8 84.4 

CO2 459 7.04 6.01* 472 

CH4   64.3 64.3 

N2O   33.1 33.1 

Totals 1,051 16.3 189 1256 
*Biogenic CO2 would contribute an additional $427 million in 2012$. 

 

4.2 Biogas Fueled Electricity Generation Emission Reductions and Benefits 

Tables S7 and S8 reports the total emission changes, benefits and damages that result 

from biogas fueled electricity generation in the United States.  These are the results presented in 

Figure 3 of the manuscript. 
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Table S7.  Air emission changes associated with biogas-fueled electricity generation. 

 Avoided  

Electricity  

[tons/yr] 

Avoided Natural 

Gas Combustion 

[tons/yr] 

Combusted 

Fugitive 

Methane 

[tons/yr]  

Biogas  

Combustion 

[tons/yr] 

 

Net Change 

[tons/yr] 

NOx -1,660 -112  25.5 -1,747 

SO2 -2,910 -0.712  7.63 -2,903 

PM2.5 -360 0  0 -360 

VOCs -7.55 -6.23  2.28 -11.5 

CO2 -2,240,000 -13,820 0* 0* -2,250,000 

CH4  -2.54 -69,800  -69,800 

N2O  0   0 
*Combusting previously released methane leads to an additional 155,000 tons of biogenic CO2. 

 

Table S8.  Air emission benefits and damages associated with biogas-fueled electricity 

generation. 

 Avoided  

Electricity  

[$M/yr] 

Avoided Natural 

Gas Combustion 

[$M/yr] 

Combusted 

Fugitive 

Methane 

[$M/yr] 

Biogas  

Combustion 

[$M/yr] 

 

Net Change 

[$M/yr] 

NOx -12.0 -1.83  0.161 -13.7 

SO2 -88.4 -0.05  0.215 -88.2 

PM2.5 -32.8 -0  0 -32.8 

VOCs -0.036 -0.11  0.014 -0.132 

CO2 -108 -6.01 0* 0* -114 

CH4  -0.023 -63.7  -63.7 

N2O  0   0 

Totals -241 -8.00 -63.7 0.39 -312 
*Combusting previously released methane leads to an additional $6.75M in unpriced climate damages from biogenic 

CO2. 
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5.0 Uncertainty Analyses for Emissions and Damages from Municipal Wastewater 

Treatment 

 

 There are several variables that impact the emissions resulting from municipal 

wastewater treatment.  These variables include: (1) electricity consumption in the unit processes, 

(2) chemical consumption in the unit processes, (3) the influent BOD5 concentration, (4) and the 

influent flow rate for the wastewater. 

 

5.1 Monte Carlo Analysis Input Parameters 

 

As described in the main text, we perform Monte Carlo analysis in order to quantify the 

uncertainty in air emissions associated with wastewater treatment.  Table S9 lists the distribution 

and parameters for the four variables we include in the analysis.  These variables include the 

influent wastewater flow rate, the electricity consumption, and the chemical dosage. 

 

Table S9.  Input parameters for Monte Carlo Analysis 

Variable Distribution Distribution Parameters Notes 

Influent Wastewater 

Flow Rate 

Uniform Min – Vavg – (Vdesign –  Vavg) 

Max – Vdesign 

Distribution is not 

allowed to go below 

0 MGD. 

Electricity 

Consumption 

Triangular Min – Minimum in Table S1 

Peak – Average in Table S1 

Max – Maximum in Table S1 

 

Chemical Dosage Normal Polyelectrolyte2 

Average – 2.84 mg/L 

SD – 2.45 mg/L 

Hypochlorite2 

Average – 6.87 mg/L 

SD – 7.59 mg/L 

Sulfur Dioxide2 

Average – 6.55 mg/L 

SD – 7.23 mg/L 

Distribution is not 

allowed to go below 

0 mg/L. 

 

5.2 Electricity Consumption Uncertainty 

 

Uncertainty surrounding the electricity consumption impacts the emissions and damages 

stemming from electricity generation.  To perform uncertainty analysis, we modify our analysis 

by changing the 𝑊𝑔
𝐸𝑙𝑒𝑐 term in Equation S1.  In the main analysis we used an average 𝑊𝑔

𝐸𝑙𝑒𝑐 and 

in the uncertainty analysis we used the extreme values listed in Table S1.  We then recalculate 

the damages associated with emissions from electricity generation using Equation S3.  The 

results of this analysis is shown in Table S10. 
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Table S10.  Sensitivity analysis for average electricity consumption, minimum electricity 

consumption, and maximum electricity consumption. 

 Baseline - Average  Minimum Maximum 

 Emissions 

[tons/yr] 

Damages 

[$M/yr] 

Emissions 

[tons/yr] 

Damages 

[$M/yr] 

Emissions 

[tons/yr] 

Damages 

[$M/yr] 

NOx 8000 53.8 5,420 36.5 10,600 71.1 

SO2 14,700 404 9,870 272 19,400 536 

PM2.5 1,690 134 1,140 91.2 2,240 177 

VOCs 25.1 0.151 17.1 0.104 33.1 0.198 

CO2 10,600,000 459 7,190,000 313 13,900,000 605 

Totals  1,060  712  1,389 

 

 

5.3 Chemical Dosage Uncertainty 

 

Uncertainty surrounding the chemical dosage impacts the emissions and damages 

stemming from chemical manufacturing.  To perform uncertainty analysis, we modify our 

analysis by changing the 𝑄𝑖,𝑓 term in Equation S2.  In the main analysis we used an average 𝑄𝑖,𝑓 

and in the uncertainty analysis we used the extreme values listed in Table S1.  We then 

recalculate the damages associated with emissions from chemical manufacturing using Equation 

S4.  The results of this analysis is shown in Table S11. 

 

Table S11.  Sensitivity analysis for average chemical dosage, minimum chemical dosages, and 

maximum chemical dosages. 

 Baseline - Average Minimum Maximum 

 Emissions 

[tons/yr] 

Damages 

[$M/yr] 

Emissions 

[tons/yr] 

Damages 

[$M/yr] 

Emissions 

[tons/yr] 

Damages 

[$M/yr] 

NOx 133 0.816 17.8 0.109 489 2.99 

SO2 293 7.07 42.7 1.03 1,050 25.2 

PM2.5 14.4 0.914 1.68 0.104 54.8 3.51 

VOCs 94.9 0.468 9.07 0.045 379 1.87 

CO2 162,000 7.04 21,800 0.946 594,000 25.8 

Totals  16.3  2.24  59.4 

 

 

5.4 Influent Flow Rate Uncertainty 

Uncertainty surrounding the influent flow rate impacts emissions from all three sources.  

In the main analysis, we used the average daily flow reported in the CWNS.  To perform this 

uncertainty analysis, we modify our analysis by changing the 𝑉𝑖 term in Equations 1 and S1 and 

S2.  We then recalculate the damages associated with emissions from biodegradation of 

wastewater using Equations 3 and S3-S5.  The results of this analysis is shown in Table S12 and 

S13. 
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Table S12.  Air emissions associated with municipal wastewater treatment in the United States 

under the design flow rates for the municipal wastewater treatment plants. 

 Electricity 

Generation 

[tons/yr] 

Chemical 

Manufacturing 

[tons/yr] 

 

Direct 

[tons/yr] 

 

Totals 

[tons/yr] 

NOx 10,800 178 160 11,100 

SO2 19,500 394 1.01 19,900 

PM2.5 2,250 19.0 0 2,269 

VOCs 34.2 124 7,110 7,270 

CO2 14,400,000 217,000 196,000* 14,800,000 

CH4   527,000 527,00 

N2O   3430 3430 
*There is an additional 12.3 million tons of biogenic CO2 produced. 
 

Table S13.  Damages associated with emissions from municipal wastewater treatment in the 

United States under the design flow rates for the municipal wastewater treatment plants. 

 Electricity 

Generation  

[$M/yr] 

Chemical 

Manufacturing 

[$M/yr] 

 

Direct 

[$M/yr] 

 

Totals 

[$M/yr] 

NOx 71.3 1.09 2.6 75.0 

SO2 520 9.52 0.693 530 

PM2.5 171 1.21 0 172 

VOCs 0.197 0.613 110 111 

CO2 624 9.41 8.5* 642 

CH4   481 481 

N2O   46.2 46.2 

Totals 1,390 21.8 650 2,060 
*There is an additional 12.3 million tons of biogenic CO2 produced. 

5.5 Biogas Flaring Uncertainty 

There is uncertainty surrounding the amount of share of biogas produced at systems with 

anaerobic digestion but not reporting biogas usage that is flared.  In the main manuscript, we 

assumed that 82% of biogas is flared and 18% is emitted to the environment, based on past 

research in this area.22 We test the uncertainty by testing two additional cases, a 100% flared and 

100% emitted to the environment.  The results of this analysis are presented in Table S14.  All 

emissions and damages from CO2 are from biogenic CO2. 
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Table S14.  Air emission and damages associated from biogas under different flaring scenarios. 

 Baseline – 82% Flared 0% Flared 100% Flared 

 Emissions 

[ton/yr] 

Damages 

[$M/yr] 

Emissions 

[ton/yr] 

Damages 

[$M/yr] 

Emissions 

[ton/yr] 

Damages 

[$M/yr] 

Baseline Scenario 

CO2* 1,138,000 49.4 787,000 34.2 1,230,000 53.5 

CH4 70,500 64.3 372,000 340 5,310 4.84 

Changes in Damages from Controlling Fugitive Emissions 

CO2* +155,000 +6.75 +903,000 +38.2 0 0 

CH4 -61,000 -63.7 -368,000 -339 0 0 
*All CO2 emissions and damages are biogenic CO2. 
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6.0 Chemical Manufacturing Location Sensitivity Analyses 

 

In the main analysis, we assume that the distribution of the chemicals used in wastewater 

treatment follows the same distribution of the chemical manufacturing sector for all chemicals.  

We test the sensitivity of our results to this assumption, by comparing it to six different 

assumptions.  These alternative assumptions are:  (1) that chemicals are manufactured in the state 

they are used in, (2) that chemicals that are manufactured in states that have non-attainment areas 

have controls installed and do not emit pollutants that are limited, (3) that chemicals are 

manufactured evenly distributed across the 48 contiguous states, (4) that chemicals are 

manufactured in Nebraska, the state with the lowest marginal damages, (5) that chemicals are 

manufactured in New Jersey, the state with the highest marginal damages, and (6) that chemicals 

are manufactured off-shore. 

 

 For the baseline analysis, we assumed that wastewater treatment chemical manufacturing 

follows the geographical distribution of revenue in the chemical manufacturing sector.23 

Assuming that all chemical manufacturing occurs offshore reduces chemical manufacturing 

damages by 57%, while assuming that all chemical manufacturing occurs in the state with the 

highest marginal chemical manufacturing damages, New Jersey, increases damages by 96%.  

However, chemical manufacturing damages are the smallest part of total air damages and at most 

lead to a 1.6% difference in total damages under the six different chemical manufacturing 

scenarios listed in Table 1.  

 

6.1 Chemicals are Manufactured in the State They Are Used In 

 

The first alternative is that chemicals are manufactured in the state where they will be 

used.  For this analysis, we modify Equation S2 as shown in Equation S5, by scaling it by the 

amount of wastewater in state l that is treated with chemical-requiring unit process g. 

 

𝑀𝑙,𝑔
𝐶 = ∑ [

𝑉𝑔,𝑙

∑ 𝑉𝑔,𝑙𝑙
(𝑙 ∑ 𝑉𝑖𝑖 ) ∑ ((∑ 𝑄𝑗,ℎℎ )(𝑒𝑐𝑚,𝑗

𝐶
𝑗 + 𝑒𝑓𝑢𝑒𝑙,𝑗

𝐶 + 𝑒𝑚𝑓,𝑙
𝐸 𝐸𝑒𝑙𝑒𝑐,𝑗

𝑐 ))] (S5) 

 

Table S15 shows the resulting emissions and damages from chemical manufacturing under this 

scenario. 

 

Table S14.  Sensitivity analysis for average electricity consumption, minimum electricity 

consumption, and maximum electricity consumption. 

 Baseline  In-State 

 Emissions 

[tons/yr] 

Damages 

[$M/yr] 

Emissions 

[tons/yr] 

Damages 

[$M/yr] 

NOx 133 0.816 124 0.872 

SO2 293 7.07 281 8.30 

PM2.5 14.4 0.914 16.8 1.52 

VOCs 94.9 0.468 87.1 0.776 

CO2 162,000 7.04 152,000 6.63 

Totals  16.3  18.1 
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6.2  Emissions on Chemical Manufacturing Are Binding in States with Non-Attainment Areas  

 

The second alternative is that chemical manufacturing in states with non-attainment areas 

are not allowed to emit additional pollutants that the state is not in standard for.  To model these 

binding emission limits on chemical manufacturing zeroed out chemical manufacturing 

emissions of NOx, SO2, and PM2.5 in a state with one or more non-attainment areas for ozone (no 

additional emissions of NOx), SO2, and PM2.5.  Table S16 shows the resulting emissions and 

damages from chemical manufacturing under this scenario. 

 

Table S16.  Sensitivity analysis for average electricity consumption, minimum electricity 

consumption, and maximum electricity consumption. 

 Baseline  Binding Regulations in Non-Attainment 

States 

 Emissions 

[tons/yr] 

Damages 

[$M/yr] 

Emissions 

[tons/yr] 

Damages 

[$M/yr] 

NOx 133 0.816 127 0.771 

SO2 293 7.07 168 4.56 

PM2.5 14.4 0.914 13.8 0.867 

VOCs 94.9 0.468 94.9 0.468 

CO2 162,000 7.04 162,000 7.04 

Totals  16.3  13.7 

 

6.3 Chemicals are Manufactured Evenly Throughout the 48 Contiguous States 

The third alternative scenario is that chemicals are manufactured evenly throughout the 

lower 48 states in the US.  For this analysis, we modify Equation S2 as shown in Equation S6.   

 

𝑀ℎ,𝑗,𝑙
𝐶 = (

1

48
) ∗ [∑ 𝑉𝑖𝑄𝑖,𝑓,𝑗 (𝑒𝑐𝑚,𝑓,ℎ

𝐶 + ∑ 𝐸𝑑,𝑓
𝐷 𝑒𝑑,ℎ

𝐷
𝑑 + 𝐸𝑓

𝐸 ∑ 𝑒𝑚𝑓,𝑙,ℎ
𝑉𝑖

∑ 𝑉𝑖𝑖
𝑖 )𝑓 ]  (S6) 

 

Table S17 shows the resulting emissions and damages from chemical manufacturing in the evenly 

distributed scenario. 

 

Table S17.  Sensitivity analysis for average electricity consumption, minimum electricity 

consumption, and maximum electricity consumption. 

 Baseline  Evenly Distributed 

 Emissions 

[tons/yr] 

Damages 

[$M/yr] 

Emissions 

[tons/yr] 

Damages 

[$M/yr] 

NOx 133 0.816 142 0.771 

SO2 293 7.07 292 6.21 

PM2.5 14.4 0.914 16.2 0.800 

VOCs 94.9 0.468 94.9 0.415 

CO2 162,000 7.04 165,000 7.19 

Totals  16.3  15.4 
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6.4 Chemicals are Manufactured in the State with the Lowest Marginal Damages 

 

The fourth alternative scenario is that chemicals are manufactured in Nebraska, the state 

with the lowest marginal damages for chemical manufacturing.  Table S18 shows the emissions 

and damages from chemical manufacturing in this scenario. 

 

Table S18.  Sensitivity analysis for average electricity consumption, minimum electricity 

consumption, and maximum electricity consumption. 

 Baseline  Nebraska 

 Emissions 

[tons/yr] 

Damages 

[$M/yr] 

Emissions 

[tons/yr] 

Damages 

[$M/yr] 

NOx 133 0.816 168 0.920 

SO2 293 7.07 416 2.90 

PM2.5 14.4 0.914 5.25 0.0734 

VOCs 94.9 0.468 94.8 0.128 

CO2 162,000 7.04 187,000 8.12 

Totals  16.3  12.1 

 

 

6.5 Chemicals are Manufactured in the State with the Highest Marginal Damages 

 

The fifth alternative scenario is that chemicals are manufactured in New Jersey, the state 

with the highest marginal damages for chemical manufacturing.  Table S19 shows the emissions 

and damages from chemical manufacturing in this scenario. 

 

Table S19.  Sensitivity analysis for average electricity consumption, minimum electricity 

consumption, and maximum electricity consumption. 

 Baseline  New Jersey 

 Emissions 

[tons/yr] 

Damages 

[$M/yr] 

Emissions 

[tons/yr] 

Damages 

[$M/yr] 

NOx 133 0.816 131 1.82 

SO2 293 7.07 205 15.2 

PM2.5 14.4 0.914 21.3 5.87 

VOCs 94.9 0.468 94.8 2.47 

CO2 162,000 7.04 152,000 6.62 

Totals  16.3  32.0 

 

6.6 Chemicals are Manufactured Off-Shore 

If chemical manufacturing takes place off-shore, then the only damages from chemical 

manufacturing to the US population is climate damages from greenhouse gas emissions.  There 

are 162,000 tons of CO2 emitted in this scenario for climate damages of $7.04 million dollars in 

2012 (in 2014$). 
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7.0 Uncertainty Analyses on Biogas Fueled Electricity Generation 

 

 
Figure S1.  Electricity generation via biogas at all municipal wastewater treatment plants with 

the design flow for wastewater treatment plants instead of the daily average flow.  The different 

colors represent the three different biogas electricity factors (BEF). 

 

 In Equation 5 in the main manuscript, the annual electricity generation is a product of two 

variables, the flow rate and the biogas electricity factor.  In the main manuscript, we used the 

average daily flow rate and an average, low, and high biogas electricity factor.  The remaining 

uncertainty is therefore around the flow rate.  For the uncertainty analysis on the flow rate, we 

repeat the plant-level calculations in Equation 5 using the plant design flow as 𝑉𝑖.  The results of 

this analysis are shown in Figure S1. 
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8.0 Nomenclature 

 

Notation 

d:   Marginal damages per short ton of air emissions [$/g] 

D: Nationwide damages from air emissions [$/yr] 

e: Unit emissions [g/kWh], [g/MJ], [g/g-chemical] 

E: Energy demand [kWh/yr], [MJ/yr] 

M: Mass of pollutants [g/yr] 

Q: Chemical dose [g/m3] 

V: Value of the chemical manufacturing sector [$/yr] 

V: Volume of wastewater treated [m3/yr] 

W: Electricity consumed during wastewater treatment processes [kWh/m3] 

Superscripts 

C: Direct emissions from chemical manufacturing 

D: Emissions from thermal fuel combustion 

Chem: Emissions from chemical manufacturing 

Elec: Emissions from electricity generation 

Subscripts 

cm: Direct emissions from chemical manufacturing 

d: Thermal fuel 

f: Chemical 

g: Unit process 

i: POTW 

j: Air pollutant (i.e. NOx, SO2, PM2.5, VOC, CO2, CH4, N2O) 

l: State 

mf: Electricity emissions factor  
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APPENDIX 3:  SUPPORTING INFORMATION FOR CHAPTER 4 - 

SPATIALLY RESOLVED AIR-WATER EMISSIONS TRADEOFFS IMPROVE 

REGULATORY IMPACT ANALYSES FOR ELECTRICITY GENERATION 
 

Supporting Information Description:   

This document contains a description of FGD systems and FGD wastewater treatment; the life 

cycle emissions inventory data; sensitivity analysis on the distribution of chemical manufacturing; 

details on the model for marginal emission damage estimates; sensitivity analysis on the price of 

carbon; a summary of the EPA’s cost-benefit analysis of the final effluent limitation guidelines 

and our methodology for updating it; the emissions resulting from treating 1 m3 of FGD 

wastewater; and the damages by pollutant using plant and marginal emission factors for auxiliary 

electricity demand.   

This Supporting Information is available at: 

http://www.pnas.org/content/suppl/2017/02/01/1524396114.DCSupplemental/pnas.1524396114.

sapp.pdf  

  

http://www.pnas.org/content/suppl/2017/02/01/1524396114.DCSupplemental/pnas.1524396114.sapp.pdf
http://www.pnas.org/content/suppl/2017/02/01/1524396114.DCSupplemental/pnas.1524396114.sapp.pdf
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APPENDIX 4:  SUPPORTING INFORMATION FOR CHAPTER 5 – 

QUANTITY, QUALITY, AND AVAILABILITY OF WASTE HEAT FROM 

UNITED STATES THERMAL POWER GENERATION 
 

Supporting Information Description:   

This document contains descriptions of 1) power plant cycles; 2) detailed analysis of exhaust gas 

composition and properties; 3) the list of the studies used to construct estimates of residual heat 

distribution; 4) sensitivity analysis results for the residual heat distribution; 5) description of the 

models for heat exchangers and transport distances; 6) description of the 21 scenarios used for 

residual heat forecasting; 7) the data set of residual heat generation at US power plants and 

instructions on how to access it; 8) electricity substitution calculations; 9) geospatial breakdowns 

of the residual heat locations and 10) sensitivity analysis for transport distances to natural gas 

prices. 

This Supporting Information is available at:  

http://pubs.acs.org/doi/suppl/10.1021/es5060989  

  

http://pubs.acs.org/doi/suppl/10.1021/es5060989


 

A48 
 

APPENDIX 5:  SUPPORTING INFORMATION FOR CHAPTER 6 – WATER 

TREATMENT CAPACITY OF FORWARD-OSMOSIS SYSTEMS UTILIZING 

POWER-PLANT WASTE HEAT 
 

Supporting Information Description:   

This document contains 1) the reactions in CO2-NH3-H2O systems; 2) detailed specifications for 

the ASPEN simulations; 3) the interfacial mass and heat transfer calculations in the rate-based 

model; 4) the activity coefficient calculations using the Electrolyte NRTL model; 5) the 

equilibrium constants and reaction rates for the models; 6) details on the parameter estimation 

methods in the mathematical model; 7) the parameters of the FO membrane model; 8) details on 

the membrane draw and feed solution modeling; 9) the finite element algorithm that we use for 

modeling the membrane; 10) the computational performance and accuracy of the chemistry, 

equilibrium stage, and rate-based models; 11) estimates of electrical duty in the system; and 12) 

the rates of mass transfer and reaction rate in the DSR column.   

This Supporting Information is available at:  

http://pubs.acs.org/doi/suppl/10.1021/acs.iecr.5b00460  

  

http://pubs.acs.org/doi/suppl/10.1021/acs.iecr.5b00460
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APPENDIX 6:  SUPPORTING INFORMATION FOR CHAPTER 7 - 

TECHNOECONOMIC ASSESSMENT OF WASTE HEAT DRIVEN 

FORWARD OSMOSIS SYSTEMS FOR ONSITE WASTEWATER 

TREATMENT 
 

Supporting Information Summary: 

The supporting information contains descriptions of 1) the process meta-models; 2) the 

optimization problem formulation; and 3) the tabulated results presented in Figures 3 and 4 of 

the main manuscript.  

 

This supporting information is 23 pages long and contains 3 figures (Figures S1-S3) and 13 

tables (Tables S1-S13). 
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1.0 Process Meta-Models 

 

1.1 Forward Osmosis Meta-Model 

 

Discrete FO model 

We modeled the FO process as a flat plate counter-current membrane with a discrete set of nodes 

(𝑛), as shown in Figure S1. Each node has an associated feed-side (𝑓) and draw-side (𝑑). The 

key variables for each node are the flowrate (𝑄𝑓, 𝑄𝑑), concentration (𝐶𝑓, 𝐶𝑑), water flux (𝐽𝑤), 

and salt flux (𝐽𝑠). In our model, we consider three components (𝑗): sodium chloride (𝑗1), 

ammonium bicarbonate (𝑗2), and water (𝑗3). The model iteratively solves the implicit mass 

balance equations and water and salt flux equations.  

Mass balance 

Since the feed-side and draw-side flows are counter-current, the index of the inlets and outlet of 

the nodes are different and is reflected in Figure S1 and in the mass balance Equations S1-S4. 

For the mass balance, we fix the density to 1000 (
𝑘𝑔

𝑚3).  

The output flowrate and concentration of feed nodes is calculated with Equations S1 and S2.  

𝑄𝑓𝑛 = 𝑄𝑓𝑛−1 − (Jwn +
1

𝜌
∑ 𝐽𝑠𝑗,𝑛𝑗 ) 𝐴𝑟𝑒𝑎𝑛   ∀𝑛   (S1) 

𝐶𝑓𝑗,𝑛 = 𝑄𝑓𝑛−1𝐶𝑓𝑗,𝑛−1 − 𝐽𝑠𝑗,𝑛𝐴𝑟𝑒𝑎𝑛   ∀𝑛, 𝑗1, 𝑗2   (S2) 

Where 𝑄𝑓𝑛 and 𝑄𝑓𝑛−1 are the feed flowrate (
𝑚3

𝑠
 ) out of and into node 𝑛, respectively, 𝐽𝑤𝑛 is the 

water flux (
𝑚3

𝑚2𝑠
) for node 𝑛, and 𝐽𝑠𝑐,𝑛 is the salt flux (

𝑘𝑔

𝑚2𝑠
) for salt 𝑗 (𝑗1 or 𝑗2) and node 𝑛, 𝜌 is 

the fixed density (
𝑘𝑔

𝑚3), 𝐴𝑟𝑒𝑎𝑛 is the membrane area (𝑚2) for node 𝑛, 𝐶𝑓𝑗,𝑛 and 𝐶𝑓𝑗,𝑛−1 is the 

concentration (
𝑘𝑔

𝑚3) for salt 𝑗 and out of and into node 𝑛, respectively.  

The output flowrate and concentration of draw nodes is calculated with equations S3 and S4.  

𝑄𝑑𝑛 = 𝑄𝑑𝑛+1 + (Jwn +
1

𝜌
∑ 𝐽𝑠𝑗,𝑛𝑐 ) 𝐴𝑟𝑒𝑎𝑛   ∀𝑛   (S3) 

𝐶𝑑𝑗,𝑛 = 𝑄𝑑𝑛+1𝐶𝑓𝑗,𝑛+1 − 𝐽𝑠𝑗,𝑛𝐴𝑟𝑒𝑎𝑛   ∀𝑛, 𝑗1, 𝑗2   (S4) 

Where the notation is the similar to the feed-side except that the variables are draw-side (noted 

by 𝑑) and index 𝑛 + 1 is the inlet to node 𝑛. 
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Figure S1. Discrete nodes, flow directions, and variables for the flat plate counter-current FO 

module. The dots represent the center of each node and the surrounding box is the boundary. A 

subsection of node N is provided with the relevant flowrates (𝑄), concentrations (𝐶), water flux 

(𝐽𝑤), and salt flux (𝐽𝑠) labeled. 

 

Water and salt flux 

The water flux for each node is calculated in equation S5. 

𝐽𝑤𝑛 = 𝐴 [(𝜋𝑓𝑛 exp (
𝐽𝑤𝑛

𝑘
) − 𝜋𝑑𝑛 exp(−𝐽𝑤𝑛𝐾))]  (S5) 

Where 𝐽𝑤 is the water flux (
𝑚3

𝑚2𝑠
) from the feed to the draw, 𝐴 is the pure water permeability 

coefficient (
𝑚

𝑃𝑎 𝑠
), 𝜋𝑓𝑛 and 𝜋𝑑𝑛 is the bulk feed and draw osmotic pressure (𝑃𝑎), 𝑘 is the feed 

mass transfer coefficient (
𝑚

𝑠
), and 𝐾 is the solute resistivity for diffusion in the sweep side 

porous support (
𝑠

𝑚
); refer to McCutcheon and Elimelech on how to determine k and K 

parameters.1 

The salt flux for each node is calculated in equation S6. 

𝐽𝑠𝑗,𝑛 = 𝐵𝑗[𝐶𝑓𝑗,𝑛 − 𝐶𝑑𝑗,𝑛]     (S6) 

Where 𝐽𝑠𝑗,𝑛 is the salt flux (
𝑘𝑔

𝑚2𝑠
) for salt 𝑗 (𝑗1 or 𝑗2) from the feed to the draw, 𝐵𝑗 is the salt 

permeability coefficient (
𝑚

𝑠
), and 𝐶𝑓𝑗,𝑛 and 𝐶𝑑𝑗,𝑛 are the concentration of the feed and draw, 

respectively. 
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Fixed parameters and intermediate variables 

In our model, there are various fixed parameters and intermediate variables. The fixed 

parameters include solution, membrane, membrane module parameters, and operating 

conditions. The solution parameters are: the density at 1000 (
𝑘𝑔

𝑚3
), viscosity at 8.95x10-4 (𝑃𝑎 𝑠), 

solute diffusivity at 1.5x10-9 (
𝑚2

𝑠
), and Reynolds number at 1000. The membrane parameters 

are: structural parameter at 500x10-6 (𝑚), pure water permeability coefficient at 10-12 (
𝑚

𝑃𝑎 𝑠
), 

sodium chloride salt permeability coefficient at 6.5x10-8 (
𝑚

𝑠
), and ammonium bicarbonate salt 

permeability coefficient at 10.5x10-8 (
𝑚

𝑠
). The membrane module parameters are: height at 0.001 

(𝑚) and the width is adjusted such that the inlet feed flowrate has a Reynolds number of 1000. 

Note that the membrane module length is an input variable to adjust membrane area. The 

operating conditions are: draw concentration is 3M ammonium bicarbonate and the inlet draw 

flowrate is half the inlet feed flowrate. 

The intermediate variables include the osmotic pressure in the feed and draw. In our model, we 

assume the bulk osmotic pressure is the sum of the osmotic pressure from sodium chloride and 

ammonium bicarbonate as shown in Equation S7. 

𝜋𝑏 = 𝜋𝑗1 + 𝜋𝑗2     (S7) 

Where 𝜋𝑏 is the bulk osmotic pressure (𝑃𝑎) and  𝜋𝑗1 and 𝜋𝑗2 are the osmotic pressure (𝑃𝑎) of 

sodium chloride and ammonium bicarbonate, respectively. We estimate the osmotic pressure of 

sodium chloride and ammonium bicarbonate as a function of concentration as shown in 

Equations S8 and S9. 

𝜋𝑗1 = 4260 𝐶𝑗1 + 0.7 𝐶𝑗1
2     (S8) 

𝜋𝑗2 = 4410 𝐶𝑗2 − 0.32 𝐶𝑗2
2     (S9) 

Where 𝐶𝑗1 and 𝐶𝑗2 are the concentrations (
𝑚𝑚𝑜𝑙

𝐿
) of sodium chloride (𝑗1) and ammonium 

bicarbonate (𝑗2). 

Solution method 

The model is solved with an iterative method. Initially, the model guesses a water and salt flux. 

Then three iterative steps are repeated until an error tolerance is reached. Given a guessed water 

and salt flux, step 1 calculates the concentration and flowrates given a guessed water and salt 

flux. Given the concentration determined in step 1, step 2 calculates the water and salt flux. 

Given the calculated water and salt flux determined in step 2, step 3 updates the guessed water 

and salt flux. This process is repeated until the water and salt flux between iterations has a 

relative error less than 0.1%. 
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Forward Osmosis Meta-Model 

We use the forward osmosis model presented above to develop regression models for water and 

salt recovery as a function of membrane area. We simulate the forward osmosis model for a 

range of membrane areas (dependent on flowrate of case study) and fit the equations for 

recoveries greater than 20%. The form of the regression model for water recovery is shown in 

Equation S10.  

𝑅𝑗 =  𝛽0,𝑗 + 𝛽1,𝑗𝐴𝑟𝑒𝑎𝑚𝑒𝑚 + 𝛽2,𝑗𝐴𝑟𝑒𝑎𝑚𝑒𝑚
2  + 𝜖   ∀𝑗 (S10) 

Where 𝑅𝑗 is the recovery for component 𝑗 (sodium chloride 𝑗1, ammonium bicarbonate 𝑗2, water 

𝑗3), 𝛽 are the regression coefficients, and 𝐴𝑟𝑒𝑎𝑚𝑒𝑚 is the membrane area. The regression 

coefficients for the case studies are presented in Tables S1-3 and all R2 values were greater than 

0.99. Additionally, we present the simulation and fit for the base PC w/CC case in Figure S2. 

 

Figure S2. Forward osmosis simulation and regression for the base PC w/CC case. The circles 

are simulations, filled circles are used for the regression, and the dotted line is the fitted 

polynomial.  
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Table S1.  Forward osmosis meta-model coefficients. 

  𝛽0 𝛽1 𝛽2 

PC w/o CC    

Sodium Chloride -5.43E-03 2.92E-06  

Ammonium Bicarbonate 1.45E-02 3.72E-06  

Water 1.52E-01 2.05E-05 -2.59E-10 

PC w/CC    

Sodium Chloride -5.07E-03 2.42E-06  

Ammonium Bicarbonate 1.38E-02 3.10E-06  

Water 1.39E-01 1.78E-05 -1.89E-10 

IGCC       

Sodium Chloride -3.08E-02 6.70E-04  

Ammonium Bicarbonate 8.34E-03 2.98E-04  

Water 4.88E-02 7.37E-03 -1.57E-05 

Plant Bowen       

Sodium Chloride -4.15E-03 1.19E-06  

Ammonium Bicarbonate 1.12E-02 1.61E-06  

Water 1.06E-01 1.06E-05 -6.64E-11 

 

Table S2.  Forward osmosis meta-model coefficients for the draw solution concentration 

sensitivity analysis. 

  𝛽0 𝛽1 𝛽2 

2 M    

Sodium Chloride -1.59E-03 2.45E-06  

Ammonium Bicarbonate 1.24E-02 4.04E-06  

Water 8.08E-02 1.74E-05 -2.32E-10 

3 M*    

Sodium Chloride -5.43E-03 2.92E-06  

Ammonium Bicarbonate 1.45E-02 3.72E-06  

Water 1.52E-01 2.05E-05 -2.59E-10 

4 M       

Sodium Chloride -8.01E-03 3.30E-06  

Ammonium Bicarbonate 1.16E-02 3.74E-06  

Water 1.51E-01 2.72E-05 -3.84E-10 

5 M       

Sodium Chloride -1.10E-02 3.67E-06  

Ammonium Bicarbonate 1.02E-02 3.77E-06  

Water 1.67E-01 3.02E-05 -4.44E-10 
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Table S3.  Forward osmosis meta-model coefficients for the feed solution concentration 

sensitivity analysis. 

  𝛽0 𝛽1 𝛽2 

0.4 M    

Sodium Chloride -1.30E-02 3.77E-06  

Ammonium Bicarbonate 1.29E-02 3.49E-06  

Water 1.68E-01 2.76E-05 -3.47E-10 

0.6 M*    

Sodium Chloride -5.43E-03 2.92E-06  

Ammonium Bicarbonate 1.45E-02 3.72E-06  

Water 1.52E-01 2.05E-05 -2.59E-10 

0.8 M       

Sodium Chloride -1.62E-03 2.50E-06  

Ammonium Bicarbonate 1.71E-02 3.83E-06  

Water 1.37E-01 1.38E-05 -1.50E-10 

 

1.2 Distillation Column Meta-Model 

 

We use an the ASPEN model described in our past work2 in order to build a dataset on 

the performance of the distillation column under the of inputs listed in Table S4.  We use this 

model to record the outputs listed in Table S4. 

 

Table S4.  Inputs, Input Ranges, and Outputs from the ASPEN Distillation Column Model 

Variables Range 

Inputs  

Number of Trays [10-30] 

NH4HCO3 Feed Concentration [0.75M-2.0 M] 

NH3 Concentration in Treated Water [100-1000 ppb] 

Volumetric Flow Rate In [4-30 m3/hr] 

Tray Diameter [0.5-3.0 m] 

Outputs  

Heat Duty Requirement  

Mass Based Flow Rate In  

Mass Based Flow Rate of Treated Water  

Volumetric Flow Rate of Treated Water  

   

We use this ASPEN model to build two different sets of regression models, one for a low 

flow distillation column (flow rate <100 m3/hr) and one for a high flow distillation column (flow 

rate >100 m3/hr).  These regression models model the number of trays (Ntrays) in the distillation 

column and the required heat duty (Qrequired) in the reboiler for the distillation column as a 

function of the water recovery (WR) observed in the distillation column.  Tables S5 and S6 

present the coefficients for the high flow and low flow distillation column that are used in 

Equations S11 and S12. 
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𝑁𝑡𝑟𝑎𝑦 = exp(𝛽0) 𝑅𝑑𝑖𝑠
𝛽1 + 𝜖  (S11) 

 

𝑄𝑟𝑒𝑞𝑢𝑖𝑟𝑑 = 𝛽0 + 𝛽1 + 𝛽2 ∗ 𝑊𝑅2 + 𝜖  (S12) 

 

Table S5.  Number of Trays Meta-Model Coefficients 

 β0 β1 R2 

High-Flow Column 1.75 -0.547 0.9934 

Low-Flow Column 1.69 -0.574 0.9896 

  

 

Table S6.  Reboiler Heat Duty Meta-Model 

 β 0 β1 β 2 Adjusted R2 

High-Flow Column 365 1060 8980 0.9973 

Low-Flow Column 357 1010 8890 0.9967 

  

1.3 Brine Treatment Train Meta-Model 

 

We build a model of a flash distillation column in ASPEN.  The flash distillation column 

operates at a temperature of 91°C and a pressure of 1 atm.  A feed stream at a concentration of 

approximately 1.2M (twice the feed flow rate) and enters at a temperature of 50°C at a pressure 

of 1.01 atm to account for pressure losses within the system.  Based on this ASPEN model, we 

calculate an energy consumption of 317.6 MJ/m3, an ammonia recovery of 90% and a 30% 

recovery of water.   
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2.0 Optimization Problem Formulation 

 

We formulate the forward osmosis and crystallization process using a nonlinear 

programming (NLP) problem.  Our objective is to minimize the costs of treating the wastewater 

to achieve zero liquid discharge.  The NLP problem encompasses the 5 main process units: 1) 

forward osmosis module, 2) heat exchangers, 3) distillation column, 4) ammonia recovery unit, 

5) crystallizer unit.  

 

In this problem, there are 14 streams, noted by subscript 𝑖 and labeled in Figure S3. Each 

stream 𝑖 has an associated mass flow, 𝑀𝑖,𝑗, where 𝑗 is the component of the stream.  There are 

three components of the stream: 𝑗1) sodium chloride, 𝑗2) ammonium bicarbonate, 𝑗3) water. 

Additionally, each stream has an associated temperature, 𝑇𝑖.  These state variables are related by 

mass and energy balances and process performance equations presented in the following 

sections. 

 

 
Figure S3.  Streams in the optimization model. 

 

2.1 FO module 

 

The mass balance for each component in the FO module is represented by the constraint 

shown in Equation S13. 

 

𝑀𝑖1,𝑗 + 𝑀𝑖3,𝑗 = 𝑀𝑖2,𝑗 + 𝑀𝑖4,𝑗   ∀𝑗  (S13) 

 

Where 𝑀𝑖,𝑗 is the mass flow [kg/s] associated with stream 𝑖 and component 𝑗. Stream 𝑖1 and 𝑖3 

are the FO module inlets, while stream 𝑖2 and 𝑖4 are the FO module outlets. 
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The mass of each component that crosses the membrane is based on the recovery, 

𝑅𝑚𝑒𝑚,𝑗, as shown in Equation S14. 

 

𝑅𝑚𝑒𝑚,𝑗 = 𝛽0,𝑗 + 𝛽1,𝑗𝐴𝑟𝑒𝑎𝑚𝑒𝑚 + 𝛽2,𝑗𝐴𝑟𝑒𝑎𝑚𝑒𝑚
2   ∀𝑗 (S14) 

 

Where 𝛽0,𝑗, 𝛽1,𝑗, 𝛽2,𝑗 are the parameters estimated in the meta-model described in Section S1.1, 

and 𝐴𝑚𝑒𝑚 is the membrane area.  The recovery is used to relate the inlet mass flow rate to the 

outlet mass flow rate as enforced in the constraints shown in Equations S15-S17. 

 

𝑀𝑖1,𝑗1𝑅𝑚𝑒𝑚,𝑗1 + 𝑀𝑖3,𝑗1 = 𝑀𝑖4,𝑗1 (S15) 

𝑀𝑖3,𝑗2𝑅𝑚𝑒𝑚,𝑗2 + 𝑀𝑖1,𝑗2 = 𝑀𝑖2,𝑗2 (S16) 

𝑀𝑖1,𝑗3𝑅𝑚𝑒𝑚,𝑗3 + 𝑀𝑖3,𝑗3 = 𝑀𝑖4,𝑗3 (S17) 

 

Note that equations (S15) and (S17) have the same form with different stream components 𝑗, 

while constraint (S16) has a different form.  This difference arises because component 𝑗2, which 

is ammonium bicarbonate, backpermeates from the draw to the feed solution, while 𝑗1 and 𝑗3, 

which are sodium chloride and water, permeates from the feed to the draw solution. 

 

2.2 Mixer 

 

The mixer combines the diluted draw and the recovered ammonia bicarbonate stream 

before preheating and eventual distillation.  The mixing is represented in Equation S18. 

 

𝑀𝑖6,𝑗 = 𝑀𝑖4,𝑗 + 𝑀𝑖5,𝑗    ∀𝑗 (S18) 

 

2.3 Heat Exchangers 

 

There are five heat exchangers in the proposed process.  Three of the heat exchangers are 

used to preheat the dilute draw solution to 100 °C before being fed into the distillation column.  

Two of these preheaters (heat exchanger 1 and 2) exchange heat between two liquid streams, 

while the other preheater (heat exchanger 3) exchanges heat between a liquid stream and the flue 

gas.  The final two heat exchangers (heat exchanger 4 and 5) boil water in the distillation and 

ammonia recovery unit by providing heat from the flue gas.  

 

Heat exchangers have a cold and hot stream, indicated by the subscripts 𝐶 and 𝐻, 

respectively.  There is no change in mass flow rate for the cold and hot stream as represented by 

the constraint shown in Equation S19. 

 

𝑀𝑖,𝑗 = 𝑀𝑖′,𝑗   ∀𝑖𝑖′ ∈ 𝐻𝐸𝑖𝑖′  (S19) 

 

Where 𝑖 is the inlet and 𝑖′ is the outlet for a cold or hot stream, which is represented by set 𝐻𝐸𝑖𝑖′ .  

Table S7 shows the cold and hot stream pairs for each heat exchanger.  For heat exchanger 4 and 

5 the cold stream is the boiling water in the distillation or ammonia recovery unit, and therefore 
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the mass flow rate is not relevant or assigned to a stream 𝑖.  For heat exchanger 3, 4, and 5 the 

hot stream is flue gas and the mass flow rate is also not relevant to the optimization model. 

 

Table S7. Cold and hot stream pairs for the heat exchanger.  

Heat exchanger Inlet cold stream Outlet cold stream Inlet hot stream Outlet hot stream 

1 𝑖6 𝑖7 𝑖10 𝑖11 
2 𝑖7 𝑖8 𝑖12 𝑖13 
3 𝑖8 𝑖9   

4     

5     

 

The heat duty of the heat exchanger, 𝑄𝑒𝑥 (kW), is determined by Equation S20. 

 

𝑄𝑒𝑥 = 𝑈 𝐴𝑟𝑒𝑎𝑒𝑥 ∆𝑇𝑐ℎ𝑒𝑛 (S20) 

 

Where 𝑈 is the overall heat transfer coefficient (kW/m2 °C), 𝐴𝑒𝑥 is the heat exchanger area (m2), 

and ∆𝑇𝑐ℎ𝑒𝑛 is Chen’s temperature difference (°C).  The Chen’s temperature difference is 

determined using Equation S21.  

 

∆𝑇𝑐ℎ𝑒𝑛 = ((𝑇𝐻,𝑜𝑢𝑡 − 𝑇𝐶,𝑖𝑛)(𝑇𝐻,𝑖𝑛 − 𝑇𝐶,𝑜𝑢𝑡))

1

3
∗ (

1

2
(𝑇𝐻,𝑜𝑢𝑡 − 𝑇𝐶,𝑖𝑛)(𝑇𝐻,𝑖𝑛 − 𝑇𝐶,𝑜𝑢𝑡))

1

3
  (S21) 

Where 𝑇𝐶,𝑖𝑛 and 𝑇𝐶,𝑜𝑢𝑡 are the temperatures of the inlet and outlet cold stream, respectively, and 

𝑇𝐻,𝑖𝑛 𝑇𝐻,𝑜𝑢𝑡 are the temperatures of the inlet and outlet hot stream, respectively.  Table S8. shows 

whether these temperatures are a variable or a parameter.  The temperature is a variable if noted 

with 𝑇𝑖 and is a parameter otherwise.  TFG stands for temperature of the flue gas. 

 

Table S8. The temperature of the inlet and outlet of the cold and hot stream for each heat 

exchanger.  

Heat exchanger 𝑇𝐶,𝑖𝑛 𝑇𝐶,𝑜𝑢𝑡 𝑇𝐻,𝑖𝑛 𝑇𝐻,𝑜𝑢𝑡 

1 𝑇𝑖6 𝑇𝑖7 𝑇𝑖10 𝑇𝑖11 
2 𝑇𝑖7 𝑇𝑖8 𝑇𝑖12 𝑇𝑖13 
3 𝑇𝑖8 𝑇𝑖9 TFG TFG-10 

4 100 °C 100 °C TFG TFG-10 

5 100 °C 100 °C TFG TFG-10 

 

When the temperature is a variable, (cold stream for heat exchanger 1, 2, and 3, and hot 

stream for heat exchanger 1 and 2) the heat duty relates the temperature of the inlet and outlet 

cold and hot stream through the simple heating constraints shown in Equations S22 and S23. 

 

𝑄𝑒𝑥 = (∑ 𝑀𝐶,𝑖𝑛,𝑗𝑗 )𝐶𝑝 (𝑇𝐶,𝑜𝑢𝑡 − 𝑇𝐶,𝑖𝑛) (S22) 

𝑄𝑒𝑥 = (∑ 𝑀𝐻,𝑖𝑛,𝑗𝑗 )𝐶𝑝 (𝑇𝐻,𝑖𝑛 − 𝑇𝐻,𝑜𝑢𝑡) (S23) 

 

Where the summation of 𝑀∗,𝑖𝑛,𝑗 is the total mass flow rate in the hot and cold stream, and 𝐶𝑝 is 

the specific heat capacity of water (assumed to be 4.186 kJ/kg °C).  
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We assume that the minimum approach temperature is 5 °C, as represented in the 

constraints shown in Equation S24 and S25. 

 

𝑇𝐶,𝑖𝑛 + 5 ≤ 𝑇𝐻,𝑜𝑢𝑡 (S24) 

𝑇𝐶,𝑜𝑢𝑡 + 5 ≤ 𝑇𝐻,𝑖𝑛 (S25) 

 

2.4 Distillation Column 

 

The component mass balance in the heat exchanger is represented in the constraint 

represented by Equation S26. 

 

𝑀𝑖9,𝑗 = 𝑀𝑖10,𝑗 + 𝑀𝑖12,𝑗    ∀𝑗 (S6) 

 

Where stream 𝑖9 is the feed, stream 𝑖10 is the distillate, and stream 𝑖12 is the bottoms of the 

distillation column. 

 

We assume that no sodium chloride will be present in the distillate, as represented by the 

constraint in the following Equation S27. 

 

𝑀𝑖10,𝑗1 = 0 (S27) 

 

We also assume that the concentration of ammonium bicarbonate in the bottoms is equal to 1 

ppm, which shown in Equation S28. 

 

𝑀𝑖12,𝑗2 ∗ 1𝐸6 =  ∑ 𝑀𝑖12,𝑗𝑗  (S28) 

 

Water separation is dictated by the water recovery in the distillation column, 𝑅𝑑𝑖𝑠, and is 

determined by Equation S29. 

 

𝑀𝑖10,𝑗3 = 𝑀𝑖9,𝑗3 𝑅𝑑𝑖𝑠 (S29) 

 

We estimate the required heat duty and number of trays for the distillation column to 

obtain the water recovery in the distillation column through a meta-model described in SI section 

1.2.  The required heat duty and number of trays is determined by the constraints established in 

Equations S30 and S31. 

 

𝑄𝑒𝑥4 = (𝛽0 + 𝛽1 𝑅𝑑𝑖𝑠 +  𝛽2 𝑅𝑑𝑖𝑠
2) ∑ 𝑀𝑖12,𝑗𝑗   (S30) 

 

𝑁𝑡𝑟𝑎𝑦 = exp(𝛽0) 𝑅𝑑𝑖𝑠
𝛽1 (S31) 

 

2.5 Ammonia Recovery Unit 

 

The component mass balance in the ammonia recovery unit is represented by Equation 

S32. 
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𝑀𝑖2,𝑗 = 𝑀𝑖4,𝑗 + 𝑀𝑖5,𝑗    ∀𝑗 (S32) 

 

The ammonia-bicarbonate recovery is fixed to 90% and is enforced by the constraint shown in 

Equation S33. 

 

𝑀𝑖5,𝑗2 = 0.9 𝑀𝑖2,𝑗2 (S33) 

 

The water recovery in the ammonia recovery unit is fixed to 30% and is enforced by Equation 

S34.  

 

𝑀𝑖5,𝑗3 = 0.3 𝑀𝑖2,𝑗3 (S34) 

 

The required heat duty of the ammonia recovery unit is determined by the constraint shown in 

Equation S35. 

 

𝑄𝑒𝑥5 = 𝑀𝑖5,𝑗3 𝑄̂𝐴𝑅 (S35) 

 

Where 𝑄𝑒𝑥5 is the heat duty of the ammonia recovery unit, 𝑄̂𝐴𝑅 is the specific thermal energy 

demand (kJ per kg of water distillate). 

 

2.6 Chemical Addition 

 

Ammonia bicarbonate must be added to replenish the ammonium bicarbonate is lost in 

the product water from the distillation column.  We add the ammonia bicarbonate just before the 

draw solution enters the FO module as represented in the constraint shown in Equation S36. 

 

𝑀𝑖3,𝑗2 = 𝑀𝑖11,𝑗2 + 𝑀𝑎𝑑𝑑,𝑗2 (S36) 

 

Where 𝑀𝑎𝑑𝑑,𝑗2 is the mass of ammonia bicarbonate added. 

 

2.7 Condenser 

 

The cooling duty of the condenser is determined using Equation S37. 

 

𝑄𝐶𝑜𝑛𝑑 = 𝐻𝑣𝑎𝑝 𝑀𝑖10,𝑗3 (S37) 

 

Where 𝑄𝐶𝑜𝑛𝑑 is the cooling duty of the condenser, 𝐻𝑣𝑎𝑝 is the heat of vaporization of water, and 

𝑀𝑖10,𝑗3 is the water mass flowrate in the distillate. 

 

The cooling duty of the chiller is determined by Equation S38.  

 

𝑄𝑐ℎ𝑖𝑙𝑙𝑒𝑟 = (∑ 𝑀𝑖11,𝑗𝑗 )𝐶𝑝 (𝑇𝑖11 − 50)  (S38) 

 

The total cooling duty is the sum of the cooling duty of the condenser and chiller, as shown in 

Equation S39. 
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𝑄𝐶 = 𝑄𝑐𝑜𝑛𝑑 + 𝑄𝑐ℎ𝑖𝑙𝑙𝑒𝑟 (S39) 

 

2.8 Objective Function 

 

The objective of the model is to minimize the cost of the system.  We base the cost model 

parameters on the NETL ICARUS model3 and standard engineering references.4 The total cost is 

the summation of 7 components as shown in Equation S40. 

 

𝑜𝑏𝑗 = 𝐶𝑜𝑠𝑡𝑚𝑒𝑚 + 𝐶𝑜𝑠𝑡𝑑𝑖𝑠 + 𝐶𝑜𝑠𝑡𝑐𝑟𝑦𝑠 + 𝐶𝑜𝑠𝑡𝑒𝑥 + 𝐶𝑜𝑠𝑡𝑐ℎ𝑒𝑚 + 𝐶𝑜𝑠𝑡𝑎𝑟 + 𝐶𝑜𝑠𝑡𝑐𝑜𝑛𝑑 (S40) 

 

Where the subscripts: mem is membrane module, dis is distillation column, crys is the 

crystallizer, ex is the heat exchangers, chem is the chemicals, ar is the ammonia recovery, cond is 

the condenser and chiller. 

 

The membrane cost is calculated using Equation S41. 

 

𝐶𝑜𝑠𝑡𝑚𝑒𝑚 = 𝐶𝑉𝑚𝑒𝑚 ∗ 𝐴𝑟𝑒𝑎𝑚𝑒𝑚 (S41) 

 

Where 𝐶𝑉𝑚𝑒𝑚 is the variable cost of the membrane. 

 

The distillation cost is calculated by Equation S42. 

 

𝐶𝑜𝑠𝑡𝑑𝑖𝑠 = 𝐶𝐹 (17400 + 75(𝐻𝑇𝑈 ∗ 𝑁𝑡𝑟𝑎𝑦 ∗ 𝜋 ∗ 𝐷𝑑𝑖𝑠 ∗ 0.05 ∗ 7740)
0.85

+
𝜋

4
∗ 𝐷𝑑𝑖𝑠

2 ∗

𝐻𝑇𝑈 ∗ 𝑁𝑡𝑟𝑎𝑦 ∗ 7600 + 13705 + 180 ∗ 𝐴𝑟𝑒𝑎𝑒𝑥4) (S42) 

 

Where 𝐶𝐹 is the capital recovery factor, 𝐻𝑇𝑈 is the height of the transfer unit, 𝐷𝑑𝑖𝑠 is the 

diameter of the distillation column, 𝐴𝑒𝑥4 is the area of the heat exchanger for the reboiler.   

The cost of the crystallizer is calculated with Equation S43. 

 

𝐶𝑜𝑠𝑡𝑐𝑟𝑦𝑠 = 𝐶𝑉𝑐𝑟𝑦𝑠 ∑ 𝑀𝑖4,𝑗𝑗  (S43) 

 

Where 𝐶𝑉𝑐𝑟𝑦𝑠 is the variable cost of the crystallizer. 

 

The cost of the preheating heat exchangers is calculated by Equation S44. 

 

𝐶𝑜𝑠𝑡𝑒𝑥 = 𝐶𝐹 (3 ∗ 13705 + 180 ∗ (𝐴𝑟𝑒𝑎𝑒𝑥,1 + 𝐴𝑟𝑒𝑎𝑒𝑥,2 + 𝐴𝑟𝑒𝑎𝑒𝑥,3)) (S44) 

 

The cost of the chemicals is calculated with Equation S45. 

 

𝐶𝑜𝑠𝑡𝑐ℎ𝑒𝑚 = 𝐶𝑉𝑐ℎ𝑒𝑚𝑀𝑎𝑑𝑑,𝑗2 (S45) 

 

Where 𝐶𝑉𝑐ℎ𝑒𝑚 is the variable cost of the ammonia-bicarbonate. 
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The cost of the ammonia recovery unit is calculated using Equation S46. 

 

𝐶𝑜𝑠𝑡𝑎𝑟 = 𝐶𝑉𝑎𝑟 ∑ 𝑀𝑖5,𝑗𝑗 + 𝐶𝐹(13705 + 180 ∗ 𝐴𝑟𝑒𝑎𝑒𝑥,5) (S46) 

 

Where 𝐶𝑉𝑎𝑟 is the variable cost of the ammonia recovery unit. 

 

The cost of the of the condenser and chiller is calculated by Equation S47. 

 

𝐶𝑜𝑠𝑡𝑐𝑜𝑛𝑑 = 𝐶𝑉𝑐𝑜𝑛𝑑𝑄𝑐 (S47) 

 

Where 𝐶𝑉𝑐𝑜𝑛𝑑 is the variable cost of the condenser. 
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3.0 Tabulated Results 

 

3.1 Base Case Results 

 

Table S9 shows the tabulated results that are presented in Figure 3 of the manuscript.  

Table S10 shows the design characteristics of the optimized systems.   

 

Table S9.  Tabulated optimization results. 

 PC w/o 

CC 

PC 

w/CC 

IGCC Plant 

Bowen 

Costs [$K/yr]     

     Chemical  174 213 1.3 403 

     Condenser 64 77 0.7 153 

     Crystalizer 1259 1502 2.5 3062 

     Distillation 33 36 10.2 105 

     Exchangers 36 42 5.2 121 

     Membrane 326 400 2.9 743 

     Ammonia Recovery 108 128 1.9 260 

Total Cost 1999 2399 25 4847 

Cost per Cubic Meter [$/m3] 2.04 2.04 2.36 2.06 

Hourly Energy Use [MJ/hr] 2281 2276 1554 2293 
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Table S10.  Optimized system designs. 

 

PC w/o 

CC 

PC 

w/CC 

IGCC Plant 

Bowen 

Key flow rates [m3/hr]     

Feed into FO module 111.6 134.3 1.2 268.6 

Draw into FO module 55.8 67.3 0.6 134.3 

Concentrated wastewater out of FO module 59.9 71.5 0.1 145.6 

Diluted draw solution out of FO module 107.5 130.1 1.7 257.2 

Wastewater into ammonia recovery system* 59.9 71.5 0.1 145.6 

Wastewater into crystallizer 42.2 50.4 0.1 102.7 

Key concentrations [M]     

Feed into FO module (NaCl) 0.60 0.60 0.08 0.60 

Draw into FO module (NH4-HCO3) 3.0 3.0 3.0 3.0 

Concentrated wastewater out of FO module (NaCl) 1.0 1.1 0.6 1.0 

Concentrated wastewater out of FO module (NH4-

HCO3) 0.3 0.3 1.0 0.3 

Diluted draw solution out of FO module (NaCl) 0.039 0.040 0.006 0.037 

Diluted draw solution out of FO module (NH4-

HCO3) 1.4 1.4 1.0 1.4 

Wastewater into ammonia recovery system 0.0 0.0 0.0 0.0 

Wastewater into crystalizer (NaCl) 1.5 1.5 0.9 1.5 

Wastewater into crystalizer (NH4-HCO3) 0.040 0.041 0.149 0.038 

Key recoveries [-]     

Water recovery in FO module 49% 49% 90% 48% 

NaCl rejection in FO module 94% 94% 89% 94% 

Ammonium bicarbonate rejection in FO module 90% 90% 93% 90% 

Water recovery in the Distillation column 62% 62% 71% 62% 

Heat duty [kW]     

Distillation column 40.0 48.3 0.446 96.3 

Thermal ammonia recovery 1.45 1.73 0.003 3.54 

Size     

Membrane area [m2] 23330 28620 210 53190 

Number of trays [-] 10 10 11 10 

Height of distillation column [m] 2.9 2.9 3.4 2.9 

Heat exchanger 1  [m2] 186.3 224.7 1.88 480.5 

Heat exchanger 2  [m2] 215.6 260.9 3.72 534.1 

Heat exchanger 3  [m2] 1053 1272 13.9 4473 

Heat exchanger 4  [m2] 837.4 1011 9.32 4255 

Heat exchanger 5  [m2] 30.4 36.2 0.063 156.3 
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3.2 Sensitivity Analysis Results 

 

Table S11-13 present the tabulated results of the sensitivity analyses shown in Figure 4. 

 

Table S11.  Tabulated results for the concentration draw solution sensitivity analysis. 

 Concentration of Draw Solution [M] 

 2 3* 4 5 

Costs [$K/yr]     

     Chemical  112 175 228 275 

     Condenser 71 65 58 52 

     Crystalizer 1589 1257 1066 963 

     Distillation 33 33 32 31 

     Exchangers 9 9 9 9 

     Membrane 293 327 325 313 

     Ammonia Recovery 133 107 93 86 

Total Cost 2240 1973 1811 1728 

Cost per Cubic Meter [$/m3] 2.29 2.02 1.85 1.77 

Hourly Energy Use [MJ/hr] 3025 2415 2046 1790 

*Indicates value used in base case analysis. 

 

Table S12.  Tabulated results for the draw solution flow rate sensitivity analysis. 

 Flow Rate of Draw Solution [M] 

 50% 100%* 150% 200% 250% 

Costs [$K/yr]      

     Chemical  123 175 205 215 218 

     Condenser 32 65 98 130 163 

     Crystalizer 1503 1257 1158 1128 1115 

     Distillation 27 33 39 45 50 

     Exchangers 7 9 10 11 13 

     Membrane 285 327 348 345 336 

     Ammonia Recovery 126 107 100 98 97 

Total Cost 2104 1973 1958 1972 1993 

Cost per Cubic Meter [$/m3] 2.15 2.02 2.00 2.02 2.04 

Hourly Energy Use [MJ/hr] 1584 2415 3199 3914 4543 

*Indicates value used in base case analysis. 
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Table S13.  Tabulated results for the feed solution concentration sensitivity analysis. 

 Concentration of Feed Solution [M] 

 0.4 0.6* 0.8 

Costs [$K/yr]    

     Chemical  191 175 145 

     Condenser 65 65 65 

     Crystalizer 826 1257 1634 

     Distillation 34 33 32 

     Exchangers 9 9 9 

     Membrane 392 327 244 

     Ammonia Recovery 74 107 135 

Total Cost 1590 1973 2119 

Cost per Cubic Meter [$/m3] 1.63 2.02 2.32 

Hourly Energy Use [MJ/hr] 2042 2415 2879 

*Indicates value used in base case analysis. 
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4.0 Nomenclature 

 

Symbols 

 

A: Pure water permeability coefficient [m/Pa·s] 

 

Area: Area [m2] 

 

B: Salt permeability coefficient [m/s] 

 

β: Regression coefficient [-] 

 

C: Concentration [kg/m3] 

 

CF: Capital factor [-] 

 

Cost: Cost [$] 

 

cp: Specific heat capacity [kJ/kg·°C] 

 

CV: Variable Cost [$/unit] 

 

D: Diameter 

 

Qd: Draw side 

 

𝜖: Error [-] 

 

Qf: Feed side 

 

HTU: Heat of transfer unit in distillation column [m] 

 

Hvap: Heat of vaporization [kJ/kg] 

 

J: Flux [m3/m2·s] 

 

K: Solute resistivity for diffusion in sweep side porous support [s/m] 

 

κ: Feed mass transfer coefficient [m/s] 

 

M: Mass flow rate [kg/s] 

 

N: Number [-] 

 

π: Osmotic pressure [Pa] 
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Q: Heat Duty [kW] 

 

𝑄̂: Specific Thermal Energy [kJ/kg of distillate] 

 

QC: Total Cooling Duty [kW] 

 

R:   Recovery [%] 

 

T: Temperature [°C] 

 

U: Overall heat transfer coefficient [kW/m2·°C] 

 

ρ: Density [kg/m3] 

 

 

Subscripts 

 

ar: Ammonia recovery 

 

C: Cold 

 

chem: Chemical 

 

chen: Chen’s Approximate Temperature Difference [°C] 

 

cond: Condenser 

 

crys: Crystallizer 

 

dis: Distillation column 

 

ex: Heat exchanger 

 

FG: Flue gas  

 

H: Hot 

 

i: Stream 

 

j: Component 

 

mem: Membrane 

 

n: Node 

 

s: Salt 
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tray: Trays in the distillation column 

 

w: Water 
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APPENDIX 7:  SUPPORTING INFORMATION FOR CHAPTER 8 - 

REDESIGNING THE REGULATED POWER PLANT:  OPTIMIZING 

ENERGY ALLOCATION TO ELECTRICITY GENERATION, WATER 

TREATMENT AND CARBON CAPTURE PROCESSES AT COAL-FIRED 

GENERATING FACILITIES 
 

Supporting Information Summary: 

The supporting information contains descriptions of 1) energy consumption of carbon capture 

and the trade-offs of using different technologies, 2) energy consumption of water treatment and 

the trade-offs of using different technologies, 3) maximum revenue strategies for the six different 

regulatory scenarios included in the analysis, and 4) the parasitic losses for carbon capture and 

water treatment. 

 

This supporting information is 13 pages long and contains 9 figures (Figures S1-S9) and 2 tables 

(Tables S1 and S2). 
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1.0 Carbon Capture Models 

 

1.1  Carbon Capture Process Overviews 

 

In this study we look at three different types of carbon capture processes:  solvents, sorbents, and 

membranes. 

 

Solvents – Amine Processes 

 

 In amine processes, the CO2-containing exhaust gas is fed into the bottom of an absorber 

unit.  An aqueous amine solution is added to the top of the absorber.  The CO2 reacts with the 

amine solution and is absorbed into the liquids.  The CO2 rich solvent is then fed into a 

regeneration unit.8 In the regeneration unit, steam is added to strip the CO2 from the solvent.2 

The solvent is returned to the absorber and the concentrated CO2 gas is pressurized and sent to 

storage. 

 

Sorbents – Zero Valent Iron 

  

 In a zero valent iron sorbent process, the CO2-containing exhaust gas is fed into the 

bottom of an absorber unit.  The absorption unit is packed with zero valent iron pellets.  The CO2 

absorbs on to the zero valent iron.  The column is then heated and CO2 is released as a 

concentrated stream where it is pressurized and sent to storage.3 

 

Membranes 

 

 In membrane processes, the CO2-containing exhaust gas is pressurized before entering 

the membrane unit.  Once the pressurized exhaust gas enters the membrane unit, CO2 selectively 

permeates through the membrane.  The membrane is designed to selectively allow transport of 

CO2 across the membrane, but not N2 or other gasses.  The CO2 permeate is then pressurized and 

sent to storage.  In many designs of a membrane system a second pass of the flue gas will be 

required to achieve a 90% CO2 recovery.6,12 

 

1.2  Energy Consumption for Carbon Capture 

Table S1 shows the energy consumption from 11 different studies of thermally-driven 

carbon capture using amine solvents and electrically-driven carbon capture using membranes.  

Each process includes a description of the plant and carbon capture process.  We also report if 

the energy consumption is from a simulation or is the reported thermodynamic minimum.   

 The processes have their energy consumption reported on either a MJ/kgCO2 or a 

kWh/kgCO2 basis.  To compare the energy consumption between thermally-driven processes and 

electrically-driven processes we determine the equivalent electrical or thermal energy, i.e. the 

amount of electricity that the steam could have generated or the amount of steam it took to 

generate the electricity, respectively.  For the thermal energy processes, we assume that the 

steam used in the process is taken from before the LP turbines and so the equivalent electrical 

energy only considers the efficiency of the LP turbine.  For the electrical energy processes, we 
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assume that the electricity used in the process was generated using steam from all of the turbines 

and use an overall efficiency of the plant. 

EE = Q*RLP*ηIS*
1000 kJ

1 MJ
*

1 kWh

3600 kJ
            (1) 

 We use equation (1) to convert the thermal energy consumption of thermal processes, Q 

in [MJ/kgCO2], into the equivalent electrical energy, EE in [kWh/kgCO2].  To do so, we multiply 

the thermal energy consumption by the percent of enthalpy that enters the LP turbine and is lost 

during steam expansion, RLP in [%], and the isentropic efficiency of the turbine and generator, 

ηIS in [%].  For the NETL plant used in the main manuscript RLP is 26.51%.  As described in the 

manuscript, the isentropic efficiency of the turbine and generator is assumed to be 90%. 

QE =
E

RTurbines*η
*

3600 kJ

1 kWh
*

1 MJ

1000 kJ
          (2) 

We use equation (2) to convert the electrical energy of membrane processes and two 

studies of a thermal amine process, E in [kWh/kgCO2], into the equivalent thermal energy QE in 

[MJ/kgCO2].  To do so, we divide the electrical energy consumption by the percent of enthalpy 

that enters the turbines and is converted into the mechanical work of spinning the turbine blades 

in all three turbines, RTurbines in [%], and the isentropic efficiency of the turbine and generator, ηIS 

in [%].  For the NETL plant used in the main manuscript RTurbines is 50.12%.  As described in the 

manuscript, the isentropic efficiency of the turbine and generator is assumed to be 90%. 

For the analysis in the manuscript we focus on three different thermal energy 

consumption studies that use different amine solutions and one membrane process that is for a 

plant similar to the NETL plant.  We use thermal energy estimates of 3.54 MJ/kgCO2 for an 

Econamine MEA system,1,2 an estimate of 2.85 MJ/kgCO2 for a Zeolite 13X Temperature Swing 

Adsorption system,3 an estimate of 2.48 MJ/kgCO2 for the Cansolv tertiary amine,4 and an 

idealized estimate of 1.9 MJ/kgCO2 for the thermodynamic minimum of a MEA system.5 For an 

electricity driven process we use an estimate of 0.19 kWh/kgCO2 because the system modeled has 

a similar capacity to the NETL model plant.6 
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Table S1.  Carbon Capture Energy Consumption Studies 

Thermal – Amine Processes 

90% CO2 recovery 

Thermodynamic, 

Real-World, or 

Simulation Value 

Reported Thermal Energy 

Consumption [MJ/kgCO2] 

Electrical Energy Equivalent 

Consumption [kWh/kgCO2] 

Citation 

Econamine FG Plus System  

Estimate is from the 2007 NETL Baseline Report 

used in IECM and kept for 2013 NETL Baseline 

Report.  The (Zhai and Rubin 2013) paper is for a 589 

gross MW supercritical plant 

Simulation 3.52-3.56 0.23-0.24 1,2 

Econamine FG Plus System 

550MW net subcritical plant detailed 2013 NETL 

Baseline report.   

*Estimate is given in kWh/kgCO2 and thermal energy 

equivalent is calculated. 

Simulation 2.48* 0.31 7 

IECM Model - Amine Process 
*Estimate is given in kWh/kgCO2 and thermal energy 

equivalent is calculated. 

Simulation 2.00* 0.25  

Amine Process 
Simulation of 800 MW supercritical PC plant.  

Description of process refers to 2007 NETL report 

Simulation 3.56-3.60 0.24 8 

Simulation of a 300 MW subcritical PC plant Simulation 3.12 0.21 9 

Zeolite 13X TSA Process 

Zeolite 13X in a temperature swing adsorption 

process for heating just the zeolite  

Real-World 2.85 0.19 3 

Cansolv Process  

NETL does not make a distinction between the heat 

duty from the subcritical and supercritical processes 

Simulation 2.5 0.17 

 

4 

MEA Process 

The authors assume that 5% of the water in the MEA 

solvent solution is also evaporated in the reaction, 

which increases the energy consumption.  Recovery 

is 99%, and scaled down to 90%.   

Thermodynamic 2.0 

 

(2.2 for 99% recovery) 

0.13 

 

(0.15 for 99% recovery) 

10 

Solid Sorbents (Fiber Sorbent or in Packed Beds) 

Recovery is 99% and scaled down to 90%. 

Thermodynamic 0.52-1.45 

(0.57-1.59 for 99% recovery) 

0.03-0.09 

(0.04-0.10 for 99% recovery) 

10 

MEA Process Thermodynamic 1.9 0.13 5 
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Table S1 (Continued) 

Electrical – Membrane Process 

90% CO2 recovery 

Thermodynamic or 

Simulation Value 

Reported Electrical 

Energy Consumption 

[kWh/kgCO2] 

Thermal Energy Equivalent 

[MJ/kgCO2] 

Citation 

IECM Model  
Includes Compression  

Simulation 0.45 3.6  

Polyactive Membrane Process  
1210 MW with a net electric of 555 MW with a two-

step Polyactive membrane process.  Includes 

compression at a temperature of 25, 30, and 50°C.  

Uses both compression and vacuum to drive the 

separation. 

Simulation 0.31-0.48 2.5-3.8 11 

Two-Step Membrane Separation 
550 MW plant citing 2010 NETL Cost and 

Performance Baseline Report.  Modeled using 

COMSOL to solve series of PDEs.  Uses both 

compression and vacuum to drive the separation. 

Simulation 0.19 1.5 6 

Two-Step Membrane Separation 
900 gross MW ultra-supercritical plant with a gross 

efficiency of 49.1% using vacuum 

Simulation 0.133 

 

1.1 12 
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1.3  Carbon Capture Trade-offs 

 
Figure S1.  Trade-offs between steam allocation for carbon capture and electricity generation 

for adsorption processes (Econamine (MEA), Cansolv, Zeolite 13X, thermodynamic limit for 

MEA) and an electricity-driven membrane separation process for the (A) HP turbine, (B) IP 

turbine, and (C) LP turbine.  Panel (D) shows the electricity production-carbon capture trade-

off curve for the Cansolv process in the LP turbine.  The dashed line represents the minimum 

amount of carbon that needs to be captured under the Clean Power Plan.  Plot D shows how to 

calculate the parasitic losses for carbon capture and water treatment by (1) reading across the 

carbon capture requirement line over to the black carbon capture line and then (2) reading up to 

the corresponding electricity generation line in red.  This difference (3) between the maximum 

electricity generation and the electricity generation at the carbon capture requirement is the 

parasitic loss. 

 

 The trade-offs between steam allocation for carbon capture using four different carbon 

capture technologies and electricity generation are presented in Figure S1.  As is shown in Figure 

S1A and S1B, the membrane processes is the most efficient process with the lowest parasitic loss 

for HP and IP steam.  Figure S1C shows that for LP steam, Cansolv is the most efficient process.  

Figure S1D shows the parasitic loss for a LP steam driven Cansolv process.   
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1.4  Carbon Capture Energy Consumption Sensitivity Analyses 

 

Figure S2.  The carbon capture-electricity generation relationship using LP steam given the 

range of (A) thermal energy consumption for Econamine MEA processes and (B) electrical 

energy consumption for membrane separation processes.  In each panel the dashed lines 

represent the ranges of carbon capture possible. 

 In the main manuscript we used an average Econamine HC,j of 3.54 GJ/tonne CO2 in 

Equation 2 and an average electricity consumption aj of 0.19 MWh/tonne CO2 for the membrane 

process in Equation 4.  But as reported in Table S1, there is variability in the energy 

consumption for the Econonamine process and the membrane processes.  To understand the 

impact of this variability, we re-run Equations 2 and 4 using the highest and lowest Econamine 

HC,j’s and membrane process aj’s reported in Table S1.  In Figure S2, the dashed lines show the 

resulting range of parasitic losses for the low pressure turbine.  As can be seen from Figure S2, 

the Cansolv process still imposes the lowest parasitic loss over the range of observed energy 

consumptions.  Therefore, our conclusion that the Cansolv process imposes the lowest parasitic 

loss is robust.    
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2.0 Water Treatment Models 

2.1  FGD Wastewater Treatment Process Overview 

 

In this study we look at six different wastewater treatment processes:  multiple effect 

distillation, multi-stage flash distillation, thermal vapor recompression, forward osmosis, 

chemical precipitation and biological treatment, and mechanical vapor recompression. 

 

Multiple Effect Distillation 

 

 In multiple effect distillation, the FGD wastewater to be treated is sprayed onto a series of 

steam-containing tubes.  This causes the steam in the tubes to condense and a portion of the 

wastewater to evaporate.  This condensation in the tubes is the treated water that can be reused 

within the plant.  The vapor is collected and used as the steam in the next effect to heat the 

remaining brine.  The next effect is at a lower pressure, allowing further recovery of water from 

the FGD wastewater. 

 

Multi-stage Flash Distillation 

 

 In multi-stage flash distillation, the FGD wastewater to be treated is heated using steam 

and flash boiled.  The vapor is then condenses on tubes containing the FGD wastewater and can 

be reused within the plant.  The latent heat released in the condensation process is used to 

preheat the FGD wastewater.  The brine that remains then moves into the next stage where a 

lower pressure allows for further recovery of water from the FGD wastewater. 

 

Thermal Vapor Recompression 

 

 In thermal vapor recompression, steam is used to compress a vapor stream.  The increase 

in the vapor pressure leads to an increase in the condensation temperature.  The higher 

condensation temperature of the vapor allows the vapor to serve as a heating medium in an 

evaporation process to treat the flue gas desulfurization wastewater.  This produces a 

concentrated brine of the FGD wastewater and a vapor/steam stream that can be recycled within 

the plant  

 

Forward Osmosis 

 

 In forward osmosis, the FGD wastewater to be treated is fed into a membrane unit with a 

more concentrated draw solution of NH3HCO3.  Water from the FGD wastewater is passively 

pulled across the semi-permeable membrane, diluting the draw solution.  The diluted draw 

solution is then fed into a distillation column.  In the distillation column, the ammonia and 

carbonate species are stripped away, producing from the bottom a treated water stream that can 

be recycled within the plant.  The top is then sent back to the membrane unit and the process 

repeats.   

 

 

Chemical Precipitation and Biological Treatment 
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 In chemical precipitation, hydroxide, iron, and organosulfides are added to the FGD 

wastewater.  The addition of these chemicals leads to the precipitation of many trace elements 

from the FGD wastewater, including arsenic, lead, and mercury.  Following chemical 

precipitation the FGD wastewater is then introduced into aerobic and anaerobic bioreactors.  The 

aerobic bioreactor reduces the biochemical oxygen demand of the wastewater.  In the anaerobic 

bioreactor nitrogen is removed and a proprietary microbial community reduces the selenium. 

 

Chemical precipitation and biological treatment is the best available technology established by 

the Environmental Protection Agency for compliance with the effluent limitation guidelines.  It 

does not produce water that can be reused within the plant and does not meet the standards for 

zero liquid discharge. 

 

Mechanical Vapor Recompression 

 

 In mechanical vapor recompression, a compressor is used to compress a vapor stream.  

Increasing the pressure of the vapor increases the condensation temperature.  The increase in the 

condensation temperature allows the vapor to serve as a heating medium to drive evaporation in 

the flue gas desulfurization wastewater.  This produces a vapor/steam stream that can be recycled 

within the plant and a concentrated brine that can be fed into a crystallizer. 

 

 Mechanical vapor recompression followed by crystallization is the best available 

technology established by the Environmental Protection Agency for achieving zero liquid 

discharge of flue gas desulfurization. 

 

2.2  Energy Consumption for Water Treatment 

Table S2 shows reported thermal and electrical energy consumption for four thermal 

technologies (multiple effect distillation, multi-stage flash distillation, thermal vapor 

recompression, forward osmosis) and the two regulatory best available technologies under the 

Effluent Limitation Guidelines for flue gas desulfurization wastewater treatment (chemical 

precipitation and biological treatment and mechanical vapor recompression).  We also report if 

the value is from a simulation of the process, a real-world installation of the system, or the 

thermodynamic minimum. 

 These processes are reported in either MJ/m3 or kWh/m3 depending if the energy source 

is thermal or electrical energy.  In order to compare between the two, we calculate the equivalent 

electrical energy or equivalent thermal energy of the processes.  We do this using the procedure 

described above in SI Section 1.0. 

  For the analysis in the main manuscript, we select more conservative values reported in 

the literature.  These values are 1,710 MJ/m3 for membrane distillation, 477 MJ/m3 for multiple 

effect distillation, 1,080 MJ/m3 for multi-stage flash distillation, 333 MJ/m3 for thermal vapor 

recompression,13 409 MJ/m3 for forward osmosis,14 5 kWh/m3 for reverse osmosis,15 0.71 

kWh/m3 for chemical precipitation and biological treatment, and 37.4 kWh/m3 for chemical 

precipitation and evaporation.16  
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Table S2.  Water Treatment Consumption Studies 

 

Thermal  Thermodynamic, 

Real-World, or 

Simulation Value 

Reported Thermal 

Energy Consumption 

[MJ/m3] 

Electrical Energy 

Equivalent 

Consumption [kWh/ m3] 

Electrical Energy 

Consumption 

[kWh/m3] 

Citation 

Multiple Effect Distillation 

Feed Salinity of 30,000 ppm, Feed 

Temperature of 56°C, and 65% Recovery 

Simulation 476 32  13 

Multiple Effect Distillation Real-World 145-230 9.6-15 2.25 15 

Multi-Stage Flash Distillation 

Feed Salinity of 30,000 ppm, Feed 

Temperature of 56°C, and 65% Recovery 

Simulation 1,071 71  13 

Multi-Stage Flash Distillation Real-World 190-282 13-19 3.75 15 

Thermal Vapor Recompression 
Feed Salinity of 30,000 ppm, Feed 

Temperature of 56°C, and 65% Recovery 

Simulation 313 21  13 

Thermal Vapor Recompression Real-World 227 15 1.7 15 

Forward Osmosis 

Feed Salinity of 30,000 ppm, Feed 

Temperature of 56°C, and 65% Recovery 

Simulation 409 27 0.02 14 

Electrical Thermodynamic, 

Real-World, or 

Simulation Value 

Reported Electrical 

Energy Consumption 

[kWh/ m3] 

Thermal Energy 

Equivalent 

Consumption [MJ/ m3] 

 Citation 

Chemical Precipitation & Biological 

Treatment 

Real-World 0.71 5.7  16 

Mechanical Vapor Recompression 

65% Recovery 

Real-World 37.4 168  16 
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2.3  Water Treatment Trade-offs 

 

Figure S3.  Trade-offs between steam allocation for electricity and water deionization processes.  

Panels A, B, and C show the water production and electricity generation trade-offs for the HP 

turbine, IP turbine, and LP turbines, respectively.  As seen in these panels, MVC is the most 

efficient water production technology as it can produce the most water with the same amount of 

energy.  Panel D show the trade-offs between electricity generation and water production using 

MVC using electricity generated in the LP turbine.  The dashed line represents the water 

treatment need of the plant, shows that all turbines can meet the water need while imposing a 

parasitic loss of 2.6 MWh for LP steam use. 

 

The trade-offs between steam allocation for water treatment using five different water 

treatment technologies and electricity generation are presented in Figure S2.  As is shown in 

Figure S2A-C, the electricity driven mechanical vapor recompression processes is the most 

efficient process with the lowest parasitic loss.  Figure S2D shows the parasitic loss for using 

mechanical vapor recompression. 
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3.0 Revenue Maximizing Energy Allocations 

Figures S2-S5 present the optimal revenue and allocation of low pressure steam, electricity, and 

residual heat for five of the six different regulatory scenarios analyzed in the main manuscript.  

For each regulatory scenario we look at the allocation for five different combinations of potential 

energy sources:  only electricity (E); only steam (S); steam and electricity (S+E); steam and 

residual heat (S+RH); and steam, electricity, and residual heat (S+E+RH).   

3.1  Revenue Maximal Steam Allocation Under No Carbon Capture and CPBT Wastewater 

Treatment Regulatory Option 

When the power plant does not capture carbon and treats FGD wastewater to a chemical 

precipitation and biological treatment standard, the only energy source that is used is electricity.  

The plant consumes 80 kWh/hr for FGD wastewater treatment under this scenario.  
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3.2  Revenue Maximal Steam Allocation Under No Carbon Capture and ZLD Wastewater 

Treatment Regulatory Option 

Figure S4 shows the steam allocation that maximizes the revenue of the power plant when 

treating FGD wastewater to a ZLD standard and not capturing carbon. 

 

Figure S4.  The (A) maximum revenue and the (B) allocation of low pressure steam to electricity 

or water treatment, (C) allocation of electricity to sell or to treat wastewater, and (D) allocation 

of residual heat to treat wastewater for the ZLD standard for FGD wastewater treatment.  The 

five different strategies are:  only electricity (E); only steam (S); steam and electricity (S+E); 

steam and residual heat (S+RH); and steam, electricity, and residual heat (S+E+RH).  N.B. That 

steam is not used for water treatment under the CPBT standard and that water treatment 

requires 0.9% of electricity generated to be performed. 
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3.3  Revenue Maximal Steam Allocation Under Carbon Capture with No Market for Carbon 

Credits and CPBT Wastewater Treatment Regulatory Option 

Figure S5 shows the steam allocation that maximizes the revenue of the power plant when 

treating FGD wastewater using electricity to a CPBT standard and capturing carbon with a 

carbon market price of $0/tonne. 

 

Figure S5.  The (A) maximum revenue and the (B) allocation of low pressure steam to electricity 

or carbon capture; (C) allocation of electricity to sell, for carbon capture, or to treat 

wastewater; and (D) allocation of residual heat to capture carbon.  The five different strategies 

are:  only electricity (E); only steam (S); steam and electricity (S+E); steam and residual heat 

(S+RH); and steam, electricity, and residual heat (S+E+RH).  N.B. That a small amount of 

electricity (<0.03% of LP turbine generation) is used for FGD wastewater treatment. 
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3.4  Revenue Maximal Steam Allocation Under Carbon Capture with No Market for Carbon 

Credits and ZLD Wastewater Treatment Regulatory Option 

Figure S6 shows the steam allocation that maximizes the revenue of the power plant when 

treating FGD wastewater to a ZLD standard and capturing carbon with a carbon market price of 

$0/tonne. 

 

 

Figure S6.  The (A) maximum revenue and the (B) allocation of low pressure steam to electricity, 

wastewater treatment, or carbon capture; (C) allocation of electricity to sell, for wastewater 

treatment, or to carbon capture; and (D) allocation of residual heat to wastewater treatment or 

capture carbon for the evaporation standard for FGD wastewater treatment no cost of carbon.  

The five different strategies are:  only electricity (E); only steam (S); steam and electricity 

(S+E); steam and residual heat (S+RH); and steam, electricity, and residual heat (S+E+RH).     
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3.5  Revenue Maximal Steam Allocation Under Carbon Capture with a Market for Carbon 

Credits at the Social Cost of Carbon and CPBT Wastewater Treatment Regulatory Option 

Figure S7 shows the steam allocation that maximizes the revenue of the power plant when 

treating FGD wastewater using electricity to a CPBT standard and capturing carbon with a 

carbon market price equivalent to the social cost of carbon of $59.44/tonne. 

 

 

Figure S7.  The (A) maximum revenue and the (B) allocation of low pressure steam to electricity 

or carbon capture; (C) allocation of electricity to sell, for wastewater treatment, or to carbon 

capture; and (D) allocation of residual heat to capture carbon for the CPBT standard for FGD 

wastewater treatment and a market value for carbon at the social cost of carbon.  The five 

different strategies are:  only electricity (E); only steam (S); steam and electricity (S+E); steam 

and residual heat (S+RH); and steam, electricity, and residual heat (S+E+RH).   N.B. That a 

small amount of electricity (<0.04% of LP turbine generation) is used for FGD wastewater 

treatment. 
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3.6  Revenue Maximal Steam Allocation Under Carbon Capture with a Market for Carbon 

Credits at the Social Cost of Carbon and ZLD Wastewater Treatment Regulatory Option 

Figure S8 shows the steam allocation that maximizes the revenue of the power plant when 

treating FGD wastewater using electricity to a ZLD standard and capturing carbon with a carbon 

market price equivalent to the social cost of carbon of $59.44/tonne. 

 

Figure S8.  The (A) maximum revenue and the (B) allocation of low pressure steam to electricity, 

water treatment, or carbon capture; (C) allocation of electricity to sell, for wastewater 

treatment, or to carbon capture; and (D) allocation of residual heat to wastewater treatment or 

capture carbon for the ZLD standard for FGD wastewater treatment and a market value for 

carbon at the social cost of carbon, $59.44/tonne.  The five different strategies are:  only 

electricity (E); only steam (S); steam and electricity (S+E); steam and residual heat (S+RH); 

and steam, electricity, and residual heat (S+E+RH).    

 

  



 

A89 
 

4.0 Parasitic Loss Analysis 

 

Figure S9.  Parasitic losses of (A) the three thermal options for carbon capture and (B) the four 

thermal options for wastewater treatment.  

 Figure S9 shows the parasitic losses associated with carbon capture and water treatment.  

The low pressure turbine steam has a lower parasitic loss because the environmental control 

technologies can recover a greater share of the enthalpy in the steam than is converted into 

electricity in the turbine. 

 For carbon capture, Cansolv has the lowest parasitic losses at 620 kWh/tonne using HP or 

IP steam and 173 kWh/tonne using LP steam.  Zeolite 13X has the second lowest parasitic loss at 

712 kWh/tonne using HP or IP steam and 199 kWh/tonne using LP steam.  Econamine is the 

least efficient option with a parasitic loss of 885 kWh/tonne using HP or IP steam and 247 

kWh/tonne using LP steam. 

 For wastewater treatment, TVC has the lowest parasitic losses of 80 kWh/m3 using HP or 

IP steam and 24 kWh/m3 from LP steam.  FO has a parasitic loss of 104 kWh/m3 using HP or IP 

steam and 31 kWh/m3 using LP steam.  MED has a parasitic loss of 121 kWh/m3 using HP or IP 

steam and 36 kWh/m3 using LP steam.  MSF has the highest parasitic loss of the technologies 

considered at 272 kWh/m3 for HP and IP steam and 79 kWh/m3 for LP steam.    
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