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Abstract
We present work to transfer decentralized neuromuscular control strategies of human locomo-

tion to powered segmented robotic legs. State-of-the-art robotic locomotion control approaches, like
centralized planning and tracking in fully robotic systems and predefined motion pattern replay in
prosthetic systems, do not enable the dynamism and reactiveness of able-bodied humans. Animals
largely realize dexterous segmented leg performance with leg-encoded biomechanics and local feed-
back controls that bypass central processing. A decentralized neuromuscular controller was recently
developed that enables robust locomotion for a simulated multi-segmented planar humanoid. A por-
tion of this controller was used in an active ankle-foot prosthesis to modulate ankle torque during
stance, enabling level and inclined ground walking. While these results suggest that the neuromus-
cular controller is a promising alternative control method for both fully robotic systems and powered
prostheses, it is unclear if the controller can be transferred to multi-segmented robotic legs. The
goal of this thesis is to investigate the feasibility of controlling a multi-segmented robotic leg with
the proposed neuromuscular control approach, which may enable robots and powered prostheses to
react to locomotion disturbances dynamically and in a human-like way. Specifically, work in this
thesis investigates two hypotheses. Hypothesis one posits that the proposed decentralized swing-leg
controllers enable more robust foot placements into ground targets than state-of-the-art impedance
controls. Hypothesis two posits that neuromuscular swing-leg control enables more human-like mo-
tion than state-of-the-art impedance control.

To transfer neuromuscular controls to powered segmented robotic legs, we use a model-based
design approach. The initial transfer is focused on neuromuscular swing-leg controls, important for
maintaining dynamic stability of both fully robotic systems and powered prostheses in the presence of
unexpected locomotion disturbances, such as trips and pushes. We first present the design of RNL, a
three segment, cable-driven, antagonistically actuated robotic leg with joint compliance. The robot’s
size, weight, and actuation capabilities correspond to dynamically scaled human values. Next, a high-
fidelity simulation of the robot is created to investigate the feasibility of transferring neuromuscular
controls, pre-tune hardware gains via optimization, and serve as a benchmark for hardware exper-
iments. An idealized version of the swing-leg controller with mono-articular actuation, as well as
the neuromuscular interpretation of this controller with multi-articular actuation is then transferred to
RNL and evaluated with foot placement experiments. The results suggest that the proposed swing-leg
controllers can accurately regulate foot placement of robotic legs during undisturbed and disturbed
motions. Compared to impedance control, the proposed controls achieve foot placements over a range
of ground targets with a single set of gains, which make them attractive candidates for regulating the
motion of legged robots and prostheses in the real-world. Furthermore, the ankle trajectory traced out
by the robot under neuromuscular control is more human-like than the trajectories traced out under
the proposed idealized control and impedance control.

In parallel to this control transfer, a synthesis method for creating compact nonlinear springs
with user-defined torque-deflection profiles is presented to explore methods for improving RNL’s
series elastic actuators. The springs use rubber as their elastic element, which, while enabling a com-
pact spring design, introduce viscoelastic behavior in the spring that needs to be accounted for with
additional control. To accurately estimate force developed in the rubber, an empirically character-
ized constitutive rubber model is developed and integrated into the series elastic actuator controller
used by the RNL test platforms. Benchtop experiments show that in conjunction with an observer,
the nonlinear spring prototype achieves desired behavior at actuation frequencies up to 2 Hz, after
which spring behavior degrades due to rubber hysteresis. These results show that while the presented
methodology is capable of realizing compact nonlinear springs, careful rubber selection that mitigates
viscoelastic behavior is necessary during the spring design process.
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Chapter 1

Introduction

This thesis presents work to transfer controllers based on decentralized neuromuscular con-

trol strategies of human locomotion onto powered, segmented robotic legs. Chapter 2 surveys

current legged locomotion control approaches and proposes that controllers based on decentral-

ized neuromuscular control of human locomotion can improve performance of legged robotic

systems. The requirements and mechanical design of dynamically scaled robots that match the

performance envelope of human legs is discussed in Chapter 3. The robots developed in this

chapter are subsequently used to evaluate decentralized swing-leg controllers on robotic hard-

ware. A swing-leg placement controller based on local feedbacks is evaluated in simulation

and hardware in Chapter 4. The neuromuscular interpretation of this controller is evaluated in

Chapter 5, where its performance is also compared to state-of-the-art swing-leg controls. To im-

prove performance of the robot’s series elastic actuators (SEAs), a design methodology to create

compact nonlinear springs is presented in Chapter 6, and the performance of an SEA using a

prototype spring created using this methodology is compared to traditional SEAs that use linear,

metal springs. Chapter 7 presents conclusions and future extensions to this work.

1.1 Motivation

Locomotion control of powered, segmented robotic legs is critical to humanoid robot and

prosthetic applications. Current control approaches of such devices primarily use centralized
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planning and tracking, a technique commonly used in humanoid robots, or mimic predefined

motion patterns extracted from normal gait, a technique commonly used in prosthetic and orthotic

devices. While both of these approaches produce functional gaits, neither approach has identified

control strategies that can match the stability, maneuverability, and adaptability exhibited by

able-bodied humans.

State-of-the-art centralized planning and tracking-based locomotion controllers for humanoid

robots rely on the concept of “Zero Moment Point” (ZMP), originally proposed by Vukobratović

et al. nearly fifty years ago [162]. The operating principle behind ZMP control is to align the

robot’s center of mass (COM) with the foot’s center of pressure (COP) so that no moments are

applied to the robot during ground contact; this generates a statically stable robot pose whenever

the robot is in contact with the ground. Walking is realized by pre-computing COM trajectories

that satisfy the ZMP criterion, and then executing the trajectories with the robot via full body

motion control using a combination of inverse dynamics and inverse kinematics [31][66]. This

approach lends itself well to both position and force controlled robots [49], and has even been

shown to enable running behavior, indicated by a short flight phase during locomotion [67]. To

realize these controllers, a highly accurate dynamic model of the system, as well as an accurate

estimate of the system’s full state is necessary; therefore, this approach cannot be applied to

robotic prosthetic and orthotic devices where the human user’s state is unknown and cannot be

fully controlled.

Due to the inability to accurately estimate a human’s full state, methods which replay pre-

defined motion patterns extracted from healthy human gait are prevalently used in human-in-the-

loop robotic locomotion applications. Replayed patterns include joint impedance [8][139][140][143],

joint motion [50][1][155][89], or a combination of the two [4]. These approaches enable indi-

viduals wearing robotic assistive devices to walk over level and sloped ground at various speeds.

However, they are not well suited to highly dynamic situations which require motions not explic-

itly coded into the device’s motion library, like trip recovery, for example.

Heuristic locomotion controllers that encode desired motions via control laws are often used
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to control fully robotic systems. Heuristic controllers essentially encode motion libraries for a

broad set of motions. As a result, they are able to react dynamically to terrain variations and other

disturbances. Many heuristic controllers exist, including ones inspired by central pattern gener-

ators identified in biological systems [58], and controllers which enforce desired robot poses

during various states of a finite state machine [175]. Other types of heuristic controllers based

on the spring-mass model and its variants [9][83] capture human center of mass dynamics and

ground reaction forces [9][38][39], and are highly dynamic and robust to disturbances [173]. A

decentralized, reflex-based neuromuscular model of human locomotion based on these models

[35] also exhibits improved robustness and dynamism compared to approaches that rely on cen-

tralized planning and joint motion replay [133]. A portion of this controller has been used in an

active ankle-foot prosthesis to modulate ankle torque during stance, allowing a wearer to walk

at 1.0 m/s across level ground and traverse up and down 11o slopes [26]. These results suggest

that neuromuscular controls may enable highly dynamic performance in both humanoid robots

and powered prostheses. However, it is unknown if this control approach can be transferred to

real-world systems with multiple leg segments.

This thesis investigates the feasibility of controlling multi-segmented robotic legs with the

proposed neuromuscular control scheme by transferring its decentralized swing-leg control to

robotic hardware. Its use may enable more robust foot placement in the presence of unexpected

locomotion disturbances compared to traditional control approaches, important for maintain-

ing dynamic stability for both fully robotic systems and powered prostheses, and enable legged

robotic systems to react to locomotion disturbances in a human-like way. Specifically, work in

this thesis investigates two hypotheses. Hypothesis one posits that the proposed decentralized

swing-leg controllers enable more robust foot placements into ground targets than state-of-the-

art impedance controls. Hypothesis two posits that neuromuscular swing-leg control enables

more human-like motion than state-of-the-art impedance control.
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1.2 Approach

A model-based design approach is used to transfer the swing-leg controllers to robotic hard-

ware. The hardware platforms “Robotic Neuromuscular Leg” (RNL) are developed to transfer

and evaluate control strategies based on decentralized neuromuscular control on powered, seg-

mented robotic legs. The platforms draw inspiration from human musculature by actuating joints

via cables attached to SEAs, similar to the mechanical arrangement of tendons and muscles. Per-

formance requirements of each actuator are defined by the primary muscle groups used in a

planar, neuromuscular human walking model [35]. High-fidelity simulations of the RNL hard-

ware platforms are created to investigate the feasibility of transferring neuromuscular controls,

pre-tune hardware gains via optimization, and serve as a benchmark for hardware experiments.

An idealized version of the swing-leg controller with mono-articular actuation is transferred

to RNL first and evaluated with foot placement experiments. The neuromuscular swing-leg con-

troller is then transferred to RNL. To accomplish this, the robot is modified to include bi-articular

actuators, which enables it to meet its actuation targets while maintaining a human-like mass

distribution and exhibit more human-like leg behavior. The performance of these controllers,

specifically their ability to robustly place feet into desired ground targets at touchdown and the

similarity of ankle point trajectories traced out by the robot using each of the controllers, is then

compared to a version of impedance control, a state-of-the-art control method for fully robotic

systems and powered prostheses.

Hardware experiments conducted with the RNL platforms reveal the benefits of variable stiff-

ness actuators for humanoid robots, which overcome torque resolution and actuation bandwidth

tradeoffs present in classical SEAs with single-stiffness, linear springs. In size and mass con-

strained systems like the RNL testbeds, variable stiffness actuation can be implemented with

passive nonlinear rubber springs that encode a single desired torque-deflection profile. A syn-

thesis method for compact nonlinear springs with user-defined torque-deflection profiles that use

rubber as their compliant element is presented, along with state estimation methods to account
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for viscoelastic rubber behavior. Benchtop experiments compare the performance of an SEA

with the developed nonlinear spring to SEAs with single stiffness, linear, metal springs.

1.3 Thesis Contributions

Work presented in this thesis contributes to the state-of-the-art knowledge in the fields of

legged robotic system control and series elastic actuator design and control. The contributions

described in this thesis are:

• Transfer and evaluation of decentralized neuromuscular swing-leg control strategies

onto robotic hardware. While developed decentralized neuromuscular control strategies

enable robust locomotion in simulation and a portion of the controller has been used in a

powered ankle-foot prosthesis, it is unclear if the control approach can be transferred to

multi-segmented robotic systems. This thesis investigates the feasibility of controlling a

multi-segmented robotic leg with the proposed neuromuscular controller by transferring

decentralized swing-leg controls to robotic hardware and evaluating its performance with

foot placement experiments.

• Design and control of compact nonlinear springs with user-defined torque-deflection

profiles for series elastic actuators. SEAs, popular in robots that require high force and

torque control accuracy, often use linear metal springs as the torque transmitting elements

in their drivetrains. Using linear springs requires design compromises between torque res-

olution and actuation bandwidth. Nonlinear springs overcome this tradeoff, but a synthesis

method to create compact nonlinear springs for use in small and existing SEAs does not

exist. This thesis presents an optimization-based synthesis method for compact nonlin-

ear springs with user-defined torque-deflection profiles that use rubber as their compliant

element. Compared to metal springs, rubber springs exhibit viscoelastic behavior like hys-

teresis, creep, and strain-rate stiffening. To overcome this shortcoming, state estimation

5



methods to account for rubber hysteresis are presented. The performance of an SEA with

a nonlinear spring prototype created with the proposed synthesis method, which uses the

developed observer on-line, is compared to the performance of SEAs with single stiffness,

linear, metal springs through benchtop experiments.
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Chapter 2

Background

2.1 Overview

Humanoid robots have been an actively researched for nearly half a century [163], yet still

do not come close to matching the stability, maneuverability, and adaptability exhibited by able-

bodied humans. This performance gap can be attributed both to mechanical performance limi-

tations of robotic systems, as well as control approaches used to generate robot motions. This

chapter presents an overview of existing bipedal locomotion control approaches for robotic sys-

tems and argues that, based on comparisons of reported performance of each controller type

in simulation and hardware, benefits inherent to neuromuscular-inspired locomotion controllers

may further bridge the human-robot performance gap compared to traditional locomotion control

approaches.

2.2 Introduction

Most locomotion controllers can be divided into three broad categories. Controllers in the

first category pre-plan full-body trajectories based on the robot’s state, tracking generated tra-

jectories with inverse dynamics and kinematics [137]. Such control methods, here referred to

as “centralized planning and tracking” controllers, are often used in humanoid robots where the

system’s full state can be accurately estimated. Controllers in the second category, again used
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Figure 2.1: Simplified walking models. a) The linear inverted pendulum/compass gait model. b) Spring-
mass model for running and hopping. c) Bipedal spring-mass model. Adapted from [39]. Despite their
few parameters, simple models capture important aspects of human locomotion. The bipedal spring-mass
model captures center of mass trajectories and ground reaction forces (GRFs) exhibited by humans during
walking and running. Black: Simplified model GRFs. Gray: Human locomotion GRFs.

in humanoid robots, encode desired behaviors into control equations that generate robot motion

commands, and are here referred to as “heuristic” controllers [23]. Controllers in the third cat-

egory are common in human-in-the-loop robotics applications, and replay pre-defined motion

patterns extracted from human gaits based on the current state of a robotic prosthetic or orthotic

device [61]. These control approaches are discussed in the subsequent sections, where advan-

tages and disadvantages of each approach are highlighted.

2.3 Simplified Models

Simplified models are the basis of both centralized planning and tracking and heuristic lo-

comotion controllers. These models capture key aspects of human bipedal locomotion with

few system states, such as ground reaction forces (GRFs) and center of mass (COM) dynamics,
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which makes them attractive candidates for modeling bipedal locomotion of robotic systems.

The following section describes the simplified walking models used by centralized and heuristic

locomotion controllers.

The earliest simplified model, the compass gait/inverted pendulum model [82], models hu-

man walking, and is comprised of a lumped mass attached to an incompressible leg (Fig. 2.1a).

These two parameters fully describe the model. Despite its simplicity, the model captures fea-

tures of the COM’s potential and kinetic energy exchange during locomotion at optimal walking

speed for both bipeds and quadrupeds [15]. Additionally, the model reaches its highest point

relative to the ground during midstance [77], a key characteristic of human locomotion. An ex-

tension of this model, the linear inverted pendulum model [63], constrains the COM to travel

along a plane at constant angular velocity, which linearizes COM dynamics. Due to its sim-

plified dynamics, the linear inverted pendulum model is used to reason about the COM in zero

moment point (ZMP) walking implementations [162][66][67][63][65] (discussed in section 2.4).

One drawback to the inverted pendulum model is that it is not able to match GRF patterns ex-

hibited by humans during walking [93]. This discrepancy is explained by the model’s inability

to reproduce compliant limb behavior seen in humans due to its incompressible leg [77]. A later

extension of the linear inverted pendulum model replaces the point mass with a flywheel, more

closely modeling the dynamics of a physical bipedal system [101].

The spring-mass/spring-loaded inverted pendulum model for running and hopping [9] is a

later model that accurately captures COM dynamics observed in human running, reproducing

both experimentally observed COM trajectories and GRF patterns (Fig. 2.1b) [53]. The model

has three system variables: a mass, a constant stiffness spring, and a spring rest length. Despite

its simplicity, the spring-mass model for running and hopping provides a unifying theory for

hopping-based robotic controllers that enables highly dynamic running and bounding behavior

[109] (discussed in section 2.5). This model was later expanded to include two “legs” modeled

as springs, and unified human walking and running behavior by reproducing COM trajectories

and GRF patterns exhibited during both types of locomotion [39] (Fig. 2.1c).

9



2.4 Centralized Planning and Tracking Approaches

Centralized planning and tracking controllers pre-plan desired robot trajectories, and then

execute these trajectories via full-body motion control using a combination of inverse dynamics

and kinematics. The equations of motion for a bipedal robot provided by the Euler-Lagrange

equations take the form

M(q)q̈ + C(q, q̇)q̇ + g(q) = τ (2.1)

where q, q̇, and q̈ are the generalized coordinates, velocities, and accelerations of the system,

M(q) is the inertia matrix, C(q, q̇) is the vector of centrifugal and Coriolis forces, g(q) is the

vector of gravitational forces, and τ is the vector of joint torques [128]. Centralized planning

and tracking approaches manipulate this equation to generate desired robot motions; therefore, a

highly accurate dynamic model of the system, as well as accurate knowledge of the full system

state is necessary to realize this control.

Centralized planning and tracking approaches lend themselves well to both position and force

controlled robots [49], and can even enable running behavior, indicated by a short flight phase

during locomotion [66]. The following subsections describe state-of-the-art centralized planning

and tracking controllers in humanoid robot locomotion applications.

2.4.1 Zero Moment Point (ZMP)

The earliest bipedal walking controller resulted from stability analysis for bipedal systems

[163] and centered around the concept of the zero moment point (ZMP), originally proposed by

Vukobratović [162]. The ZMP describes the point where no moments are applied to a system

during ground contact, and is realized with full-body poses that align the system’s COM pro-

jected onto the floor with the foot’s center of pressure (COP). The support polygon is defined by

the convex hull of the system’s ground contact points. To be stable, the ZMP must remain within
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Figure 2.2: ZMP Walking. a) The support polygon trajectory is calculated based on the robot’s desired foot
trajectory. Gray: Support polygon trajectory. Dashed: Touch down. Dotted: Lift off. b) A ZMP trajectory
that remains within the support polygon trajectory is designed to realize the desired motion. Blue: ZMP
trajectory. c) A COM trajectory is generated to track the ZMP trajectory. Red: COM trajectory. d) The
COM trajectory is tracked by the robot via inverse kinematics or dynamics.

the system’s support polygon.

The ZMP principle can realize bipedal walking in two ways [62]. An early method executed

desired leg trajectories and used a compensating mass in the robot’s trunk to perform correspond-

ing ZMP patterns to keep the biped stable. Modern implementations instead use the robot’s body

to execute desired ZMP patterns. In these implementations, walking is accomplished as follows

(Fig. 2.2):

1. The support polygon trajectory is calculated based on the desired foot trajectory.

2. Based on the width of the support polygon, a ZMP trajectory is designed to realize the

desired motion while remaining stable.

3. From this ZMP trajectory, a COM trajectory that satisfies the ZMP balance criterion is

calculated. Methods exist to compute the COM trajectory from a desired ZMP trajectory

in both the frequency and time domains [66]. However these methods require a priori

knowledge of the full ZMP trajectory; therefore COM trajectories must be computed off-

line and played back on the robot, making the system unable to react to disturbances or

change its walking path. To overcome this limitation, [66] introduced the concept of pre-

view control, formulated as a servo control problem, to bipedal walking. Preview control

uses information about the upcoming ZMP trajectory to dynamically calculate the robot’s
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COM trajectory. While knowledge of the upcoming ZMP trajectory is necessary to gen-

erate COM trajectories, the preview period is short, on the order of individual steps. This

allows the robot to change direction during locomotion and avoid obstacles.

4. Full-body motions to realize the desired COM trajectory are then generated through inverse

dynamics or kinematics consistent with equation 2.1.

For complex systems, using the robot’s full state to reason about its COM or desired footstep

locations becomes computationally intractible [168]. Simplified models are therefore used in

ZMP-based implementations, specifically the linear inverted pendulum model [63][66][65]. With

this model, it is possible to calculate the ZMP in one dimension as

px = x− zh
g
ẍ (2.2)

where px is the ZMP location, x is the COM position, ẍ is the COM acceleration, zh is the

constrained constant height of the COM relative to the ground, and g is the gravitational acceler-

ation. Saggital and frontal plane ZMP locations can be calculated separately; therefore the linear

inverted pendulum model extends easily to 3D.

ZMP walking lends itself well to both position controlled robots [49], as well as force con-

trolled robots with feedback control on joint angles [31], and has even been shown to enable

running behavior, indicated by a short flight phase during locomotion [67]. This method can

be combined with footstep planning techniques to avoid both static and dynamic obstacles [16].

Drawbacks to ZMP-based walking include the required computational power to compute inverse

dynamics, which in turn requires a high-fidelity model of the system, the need to maintain active

control over each joint at all times, and the necessity to have large feet to realize a sufficiently-

sized support polygon.
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2.4.2 Foot Placement Strategies

Proper foot placement is necessary to maintain dynamic balance during locomotion [150].

Foot placement strategies based on simplified locomotion models have been identified that allow

humanoids to react dynamically to disturbances [101][169][94][153][154]. Of these strategies,

the “capture point” and “singular LQ preview regulation” methods represent the state-of-the-art

stepping strategy controllers applied to ZMP-walking humanoid robots to date, both of which

make use of the linear inverted pendulum model [63]. These strategies are discussed below.

Humanoid robots can compensate for low magnitude push-disturbances by actively applying

resistive torques at the hip and ankle joints [135]. High magnitude push-disturbances require the

robot to take a step to remain balanced [136]. The capture point describes the ground location in

which a robot must step in order to come to a complete stop after a high magnitude push [101].

By representing the humanoid robot as a linear inverted pendulum, it is possible to calculate the

linear inverted pendulum’s “orbital energy” ELIP [64] as

ELIP =
1

2
ẋ2 − g

2zh
x2 (2.3)

derived by integrating the linear inverted pendulum model’s equation of motion. Solving this

equation for ELIP = 0 yields the capture point xcapture [101]

xcapture = ẋ

√
zh
g
, (2.4)

the required footstep location to dissipate the system’s orbital energy. This concept can be ex-

panded to multiple steps for instances when the capture point is outside of the robot swing-leg’s

reach [104]. Furthermore, the capture point concept can be expanded to a “capture region” by

incoporating a flywheel into the linear inverted pendulum model, which is able to impart angular

momentum and accelerate the COM [101]. With this extension, the linear inverted pendulum

model more closely models real-world robotic systems.
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In simulation, foot placement control based on the capture region concept allows a simulated

robot with a 25 kg trunk mass, negligible leg mass, 1.2 kgm2 trunk inertia, and 0.93 m COM

height to stop within 350 ms when walking at 0.5 m/s [101]. The controller can be combined

with online learning techniques to improve performance on more complicated simulated robots

[111].

In hardware, capture region control allowed M2V2, a 12 DOF human-sized bipedal robot to

recover from 21 Ns frontal and lateral pushes while balancing on one leg [102]. Larger pushes,

requiring multi-step recovery, could not be tested due to the robot’s actuation limits. Formu-

lating capture point control as an online optimization problem enabled a human-sized 33 DOF

hydraulically actuated robot to recover from 18-24 Ns pushes using both single- and multi-step

recoveries [137].

Using the linear inverted pendulum model in conjunction with online optimization is cur-

rently the ideal method to realize push-recovery on ZMP-based bipedal robots. [153] describes a

two stage, optimal control-based method to generate foot placements online, which can be used

to execute multi-step strategies to counteract push-disturbances. The linear inverted pendulum

model is again used to represent the robot during ZMP calculations. In stage one, sets of ZMP-

COM trajectory pairs are calculated based on the current state of the robot. As discussed in

section 2.4.1, calculated COM trajectories must be consistent with the desired ZMP trajectory

to create stable motion. [153] describes a method to explicitly calculate sets of non-divergent

ZMP-COM trajectory pairs in real-time by modifying the preview control problem, formulated

as a linear quadratic optimal control problem. In this formulation, the cost to control is set to

zero. This allows for arbitrarily large torque commands, and enables the desired ZMP trajec-

tory to be tracked within one control cycle. However, actuation limits do not allow tracking of

arbitrary ZMP trajectories. Therefore, dynamically feasible trajectories are selected from the

calculated ZMP-COM pairs in stage two. Dynamically feasible trajectories are defined by the

maximum allowable change in the desired ZMP trajectory based on robot actuation limits, and

can be found either through numerical optimization [153] or a simple iterative heuristic [154].
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With this method a 12 DOF, 53 kg robot recovers from 22 Ns pushes and can continue walking

when running into a 10 kg obstacle [154].

2.4.3 Virtual Model Control

Virtual model control is an alternative to ZMP-based control techniques to realize bipedal

robotic locomotion [98]. Intended as a mechanically intuitive way to generate robot motion,

virtual model controllers interconnect reference frames defined on the robot’s structure with

simulated virtual components such as springs, dampers, and energy fields [99] (Fig. 2.3). Forces

F generated by these virtual components between reference frames are translated to joint torques

τ using the Jacobian J

τ = JTF. (2.5)

Each pair of interconnected frames contains one action and one reaction frame. Forces act on the

action frame; the reaction frame defines the second attachment point of the virtual component.

Multiple, parallel virtual components can be interconnected between frames, allowing for the

creation of complex movements by stacking simple virtual mechanisms together [98]. Virtual

model control can realize classical control techniques, such as PD joint pose tracking, through

sequential stacking of virtual spring-dampers with different set points. It can also be used to build

virtual mechanisms that generate desired behaviors, such as “support structures” to maintain

robot balance [99].

Walking behavior is generated using a finite state machine with different virtual components

in each state [99][103][100]. Finite state machine-based controllers divide the gait cycle into

distinct actions. Transitions between these actions are based on system variable states; finite-

state machines are further discussed in section 2.5.2. Virtual model control has enabled two

planar bipedal robots to walk [98][103]. Spring Turkey, a 10 kg, 0.6 m tall bipedal robot with

point feet and series elastic actuators, used virtual model control to walk at 0.5 m/s over level
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Figure 2.3: An illustration of virtual model control. Virtual components span between reference frames
defined on the robot and its surrounding environment, generating virtual forces between frames. In the
frame pair {A,B}, A is the action frame, and B is the reaction frame. The virtual spring-damper walker
mechanism between the two frames maintains robot balance. In the frame pair {B,C}, B is the action
frame, and C is the reaction frame. The virtual spring between the two frames creates forward motion.
Virtual forces acting on each frame are converted to joint torques via the Jacobian.

ground while maintaining its torso pitch between ±5.2o [98]. Spring Flamingo, a 14 kg, 1m tall

bipedal robot with actuated hips, knees, and ankles used virtual model control to walk at 0.6 m/s

over level ground while maintaining its torso pitch between ±2.1o [103]. Furthermore, the robot

could walk up and down slopes of 5o without needing to modify properties of the controller’s

virtual components, and recover from external disturbances that resulted in temporary walking

speed changes of 25%.

2.5 Heuristic Control Approaches

Heuristic locomotion controllers encode desired limb motion into a set of control laws based

on a reduced set of state variables. State variables are not solely dependent on the robot’s full

pose, but other states, such as system energy and foot position to maintain constant forward ve-

locity [106], leg angle of attack during touchdown based on time of flight [123][24], or states of

virtual actuators in a robot model that differ from the physical robotic system [35]. Therefore,

they do not require a high-fidelity model of the system, which makes them advantageous in appli-
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cations where a robot’s full system state cannot be known, as well as for complex robotic systems,

whose high-dimensional full state make centralized control computationally intractable. These

controllers generate robust locomotion both in simulation [175][35] and in hardware [24][26],

allowing robotic systems to run and jump [109] and resist significant disturbances to their lo-

comotion [110][25]. The following subsections present a summary of state-of-the-art heuristic

locomotion controllers.

2.5.1 Hopping Robot Control

Compliant leg behavior captured by the spring-mass model for running and hopping is the

basis of several control policies that realize highly dynamic and robust locomotion in robotic

systems. The earliest robotic controller to achieve dynamically stable locomotion was designed

for a planar, one-legged hopper that implemented its compliant limb as a prismatic air spring

[109]. The controller, composed of three different control loops, was based on observations

that biological legs store energy in their muscles and tendons during hopping [108]. The first

control loop manipulates hopping energy of the system, maintaining constant system energy

by compensating for frictional losses through active thrusting of the prismatic leg. Hopping

energy is calculated by modeling the system as a spring-mass-damper [106][14]. Hopping height

is modulated by injecting and dissipating system energy. The second and third control loops

regulate forward motion, adjusting forward velocity and actuating the hip to maintain balance.

Constant forward velocity is maintained through foot placement about the locus of the center of

gravity during stance, the location over which the center of mass passes while the leg is in contact

with the ground. This locus is called the “CG print.” Placing the foot before or after this locus

results in faster or slower forward motion. The final controller regulates attitude, or body posture

during running, and is implemented as a hip torque control loop that receives feedback from the

robot’s hip angle. This controller maintains the robot’s hip angle to be horizontal relative to the

ground during stance. The three control loops are implemented via a finite state machine [109].
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In hardware, this heuristic controller enables the hopper to jump 0.25 m into the air, roughly

50% of its uncompressed leg length, run up to 1.2 m/s with strides up to 0.6 m, and remain stable

when subjected to horizontal disturbances [109].

This piece-wise control approach can be extended to create 3D running controls, allowing a

17 kg robot to hop in place and run over level ground at 2.2 m/s [107]. Aspects of this controller

have been used in a 3D quadruped robot, which is able to navigate unstructured terrain, walk up

inclines, jump 1.1 m, and carry up to 154 kg [110][25].

In contrast to this piece-wise hopping policy, analysis of the theoretical spring-mass model

has also resulted in highly dynamic, robust robotic hopping and running controls for simple

robots. Through a simulation of the spring-mass model for hopping and running, [36] showed

that landing at a fixed angle of attack can result in self-stabilizing running behavior for a con-

servative spring-mass system. This controller enables a simulated spring-mass robot with an 80

kg point-mass trunk and a 1 m uncompressed spring-leg length to locomote over uneven terrain

equivalent to 20% of the uncompressed spring-leg length or more. By combining self-stabilizing

behaviors for various angles of attack, it is possible to derive a hopping controller that is able to

regulate its hopping height and speed, and can therefore trade-off between navigating an envi-

ronment quickly or overcoming large obstacles [122][123]. This behavior can be encoded by a

heuristic-based controller that modulates the robot’s angle of attack based on time of flight since

reaching hopping apex.

The controller can also be extended into 3D. In simulation, a controller derived from analysis

of the theoretical spring-mass model has resulted in time-based deadbeat control policies for a

system with a human-like 80 kg mass and 1m uncompressed leg length. With this controller,

the model can run at 5 m/s, tolerate ground disturbances equivalent to 30% of its uncompressed

spring-leg length, and execute sharp turns in simulation [173].

In hardware, this hopping control heuristic has been applied to a simple, single-actuator robot

hopper. The heuristic allows a 0.35 kg robot with a 0.19 m uncompressed leg length to cope with

vertical obstacle heights equivalent to its leg length [24].
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2.5.2 Keyframe-Based Locomotion Control

Finite state machines are a common method to achieve bipedal walking in simulation and

robotic hardware [109][103][17][175][35]. Finite state machine-based controllers divide the gait

cycle into distinct actions. Transitions between these actions are based on system variable states.

During each state, various types of control are executed to realize the desired motion, including

executing empirically determined control strategies [109], enabling and disabling actuators [17],

and virtual model control [103]. Keyframe-based locomotion controls use desired joint poses as

the control setpoint during each finite state. Two of these methods, SIMBICON and the λ-model,

are discussed below.

Simple Biped Control (SIMBICON) is a state machine-based method used in the animation

community to develop various gait and locomotion behaviors [175]. As in other finite state

machine-based controllers, state transitions occur based on time spent in each state or sensed

foot contacts with the ground. Control within each state is achieved via PD control that realizes

desired robot target poses by tracking pre-defined interjoint angles. This control is applied to

all robot joints, except for those located at the hip, which are responsible for controlling torso

orientation, decoupling swing foot positions from the current torso orientation, and modulating

the hip angle of the swing-leg to maintain balance. The latter is accomplished via a control

law that uses a desired static swing-leg angle as a setpoint, and modulates around it based on

the position and velocity of the robot’s center of mass. Gaits can be both manually designed or

learned from motion capture, and can be combined with adaptive control techniques to execute

desired motions robustly while using low tracking gains.

In simulated robots, SIMBICON produces robust locomotion. Despite the controller’s intu-

itive simplicity of simply tracking desired joint motions while maintaining balance, it is robust to

60 Ns pushes during walking and model variations of 10% leg length, can walk down steps with

a height roughly equivalent to 20% of its leg length, and locomote up and down 6o slopes [175].

Furthermore, the controller is able to robustly transition between various gait types, including
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walking, high-stepping, hopping, skipping, and running when walking over level ground, and

can be used for both 2D and 3D bipeds. The controller can be adapted to work with various biped

morphologies and more closely emulate human walking characteristics, such as ankle actuation

and passive knee swing [164]. SIMBICON’s balance control law has also been combined with

reflex-based neuromuscular controls (discussed in section 2.5.4), resulting in simulated locomo-

tion that matches human locomotion recorded with motion capture [165]. To date, SIMBICON

locomotion has not been implemented in hardware.

The walking model proposed in [41] interprets keyframe-based locomotion control in a neu-

romuscular framework. Instead of ideal torque sources, virtual biological muscles, modeled as

interconnected contractile, parallel elastic, and series elastic elements attached to a virtual skele-

ton, are used to generate movement. Muscle dynamics are governed with a stimulation signal,

which includes a feed-forward motor command λ for each of the model’s 28 virtual muscles. λ

sets encode sets of joint angles, the keyframes of the model. Locomotion is achieved with only

two keyframes in addition to a continuously running balance controller that modifies the nomi-

nal λs of the stance leg’s hip muscles. Keyframes are switched using a finite state machine, with

transitions occurring based on the swing-leg’s ankle position relative to the stance leg.

In simulation, the model is able to tolerate 2o downhill and 0.5o uphill slopes without param-

eter adjustment. Furthermore, walking speed can be slightly modulated between approximately

1.0-1.1 m/s by adjusting the muscle stimulation feedback gain. While the model is not able to ex-

ecute highly dynamic behavior, results demonstrate the advantage granted by heuristic controls:

being able to control a complex walking model by modulating a small set of parameters. Sev-

eral other, non-keyframe based neuromuscular locomotion controllers exist. These are further

discussed in section 2.5.4.
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Figure 2.4: Taga’s neural oscillator walking model. Reproduced from [144]. Six interconnected self-
inhibitory neuron oscillators, which receive sensory feedback from a simulated biped’s musculoskeletal
system interacting with the ground, generate robust locomotion behavior. Running behavior can be trig-
gered by adjusting a single parameter corresponding to the neuron’s constant stimulation level.

2.5.3 Human Motor Inspired Control

Biologically inspired control policies based on central pattern generators (CPGs) have also

been investigated for use on robotic systems, and are able to achieve robust locomotion and a

range of locomotive behaviors with few control variables. In biology, CPGs are groups of in-

teracting neurons that produce a rhythmic output without sensory or central input [54]. The

existence of such neural circuits was first suggested in 1911, through observing locomotive be-

haviors of quadrupedal mammals whose nerves had been partially severed [11]. Later experi-

ments demonstrated the existence of such locomotion controls on decerebrate cats and rats, who,

despite possessing no brain control over their legs, were able to adapt to different locomotion

speeds on a treadmill and transition between gaits [127][18][88]. Research on crustaceans and

insects, whose central nervous system is relatively simple compared to mammals, showed that it

is possible for such animals to perform complex escape-behaviors with few neurons [72][114].

The ability to execute complex behaviors with decentralized controllers that contain few vari-

ables make CPGs an interesting candidate for robotic locomotion controls.

While the existence of locomotion-governing CPGs in humans is contested [79][160], CPG-
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based controls are able to realize bipedal walking behavior in simulation and hardware. Using

a mathematical model of six interconnected self-inhibitory neuron oscillators [81] (Fig. 2.4),

it is possible to create a bipedal locomotion controller that is able to walk over level ground

and shallow slopes, is robust to various ground stiffness, and can transition between walking

and running with a single parameter change [146]. This robustness can further be improved by

coupling CPG-based approaches with feedback from ground contact sensors to reset the phase

of the oscillators [3]. The drawback to CPG models is that no systematic methods to tune their

parameters exist, however this problem has been largely overcome with optimization techniques

enabled by increasing amounts of computing power [113][27][134][29].

CPGs have been used to control locomotion in sub-human sized, servo driven robots. CPG-

based control was used to generate walking patterns for a 20 DOF robot, which allowed it to

walk over level ground with an 8 cm step length, as well as down stairs [125]. This approach

was later extended to include reflex behaviors intended to stabilize the robot when sudden dis-

turbances occurred [176]. These additions allowed a 60 cm, 8.8 kg robot to continue walking in

the presence of sudden ground changes, sudden load increases of 0.5 kg, and non-planar pushes.

Another CPG-based control implementation on a servo-actuated, 8-link 3D biped, resulted in

a controller that could modulate the robot’s walking velocity between 0-0.2 m/s, enabling it to

walk over terrain height deviations of 3 mm, and walk laterally up slopes and slippery surfaces

while compensating for disturbances by adjusting its step period [28]. CPG-based control has

also enabled a planar, 7 segment, 24 cm tall robot to walk at 0.39 m/s and 0.73 m/s, and dynam-

ically transition between these speeds [80]. Furthermore, this robot could walk up an 8o incline

at a speed of 0.5 m/s.

2.5.4 Neuromuscular Locomotion

Neuromuscular controllers are another type of biologically inspired locomotion control pol-

icy. These types of control model the musculoskeletal system at various levels of detail, from
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Figure 2.5: Schematic of the Taga neuromuscular locomotion model. Adapted from [144]. Motor com-
mands issued by the neural oscillators, whose structure is shown in figure 2.4, are delayed before being
applied to the model of the musculoskeletal system. Similarly, sensory feedback from the musculoskeletal
system’s interaction with the environment are delayed before being applied to the neural oscillators. This
is done to simulate time delays present in biological systems that result from various sources such as nerve
conduction velocities and muscle activations.

simple sensory time delays [144] to full biomechanical systems with virtual muscles [35], and

can achieve robust 2D and 3D walking without the need for central processing. The majority of

these models rely on principles described by CPGs and/or muscle reflexes.

The earliest neuromuscular controller [144] resulted from the study of CPGs [146]. Moti-

vated by the fact that humans are able to walk robustly and dexterously across unknown en-

vironments despite having passive degrees of freedom, [146] proposed that locomotion is not

achieved through feedforward control, but instead through a dynamic interaction between a CPG

for walking, which is able to adapt to a changing environment through entrainment, i.e. synchro-

nization resulting from subsystem interaction, and the musculoskeletal system. In this model,

the sensed state of the musculoskeletal system, whose dynamics are partially constrained by the

environment, are used as feedback to the CPG (Fig. 2.5). In biological systems, time delays exist

both in the sensory feedback pathway to the CPG as well as the motor command pathway to

the joint actuators. These delays result from various sources such as nerve conduction velocities

and muscle activations. Muscle-like actuation was implemented in this model as delayed muscle
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feedback and motor commands. Despite the presence of such delays, the simulated model could

walk over level terrain with a 70 ms time delay, and over rough terrain with a 30 ms time delay,

showing that global entrainment between the CPG, musculoskeletal system, and the environment

can lead to stable locomotion.

The entrainment concept led to a planar neuromuscular locomotion controller for a simulated

biped with 8 segments and 20 muscles, some biarticular, which could walk over level ground and

was robust to parameter changes [145], as well as a 3D neuromuscular locomotion controller

which was robust to 16 Ns pushes in the frontal plane and 4 Ns pushes in the saggital plane [86].

However, neither of these neuromuscular models included time delays.

Several other CPG-based neuromuscular locomotion models exist. Unlike the above model,

whose muscles are ideal torque sources subject to time delays, the model described in [44] is

3D, and uses virtual mono- and bi-articular muscles to actuate each joint. Muscle activations in

this model are not subject to time delays. The model can be decomposed into three sub-systems.

The first system defines the mechanical and inertial characteristics of each body segment. The

second describes muscle dynamics of the virtual actuators. The third describes the neuronal

model which captures the CPG, empirically determined reflexes, as well as a rough model of

reciprocal innervation (described below).

In simulation, this model achieves steady-state walking over level ground at a velocity of 1.4

m/s and a stride length of 1.5 m, which closely corresponds to characteristics exhibited during

human locomotion. Furthermore, the model is robust to 16 Ns lateral pushes and can transition

from walking to stable running at 3.0 m/s. The model could achieve a top running speed of 5.5

m/s, but stability was inversely proportional to running speed.

The model in [90] also incorporates mathematically implemented virtual mono- and bi-

articular muscles that are excited by alpha motor neurons. Like the model described in [144],

excitation is subject to time delays in addition to muscle dynamics similar to those in [44]. These

muscles actuate a simulated seven link planar biped. Under the assumption that human locomo-

tion patterns are generated to minimize energy consumption using gravity, alpha motor neurons
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in this model are excited through a combination of a CPG and reciprocal innervation. Recip-

rocal innervation describes the phenomenon that the state of a muscle inhibits the excitation of

its antagonist [126]. This muscle state encodes information about the state of the joint, through

which gravity-induced motion can be inferred. Thus, walking not only relies on CPG-based lo-

comotion patterns, but also afferent signals processed locally between antagonistic muscle pairs

that provide information about the biped’s state. While the system is able to generate locomotive

behavior over level ground, walking is not as robust as the locomotion generated in [144], falling

down when a 30 Ns push is applied and CPG parameters are slightly modified. This results from

both a lack of global entrainment, as well as a “lazy” toe resulting from a parameter optimization

to minimize consumed energy, which scuffs the ground when a perturbation is applied. Based

on these results, [90] suggests that higher-level controls, in addition to both CPG and reciprocal

innervation, contribute to highly-dynamic locomotion behavior.

While higher-level controls and CPGs may be necessary to generate locomotion in biological

systems, it is possible to generate robust locomotion with muscle-like actuators using only re-

flexes, implemented as local, intermuscle feedbacks. The neuromuscular walking model in [35]

is based off of the bipedal spring-mass model, and is used to control a virtual seven segment

planar biped, whose legs are each actuated by seven mono- and bi-articular Hill-type muscles

[48] that include both sensory and actuation delays resulting from muscle dynamics. Beginning

with the bipedal spring mass model, which reproduces human COM dynamics and ground re-

action force patterns seen during walking and running, the model is expanded to include two

multi-segmented legs and a trunk. Muscles and corresponding intermuscle control laws are then

added to generate compliant leg behavior during stance, prevent knee hyperextension, balance

the trunk, and execute swing-leg behavior. Stance and swing-leg controllers are switched be-

tween based on ground contact sensors located in the ball and heel of each foot. Reflex gains are

tuned manually to generate human-like walking behavior.

In simulation, the model walks steadily over level-ground at 1.3 m/s. Additionally, it can walk

up and down 4 cm steps and 4o slopes without varying reflex gains. Joint kinematics, dynam-
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ics, and ground reaction force patterns are similar to those produced during human locomotion.

Compared to human muscle activation patterns, the model’s muscle activation patterns exhibit

a correlation of at least R=0.85 during stance for all muscles, and half of the model’s muscles

exhibit a correlation of at least R=0.87 during swing. These findings suggest that the interplay

between joint mechanics and motor control, instead of feed-forward CPG output, dominates the

output of some muscles during locomotion, and, therefore, CPGs are not required to generate

robust locomotive behavior.

Expansions to this model allow it to regulate its walking speed and execute speed transi-

tions [130], as well as walk in 3D [131]. By optimizing neuromuscular parameters to achieve

steady state-walking at various speeds, speed transitions between 0.8-1.8 m/s could be achieved

by switching between parameter values corresponding to steady-state walking solutions during

locomotion. This speed range corresponds to the typical adult human walking speed range [12].

Hip abductor and adductor muscles were added to each leg in order to realize 3D walking [131].

Desired lateral torques during leg swing were generated via SIMBICON balance control laws

[175]. Like the planar model, the 3D model was able to achieve steady-state walking at 1.3 m/s,

and generated GRF patterns that matched key characteristics of GRF patterns seen during human

walking.

Further extensions were made to the model’s swing-leg controller. Instead of implementing

intermuscle control laws based on empirically observed swing-leg behavior, swing-leg control

laws were refined based on the dynamics of a double physical pendulum [21], and were then

reinterpreted in a neuromuscular framework [22]. Ideal-torque control of a double pendulum

model, whose mechanical and inertial characteristics matched that of a human leg, resulted in a

state machine-based controller that was able to robustly place its legs into arbitrary targets for

a wide range of initial conditions that exceeded those typically experienced by humans [21].

This controller was able to produce motions whose kinematics and joint torque patterns were

qualitatively similar to those observed in humans, achieving foot placement into desired ground

targets, defined by a desired touchdown angle of a virtual leg, with an error typically less than
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5o. Furthermore, the controller was able to maintain foot placement accuracy in the presence of

disturbances in both early and late swing. The neuromuscular interpretation of this controller,

which includes both mono- and bi-articular muscles, achieves similar performance, while match-

ing patterns of human muscle activation patterns observed during walking and running [22]. The

ideal torque control swing-leg controller was combined with the planar neuromuscular model;

after parameter optimization, the model walks steadily at 1.4 m/s, traverses rough terrain with a

maximum ground height deviation of +12/-9 cm, and climbs 15 cm stairs, corresponding to 15%

of its leg length [133].

2.6 Human-in-the-Loop Locomotion Controllers

A goal of studying bipedal locomotion for robotic systems is to develop powered prosthetic

and orthotic devices that can re-enable disabled humans to walk. Such applications present a sig-

nificant control challenge, as they place a human being in-the-loop with a robot. In fully robotic

systems, the system’s entire state can be estimated and controlled. In prosthetic applications,

and to some extent exoskeletons, the system’s full state cannot be estimated and controlled, as

humans are autonomous of the robot. This necessitates alternative control approaches for human-

in-the-loop applications.

Most exoskeletons augment the capabilities of able-bodied users to increase their ability to

carry loads or decrease the amount of energy required to perform an action. Mechanically com-

plex exoskeletons, like the Berkeley Lower Extremity Exoskeleton [177] and Hybrid Assistive

Leg [69] use external sensors like foot switches or electrodes that measure EMG activity to esti-

mate user intent, and then apply joint torques to assist with the inferred motion. Comparatively

simple exoskeletons, like the soft lower-extremity exosuit developed in [167], are designed to

reduce the energetic cost of walking, and impose joint actuation based on measured gait phase.

All of these control approaches require an able-bodied human in-the-loop, and can therefore not

be applied to prosthetic devices.
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Figure 2.6: General schematic of locomotion controllers for human-in-the-loop applications. Adapted
from [61]. A pre-defined motion characteristic is replayed on the prosthetic or orthotic device based on
the user’s gait phase.
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Figure 2.7: An example set of finite states during the gait cycle. Adapted from [139]. A finite state
machine, initiated during prosthesis heel-strike, generates a desired joint trajectory throughout the gait
cycle by tracking desired joint impedances extracted from normal human gait. Traces: Generated joint
trajectory for the knee and ankle as a function of percent stride.
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Controllers which replay pre-defined motion patterns extracted from normal human gait are

the predominant control method for robotic prosthetic devices and exoskeletons that target para-

plegic users to date [45][61][166]. The general framework for such controllers is shown in figure

2.6. The operating principle behind these control approaches is that walking is a periodic mo-

tion. Based on the current gait phase, which can be detected through a combination of pressure,

joint angle, joint velocity, and joint torque [140][91][10][4], the controller uses a finite state

machine to replay a pre-defined motion pattern to execute desired stance and swing-leg behavior

(Fig. 2.7). Pre-defined motion patterns include joint position [50][91][52], joint torque generated

by joint impedance tracking [10][139][140], or a combination of these patterns [4]. To enable

a variety of actions with a single prosthetic device, such as ground level walking, performing

sit-to-stand motions, and stair climbing, intent recognition has been implemented on robotic

prosthetic devices [159][141][142]. Using motion libraries specifically developed for different

ground slopes, amputee subjects were able to walk up inclines up to 10o [143].

While replay of pre-defined motion patterns produces a functional gait, this approach is only

suitable in situations where an appropriate trajectory is encoded into the device’s motion library.

Such approaches fail in highly dynamic situations and instances where normal gait is disturbed,

for example during tripping and foot scuffing. Methods to dynamically generate joint trajecto-

ries have been proposed [71], but require keyframes, which makes them ill suited for situations

that require a dynamic response. Approaches that encode joint behavior using control laws in-

stead of trajectory examples may be better suited for locomotion applications, as control laws

can be formulated to deal with a larger range of conditions experienced during locomotion. To

this end, portions of the muscle reflex-based neuromuscular controller discussed in section 2.5.4

have been used in an active ankle-foot prosthesis to modulate ankle torque during stance [26].

Due to its modular construction and ability to achieve robust locomotion behavior despite lack-

ing central processing, the controller is an attractive candidate to control both robotic assistive

devices and fully robotic systems. With its muscle reflex-based controls, the prosthesis allows

a subject to walk at 1.0 m/s across level ground, up and down 11o slopes, run in place, and hop
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Capture Point Preview Regulation Virtual Model Control
Type Centralized (ZMP) Centralized (ZMP) Centralized

Implementation Hardware Hardware Hardware
Application Humanoid Humanoid Humanoid

Size Human Human Human
Mass (kg) 35 54 14

Max. vel (m/s) 0.21 1.1 0.6
Max. disturbance 21 Ns (frontal/lateral) 22 Ns (frontal) Unspecified

Ground type Level Level Sloped

Table 2.1: Centralized planning and tracking best performance comparison.

Spring-Mass Hopping Keyframe CPG Neuromuscular Motion Replay
Type Heuristic Heuristic Heuristic Heuristic Replay

Implementation Hardware Simulation Hardware Simulation Hardware
Application Humanoid Humanoid Humanoid Humanoid/Prosthesis Prosthesis

Size Human Human Sub-Human Human Human
Mass (kg) 17 90 9 80 70

Max. vel (m/s) 2.2 Unspecified run 0.7 1.4 1.2
Max. disturbance Unspecified 60 Ns 0.5 kg mass increase 0.1 m stairs 10o slopes

Ground type Rough Sloped Rough Rough Sloped

Table 2.2: Heuristic and human-in-the-loop control best performance comparison.

[46]. However, while this device illustrates the ability to use this muscle-reflex based controller

to control prosthetic devices and enable highly dynamic motions, it does not explore the full

potential of this controller, as it only actuates a single joint.

2.7 Performance Comparison & Thesis Motivation

The previous sections present a summary of state-of-the-art locomotion control approaches

for both fully robotic and human-in-the-loop legged systems. The best reported performance of

each control method is summarized in tables 2.1 and 2.2. Direct comparison between all meth-

ods is difficult due to the variability in application and maximum system complexity that each

method can control. However, assuming that methods which function on complex systems are

better, since they are more suited to control hardware capable of operating outside of a controlled

laboratory setting, each method can be grossly compared in terms of robustness and dynamism.

Based on reported performance, preview regulation is the best performing locomotion con-

troller to date, allowing the most massive robot to walk at the fastest speed and tolerate the largest

disturbance (Tab. 2.1). This control approach was most recently used in the DARPA Robotics
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Challenge Trials [152] by Team SCHAFT. Using this approach, Team SCHAFT finished in first

place, besting 11 other competitors [20]. While preview control represents the current state-of-

the-art for fully robotic systems that can use centralized planning and tracking-based controllers,

it cannot be used for prosthetic devices, as the full human-robot system state cannot be estimated

and controlled.

The spring-mass hopping controller presented in [107] enables the most dynamic locomotion

in robotic hardware systems to date. Its formulation, however, only allows it to be used on simple

systems with limited degrees of freedom. While keyframe-based locomotion approaches enable

the widest range of behaviors and can tolerate the largest disturbances, they have only been

tested in simulation. Such pose tracking methods also require active control over all joints, again

making them exclusive to fully robotic systems. Motion replay techniques, like those presented

in [143] offer functional control of human-in-the-loop systems, but motions not explicitly coded

into a prosthetic device’s library cannot be executed. Therefore, this control approach offers

limited performance when encountering locomotion disturbances such as trips.

Of the presented approaches, reflex-based neuromuscular control is the only approach that

has been used to control both fully humanoid systems, albeit only in simulation [35], as well as

prosthetic hardware during stance [26]. In both cases, the controller enables robust locomotion.

In simulation, the neuromuscular controlled model can walk at speeds up to 1.4m/s, as well as

over rough terrain and up stairs [133]. Since the reflex-based locomotion controller does not

require central processing and can be localized to stand-alone robotic devices, it also performs

well in single degree of freedom prosthetic applications, allowing a user to walk across level and

inclined ground. Whereas these results suggest that the neuromuscular controller is a promising

alternative control method for both fully robotic systems and powered prostheses, it is unclear

if the controller can be transferred to multi-segmented robotic legs. The goal of this thesis is to

investigate the feasibility of controlling a multi-segmented robotic leg with the proposed neu-

romuscular control approach, which may enable both robots and powered prostheses to react to

locomotion disturbances dynamically and in a human-like way.
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To evaluate the feasibility of neuromuscular control of robotic hardware, work in this the-

sis focuses on neuromuscular swing-leg controls, important for maintaining dynamic stability

of both fully robotic systems and powered prostheses in the presence of unexpected locomotion

disturbances, such as trips and pushes. Specifically, work in this thesis investigates two hypothe-

ses. Hypothesis one posits that proposed decentralized swing-leg controls enable more robust

foot placements into ground targets than state-of-the-art impedance controls. Hypothesis two

posits that neuromuscular swing-leg control enables more human-like motion than state-of-the-

art impedance control. The transfer of neuromuscular control to hardware and its comparison to

state-of-the-art impedance control is accomplished in the following chapters as follows:

• Chapter 3 presents the design of RNL, a three segment, cable-driven, antagonistically actu-

ated robotic leg with joint compliance. The robot’s size, weight, and actuation capabilities

correspond to dynamically scaled human values. Experiments presented in this chapter test

if it is possible to design and control a robot that matches human-like performance. The

hardware platform developed in this chapter is used in subsequent experiments to transfer

and evaluate the neuromuscular swing-leg controller.

• Chapter 4 transfers and evaluates an idealized version of the swing-leg controller with

mono-articular actuation to RNL. A model-based design approach is used to transfer the

swing-leg controller. A high-fidelity simluation of the robot is created to investigate the

feasibility of transferring neuromuscular controls, pre-tune hardware gains via optimiza-

tion, and serve as a benchmark for hardware experiments. The swing-leg controller is then

transferred to RNL and evaluated with foot placement experiments. The results suggest

that the swing-leg controller can accurately regulate foot placement of robotic legs during

undisturbed and disturbed motions, although discrepancies exist between human motions

and those executed by the robot.

• Chapter 5 and transfers and evaluates the full neuromuscular swing-leg controller on RNL.

The model-based design approach is extended to this setup, culminating in hardware foot
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placement experiments to validate the controller’s performance. To compare the con-

troller’s performance to state-of-the-art locomotion controls, impedance control is then

implemented on the robot and evaluated with the same set of foot placement experiments.

Results of these experiments suggest that both the idealized and neuromuscular swing-leg

controllers improve over the current state-of-the-art by enabling robots to robustly place

feet into a range of ground targets using only a single set of gains. Furthermore, the ankle

trajectory traced out by the robot under neuromuscular control is more human-like than

the trajectories traced out under the proposed idealized control and impedance control.

• Chapter 6 describes a design methodology of compact nonlinear springs with user defined

torque-deflection profiles to improve the performance capabilities of RNL’s SEAs. A pro-

totype spring is created and evaluated on an actuator testbed. Methods to estimate spring

torque, necessary to compensate for viscoelastic effects of the rubber, are discussed and

evaluated via simulation and hardware experiments. To investigate potential advantages of

nonlinear springs to series elastic actuators, testbed experiments are conducted that com-

pare the torque tracking ability of low stiffness linear springs, high stiffness linear springs,

and the developed nonlinear springs.

• Chapter 7 summarizes the work presented in this thesis and discusses possible future ex-

tensions to realize a fully-walking bipedal system, whose motion is regulated using decen-

tralized neuromuscular control.

Work in this thesis demonstrates that neuromuscular swing-leg controls can be transferred

to robotic hardware and generate human-like leg behavior. This work validates neuromuscular

controls as an alternative control method of multi-segmented robotic legs, which could enable

existing and future powered, segmented legged systems to exhibit more robust, dynamic, and

human-like locomotion.
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Chapter 3

Design and Development of RNL, a Testbed
for Robotic Neuromuscular Controllers

Material in this chapter is partially based on:

A. Schepelmann, M.D. Taylor, and H. Geyer
Development of a testbed for robotic neuromuscular controllers.

Proceedings of Robotics: Science and Systems, VIII:385-392, 2012. [117]

A. Schepelmann, J. Austin, and H. Geyer
Evaluation of decentralized reactive swing-leg control on a powered robotic leg.

Proceedings of the IEEE/RSJ International Conference on Intelligent Robots and Systems: 381-386,
2015. [119]

Decentralized neuromuscular control strategies of human locomotion may improve the re-

activeness and dynamism of powered, segmented robotic legs compared to traditional control

approaches. A hardware platform that matches the performance envelope and actuation method

of human legs is necessary to evaluate these control strategies and test their full advantages to

legged robotic systems. Such a hardware platform is not currently available. To overcome this

limitation, the Robotic Neuromuscular Leg (RNL) test platforms are created, whose develop-

ment is outlined in this chapter. RNL1 investigates the feasibility of building and controlling a

robot whose size, weight, and actuation capabilities match the performance envelope of human

legs. The robot is an antagonistically actuated two segment leg with translational joint com-

pliance. Experimental results show that the robot can track fast motions corresponding to 87%

of the maximum performance limit of human muscle, indicating that it is possible to build and
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control a hardware platform with human-similar performance. Based on these results, RNL2

and RNL3 are created. These robots are full powered, segmented robotic legs with three seg-

ments and seven mono- and bi-articular series elastic actuators, which are used to evaluate the

decentralized swing-leg controls to be discussed in the subsequent chapters.

3.1 Design Requirements

The RNL platforms are designed to test decentralized neuromuscular control strategies stem-

ming from [35] on robotic hardware. The model in [35] (Fig. 3.1), is a planar humanoid with

a trunk and two three-segment legs, actuated by virtual mono- and bi-articular Hill-type mus-

cles [48][37]. The model interprets the bipedal spring-mass model, which unifies human center

of mass (COM) dynamics during walking and running, in a human morphological framework.

Muscles in [35] generate locomotion behavior primarily through intermuscle feedbacks, termed

“muscle reflexes,” and represent major muscle groups active during human walking. Components

of the model have since been extended to regulate walking speed and enable speed transitions

[130], achieve robust swing-leg placement in the presence of large disturbances [21][22], navi-

gate rough terrain and steep inclines [133], and realize 3D walking [131]. Due to its versatility,

robustness, and decentralized nature which makes it interesting to human-in-the-loop prosthesis

applications, the controller represents a promising alternative to existing locomotion controllers

for powered, segmented robotic legs.

Implementing the model’s muscle-like actuation scheme on robotic hardware may provide

several additional benefits. First, an antagonistic actuation scheme enables joint co-contraction,

important for energy regulation during stance [15], especially while running [14]. Second, robot

segment mass distributions enabled by distributed actuators may match human segment mass dis-

tributions more closely compared to traditional co-located actuators at the robot’s joints. Third,

biomechanics imparted by muscle-like actuation may decrease high-level control complexity.

Currently, no legged system exists that matches the performance envelope and actuation
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Figure 3.1: Hill-type muscles of the decentralized neuromuscular walking model in [35]. The model
represents a planar humanoid with a trunk and two three-segment legs, actuated by virtual mono- and
bi-articular Hill-type muscles. Black: Leg segments and trunk. Red: Mono-articular muscles. Blue:
Bi-articular muscles. Gray: Other leg. (Muscles not shown.)

Gastroc. Hamstring Hip Ext. Hip Flex. Soleus Tibialis Ant. Vastus
lopt (cm) 5 10 11 11 4 6 8

Fmax (N) 1500 3000 1500 2000 4000 800 6000
vmax (lopt/s) 12 12 12 12 6 12 12

Table 3.1: Muscle parameters of [35]’s planar, reflex-based neuromuscular walking model.

mt (kg) ms (kg) mf (kg) lt (cm) ls (cm) lf (cm) rt (cm) rs (cm) rf (cm)
Human 8.5 3.5 1.25 50 50 20 10 5 5

RNL 2.125 0.875 0.3 25 25 10 5 2.5 2.5

Table 3.2: Human segment mechanical properties vs. RNL segment targets. Human segment mechanical
properties taken from [35].

Gastroc. Hamstring Hip Ext. Hip Flex. Soleus Tibialis Ant. Vastus
τmax (Nm) 9.38 37.5 18.75 25 25 5 45
vmax (rpm) 162 162 178 178 65 194 217

Table 3.3: Actuator requirements, specified at RNL’s joints. Torque requirements based on dynamically
scaled maximum isometric force of each muscle in table 3.2, and RNL joint radii. Speed requirements
based on dynamically scaled maximum joint speeds reported in [171].
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scheme of [35]’s neuromuscular model (Tab. 3.1). Yet, such a hardware platform is necessary to

test the full advantages of neuromuscular control to legged robotic systems. The RNL hardware

platforms are designed to overcome this limitation. Their design requirements are driven by three

themes: dynamic similarity, antagonistic actuation, and leg compliance.

3.1.1 Dynamic Scaling

The RNL platforms aim to match human leg performance, but constructing a full-sized hu-

manoid is costly and difficult for individual researchers to work with. For cost and safety con-

siderations, RNL is designed to be half the size and a quarter of the weight of a human leg. Due

to this size and weight reduction, it is necessary to ensure that the dynamic behavior exhibited

by RNL matches that of a full-sized human leg. This is accomplished through dynamic scaling.

Dynamic scaling uses fundamental physical variables to define relationships between a sys-

tem’s quantities at different scales. This approach was formalized by Buckingham [13], and is

often applied in aerospace and fluid engineering applications. In mechanical systems, funda-

mental units are mass, length, and time. The robot’s mass and length targets define these scaling

factors asmr/mh (kg)/(kg) = 1/4 and lr/lh(m)/(m) = 1/2, respectively. Since the robot is exposed

to the same gravitational field as humans, the relationship gr(m/s2)=gh(m/s2) must hold.

With these three scaling factors, dynamic scaling factors for time, force, torque, and velocity

are calculated through dimensional analysis. RNL’s time scaling factor must have units

tr
th

=
s

s
. (3.1)

It is possible to resolve these units with the above fundamental units as

tr
th

=

√
gr/lr
gh/lh

=

√
1

2
. (3.2)

Peforming similar calculations results in force, torque, and velocity scales of Fr/Fh(N)/(N)
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Motor Gearbox Load

Figure 3.2: General schematic of a series elastic actuator (SEA). SEAs are characterized by the presence
of a compliant element between the motor and load, and offer several advantages for torque controlled
robots compared to actuators without a compliant element.

= 1/4, τr/τh(Nm)/(Nm) = 1/8, and vr/vh(m/s)/(m/s) =
√

2/2. A comparison of human segment

and RNL mechanical properties calculated using these scaling factors is shown in table 3.2. The

optimum length, maximum contraction velocity, and maximum isometric force of each muscle

in [35] can also be used to calculate dynamically scaled RNL joint actuator no load speeds and

stall torques, which are shown in table 3.3.

3.1.2 Antagonistic Actuation

The RNL platforms use cable driven series elastic actuators (SEAs) to enable multi-articular,

muscle-like actuation. SEAs were originally developed by Pratt and Williamson [97] and are

common in bipedal robots [103][92]. SEAs contain a compliant element between motor and

load (Fig. 3.2), which offers several benefits compared to rigid actuators. First, the compliant

element can be used to estimate applied load torque more accurately than using motor current.

Motor current is often noisy. Strain gauges and encoders, on the other hand, can provide cleaner

measurements of compliant element deflection. With this deflection measurement, applied load

torque τload can then be calculated via Hooke’s law as

τload = ks∆θ (3.3)

where ks is the compliant element stiffness and ∆θ is the compliant element deflection. Further-

more, the compliant element is often located after the drivetrain’s gear stages and attached to the

load; as such, no dissipative friction occurs between the measurement and torque-application in-
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(a) (b) (c)

Figure 3.3: Translational joint compliance. a) CAD rendering. b) Hardware implementation of joint for
RNL1. c) Close-up of installed RNL1 joint.

terfaces. Finally, the compliant element decouples motor and load inertia, which enables precise

torque control with highly geared motors (at the expense of system bandwidth), including zero

torque [115].

Cable drives have been used to actuate robots where size, mass distribution, and low segment

inertias are critical [7][42][19]. SEAs have previously been combined with cable drives in legged

systems [40] and exoskeletons [161]. In RNL, cable-driven actuators help to meet several design

requirements. First, they enable human-like segment mass distributions, since actuators do not

need to be co-located with a joint. Second, they allow actuation across translationally compliant

joints, since cables can go slack. Cable slack also enables truly passive dynamics since they can

be actively commanded to be slack. Finally, cable drives enable antagonistic actuation, where

multiple actuators act on a single joint, enabling joint co-contraction.

3.1.3 Joint Compliance

Humans are not rigidly coupled kinematic chains, possessing interjoint cartilage and soft

tissue around bones. To capture this aspect in RNL, translationally compliant joint designs are

incorporated into the robots’ structure (Fig. 3.3). The joints connect the RNL thigh and torso, as

well as the shank and thigh. Joints are composed of two clamping plates, which hold a custom-

molded compliant element (Shore A Hardness 70). The joints’ shafts and compliant elements
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Human RNL Scaling Factor
Vastus Max Force (N) 6000 1500 1/4
Vastus Max Vel. (m/s) 0.96 0.68 1/4

Hamstring Max Force (N) 3000 750 1/4
Hamstring Max Vel. (N) 1.2 0.84 1/4
Max Joint Torque (Nm) 368 45 1/8

Max Joint Vel. (rpm) 153 217
√

2

Table 3.4: Maximum human mechanical performance vs. RNL SEA targets

are coupled with a compliance retainer, constructed from spur gears. This allows bi-directional

translation between the robot’s segments, while restricting rotational motion to only occur in the

robots’ distal segments.

3.2 Robotic Neuromuscular Leg 1 (RNL1)

It is unclear if a dynamically scaled robot with human-like size, weight, and actuation ca-

pabilities can be built and controlled. RNL1 is created to investigate this question. RNL1 is a

half-human sized, quarter-human weight, two segmented, antagonistically actuated robotic leg

with joint compliance (Fig. 3.4). The following subsections detail the electromechanical design

of RNL1, describe the velocity-based SEA control scheme used to control the robot’s actuators,

and present experiments used to evaluate whether the robot meets its “human-like” performance

goals.

3.2.1 RNL1 Series Elastic Actuators

The vastus muscle is able to produce the largest maximum isometric force of all leg muscles

active during locomotion. Its antagonist, the hamstring, is among the fastest muscles active

during locomotion. If it is possible to meet the most aggressive human actuation goals while

maintaining dynamically scaled length and mass targets, it should be possible to construct a

full leg that matches RNL’s overall performance goals, as the additional actuators necessary to
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Figure 3.4: The Robotic Neuromuscular Leg 1 (RNL1) test platform.
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realize the full system are smaller and less powerful. Therefore, RNL1 focuses on meeting the

performance envelope defined by the vastus and hamstring in a robotic system. Table 3.4 shows

human mechanical performance limits and corresponding RNL1 dynamically scaled mechanical

performance goals.

The vastus and hamstring antagonistically actuate the knee joint. Therefore, RNL1 is con-

strained to have only this degree of freedom, accomplished by rigidly coupling the robot’s thigh

segment to its mounting cage. As a result, the hamstring, which in a full neuromuscular system

is bi-articular (Fig. 3.1), is instead mono-articular in RNL1. The vastus SEA is located in the

robot’s thigh; the hamstring is located on the mounting cage, acting as the robot’s “torso.” With

future technology transfer to prosthetic and orthotic devices in mind, RNL1’s motor selection is

limited to DC motors. Due to author preference, motor selection is further limited to the Maxon

Motor AG catalog. Within these constraints, the only single motor able to meet the speed and

torque requirements of the vastus and hamstring SEAs is the 250-watt RE65. Using this mo-

tor immediately exceed the 2 kg weight limit of the robot’s thigh segment. Therefore, RNL1’s

SEAs use multiple DC motors geared in parallel, which yield similar motor power at reduced

actuator weight. Several motor configurations match RNL1’s SEA design targets (Tab. 3.5). The

optimal combination of low weight, low motor inertia, torque, and speed is accomplished with

four mechanically coupled RE30 motors. To limit actuator complexity RNL1’s SEAs instead use

two mechanically coupled RE40 motors (RE40: 148877; Maxon Motor AG), at the expense of

4x RE30 2x RE40
Gear ratio 40 36

Total weight (g) 952 960
Rotor inertia (kgm2) 0.02 0.03

Nominal torque (Nm) 14.1 13.2
Stall torque (Nm) 163 180

No load speed (rpm) 212 211
Nominal speed (rpm) 194 194

Table 3.5: RNL1 SEA motor configuration comparison. Optimal configuration is comprised of four
RE30s. Two RE40s meet the same performance criteria with lower mechanical complexity, at the ex-
pense of increased rotor inertia.
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Figure 3.5: RNL1 SEA drivetrain. a) Drivetrain schematic. b) Drivetrain layout. c) Hardware implemen-
tation.

increased rotor inertia.

For compactness, the SEAs incorporate a three stage drivetrain (Fig. 3.5). The first stage

mechanically couples the motors with a 4:1 reduction; the second stage aligns the output shaft’s

axis of rotation and the robot’s joint with a 3:1 reduction. An additional 3:1 reduction is located

between the SEA output shaft and joint, connected via cable drive, for a total 36:1 gear reduction

in the drivetrain. The gear ratio of the external stage can be modified, which enables the same

SEA design to be used for muscles with different properties.

A rotary spring coupling serves as the SEA’s compliant element. For compactness, it is

located between the actuator’s first and second drivetrain stages. Torque measurements are real-

ized with two absolute rotary encoders (RM22B: magnetic, analog; Renishaw PLC) located on

either side of the spring. Encoders are interfaced to the host PC using an analog data acquisition

card (Model 626; Sensoray Co., Inc.), yielding an effective encoder resolution of 9 bits. Off-

the-shelf spring couplers are used as SEA compliant elements. To enable high-accuracy torque

tracking, the SEAs must have a minimum joint torque resolution of 0.5 Nm. A 1.75 Nm/rad

spring coupling with a 1.4 Nm maximum torque rating (A5Z26M0606; SDP-SI) is used to re-

alize the desired torque resolution with the selected encoders. An incremental encoder on the

shaft of one RE40 (RM22I: 9 bit, magnetic, digital; Renishaw PLC) measures motor velocity.
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Figure 3.6: Velocity-based SEA controller schematic. P(s) is a feedback loop to compensate for model
uncertainty. C(s) represents the motor controller.

This measurement is used as feedback to the SEA controller detailed in the next section. One

motor controller (SOL-WHI-20/60E02; Elmo Motion Control) supplies the same current to both

RE40s. Motor controllers are interfaced via RS-232 to a host PC that runs Real-Time Windows

Target (Mathworks, Inc.), and receive velocity commands asynchronously at approximately 1

kHz.

3.2.2 RNL1 Joint Compliance

RNL1’s floating knee joint design is shown in figure 3.3. The joint’s rapid prototyped clamp-

ing plates (VeroWhitePlus; Object Ltd.), hold the compliant element, made from a two-part

PMC-744 urethane rubber mixture (Smooth-on Inc.) that is cast into the plates. An RM22B

encoder is mounted on the joint shaft. The encoder body is located on the shank. Relative mo-

tion between the encoder head and body, enabled by the compliance retainer design discussed

previously, measures the knee position during leg movement.
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3.2.3 Velocity-Based SEA Control

RNL1’s SEAs generate desired torques using a velocity-based SEA control scheme [147]

(Fig. 3.6). The original SEA controller proposed by [97] modulates load torque using motor

torque as a control target. Recently, an alternative SEA controller was proposed [174], which

modulates load torque τl using motor velocity θ̇m as a control target instead of motor torque

θ̇m = τl(
1

Jls
+

s

ks
) (3.4)

where Jl is the load inertia and ks is the stiffness of the compliant element. Velocity-based SEA

control is advantageous to SEAs where the compliant element is not directly connected to the

load. Since motor velocity corresponds exactly to velocity at the drivetrain output, the velocity

loop automatically compensates for losses without additional tuning of the outer control loop.

In addition, the controller’s inverse dynamics terms only require the first derivative of motor

position, which leads to increased system bandwidth, since low-pass filters with higher cutoff

frequencies can be used. Velocity-based SEA control can also enable passive control while

maintaining an integral gain to counteract steady-state error, when it is realized as a cascaded

controller with an inner velocity loop that generates desired motor velocities via PID control that

operates on the difference between desired and measured load torque [155]. Realizing passive

control that incorporates an integral gain is not possible with the torque-based SEA controller

originally proposed in [97].

The velocity-based SEA control formulation in equation 3.4 requires load inertia to be known.

For legged systems, it is not clear what load inertia is, as load dynamics constantly change

due to joint position and gait phase. However, knowledge of load inertia is not necessary in

the formulation of a velocity-based SEA controller. Starting with Hooke’s law (Eq. 3.3), it is

possible to formulate torque control as velocity-based control by writing the motor position as a

function of motor velocity θm = θ̇m/s, which resolves Hooke’s law to
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θ̇m = τl/(kss+ θls). (3.5)

Here Jl does not need to be known. Figure 3.6 shows a schematic implementation of this

velocity control, in which equation 3.5 is implemented as feedforward compensation, P (s) is

PID feedback compensation for model uncertainty, and C(s) represents the motor controller and

actuator plant.

3.2.4 Hardware Experiments

RNL1’s electromechanical design and control implementation is verified with motion track-

ing experiments. The experiments test whether the robot can meet desired performance goals by

tracking fast, commanded knee trajectories with high fidelity. To simulate the inertial effects of a

foot segment, a weight is attached to the bottom of RNL1’s shank, increasing its total mass to 1.1

kg. The resulting mechanical properties of the shank segment are lcom=0.107 m, and Js=0.005

kgm2, where lcom is the distance of the shank’s center of mass position from the knee pivot and

Js is the shank inertia about the knee joint.

Knee trajectories θrefk observed in human walking (tabulated in [171]) are sped up until the

joint velocity, calculated via numerical differentiation, reaches the maximum human knee joint

velocity defined in table 3.4. Velocities are median filtered (filter order = 10) to eliminate artifacts

resulting from differentiation. This results in references trajectories with speeds between 1.0×

and 2.0× of the nominal trajectory. Calculated joint velocities and accelerations are then dy-

namically scaled to generate reference trajectories for RNL1 joint velocity θ̇refk and acceleration

θ̈refk .

With these references, a tracking control that outputs desired actuator torques is designed.

The controller includes feed-forward torque trajectories Jsθ̈
ref
k , gravity compensation, and PD

feedback compensation kp(θ
ref
k −θk)+kd(θ̇

ref
k −θ̇k), where kp=15 and kd=0.01kp are the position

and velocity feedback gains. θk and θ̇k are measured by an absolute encoder on RNL1’s knee
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Figure 3.7: High fidelity motion experiment results. RNL1 knee position, velocity, and antagonistic actu-
ator torques for walking trajectories corresponding to a) 1.0×, b),c) 1.6×, and d) 1.8× nominal walking
speed trajectories. In experiments, motion occurred between 4 s and 8 s. Plots show mean±std. for 10
repetitions. Red lines: commanded trajectories. Blue lines: measured trajectories. Green lines ±std. of
measured trajectories.
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Rθk Rθ̇k
Rτvas Rτham

1.0× 0.97±0.01 0.87±0.04 0.71±0.06 0.90±0.02
1.2× 0.97±0.01 0.88±0.02 0.67±0.04 0.90±0.02
1.4× 0.94±0.02 0.82±0.04 0.80±0.02 0.82±0.05
1.6× 0.95±0.02 0.85±0.02 0.80±0.01 0.80±0.03
1.8× 0.80±0.06 0.64±0.08 0.77±0.04 0.62±0.04

Table 3.6: Mean correlation coefficients (R) for trajectory following trials. n =10 for all speeds.

tθk tθ̇k tτvas tτham
1.0× 9.5±1.5 18.4±2.6 13.1±1.7 4.8±0.9
1.2× 7.2±0.9 11±0.7 10.3±1.2 5.1±0.7
1.4× 15.9±1.4 19.5±1.8 9.1±1.0 9.0±1.6
1.6× 12.3±2.4 15.2±2.3 10.7±0.8 9.3±1.7
1.8× 25.0±3.9 25.2±4.4 9.5±2.1 14.9±0.9

Table 3.7: Mean time delays (t) in ms for trajectory following trials. n =10 for all speeds.

joint. The four components are summed to generate net joint torque. The resulting actuator

flexion and extension torques are commanded to the corresponding flexion and extension SEA

via the velocity-based control scheme described in section 3.2.3. To avoid cable slack, each SEA

applies a minimum of 0.5 Nm torque to the joint at all times.

Figure 3.7 summarizes the results of the motion tracking experiments. Tables 3.6 and 3.7

list the mean cross-correlation coefficients and signal time delays over the trials for all traces.

The executed joint position and velocity trajectories closely follow the desired trajectories for

trial up to 1.6×, with position and velocity correlation coefficients greater than 0.90 and 0.80,

respectively. The largest differences between desired and commanded position occur during

periods of knee extension at 1.6×, with a maximum error of 7.3o. Velocity shows a similar

tracking quality. Top speeds achieved 160 rpm in 1.6× trials. Additionally, there is a high degree

of repeatability throughout all trials, with a maximum standard deviation of 7.4o and 44 rpm

from the mean values over all trials. (The first leg swing was not included in these calculations,

as impulse accelerations from rest are not representative of system dynamics.) Higher joint

speeds could not be tested, because the compliance retainer in the knee joint failed during the

high speed trials.
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The motion experiments validate RNL1’s electromechanical and control design, demonstrat-

ing that it is possible for a robotic leg to achieve human-like actuation capabilities. Experimental

results show that RNL1 can reliably generate human-like leg motions with high positional accu-

racy for joint speeds up to 160 rpm and with lesser position accuracy for joint speeds up to 190

rpm, approximately 90% of the maximum designed for joint velocity. Furthermore, the presence

of joint compliance does not hinder robot performance. While the clamping plates failed, indi-

cating the need to construct them out of a stronger material, the compliant element did not show

any wear throughout the experiment. Experiments also reveal that RNL2’s SEAs will need to

incorporate stiffer springs with a higher torque rating, as RNL1’s SEA springs limited actuator

bandwidth to 25 ms and imposed a joint torque limit of 12.6 Nm, approximately 30% of the

actuation goal at the joint level.

In the long term, the linear springs in the SEA drivetrain could be replaced with a nonlinear

stiffening spring. Stiffening nonlinear springs enable high precision zero torque control with

high bandwidth responses at large commanded torques. Additionally, nonlinear springs in antag-

onistic actuators enable joint co-contraction and stiffness modulation [158], important for energy

regulation during running [15][14]. Advantages of nonlinear springs to series elastic actuation

are widely recognized [97][84]; however a systematic method for developing compact springs

with custom torque-deflection profiles has not been proposed. To address this shortcoming, a

synthesis method for compact nonlinear springs with user-defined torque-deflection profiles is

presented and evaluated in chapter 6 for inclusion in a future hardware revision.

3.3 Robotic Neuromuscular Leg 2 (RNL2)

RNL1 experiments validated that a dynamically scaled, antagonistically actuated robotic leg

can achieve human-like performance. Based on these results, RNL2, a full, three-segmented,

multi-articular robotic leg is created to test neuromuscular control strategies (Fig. 3.8a). The

majority of RNL2’s electromechanical design and control is identical to RNL1’s electromechan-
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Figure 3.8: The Robotic Neuromuscular Leg 2 (RNL2) test platform. a) Hardware implementation. b)
Actuation schematic. Solid: Mono-articular actuator cables. Gray: Actuators used to evaluate ideal
swing-leg control in chapter 4.

ical design and control. Design differences implemented in RNL2 are described in the following

sections.

3.3.1 RNL2 Series Elastic Actuators

RNL2 is designed to accomodate both both mono- and bi-articular series elastic actuators,

emulating the muscle configuration of [35]’s walking model. This will allow the robot to im-

plement neuromuscular locomotion controls. As a step to transferring neuromscular swing-leg

controls to RNL2, an idealized swing-leg controller is first evaluated on hardware. (Experiments
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Gastroc. Hamstring Hip Ext. Hip Flex. Soleus Tibialis Ant. Vastus
Stage 1 (Int) 3.6:1 4:1 4:1 4:1 2.5:1 3.6:1 4:1
Stage 2 (Int) 2.9:1 3:1 3:1 3:1 2.8:1 2.9:1 3:1
Stage 3 (Ext) 4.1:1, 4.1:1 5:1, 2.5:1 5:1 5:1 4.1:1 4.1:1 2.5:1
ks (Nm/rad) 23.9 44.5 44.5 48.9 49.3 23.9 49.3

Table 3.8: RNL2 SEA drivetrain stage gear ratios and spring constants

evaluating this swing-leg controller are described in chapter 4.) For this controller, RNL2 uses

only mono-articular actuators. The robot’s actuator layout for these experiments is shown in

figure 3.8b. The hip extensor and hip flexor antagonistically actuate the robot’s hip. The vastus

and gastrocnemius actuators antagonistically actuate the robot’s knee, and act as the robot’s knee

extensor and knee flexor, respectively.

The hip extensor, hip flexor, and vastus actuators have the same interal drivetrain layout

as RNL1’s series elastic actuators. The external gear stage, defined by RNL2’s hip and knee

radii, change these SEAs’ stall torques and no load speeds, allowing the same actuator design

to meet their respective performance requirements shown in table 3.3. Tibialis anterior actuator

requirements are less than gastrocnemius requirements. As such, the two actuators share the

same design. These SEAs use a single RE30 motor (RE30: 184858; Maxon Motor AG). The

soleus has a unique actuator design. This SEA will be used in future stance and locomotion

experiments. It uses one RE40 (RE40: 148877; Maxon Motor AG). Drivetrain gear ratios of all

actuators are shown in table 3.8.

Rotary spring couplings again serve as the SEAs’ compliant elements, and are located be-

tween the actuators’ first and second drivetrain stages for compactness. RNL1 revealed that

spring coupler torque rating is critical for meeting torque actuation targets. Coupler torque rat-

ings are proportional to the amount of material used in the spring design; couplers with a high

torque rating are larger than couplers with a low torque rating. Coupler torque rating is also

proportional to stiffness; couplers with a high torque rating are stiffer than couplers with a low

torque rating. To meet torque actuation targets, RNL2 SEAs need to incorporate spring couplers

with a higher torque rating. To still meet the 0.5 Nm knee torque resolution goal, RNL2 therefore
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Figure 3.9: RNL2 encoder interface PCB.

needs higher resolution encoders than what can be provided by the data acquisition card used to

interface RNL1’s encoders to the host PC. Due to author preference, encoder selection is limited

to the Renishaw PLC catalog. To ensure compatibility with the existing SEA design, encoder

selection is further limited to Renishaw’s RM22 line. The highest resolution absolute rotary mag-

netic encoder in this product family is 13 bit (RM22S: 13 bit, magnetic, digital: Renishaw PLC).

For these encoders, no compatible interface options with the robot’s host PC exist. A custom

PCB is designed to interface the encoders with the host PC (Fig. 3.9). The PCB, based around

the ATmega328-PU microcontroller, decodes the RM22S encoder readings and transmits sensor

measurements to the host PC via RS-232. The following spring couplers are selected for each

actuator: hip extensor, hip flexor, hamstring, soleus, and vastus use a spring coupling with an ad-

vertised torque rating of 5.1 Nm (MWS25-6-6-SS; Ruland Manufacturing Co.); gastrocnemius

and tibialis anterior use a spring coupling with an advertised torque rating of 2.9 Nm (FSMR19-

5-5-A; Ruland Manufacturing Co.). The torsional stiffness of each coupling is calculated from

testbed experiments using analog compression load cells (FC22: 100lbf; Measurement Special-

ties) (Fig. 3.10). Identified spring constants, calculated via linear regression, are shown in table

3.8. These springs provide an approximate joint torque resolution of 1.0 Nm at the robot’s hip

and 0.5 Nm at the robot’s knee.
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Figure 3.11: RNL2 foot schematic.

The host PC’s control software is upgraded to xPC Target (Mathworks, Inc.) to guarantee

synchronous 1 kHz control. RNL2’s motor controllers (DZEANTU-020B080B; Advanced Mo-

tion Controls) communicate with the host PC via EtherCAT (Beckhoff Automation).

3.4 RNL2 Foot

RNL2 has a three-degree of freedom foot with a passive toe and arch (Fig. 3.11). It’s design

is based on the windlass mechanism found in human feet, which passively stiffens the foot arch
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during push-off [47]. Simulation studies using [35]’s neuromuscular model showed that the

windlass mechanism leads to a 15% energetic cost reduction during normal walking compared

to rigid feet [129]. In RNL2, the windlass mechanism is implemented using two passive linear

springs, which connect the robot’s toe to and the top of its foot, as well as its toe and heel. The

latter spring simulates a human’s plantar fascia connective tissue. The foot segment will be used

in later hardware experiments of neuromuscular stance behavior and neuromuscular locomotion.

3.5 Summary

This chapter presented the design and evaluation of the Robotic Neuromuscular Leg (RNL)

test platforms, designed to evaluate decentralized neuromuscular control strategies of human lo-

comotion on robotic hardware. Motion tracking experiments with RNL1 confirmed that it is pos-

sible to construct and control a dynamically scaled robotic leg that matches human size, weight,

and actuation capabilities. Based on these results, RNL2, a full, powered segmented robotic leg

was constructed. This robot will be used in subsequent chapters to transfer neuromuscular control

ideas to robotic hardware, and evaluate the ability of a decentralized, neuromuscular swing-leg

controller to accurately place the robot’s feet into desired ground targets for undisturbed and

disturbed motions.
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Chapter 4

Transfer and Evaluation of Decentralized
Reactive Swing-Leg Control on a Powered
Robotic Leg

Material in this chapter is partially based on:

A. Schepelmann, J. Austin, and H. Geyer
Evaluation of decentralized reactive swing-leg control on a powered robotic leg.

Proceedings of the IEEE/RSJ International Conference on Intelligent Robots and Systems: 381-386,
2015. [5]

Animals and robots balance dynamically by placing their feet into proper ground targets.

While foot placement controls exist for both fully robotic systems and powered prostheses, none

enable the dynamism and reactiveness of able-bodied humans. A control approach was recently

developed for an ideal double pendulum dynamical system that places feet into ground targets

for a wide range of initial conditions and in the presence of significant locomotion disturbances

[21]. Whereas its performance in simulation make it an attractive candidate to control legged

robotic systems, it is unclear if the approach can be used on real-world systems. In this chapter,

the approach is transferred and evaluated on the robotic hardware test platform RNL2, described

in the previous chapter. To ease transfer of the control approach to robotic hardware, a model-

based design approach is adopted and a high-fidelity simulation of the robot is created. The

simulation is used as a tool to evaluate if the approach can be applied to robotic systems, how

specific components need to be implemented to account for hardware constraints, and to pre-tune
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Figure 4.1: Swing-leg control experiments. The controller issues joint torque commands to regulate the
length l of a single segment, virtual leg between the robot’s hip and ankle, moving it from an initial
position α0 to a target position αtgt when making contact with a virtual ground (dotted). Solid: Trajectory
traced out by ankle point during experiment.

mid- and high-level control gains. Hardware results show that the controller can be transferred

to robotic systems and achieve foot placements into desired ground targets with comparable

accuracy to an ideal double pendulum simulation, both when the robot’s motion is undisturbed,

as well as when it encounters obstacles in early, mid, and late swing.

4.1 Introduction

Animals and legged robots balance dynamically by placing their feet into proper ground

targets [112][107]. Ground targets that stabilize locomotion in the presence of disturbances

can be identified with simple locomotion models, like the linear inverted pendulum model for

walking [150][63] and the spring-mass model for running [9][123]. (Details of these models are

further discussed in section 2.3.) Robotic systems then place their feet into identified ground

targets in several ways.

Fully robotic systems pre-plan and execute full-body trajectories using inverse dynamics and

kinematics [66][101]. (Details of centralized planning and tracking techniques are further dis-
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cussed in section 2.4). While these approaches enable robots to climb stairs [66] and react to

push disturbances [102][153], they require estimates of the robot’s full state and an accurate sys-

tem model. Such approaches can therefore not be used to control robotic assistive devices where

the human user’s state is unknown.

Robotic locomotion controls for human-in-the-loop applications primarily replay motion

patterns extracted from healthy human gait, including joint impedance [8][143], joint motion

[50][89], or a combination of the two [4]. (State-of-the-art human-in-the-loop control methods

are further discussed in section 2.6). Replayed motion patterns contain proper foot placements

for level and sloped ground walking at various speeds. Some research has explored extensions to

impedance-based controls that could identify stumbles and alter prosthesis motion [76][75], but

no conclusive results have been demonstrated.

Heuristic controllers based on simple locomotion models represent alternative control ap-

proaches for fully robotic systems and powered prostheses. (Heuristic approaches are further

detailed in section 2.5). Commands are not dependent on a system’s full state, rather metrics

such as system energy [106], leg angle of attack during touchdown [123], and states of virtual

muscle actuators [35]. Such controllers allow simple robots to traverse rough terrain equivalent

to their leg length [107][24] and have been used in an active ankle-foot prosthesis to regulate

joint torque during stance [26].

Recently, a swing-leg control approach based on double pendulum dynamics was proposed in

[21]. When applied to an ideal frictionless pendulum simulation, the proposed controller places

feet into ground targets for a wide range of initial conditions and in the presence of significant

locomotion disturbances. It was later re-formulated to use virtual muscle actuators instead of

ideal torque sources [22], and incorporated into a planar, muscle-reflex based locomotion model

[133]. Despite lacking central processing, this model walked steadily over level terrain, rough

terrain, and up stairs without parameter changes. The control approach’s performance in simula-

tion make it an attractive candidate to control both fully robotic systems and powered prostheses,

but its functionality on robotic hardware is unknown.
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Work in this chapter transfers this swing-leg control approach to robotic hardware (Fig. 4.1),

and quantifies its ability to execute foot placements into desired ground targets, both when the

leg’s motion is undisturbed and when unknown obstacles are in the leg’s path. A summary of

the swing-leg controller is presented first. Next, a simulation-based approach to transfer the

swing-leg controller to robotic hardware is presented. Simulation experiments first validate that

the swing-leg controller functions on a dynamically scaled system. A high-fidelity simulation

of RNL2 and its control system is then presented. A dynamic calibration method for RNL2’s

absolute encoders to account for encoder swash is presented next. Finally, simulation and hard-

ware experiment results are presented. Hardware experiments show that the controller can be

transferred to robotic systems and achieve foot placements into desired ground targets with com-

parable accuracy to the ideal double pendulum simulation, both when the robot’s motion is undis-

turbed, as well as when it encounters obstacles in early, mid, and late swing.

4.2 Swing-Leg Controller

The swing-leg controller proposed in [21] is a high level controller based on ideal double

pendulum dynamics to achieve foot placements into specified ground targets αtgt via combined

hip and knee control. Hip and knee angles φh and φk are reinterpreted as a length l and angle

α of a single-segment virtual leg (Fig. 4.2a). Assuming equal thigh and shank lengths lt = ls,

α = φh − φk
2

and l = 2lt sin(φk
2

).

Three sequential tasks must be accomplished to place the foot during swing: leg flexion to

achieve ground clearance, leg advancement to a placement target, and leg extension until ground

contact (Fig. 4.2b). While this sequence could be realized by tracking predefined trajectories,

heuristic controls are used for three reasons. First, tracking would require extensive predefined

motion libraries, which may not handle disturbances. Second, heuristic controllers can exploit

passive dynamics to lower joint torques required to realize swing-leg motions. Third, joint con-

trols can be decoupled to modularize the controller for use in multiple prosthesis configurations.
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Figure 4.2: Swing-leg control. a) Model geometry. b) Task sequence.

For this reason, the controller is structured as two functionally distinct hip and knee joint con-

trollers.

4.2.1 Hip Control

Hip control is active throughout swing. Its primary function is to move the leg angle into

αtgt, given by

ταh = kαp (αtgt − α)− kαd α̇ (4.1)

where kαp and kαd are proportional and derivative gains. During leg extension in late swing, the

hip control receives an additional input τ iiih , detailed in the next section.

4.2.2 Knee Control

The knee control’s primary function is to regulate l. Its control is separated into three tasks,

shown in figure 4.2a, and can be realized as a finite state machine.

Passive dynamics are exploited to accomplish task one, leg flexion to achieve ground clear-

ance during swing. Hip control (eq. 1) initially generates negative hip accelerations to drive the

leg toward αtgt, resulting in passive knee flexion as long as α increases, i.e. α̇ > 0. If α̇ ≤ 0,

there is no passive knee motion; in such cases, active knee flexion, proportional to how fast the
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leg moves forward, is applied. The resulting control of task one is

τ ik =


kiα̇ α̇ ≤ 0

0 α̇ > 0

(4.2)

where ki is a proportional gain.

Task two, which holds the knee while the hip controller moves the leg toward αtgt, triggers

once l becomes less than a predefined clearance length lclr. Knee flexion (φ̇k ≤ 0) is damped

using a pure damping input. Knee extension uses a modulated damping input which allows

passive extension to occur when α approaches αtgt, but prevents premature landing if the knee

extends faster than the overall leg angle. The resulting control of task two is

τ iik =


−kiiφ̇k φ̇k ≤ 0

−kiiφ̇k(α− αtgt)(φ̇k + α̇) φ̇k > 0 & φ̇k > −α̇

0 otherwise

(4.3)

where kii is a proportional gain.

Control task three stops swing and extends the leg into αtgt when α passes the threshold

αthr = αtgt + ∆αthr. This control task, inspired by nonlinear contact models [35][56], generates

a stopping knee-flexion torque

τ iiik =


−kstp(αthr − α)(1− α̇

α̇max
) α < αthr, α̇ < α̇max

0 otherwise

(4.4)

where α̇max is a parameter describing the leg’s maximum return velocity at which reaction forces

are developed. To cancel this torque’s effect on the hip motion, a hip torque τ iiih = −τ iiik is applied

during this control task.
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4.3 Transfer to Hardware Platform: Simulation

A model-based design approach is used to transfer the proposed swing-leg controller to

robotic hardware. The following sections describe simulation tasks used to validate that the

idealized swing-leg controller functions on robotic hardware. First, idealized swing-leg con-

troller foot placement behavior and accuracy is tested when the controller is dynamically scaled

to RNL2’s size. Next, a high-fidelity simulation of the robot is created to investigate the feasibil-

ity of transferring neuromuscular controls to robotic hardware and pre-tune hardware gains via

optimization. Actuator and joint friction characterization is necessary to create such a simulation.

This simulation is used as a benchmark for hardware experiments.

4.3.1 Validate Dynamic Scaling

It is unclear if the ideal swing-leg controller can be dynamically scaled to RNL2’s size and

still exhibit the same foot placement behavior and accuracy. To test if the controller can be dy-

namically scaled, the mechanical properties and control gains of [21]’s model are dynamically

scaled to RNL2’s size using the scaling factors in section 3.1. Undisturbed foot placement ex-

periments, consisting of 2057 simulation experiments, are performed on the dynamically scaled

model and compared to results reported in [21].

Over all trials, the average absolute error between the full-sized and dynamically scaled

model is 0.27o/trial, indicating that the controller can be dynamically scaled while still exhibiting

the same performance. The discrepancy between the full-sized and dynamically scaled model

results from numerical error stemming from implementation differences between [21]’s original

and the dynamically scaled code.
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µ1 (mNm) µ2 (mNm) µ3 (mNm) νj (mNms/rad)
Hip extensor 2.4 2.6 7.7 154.7 (Hip)

Hip flexor 3.5 1.0 2.9 154.7 (Hip)
Knee extensor 0.4 0.4 1.1 390.0 (Knee)

Knee flexor 1.9 0.2 0.6 390.0 (Knee)

Table 4.1: RNL2 drivetrain and joint friction coefficients for SEAs and joints active during ideal swing-leg
control

4.3.2 Actuator and Joint Friction Characterization

To enable a model-based design approach, a high-fidelity simulation that exhibits represen-

tative dynamics of the hardware system is necessary. Several differences exist between the ideal

swing-leg control model in [21] and RNL2 hardware. First, while the robot’s mass distribution

is closer to a human leg’s than in traditional humanoid robots, it does not perfectly match human

mass distributions. Second, the controller and hardware model in [21] ran in continuous time

with a variable step solver. Generated controller behavior when its high- and mid-level control

runs discretely at 1 kHz is unclear. Third the robot’s SEAs introduce actuation time delays.

Fourth, friction exists both within RNL2’s SEAs, which further affect the ability to apply de-

sired joint torque, and at the robot’s joints, which may impede passive dynamics observed in the

idealized simulation.

A high-fidelity simulation of the robot will allow us to investigate the effect of robot mass

distribution discrepancies and discrete time controller execution. To create such a simulation,

it is necessary to characterize SEA spring coupler stiffnesses, as well as drivetrain and joint

frictions. Spring coupler stiffnesses are identified using the actuator characterization testbed

described in section 3.3.1. Procedures to characterize joint and drivetrain friction experimentally

are described below.

RNL2’s joints are assumed to have only viscous friction. With this assumption, it is possible

to identify joint friction experimentally using measured joint position over time by treating each
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segment as a gravity driven damped pendulum

lCOM
∂2θ

∂t2
+ ν

∂θ

∂t
+ gsin(θ) = 0. (4.5)

where lCOM is the segment’s center of mass length from the axis of rotation, θ is the measured

joint position, ν is the viscous friction coefficient, and g is the acceleration due to gravity. This

equation can be rewritten in regressor form as

[
∂2θ

∂t2
∂θ

∂t

]
[l/gν/g]T = [sin(θ)] . (4.6)

For joint friction identification experiments, each segment is suspended from its joint and dis-

turbed. Encoders at the robot’s hip and knee measure joint position over time. Friction coeffi-

cients are then calculated using equation 4.6. Identified viscous friction parameters are shown in

table 4.1.

Due to RNL2’s SEA design, it is not possible to actuate each SEA drivetrain stage individu-

ally. Since no controlled torque can be applied to individual drivetrain stages, RNL2’s SEAs are

assumed to only have Coulomb friction. For these characterization experiments, drivetrain stages

are disassembled so that each of the actuator’s shafts can be accelerated by hand. After apply-

ing an acceleration, the shafts are let go, at which point encoders at the stage of each drivetrain

measure position over time. A second order polynomial is then applied to data for each spin,

enabling a clean estimate of drivetrain velocity and acceleration over time. With these data, it is

possible to calculate Coulomb friction coefficients for each drivetrain stage via linear regression

using

[
sgn(θ̇)

∣∣∣θ̇∣∣∣ ∣∣∣θ̇∣∣∣] [µi]
T =

[
−Jθ̈

]
. (4.7)

where µi is the coefficient of Coulomb friction and -J is the drivetrain stage’s rotational

inertia estimated from CAD. Identified Coulomb friction parameters of each SEA’s drivetrain
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Figure 4.3: RNL2 simulation. a) Screenshot of RNL2 model. b) Undisturbed trajectory experiment
motion, αtgt=70o. Solid: Traced ankle point trajectory. Dotted: Virtual ground.

stages used in ideal swing-leg experiments are shown in table 4.1.

4.3.3 High-Fidelity Robot Simulation

A simulation of RNL2 is developed in Simulink SimMechanics (SimMechanics: Second

Generation; Mathworks, Inc.) (Fig. 4.3), which models the robot at the individual component

level. It is used to transfer the proposed heuristic swing-leg control approach to hardware, serving

as a tool to evaluate if it can be applied to robotic systems, and how specific control components

need to be implemented to account for hardware constraints. The simulation’s software and con-

trol architecture is shown in figure 4.4. The implementation of each control level is outlined

in the following sections. To capture behavior imposed by the proposed swing-leg controller’s

discrete-time execution when controlling robotic hardware, simulated high- and mid-level con-

trol loops are constrained to run at 1 kHz.

66



SEA controller (4x)

Swing leg controller

High-level control

Mid-level control

Motor controller (4x)

Actuator plant (4x)

Robot plant

Low-level control and plants

τdesj
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θmeasSEA

θmeasj

θmeasm τappm
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Figure 4.4: RNL2 software and control architecture. θmeasj : measured joint angles. τdesj : desired joint
torques. θ̇desm : desired motor velocities. θ̇measm : measured motor velocities. τappm : applied motor torques.
F appc : force transmitted by cable drive. θmeasSEA : measured spring angles.

4.3.4 High-Level Control

The high-level control block contains the swing-leg control approach described in section 4.2

and generates desired net joint torques τ desj based on α and α̇ calculated from joint measurements

of the robot’s hip and knee. Since RNL2’s cable-driven SEAs can only pull on a joint, generated

high-level torques are distributed to the extensor and flexor actuators based on sign, with pos-

itive torques representing extension torques. To compensate for instantaneous torque changes

commanded by the swing-leg controller, which could result in system instability, commanded

torques are low-pass filtered (fc=25 Hz).

4.3.5 Mid-Level Control

Desired actuator torques are fed into the mid-level control block that regulates SEA torques.

This block generates desired motor velocity signals θ̇desm using the velocity-based control scheme

described in section 3.2.3. Desired motor velocities are sent to the low-level control block that

contains motor controller simulations and hardware models.
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4.3.6 Low-Level Control and Hardware Plant

The low-level control block contains a simulation of RNL2’s motor controllers, as well as

plant models of physical hardware. Due to the motor controllers’ 10 kHz operating frequency,

their dynamics, as well as the rest of the hardware, are modeled as continuous time systems.

Motor electrical dynamics are modeled as

V − iR− Ldi
dt
− kEMF θ̇m = 0 (4.8)

where V , i, R, L, kEMF , and θ̇m are the motor voltage, current, resistance, inductance, back-

EMF constant, and motor velocity [128]. A± 48 V saturation is applied to the model to simulate

voltage limits of RNL2’s motor controllers. The motor controller is abstracted as a PID loop

which generates voltage commands. The PID loop’s error signal is the difference between desired

and measured motor velocity. Dissipative no-load currents are subtracted for each motor before

calculating transmitted torque.

Drivetrain stages are modeled in SimMechanics as separate physical, interacting bodies. Ro-

tational inetias of each drivetrain stage are estimated from CAD models (Solidworks 2012; DSS

Corp.). Coulomb friction τ cf is applied to each bearing stage using the equation τ cf = µisgn( ˙θm),

where µi is the bearing stage’s experimentally identified Coulomb friction coefficient described

in the previous section. Viscous friction is applied to the robot’s hip and knee joints, using iden-

tified viscous friction coefficients described in the previous section. RNL2’s modeled SEAs use

identified torsional spring stiffnesses listed in section 3.3.1. RNL2’s cable drives, which con-

nect the robot’s SEA drivetrain outputs to its joints, are modeled as series spring dampers with a

stiffness kc=10,000 N/m and damping vc=500 Ns/m.
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Shaft

Encoder bodyEncoder head

Figure 4.5: Encoder swash illustration. The encoder head’s axis of rotation is not concentric with the
encoder body, and results in the encoder head rotating about an elliptical instead of circular orbit.

4.3.7 Tuning

All simulation gains are tuned using optimization based on the covariance adaptation evo-

lution strategy (CMA-ES) [43], with a cost function to minimize the sum squared difference

between the desired and measured signals at each control level. Gains are tuned hierarchically

starting at the lowest level, ensuring that the motor controllers can follow commanded velocity

signals. Mid-level SEA gains are then tuned to ensure that the actuators can realize commanded

torques. Finally, high-level swing-leg gains are optimized to minimize the difference between

the desired and measured αtgt. To mimic conditions used to tune [21]’s controller, all placement

gains are tuned for αtgt=70o. This gain set is used for all experiments.

Hardware gains are also tuned hierarchically. All hardware gains are manually tuned, with

high-level gains using the optimized simulations gains as a starting point.

4.4 Hardware Nonidealities: Dynamic Encoder Calibration

As discussed in section 3.3.1, high resolution encoders are required to meet the desired 0.5

Nm torque resolution goal at the robot’s knee when using stiffer spring couplers. Due to man-

ufacturing limits and mounting tolerances of the magnetic encoder head, the RM22S encoders
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Figure 4.6: Experimentally observed encoder swash. Gastrocnemius torque measurements are used as
an example. a) Erroneous torque measurements resulting from encoder swash. Swash is indicated by
periodic torque error. b) Lookup table generated via error mapping. c) Corrected torque measurements.

exhibit swash [96]. Swash occurs when the encoder head’s axis of rotation is not concentric with

the encoder body (Fig. 4.5), and results in the encoder head rotating about an elliptical instead

of circular orbit. Due to mounting and manufacturing tolerances, some amount of swash will

always be present in the reading.

In several cases, swash can be ignored with minimal impact to torque following performance.

If the spring coupler is soft, the encoder resolution is high, and the desired minimal torque

resolution is less than the error introduced by the encoder head eccentricities, swash can often

be ignored, as significant spring deflections are necessary to realize the minimum desired torque

resolution. Similarly, if the encoder resolution is less than the amount of error introduced by

swash, the eccentricities will not show up in the encoder reading.

RNL2’s spring coupler stiffness and encoder resolution results in each encoder tick corre-

sponding to roughly 0.5 Nm at the knee. Experimentally observed swash between the two en-

coders results in an eccentricity up to 8 Nm (Fig. 4.6a). This results in poor torque control.

Since the RM22S encoders that measure spring deflection are absolute encoders, it is possible to

account for encoder eccentricities by calibrating the relative position of two encoders via error

mapping.

The applied error mapping technique makes the two encoders follow the same elliptical or-
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bit so that the relative position differences reported by the sensors provides an accurate torque

estimate. In this approach, one encoder serves as ground truth, and acts as a lookup table of cor-

rections to positions measured by the other encoder. The error mapping process can be broken

into two stages: a calibration step and a correction step.

Encoder calibration is performed offline. SEAs are disconnected from RNL2’s joints. A 500

rpm, 1/4 Hz square wave is commanded to each SEA for 30 s. Periods of constant velocity should

produce no drivetrain torque; therefore, there should be no difference between the positions

reported by the two encoders. The two absolute positions reported by the encoders are used to

create a lookup table that applies offsets to the position reported by the load side encoder in order

to generate a measurement of zero torque when no load is applied. Multiple encoder rotations

ensure that an offset is calculated for every encoder tick, despite their asynchronous interface

with the host PC. Offsets which were not measured for encoder ticks during the calibration step

are estimated via linear interpolation. Example lookup table values are shown in figure 4.6b.

Using the created lookup table, encoder correction is performed in real-time during robot

operation. Lookup table values are applied to the load encoder readings based on reported motor

position, effectively eliminating false torque readings due to encoder swash (Fig. 4.6c). Artifacts

resulting from torque corrections are eliminated with a low-pass filter before the measured torque

is used as feedback for the SEA controller.

4.5 Swing-Leg Control Evaluation on RNL2

4.5.1 Experiments

A simulation of the swing-leg controller applied to an ideal double pendulum with human-

sized segment mass, length, and inertia [21] is used as a baseline to evaluate behavior generated

by the swing-leg controller running on RNL2 in simulation and hardware. In these experiments,

RNL2 is suspended from its hip in a rigid mounting cage. While this setup eliminates dynamic
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Figure 4.7: Example disturbed swing-leg control experiment. Shown: αtgt=70o, late disturbance.

effects due to trunk motion, previous simulation work showed that trunk dynamics do not neg-

atively impact controller performance [133]. For control purposes, RNL2 is assumed to have

equal, nominal shank and thigh lengths lt=ls=27 cm, with lclr=2 cm and ∆αthr=10o. Equivalent

human-sized double pendulum simulation control variables are lt=ls=54 cm and lclr=4 cm.

During experiments, the robot starts at a neutral position (Fig. 3.8). A feed-forward torque

that is constant across all experiments moves the leg into an initial pose, which also imparts

initial joint velocities. After 250 ms, swing-leg control initializes, measuring l, α0, and the

virtual ground location defined by the robot’s initial pose (Fig. 4.1). The controller then executes.

Motion continues until the foot point again makes contact with the virtual ground location.

Two sets of experiments are used to evaluate the controller in simulation and hardware.

Undisturbed motion experiments (Fig. 4.1) test the controller’s ability to place feet into de-

sired ground targets for unimpeded swing. Disturbed motion experiments simulate tripping and

test the controller’s ability to place feet into desired ground targets when the robot encounters an

unexpected obstacle in early, mid, and late swing (Figs. 4.7, 4.8). In hardware experiments, the

obstacle is a 600 g block on a set of rockers, approximating an impulse disturbance as the robot

knocks the obstacle over during swing. In simulation, obstacle collision is modeled using a hor-

izontal force generated by a nonlinear contact model [38], whose parameters are estimated from
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Early Mid Late

65o

90o

Figure 4.8: Schematic of disturbance experiment setup. Gray: Obstacle locations. Dotted: Virtual ground
location as defined by ankle point of robot. Dashed: αtgt range.

the material properties of the leg and obstacle. For disturbed motion experiments, the robot’s foot

is removed so that disturbances occur at the ankle, better emulating the disturbance condition ex-

perienced by the ideal double pendulum simulation. The foot’s contribution to total shank mass

and inertia is considered negligible. Trip obstacles are positioned as shown in Fig. 4.9. Experi-

ments are conducted at 5o αtgt increments for undisturbed and all obstacle placement conditions,

with 5 hardware trials for each condition. Data from each obstacle position-desired target angle

pair are grouped as early, mid, and late motion disturbances depending on whether the occur in

the first, middle, or last third of swing. Mean simulation and hardware foot placement errors and

swing times for ground target experiments between αtgt=65o to 85o, corresponding to various

step lengths during walking, are shown in table 4.2 and table 4.3, respectively.
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Disturbance None Early Mid Late
Ideal Sim. -1.5±0.6 -3.8±0.3 -4.3±0.6 -5.9±0.9

RNL2 Sim. 1.2±0.7 1.2±1.6 1.4±1.4 1.3±1.1
RNL2 Hrdw. 1.2±3.7 -2.7±4.3 -1.5±3.7 -3.5±3.4

Table 4.2: Mean placement error (o) for αtgt range: 65o to 85o

Disturbance None Early Mid Late
Ideal Sim. 394±5 529±3 593±6 516±86

RNL2 Sim. 328±9 366±14 356±25 334±13
RNL2 Hrdw. 481±102 640±103 583±129 546±70

Table 4.3: Mean swing time in ms for αtgt range: 65o to 85o

4.5.2 Discussion

In both simulation and hardware, RNL2 places feet with comparable accuracy to the ideal

double pendulum for all tested conditions (Tab. 4.2), suggesting that the controller can accurately

regulate foot placement of robotic legs. Hardware mean placement error either improves or is

within the standard deviation of the ideal double pendulum simulation for all tested conditions.

Foot point trajectories of the double pendulum simulation, RNL2 simulation, and hardware

experiments for αtgt=70o experiments are shown in Fig. 4.9. Disturbed hardware trajectories

suggest that the controller makes the robot execute a human-like foot elevation strategy when

encountering obstacles in early swing, indicated by retraction of the foot point after it collides

with the obstacle [30]. Whether the controller also causes execution of a lowering strategy for

late swing obstacles is unclear. Though the step length for late obstacle encounters is shorter

than the undisturbed case, characteristic of lowering strategy behavior, the step length for other

disturbed swing motions are shorter than the undisturbed case as well.

While the magnitude of normalized step length is the same for all experiments, foot point

height during swing, especially early swing, is less pronounced in both the RNL2 simulation

and hardware compared to the ideal double pendulum simulation. Comparing commanded joint

torques between these systems (Fig. 4.10) reveals that both the characteristic shape and relative

magnitude of the commanded torque are different between the ideal double pendulum and RNL2
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Figure 4.9: Foot point trajectories of αtgt=70o experiments normalized by respective total leg length
(x̃, ỹ). Disturbance type noted in parentheses. Black: Mean trajectories. Gray: Individual trials. Dashed:
Obstacle location. a) Ideal double pendulum (none) b) RNL2 sim. (none) c) RNL2 hrdw. (none) d) RNL2
hrdw. (early) e) RNL2 hrdw. (mid) f) RNL2 hrdw. (late)

systems, which plausibly results in the less pronounced ground clearance. This behavior is likely

the result of the cost function used to tune the RNL2 simulation, whose gains served as a tuning

starting point of the hardware gains. Whereas the swing-leg controller gains for the ideal double

pendulum simulation were hand-tuned [21], the cost function used to tune the RNL2 gains did

not include an explicit term to consider the overall cosmesis of the motion.

Hardware swing duration exceeds dynamically scaled goals. Based on RNL2’s dynamic

scaling, swing should be approximately 30% faster than the ideal double pendulum’s human-

sized motion. This discrepancy can again be attributed to the lack of explicit consideration for

factors besides overall placement accuracy when tuning the gains. These results suggest the

need for additional cost terms when tuning robot control gains that trade off between placement

accuracy, human-like motion, and swing execution time.
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Figure 4.10: Commanded torques for undisturbed αtgt=70o experiments normalized by product of respec-
tive total leg mass, length, and gravity (τ̃ ). Blue: Hip. Red: Knee. a) Ideal double pendulum. b) RNL2
sim. c) RNL2 hrdw. Light blue: S.D. of mean hip torque. Pink: S.D. of mean knee torque.

4.6 Summary

This chapter presented work to transfer a swing-leg controller with ideal torque sources at

its hip and knee to robotic hardware, and quantified the controller’s ability to execute foot place-

ments into desired ground targets, both when the robot’s motion was undisturbed, as well as

when unknown obstacles were placed in the leg’s path during swing. Experimental results show

that the controller can be transferred to robotic hardware and achieve comparable foot placement

accuracies to the controller running on an ideal, anthropomorphic simulated double pendulum.

This performance suggests that the controller could be a potential alternative control method

for both humanoid robots and powered prosthetic devices, which require the use of decentral-

ized control schemes. While the swing-leg controller’s performance is promising, it is unknown

how its performance compares to state-of-the-art locomotion controls. To address this issue,

impedance control is implemented on the simulated and hardware RNL2 platforms in the next

chapter. The next chapter additionally implements a neuromuscular reinterpretation of the ideal-

ized swing-leg controls on robotic hardware in order to investigate potential performance benefits

yielded by neuromuscular-inspired foot placement control schemes.
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Chapter 5

Neuromuscular Swing-Leg Control &
Benchmarking

Reactive swing-leg placement is vital to the stability of animals and legged robots. Work

in the previous chapter showed that decentralized, reactive swing-leg control based on the dy-

namics of an idealized, anthropomorphic double pendulum enables legged robotic systems to

robustly place feet into desired ground locations, both when swing is unimpeded, as well as

when the robot encounters unknown obstacles. While these experiments suggest that the con-

troller is suitable for controlling powered, segment legs, several extensions to this work exist.

First, the idealized swing-leg controller neither considers actuation or control limitations of bio-

logical legged systems, nor the presence of a foot segment found in biological legs. Second, it is

unknown how the performance of the idealized swing-leg controller compares to state-of-the-art

control methods used in powered prosthetic devices.

To account for biological limitations, the idealized swing-leg controller presented in [21] was

later reinterpreted in a neuromuscular framework [22], and was applied to an anthropomorphic

three-segment leg in simulation. Decentralized hip and knee controls were reformulated using

inter-muscle reflexes, which were used to stimulate virtual Hill-type muscles that actuate the

leg. Comparisons to human muscle activations, joint torque traces, and ankle point trajectories

showed that the neuromuscular swing-leg controller produced similar behavior to that observed

in humans.
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Figure 5.1: Neuromuscular swing-leg control experiments. The controller issues actuator commands
based on the output of virtual muscle models to regulate foot placement into a target position αtgt when
making contact with a virtual ground (dotted). Solid: Trajectory traced out by ankle point during experi-
ment.

These results suggest that neuromuscular control may generate more human-like behavior

than the idealized swing-leg controller when used on robotic hardware. However, due to the

increased model and actuation complexity, it is unknown if this transfer is possible. Similarly,

it is unknown whether this control method provides any performance advantages compared to

state-of-the-art locomotion controls. Work in this chapter addresses these topics.

A summary of the neuromuscular swing-leg controller is presented first, followed by a brief

summary of the impedance control scheme used to benchmark the swing-leg controller against

state-of-the-art locomotion controls. To realize neuromuscular control on robotic hardware, it

is necessary to modify the RNL testbed used in the previous chapter. These modifications are

discussed in the following section, along with implementation details necessary for transferring

neuromuscular swing-leg control to discrete-time hardware systems. Simulation and hardware

experiments that evaluate the performance of the presented swing-leg controllers are presented

next, followed by a discussion of advantages of each control method. Experiments show that the

neuromuscular controller can be transferred to robotic hardware, and achieve similar placement
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accuracy to the idealized swing-leg control and impedance controls tuned for specific locomo-

tion conditions. Results suggest that both the idealized and neuromuscular swing-leg controller

possess an implementation advantage over impedance controls, as a single set of gains is appli-

cable to a wide range of desired ground targets. This scalability makes decentralized controls

an attractive candidate to regulate locomotion of powered legged systems in real-world applica-

tions. Experiments also show that the ankle trajectory for undisturbed swing traced out by the

robot under neuromuscular control is more human-like than the trajectories traced out under the

proposed idealized control and impedance control.

5.1 Neuromuscular Swing-Leg Control

For completeness, the neuromuscular swing-leg controller originally presented in [22] is

summarized below, which reinterprets idealized swing-leg control in a neuromuscular frame-

work. Like its idealized counterpart [21], neuromuscular swing-leg control utilizes distinct hip

and knee controls, whose stages are transitioned between using a state machine. Unlike idealized

control, which generates actuation commands for ideal torque sources located at the hip and knee

joint and relies on explicit knowledge of joint angles, neuromuscular control generates muscle

stimulations that cause nine virtual muscles that span between joints to contract and reflexively

interact with each other based on inferred joint positions and velocities from internal muscle

lengths and contraction speeds. A summary of the controller is presented below.

5.1.1 Muscle Mechanics & Controller Feedback

The neuromuscular controller is designed to actuate a planar, three segment model with an-

thropomorphic mass and inertia properties [171]. Revolute joints, corresponding to the hip,

knee, and ankle, connect these segments. Segments are actuated by nine Hill-type muscles [48]

arranged in antagonistic pairs (Fig. 5.2). Of these muscles, the hamstring, rectus femoris, and
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Gluteus Hip Flexor
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Gastrocnemius

Tibialis Anterior
Soleus

Rectus Femoris

Biceps Femoris
(Short Head)

Figure 5.2: Neuromuscular swing-leg muscle diagram. Dashed gray: Trunk segment.

gastrocnemius are bi-articular, spanning the hip-knee, hip-knee, and knee-ankle joints, respec-

tively. Mathematically, the muscles are composed of parallel and series elasticities, as well as a

contractile element [35] (Fig. 5.3) and generate contraction forces Fm

Fm = Fm
maxflfvA

m (5.1)

where Fm
max is the muscles’ maximum isometric forces, fl and fv are the force-length and

force-velocity relationships of the contractile elements, and Am are the muscle activations. Mus-

cle activations are generated by stimulation signals Sm commanded by muscle reflexes with the

equation

Ȧm = (Sm − Am)/τecc (5.2)

where τecc is the excitation-contraction coupling constant of the muscle and Sm ∈ [0, 1] to

remain consistent with biology that neuron output cannot be negative.
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Figure 5.3: Muscle-tendon model. Adapted from [35]. The muscle-tendon unit (MTU) is comprised of
a force-generating contractile element (CE) and a series element (SE). If the contractile element stretches
beyond its optimum length (lce > lopt, a parallel elasticity (PE) engages, preventing hyper extension.
Similarly, a buffer element (BE) engages when the series element goes slack (lmtu − lce < lsl), which
prevents the contractile element from collapsing.

Muscle stimulations are generated by local proprioceptive feedbacks of other muscles in the

model and take the general form

Sm(t) = Sm0 +
∑
n

Gm
n P

m
n (t−∆tmn ) (5.3)

where n is the index of the muscle contributing to the specific feedback reflex for muscle m,

Gm
n is the feedback gain, Pm

n is the proprioceptive signal, and ∆tmn is the neural transport delay

[171]. Specific reflexes for each muscle are described in the next section. Proprioceptive signals

are either length Lmn or velocity V m
n signals of a specific muscle n, and are modeled as

Lmn = lnce − lnoff (5.4)

and

V m
n = vnce − vnoff (5.5)
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where lnce and vnce are the muscle’s contractile element length and velocity, respectively, and

lnoff and vnoff are offsets. In biology, these offsets are modulated by γ-motoneurons at muscle

spindles, which are sensory organs that measure muscle length and velocity [55].

5.1.2 Estimating Leg Angle with Bi-Articular Muscles

The idealized controller described in [21] modulates foot placements into desired ground

targets. In this controller, ground targets were expressed as αtgt, the desired leg angle at touch-

down. Control inputs for the hip and knee depended on the difference between the current angle

α, which could be directly calculated using joint angles, and αtgt. In the neuromuscular con-

troller, this quantity can be estimated using the lengths of the bi-articular muscles that span the

hip and knee joints.

Based on the hip and knee joint positions φh and φk, the muscle length for the rectus femoris

and hamstring can respectively be calculated for any pose as

lm = lm0 + rmh (φh − φmh,r)− rmk (φk − φmk,r) (5.6)

and

lm = lm0 − rmh (φh − φmh,r)− rmk (φk − φmk,r) (5.7)

where lm0 is the muscle rest length reached when the knee and hip are at φmh,r and φmk,r and rmh

and rmk are the muscle moment arms at the hip and knee. Assuming that rmk = rmh /2 and that

α = φh − φk/2 as in the idealized swing-leg controller, equations 5.6 and 5.7 simplify to

lm = lm0 + rmh (α− αmr ) (5.8)

and
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lm = lm0 − rmh (α− αmr ) (5.9)

where αmr = φmh,r − φmk,r/2. The muscle length lm can also be expressed in terms of Hill-type

muscle parameters as

lm = lmce + lmse (5.10)

where lmce is the muscle’s contractile element length and lmse is the muscle’s series element

length. Due to comparatively low forces required for leg swing, it is assumed that the muscle does

not stretch substantially beyond its slack length lmsl , leading to the approximation that lmse = lmsl .

With this assumption, combining equation 5.10 with equations 5.8 and 5.9, respectively and

solving for α yields

α = (lmce + lmsl − lm0 )/rmh + αmr (5.11)

and

α = −(lmce + lmsl − lm0 )/rmh + αmr . (5.12)

The difference between α and αtgt can then be written as

α− αtgt = (lmce − lmoff )/rmh (5.13)

where lmoff = rmh (αtgt−αmr )−lmsl +lm0 for rectus femoris and lmoff = −rmh (αtgt−αmr )−lmsl +lm0

for hamstring.

Similarly, it is possible to estimate leg angular velocity from the muscles’ spindle velocity

feedback as
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α̇ = (vmce − vmoff )/rmh (5.14)

and

α̇ = −(vmce − vmoff )/rmh (5.15)

for rectus femoris and hamstring, respectively, where vmoff = 0.

5.1.3 Neuromuscular Control - Hip

Hip joint control is responsible for driving the leg towards a desired target angle. In ideal-

ized swing-control, this was realized as a PD controller that operated on the difference between

the current leg angle α and the target angle αtgt. In the neuromuscular reinterpretation, this

control is realized by stimulating the gluteus hip-extensor muscle SGLU(t) and the hip flexor

muscle SHFL(t) with bi-articular length feedbacks of their agonists as described in section 5.1.2.

Specifically, these stimulations take the form

SHFL(t) = SHFL0 +GHFL
RF LHFLRF (t−∆tHFLRF ) (5.16)

SGLU(t) = SGLU0 +GGLU
HAML

GLU
HAM(t−∆tGLUHAM) (5.17)

for the hip flexor and gluteus muscle, respectively. It is unnecessary to implement an explicit

damping term, as was necessary in idealized control, since muscle behavior is automatically

damped due to its force-velocity relationship fv.
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Figure 5.4: Active muscles during knee control. From left to right: Stage i, Stage ii, and Stage iii.

5.1.4 Neuromuscular Control - Knee

The three-stage state machine used in idealized control to regulate knee motion is imple-

mented in the neuromuscular control using a combination of length and velocity feedbacks stem-

ming from hip and knee muscles.

The first control task (Fig. 5.4), active knee flexion, is realized using the mono-articular knee

flexor biceps femoris short-head (BFsH), which receives velocity feedback from its bi-articular

antagonist rectus femoris

SBfsH,i(t) = GBFsH
RF V BFsH

RF (t−∆tBFsHRF ) (5.18)

with vRFoff = 0.

The second control task, which corresponds to mid-swing, is responsible for modulating leg

length while the foot advances toward target so that the toe does not scuff the ground (Fig. 5.4).

The signal for transitioning between the first and second control task stems from the BFsH mus-

cles’ length feedback LBFsH , and engages reflexes in the second control task once its contractile

element length lCE becomes greater than its offset lBFsHoff . Once active, leg extension is achieved

during this task using the rectus femoris muscle, stimulated by the signal
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SRF,ii(t) = GRF
V ASV

RF
V AS(t−∆tRFV AS) (5.19)

which receives velocity feedback from the vastus muscle that indicates knee extension veloc-

ity. Leg flexion is achieved during this task using the BFsH, stimulated by the signal

SBFsH,ii(t) = GBFsH
BFsHV

BFsH
BFsH (t−∆tBFsHBFsH)M. (5.20)

M acts as a selector to implement the specific conditions of the second control task in the

idealized swing-leg controller, and is given by

M = LBFsHRF (t−∆tBFsHRF )[V BFsH
BFsH (t−∆tBFsHBFsH) + V BFsH

RF (t−∆tBFsHRF )]. (5.21)

Specifically, LBFsHRF (t − ∆tBFsHRF ) implements the (α − αtgt) term of equation 4.3, and

[V BFsH
BFsH (t − ∆tBFsHBFsH) + V BFsH

RF (t − ∆tBFsHRF )] implements the (φ̇k + α̇) and (φ̇k > α̇) terms

of equation 4.3.

The third control task, responsible for braking the leg, extending the knee, and preventing

knee hyper-extension relies on the hamstring, BfSH, and gastrocnemius muscles (Fig. 5.4). The

hamstring is stimulated using the equation

SHAM,iii(t) = GHAM
HAML

HAM
HAM(t−∆tHAMHAM), (5.22)

which is active only once the leg is sufficiently close to the desired target, surpassing as the

threshold angle αthr. This condition is enforced by setting the hamstring offset length to lHAMoff =

−rHAMh (αthr−αHAMr )−lHAMsl +lHAM0 . Once hamstring is active and its own activation surpasses

a preset threshold Sthr, hamstring recruits the other knee flexors, BFsH and gastrocnemius, to

assist in braking the knee and prevent hyper-extension with the stimulation signals
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SBFsH,iii(t) = GBFsH
HAM [SHAM,iii(t)− Sthr], (5.23)

and

SGAS,iii(t) = GGAS
HAM [SHAM,iii(t)− Sthr]. (5.24)

Once leg angular velocity slows to zero (α̇ = 0), which is monitored using the hamstring’s

velocity feedback V HAM , the vastus knee extensor is stimulated to extend the knee until ground

contact with the signal

SV AS,iii(t) = GV AS
V ASL

V AS
V AS(t−∆tV ASV AS). (5.25)

5.1.5 Neuromuscular Control - Ankle

Unlike the idealized swing-leg controller, neuromuscular swing-leg control contains an ankle

joint. This joint is actuated by the mono-articular ankle flexor tibialis anterior, mono-articular

ankle extensor soleus, and bi-articular ankle extensor gastrocnemius. Ankle extensors are not

actively stimulated for ankle control during swing; gastrocnemius torques to the ankle result from

stimulations generated by the knee control in the previous section, and the soleus is stimulated

to maintain a constant pre-stimulation value SSOL0 . To counteract these torques, the tibialis is

stimulated with its own length feedback

STA(t) = STA0 +GTA
TAL

TA
TA(t−∆tTATA) (5.26)

with its length off-set selected to maintain a constant ankle angle throughout swing.
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Mode 1:
Stance Flexion/Extension

Mode 2:
Pre-Swing

Mode 3:
Swing Flexion

Mode 4:
Swing Extension

Ankle angle > Threshold

Axial Load > Threshold Ankle Torque < Threshold

Knee Velocity < 0

Figure 5.5: Impedance control state machine. Adapted from [138].

5.2 Impedance Control

Whereas experiments in the previous chapter showed that the idealized swing-leg controller

is able to accurately regulate foot placement, it is unclear how its performance, as well as the

performance of neuromuscular swing-leg control, compares to state-of-the-art locomotion con-

trols. Impedance control is the most widely used control method for legged prosthetic devices to

date [8][61][75][76][139][140][143][159][141][142]. Originally formulated as a control strategy

for robotic manipulators [51], impedance control has been widely adopted for a variety of robot

applications that require a robot to behave compliantly when interacting with its environment

[59][78][95].

In human-in-the-loop prosthesis applications, impedance control is used to realize both swing-

and stance- leg behavior [138]. The swing-leg portion of this controller is transferred to the RNL

test platforms and is used to benchmark idealized and neuromuscular swing-leg performance

against state-of-the-art locomotion controls. Its implementation is briefly summarized below.

The impedance controller presented in [138] was originally implemented on a powered knee

and ankle prosthesis and divided gait into a series impedance functions which were transitioned

between using a state machine (Fig. 5.5). Joint torques τ are commanded to prosthesis actuators

based on the position and velocity of each joint using the equation
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τ = k1(θ − θdes)− k2θ
3 − bθ̇ (5.27)

where θ and θ̇ are measured joint position and velocity, respectively. Controller parameters

k1, k2, and b act as virtual spring-dampers that drive the prosthesis shank and foot segments

toward desired joint set-point locations θdes. In [138], parameters were coarsely tuned to match

the torque-angle relationship observed in normal, able-bodied walking using linear regression,

and then optimized on test subjects in-vivo for cosmesis and user comfort.

For benchmark experiments, this controller is transferred to the RNL2 robot presented in

section 3.3. While equation 5.27 is used in [138] to generate knee and ankle torques, it is used in

swing-leg benchmark experiments to generate hip and knee torques. To verify that this controller

can generate human-like motion when controlling other joints, the impedance control scheme is

applied to a simulation of RNL2, and its parameters and joint set-points are optimized to match a

dynamically scaled, experimentally recorded swing-leg trajectory of able-bodied normal walking

[171]. The resulting swing-leg trajectory closely matches the experimentally recorded trajectory

(RMSE=0.07 rad) validating that this control scheme can be used to regulate hip motion and

serve as a benchmark of the decentralized controllers presented in this thesis.

5.3 Robot for Neuromuscular Control - RNL3

RNL3 is a legged robot designed to directly implement neuromuscular swing-leg control

on robotic hardware (Fig. 5.6). A key component of this implementation is that the robot has

both antagonistic and bi-articular actuators. Specifically, it is necessary for the robot to have

a bi-articular hamstring that spans both the hip and knee joints, which acts to brake the leg as

it approaches a desired target angle. While the RNL2 testbed presented in section 3.3 realized

antagonistic actuation with cable-driven SEAs, its joint design, which used a combination of

cables, sprockets, and chains, was limited to mono-articular SEAs, which could only act across
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Hamstring
Hip extensor

Hip flexor

Gastrocnemius Vastus

Soleus
Tibialis anterior

25cm

Figure 5.6: The Robotic Neuromuscular Leg 3 (RNL3) test platform. a) Hardware implementation. b)
Actuation schematic. Solid: Mono-articular actuator cables. Dashed: Bi-articular actuator cables. Gray:
Actuators used to evaluate neuromuscular swing-leg control.

one joint.

To address these shortcomings, RNL3 contains a new joint design composed of small rollers

(Fig. 5.7). Cables from the SEAs wrap around these rollers and terminate at the robot’s thigh and

shank segments. This design both enables a single cable to span multiple joints, and eliminates

the massive sprockets present in RNL2, which shifted that robot’s center of mass segments close

to its proximal joints. Unlike RNL2, which used steel cable and chain in series to transmit

torque between each SEA output and the robot, RNL3 uses high-strength, low creep polyester

fiber (Mini-V Vectran: φ=4 mm, Fmax=6500 N; Port Supply), which is able to wrap around

small-bend radii without kinking.

The design and drivetrain layout of RNL3’s SEAs remain the same as RNL2. Additionally,

RNL3’s hamstring actuator, which was not present in the RNL2 testbed, follows the same layout

as the hip extensor, hip flexor, and vastus SEAs. Instead of absolute encoders, RNL3’s SEAs uses
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Figure 5.7: RNL3 joint design. a) Schematic and exploded view. b) Hardware implementation.

Figure 5.8: RNL3 sensor interface PCBs. Left: Medulla EtherCAT slave. Right: Daisy-chainable sensor
interface boards.

two incremental encoders to measure spring deflection (E2-5000-197-IE-D-D-B: 5000 CPR; US

Digital), which doubles the SEA torque resolution of each motor compared to RNL2.

Like RNL2, the host PC interfaces with the robot using xPC Target (Mathworks, Inc.) to guar-

antee synchronous 1 kHz control. Motor controllers used to control RNL3’s hip actuators and

knee extensor (DZEANTU-040B080B) have twice the current limit than those used on RNL2,

allowing them to generate higher peak torques. Motor controllers and all sensors communicate

with the host PC via EtherCAT (Beckhoff Automation), interfacing with the host computer us-

ing a Medulla EtherCAT slave [73] running custom firmware, which connects to daisy-chainable

91



µ1 (mNm) µ2 (mNm) µ3 (mNm) ν1 (mNms/rad) ν2 (mNms/rad) ν3 (mNms/rad)
Hip extensor 25.1 <0.1 <0.3 <0.1 <0.1 <0.1

Hip flexor 30.3 <0.1 <0.3 0.2 <0.1 <0.1
Hamstring 19.5 <0.1 <0.3 <0.1 <0.1 <0.1

Vastus 51.1 <0.1 <0.3 0.7 <0.1 <0.1
Gastrocnemius 5.8 <0.1 <0.3 0.2 <0.1 <0.1

Soleus 17.8 <0.1 <0.3 0.3 <0.1 <0.1
Tibialis Anterior 3.9 <0.1 <0.3 <0.3 <0.1 <0.1

Table 5.1: RNL3 drivetrain SEA friction coefficients

interface PCBs for robot sensors (Fig. 5.8).

5.4 Transfer to Hardware Platform: Simulation

The model-based design approach used to transfer idealized swing-leg controls to hardware

is adopted to transfer neuromuscular swing-leg controls to RNL3.

Friction for drivetrain stages of each RNL3 SEA are calculated using characterization exper-

iments described in section 4.3.2. Coulomb µ and viscous ν friction coefficients are calculated

via linear regression using the equation

µ+ νθ̇ = −Jθ̈ (5.28)

where J is the drivetrain stage’s rotational inertia estimated from CAD, θ̇ is the stage’s ro-

tational velocity, and θ̈ is the stage’s rotational acceleration. Identified friction parameters are

shown in table 5.1.

As for RNL2, a simulation of RNL3 is developed in Simulink SimMechanics (SimMechan-

ics: Second Generation; Mathworks, Inc.) (Fig. 5.9), which models the robot at the individual

component level. This simulation is again used to transfer neuromuscular swing-leg controls to

hardware, serving as a tool to evaluate if the controller can be applied to robotic systems, and

how specific control components need to be implemented to account for hardware constraints.

The simulation’s software and control architecture is shown in figure 5.10.
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(a) (b)

Figure 5.9: RNL3 simulation. a) Screenshot of RNL3 model. b) Undisturbed trajectory experiment
motion, αtgt=70o. Solid: Traced ankle point trajectory. Dotted: Virtual ground.

Two major differences exist between the RNL3 and RNL2 simulations. First, the high-level

controller no longer outputs desired net joint torques and distributes them to corresponding SEAs

based on sign. Instead, the high-level controller directly converts commanded forces from the

virtual muscles in the neuromuscular swing-leg controller to desired torques of corresponding

SEAs. As a result, multiple actuators simultaneously act at each joint to generate desired swing-

leg behavior. Muscle forces are converted to desired SEA torques by multiplying generated

muscle forces by the moment arm of the joint that a SEA acts across. For bi-articular actuators,

the desired actuator torque is calculated by multiplying the muscle force with the joint radius

closest to the actuator, i.e. while the hamstring acts both across the hip and the knee, desired

hamstring torque is calculated as the product between virtual hamstring muscle force and the

robot’s hip joint radius. The neuromuscular swing-leg controller uses nine muscles, while RNL3

only has seven SEAs. The robot does not have SEAs to directly implement the bi-articular hip

flexor-knee extensor rectus femoris, nor the mono-articular knee flexor biceps femoris short head.

To overcome this limitation, rectus femoris forces are multiplied by the hip radius and added to

commanded hip flexor torques for hip actuation, and are multiplied by the knee radius and added

to commanded vastus torques for knee actuation. Similarly, biceps femoris short head torques are
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Figure 5.10: RNL3 software and control architecture. θmeasj : measured joint angles. F desmus: desired muscle
forces. τdesSEA: desired SEA torques. θ̇desm : desired motor velocities. θ̇measm : measured motor velocities.
τappm : applied motor torques. F appc : force transmitted by cable drive. θmeasSEA : measured spring angles.

multiplied by the knee radius and added to commanded gastrocnemius torques for knee actuation.

Since the gastrocnemius is a bi-articular knee-ankle actuator, this additional torque would need

to be compensated for at the ankle using the tibialis anterior actuator for a fully actuated three

segment robot.

The second key difference is that unlike RNL2, whose entire control system ran at 1kHz,

subsystems of RNL3’s control system run at multiple execution speeds. High-level neuromus-

cular control runs at 5 kHz. This change was necessary to stabilize virtual muscle models that

generate force commands, as coarse integration steps result in numerical instability when invert-

ing the force-velocity relationship of the Hill-type model, which is used to calculate the muscles’

contractile element length lce [156]. RNL3’s SEA controller and data transmission interfaces run

at 1 kHz. Due to the motor controller’s 10 kHz operating frequency, their dynamics, as well as

the rest of the hardware, are modeled as continuous time systems.

All simulation gains are tuned using optimization based on the covariance matrix adaptation

evolution strategy (CMA-ES) [43], with a cost function to minimize the sum squared difference

between the desired and measured signals at each control level, as well as an explicit cost term
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Figure 5.11: Example disturbed neuromuscular swing-leg control experiment. Shown: αtgt=70o, late
disturbance.

to penalize the optimization if the final leg extension phase does not trigger during swing. This

latter term was necessary, as the optimization was unable to find gains to generate swing-leg

behavior that did not scuff the ground without an additional cost penalty.

Gains are again tuned hierarchically starting at the lowest level, ensuring that the motor con-

troller can follow commanded velocity signals. Mid-level SEA gains are then tuned to ensure

that the actuators are able to realize commanded torques. Finally, high-level neuromuscular gains

are optimized to minimize the difference between the desired and measured αtgt.

This optimization mimics the tuning procedure of hardware gains used in the below exper-

iments. In hardware, all gains are manually tuned, with high-level gains using the optimized

simulation gains as a starting point.
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5.5 Swing-Leg Control Evaluation

5.5.1 Hardware Experiments

Hardware experiments to evaluate the performance of neuromuscular swing-leg controls

mimic those used to evaluate idealized swing-leg controls in section 4.5.1. For these experi-

ments, RNL3 is suspended from its hip in a rigid mounting cage. During experiments, the robot

starts at a neutral position (Fig. 5.6). A feed-forward torque that is constant across all experi-

ments moves the leg into an initial pose of α0=118o, matching the initial pose used to tune control

gains in simulation. This motion also imparts initial joint velocities. At the initial pose, the vir-

tual ground location initializes, defined as a horizontal plane located at the robot’s toe. Segment

lengths used to calculate this ground location are taken from CAD. Motion continues until the

robot’s heel makes contact with the virtual ground plane. Since the primary role of the soleus

and tibialis anterior actuators is to keep the foot at a constant orientation relative to the shank

during swing, and a foot design suitable for future stance experiments was not finalized at the

time of testing, the ankle segment was locked during these experiments.

To enable direct comparison to swing-leg experiments performed in the previous chapter,

two sets of experiments are used to evaluate the controller. Undisturbed motion experiments

(Fig. 5.1) test the controller’s ability to place feet into desired ground targets when the swing-leg

is unperturbed. Disturbed motion experiments simulate tripping and test the controller’s ability

to regulate foot placement into desired ground targets when the robot encounters an unexpected

obstacle in early-, mid-, and late-swing (Fig. 5.11). The same 600 g obstacle used in idealized

swing experiments is used to evaluate neuromuscular control. The obstacle sits on rockers and

approximates an impulse disturbance as the robot knocks the obstacle down during swing. For

disturbed experiments, the robot’s foot is removed so that disturbances occur at the ankle, though

foot geometry is still considered when calculating the height of the virtual ground. Five trials are

conducted for each locomotion condition with a desired αtgt range between 65o to 90o.
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To compare both idealized and neuromuscular controls to state-of-the-art locomotion con-

trols, the impedance controller described in section 5.2 is implemented on the RNL2 robot pre-

sented in section 3.3. Initial pose, virtual ground initialization, and swing-leg termination are the

same as presented in section 4.5.1. Impedance gains are hand-tuned for undisturbed swing, with

αtgt=70o, which roughly corresponds to normal walking. The robot under impedance control

is exposed to the same experimental conditions as the robot under idealized and neuromuscu-

lar control, and attempts to place feet into desired ground targets both when swing-leg motion

is undisturbed, as well as when the robot encounters unknown obstacles in early-, mid-, and

late-swing.

5.5.2 Simulation Experiments

Simulation experiments further explore the performance comparison between decentralized

swing-leg controls and impedance controls. Since impedance control gains do not generalize

to different locomotion conditions, it is necessary to retune the controller for different desired

ground targets. With multiple gain sets, it is then possible to interpolate between gain values to

enable to controller to execute foot placements over the αtgt range. This approach essentially

creates a motion library. Experiments presented in this section aim to determine how large the

impedance controller’s motion library needs to be in order to match the performance of both

idealized and neuromuscular swing-leg controls.

Due to the number of gains and desired ground targets in the testing range, it is impractical

to tune the impedance controller for all locomotion conditions on hardware. Instead, the high-

fidelity simulations of the RNL2 and RNL3 systems presented in the previous sections are used in

conjunction with optimization to generate multiple gain sets and further explore the performance

between control methods.

CMA-ES is used to tune impedance gain sets for ground targets between αtgt values of 60o

and 90o at 5o increments. During optimization, the impedance controller is exposed to undis-
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Disturbance None Early Mid Late
Idealized -1.5±0.6 -3.8±0.3 -4.3±0.6 -5.9±0.9

Neuromuscular -5.0±2.3 -3.1±3.4 -2.5±4.0 -5.1±2.2
Impedance∗ 5.2±2.4 0.37±1.9 7.2±3.0 2.0±1.6

Table 5.2: Mean hardware placement error (o) for αtgt range: 65o to 90o. ∗ αtgt=70o only. RNL2 used for
idealized swing-leg control and impedance control experiments. RNL3 used for neuromuscular swing-leg
control experiments.

Disturbance None Early Mid Late
Idealized 519±56 702±56 649±202 547±50

Neuromuscular 451±4 495±20 470±7 456±4
Impedance 578±32 690±28 649±90 672±17

Table 5.3: Mean hardware swing times in ms for αtgt=70o.

turbed and all disturbance cases used to tune hardware gains. Generated gain sets are used as

interpolation nodes for an impedance control motion library. Simulated foot placement exper-

iments are then performed, which test the controller’s ability to regulate foot placements into

ground targets between αtgt values of 60o and 90o at 1o increments, with motion libraries that

have the following nodes: 3 nodes (αtgt=60o, 70o, 90o), 4 nodes (αtgt=60o, 70o, 80o, 90o), and 7

nodes (αtgt=60o, 65o, 70o, 75o, 80o, 85o, 90o). Motion library nodes are interpolated for interme-

diate ground targets using spline interpolation.

To enable a direct comparison between the impedance controller and decentralized swing-

leg controls for different motion library sizes, idealized and neuromuscular control gains are

reoptimized at each motion library size. This optimization results in a single gain set for each

controller at each motion library size. Simulated foot placement experiments using these con-

trollers are then repeated for the same ground target range and resolution as simulated impedance

control experiments.

5.5.3 Discussion

The conducted swing-leg experiments aim to address two hypotheses. The first hypothesis

posits that the proposed swing-leg controllers enable more robust foot placements into ground
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Figure 5.12: Hardware foot placement results for αtgt=70o locomotion conditions. RNL2 used for ide-
alized swing-leg control and impedance control experiments. RNL3 used for neuromuscular swing-leg
control experiments.

targets than state-of-the-art impedance controls. The second hypothesis posits that neuromuscu-

lar swing-leg control enables more human-like motion than both idealized swing-leg control and

impedance control.

Hardware experiments show that neuromuscular swing-leg control accurately regulates foot

placement into desired ground targets, both when motion is undisturbed, as well as when the

robot encounters unknown obstacles (Tab. 5.2). Comparing the foot placement accuracies

achieved by each controller at αtgt=70o, the locomotion condition that each controller was tuned

for, reveals that while the proposed controls achieve accurate foot placements into desired ground

targets, placement accuracy achieved by the proposed controllers for this condition is compara-

ble to the accuracy achieved by impedance controls (Fig. 5.12). However, the proposed controls

enable foot placement into a wide target range with a single gain set.

Due to the formulation of impedance control, it is not possible to use the same set of control

gains to place feet into multiple ground targets. This is unlike both the idealized and neuro-

muscular swing-leg control, which can achieve foot placements into a range of ground targets

with a single set of gains. Foot placement accuracies achieved by the proposed controllers over
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Figure 5.13: Hardware foot placement results for αtgt range: 65o to 90o locomotion conditions. RNL2
used for idealized swing-leg control and impedance control experiments. RNL3 used for neuromuscular
swing-leg control experiments.

an αtgt range between 65o to 90o are comparable to accuracies achieved by the controls for the

locomotion condition they were tuned for (Fig. 5.13). Therefore, the proposed controls enable

more robust foot placements into ground targets than state-of-the-art impedance controls over a

wide target range with a single set of controller gains.

An additional advantage of the proposed controls is that the proposed controls require the

tuning of fewer gains than impedance controls. Idealized control requires 6 gains to be tuned,

neuromuscular control requires 12 gains to be tuned, and impedance control requires 16 gains

per locomotion condition to be tuned. This suggests that both proposed control methods possess

an implementation advantage compared to impedance control, making them more suitable for

practical application on legged robots and in clinical settings.

Hardware ankle point trajectories of undisturbed swing generated by neuromuscular con-

trol more closely match human trajectories than ankle point trajectories generated by idealized

swing-leg and impedance control, both in terms of cosmesis, as well as standard deviation of

the landing angle at touchdown between consecutive swing-leg motions (Fig. 5.14). To com-

pare human ankle trajectories to those generated by hardware, motion capture (MX40: Vicon)

was used to record joint trajectories of a single subject walking at self-selected walking speed
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(a) (b)

(c) (d)

Figure 5.14: Ankle point trajectories for αtgt=70o undisturbed locomotion condition, normalized by leg
length. a) Human. b) Idealized. c) Neuromuscular. d) Impedance. Black: Mean trajectory. Gray:
Individual trajectories. RNL2 used for idealized swing-leg control and impedance control experiments.
RNL3 used for neuromuscular swing-leg control experiments.

and stride length on a split-belt treadmill (Belt speed = 1.3 m/s). To compare the cosmetic

similarity between human and hardware ankle point trajectories, two-dimensional correlation

between the human trajectory and each hardware trajectory was performed after normalizing

each for leg length. Neuromuscular control exhibited the highest correlation to the human tra-

jectory (R=0.89), followed by impedance control (R=0.81), and idealized control (R=0.71). At

the self-selected walking speed and stride length, the human subject landed at a target angle of

αtgt=73.0±0.8o (n=28). This αtgt at touchdown roughly corresponds to the tuned-for undisturbed

locomotion condition of αtgt=70o in hardware. For these locomotion conditions, foot placement

under neuromuscular control exhibited a standard deviation of ±0.5o, approximately the same

variability of human trials, whereas the standard deviation of both idealized swing-leg control

and impedance control was larger, at ±2.3o and ±2.4o, respectively. These results suggest that

neuromuscular control enables more human-like motion than both idealized swing-leg control

and impedance control.
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Figure 5.15: Ankle point trajectories for αtgt=70o disturbed locomotion conditions, normalized by leg
length. Dashed: Obstacle location for locomotion condition. Black: Mean trajectory. Gray: Individual
trajectories. RNL2 used for idealized swing-leg control and impedance control experiments. RNL3 used
for neuromuscular swing-leg control experiments.

Neuromuscular control also generates the most human-like swing duration of the tested con-

trollers (Tab. 5.3). The swing duration under both idealized and neuromuscular control is shorter

than the swing duration under impedance control, likely due to impedance control’s explicit knee

flexion at the beginning of swing. While still not matching the dynamically scaled duration of

human swing (Tab. 4.3), the mean undisturbed neuromuscular swing-leg duration is 15% faster

than the swing duration under idealized control, and 28% faster than the swing duration under

impedance control.

Both idealized and neuromuscular control also elicit a human-like response to sudden swing-

leg disturbances (Fig. 5.15). Early-swing disturbances caused the robots to raise their feet,

consistent with foot elevation strategies observed in humans, and late-swing disturbances caused

the robots to lower their feet, consistent with foot lowering strategies observed in humans [30].

Looking at the the average trajectories for each disturbance case shows that the elevation strategy
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Figure 5.16: Torque-speed commands generated by the neuromuscular controller for undisturbed locomo-
tion trials αtgt=70o. Gray: Hip flexor. Black: Vastus. Dashed: Torque speed curve of dual RE40 actuator
configuration.

executed under idealized control was more pronounced than that seen under neuromuscular con-

trol. Ankle trajectories under impedance control remain roughly consistent during early-, mid-,

and late-swing disturbance cases, suggesting that impedance control does not generate similar

behavior and does not dynamically react to obstacles.

While the trajectory traced out by the ankle point under neuromuscular control is more

human-like, high-speed video of the robot shows that the neuromuscular controller on RNL3 is

unable to generate sufficient foot clearance to keep the toe from scuffing the ground during swing

(Fig. 5.1). While idealized and impedance control do not explicitly account for foot geometry,

these controllers were unable to generate enough clearance to preven toe scuffing had a foot been

present. Scuffing behavior results from motor saturation during the experiments, as commanded

torques generated by the mid-level SEA controller to realize desired actuator torques is outside

of the motors’ torque-speed curve. In neuromuscular control, this behavior occurs most notably

in the hip flexor, which is primarily responsible for driving the hip point towards the desired αtgt
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and generating sufficient passive knee flexion in early swing in order to achieve ground clearance

in mid-swing (Fig. 5.16). However, saturation is also seen in the vastus actuator, responsible for

extending the shank into the desired ground target in late swing. This issue could be addressed

in one of two ways. First, higher voltage motor controllers, capable of achieving the commanded

torque-speed values required by the neuromuscular swing-leg controller could be used to drive

RNL3’s actuators. Alternatively, commanded torques to the hip flexor actuator could be reduced

by adding an additional bi-articular actuator that directly realizes torques commanded by the vir-

tual rectus femoris muscle. Like the hamstring, this actuator could be located in the robot’s trunk,

thereby not increasing its overall leg mass. Torques commanded by the neuromuscular controller

could also be indirectly reduced by decreasing the robot’s mass. Through finite element analysis

on actuator plates and robot segments, material not necessary to maintain the robot’s structural

integrity could be removed, which would decrease the robot’s weight. As a result, lower con-

trol gains could be used to generate the same motion at lower torques, and provide additional

actuation bandwidth to increase toe clearance during swing.

Simulation experiments show that impedance control achieves comparable performance to

idealized and neuromuscular control for disturbed conditions with 3 interpolation nodes, and

roughly equivalent mean performance for all conditions with 7 optimization nodes. Increased

foot placement accuracy for disturbed swing likely results from the cost function used to op-

timize the impedance controller, which gave each experimental condition equal weight. For

disturbed trials, the obstacle acted to brake forward motion in mid- and late-swing. This caused

the impedance control to converge on aggressive swing extension gains, which forcefully drive

the foot point towards a ground target. When the motion was undisturbed, however, these gains

cause the leg to extend beyond the target, and make ground contact when the leg is in front of

the swing target with a large placement error.

Optimization results also suggest that the neuromuscular controller is more difficult to tune

than its counterparts. Unlike the idealized swing-leg and impedance controllers, whose place-

ment accuracy either remains constant or decreases with additional optimization conditions, neu-
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Figure 5.17: Mean placement error for hardware simulation results. αtgt range: 60o to 90o. a) 1 node. b)
3 nodes. c) 4 nodes. d) 7 nodes. Idealized swing-leg control and impedance control simulation performed
with RNL2 model. Neuromuscular swing-leg control performed with RNL3 model.
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romuscular controller placement accuracy appears to hit a local optimum for 3 optimization

nodes, since placement error increases with 4 optimization nodes. One explanation for this be-

havior is that neuromuscular control gains are tightly coupled, as activations of one muscle affect

the activation of other muscles in the leg, whereas both idealized and impedance control gains

are largely decoupled.

While foot placement accuracy suggests that idealized swing-leg control is the best perform-

ing swing-leg controller, neuromuscular control may be advantageous to use in modular pros-

thetic devices and in devices that regulate motion during the entire gait cycle. Unlike idealized

control, which attempts to regulate net joint torque, the neuromuscular controller issues torque

commands to individual actuators, which act in aggregate around a joint to achieve a desired net

torque. As such, neuromuscular swing-leg control could be used in powered devices that assist

the human user, instead of regulating the motion for them entirely. Additionally, neuromuscular

swing-leg controls directly integrate with neuromuscular stance control, which has been shown

to qualitatively reproduce human leg behavior during walking on a transfemoral prosthesis [148].

5.6 Summary

This chapter presented work to transfer a neuromuscular swing-leg controller to robotic hard-

ware, and evaluate its ability to place feet in desire ground targets. Neuromuscular swing-leg per-

formance was compared to the idealized swing-leg controller presented in the previous chapter,

as well as impedance control, the current state-of-the-art control approach for powered robotic

legs. Experiments show that neuromuscular control is able to robustly place feet into desired

ground targets, and that its performance compares favorably to impedance control, as it is able

to place feet into a variety of target locations with a single set of gains. Though neuromuscular

control does not enable the robot to place its feet into ground targets with as high accuracy as

idealized swing-leg control, the resulting motion is more human-like.
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Chapter 6

Nonlinear Springs for Improved SEA
Performance

Material in this chapter is based on:

A. Schepelmann, K.A. Geberth, and H. Geyer
Compact nonlinear springs with user defined torque-deflection profiles for series elastic actuators.

Proceedings of the IEEE International Conference on Robotics and Automation: 385-392, 2014. [118]

J. Austin, A. Schepelmann, and H. Geyer
Control and evaluation of series elastic actuators with nonlinear rubber springs.

Proceedings of the IEEE/RSJ International Conference on Intelligent Robots and Systems: 6563-6568,
2015. [5]

The SEAs used to actuate the RNL testbed platforms discussed in the previous chapters use

linear metal springs as the torque transmitting elements in their drivetrains. Using linear metal

springs is common practice for SEAs [97][105][151][70]. As commercial, off-the-shelf products,

metal springs can be easily bought at low prices. However, using series linear springs in the

drivetrain requires compromises between torque resolution and actuation bandwidth [161][172].

Torque resolution describes the smallest change in torque that can be measured. It is a function

of spring stiffness, with softer springs providing higher torque resolution. Bandwidth describes

the speed at which an actuator can apply torque to a load [115]. It can be characterized by rise

time, the time an actuator takes to apply its maximum torque to a load when starting from rest,

which, for SEAs, also depends on the series spring stiffness. Softer springs cause longer rise

times, resulting in lower actuation bandwidth.
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In contrast to linear springs, nonlinear torque transmitting elements with variable stiffness

enable both high torque resolution and high bandwidth. For instance, variable stiffness actuators

enable a range of torque resolutions and actuation bandwidths with a single actuator, by actively

tuning a passive mechanical element with a secondary motor [57][149][157][60]. However, such

actuators are mechanically complicated, large, and heavy, hampering their application in small,

lightweight robots, as well as for retrofit in existing robots.

SEAs with purely passive nonlinear springs (NLSs) are a subset of variable stiffness actuators

that omit active tuning of the mechanical element at the cost of embedding a single nonlinear

torque-deflection profile. The profile can be designed to meet desired torque resolution and

rise time goals. Different realizations of this idea have been pursued, many of which deflect

linear metal springs with cams of changing radius. Early designs favored mechanically complex

devices for mathematical simplicity, where the cam radius and spring force vectors are kept

prependicular throughout the NLS deflection [84][85]. More recently, NLS designs have been

simplified mechanically at the cost of mathematical complexity. In [120], the authors identified

a closed-form solution to cam profiles for which a linear spring wraps around the cam. While

the assumption of a linear spring was necessary to obtain the solution, it does not fully explore

the potential for miniaturizing passive nonlinear springs, as the cam profile was again designed

around commercially available spring form factors and stiffnesses [121].

Rubber is an alternative to commercial linear metal springs as the elastic element in NLS

designs. Although rubber has some disadvantages when compared to metal springs, such as

increased hysteresis and van der Wall force-dependent stiffness characteristics [33][6], it tolerates

large stretches before plastic deformation and can be molded with custom form factors. Due to

these advantages, rubber is already being used in SEAs when actuator size matters [116]. In

contrast to metal springs, rubber springs can be nonlinear, especially at large stretches [68].

Therefore, the closed form solution for NLS designs developed in [120] cannot be applied.

To overcome this limitation, work in this chapter proposes and demonstrates an optimization-

based synthesis method for compact NLSs that generate desired nonlinear torque profiles. The
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Figure 6.1: NLS concept. L: Undeflected spring. R: Spring deflected ∆θ. A cam engages a cable attached
to an elastic element as it rotates about (x0, y0), stretching the elastic element. The cross product of the
radius from (x0, y0) and the last contact point between the cable and cam (xn, yn) with the force generated
by the elastic element’s stretch creates a desired torque τdes.

following sections describe the optimzation procedure to generate NLS designs, and then, using

a particular NLS design as an example, outline the manufacturing process of an NLS prototype.

Next, the resulting prototype is characterized via experiments. The experiments show that cus-

tom torque profiles can be realized with a small form factor, but also point to drawbacks that stem

from using rubber material as the elastic element, namely rubber hysteresis. To account for hys-

teretic effects introduced by the rubber, a state osbserver is created that models for the rubber’s

viscoelastic behavior and produces a more accurate estimate of torque transmitted through the

NLS. NLS performance in conjunction with the observer is evaluated in an experimental testbed

and compared to the performance of traditional linear metal springs to determine if benefits of

both soft and stiff elastic elements can be captured in a single mechanism.

6.1 Nonlinear Spring Optimization

The proposed NLS design is a two part assembly, consisting of an elastic element and a rotary

cam whose profile is optimized to stretch the elastic element over a variable radius (Fig. 6.1).

The cam is defined by a set of (x, y) pairs.
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The optimization uses evenly spaced torque-deflection pairs of desired torques τdes for spring

deflections ∆θ

τdes
∆θ

 =

0 · · · τdes,max

0 · · ·∆θmax

 (6.1)

where τdes,max and ∆θmax are the maximum desired torque and spring deflection, respectively,

and the elastic element’s force-displacement relationship

Felastic = f(∆s) (6.2)

where ∆s is the change in the elastic element’s length due to cam engagement. ∆s is the sum

of the Euclidian distance between points on the cam with the distance between the cam’s last

contact point and attachment point to the NLS housing, minus the elastic element’s rest length.

∆s occurs as convex points on the cam (xi, yi) engage the elastic element throughout the cam

rotation, and is given by

∆s =
n∑
i=1

√
(xi − xi−1)2 + (yi − yi−1)2+√

(rspring,x − xn)2 + (rspring,y − yn)2−√
(rspring,x − x0)2 + (rspring,y − y0)2

(6.3)

where (xn, yn) is the last, tangent contact point between the cam and elastic element and (rspring,x, rspring,y)

is the elastic element’s contact point with the NLS housing. This latter parameter is based on the

desired NLS diameter.

To optimize the cam profile, the covariance matrix adaptation evolution strategy (CMA-ES)

algorithm [43] is used. The optimization modifies (x, y) pairs of the cam to minimize the differ-
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Input: Cam profile
Calculate convex hull of cam profile;
for ∆θj = 0 to ∆θmax do

Rotate profile to ∆θj;
Find (xn, yn) between convex hull and elastic element;
Calculate ∆s;
Calculate Felastic(∆s);
Calculate τNLS(∆θ)j;

end
J(τNLS(∆θ))=

∑m
j=1 (τdes(∆θ)j − τNLS(∆θ)j)

2;

Algorithm 1: Cam optimization criterion.

ence between τdes and the cam profile’s current torque τNLS using the cost function

J(τNLS(∆θ)) =
m∑
j=1

(τdes(∆θ)j − τNLS(∆θ)j)
2 (6.4)

where

τNLS(∆θ)j = rcam(∆θ)j × Felastic(∆θ)j (6.5)

and rcam(∆θ)j is the vector from the cam’s center of rotation (x0, y0) to (xn, yn) at the rota-

tion ∆θj . The direction of Felastic is defined by (xn, yn) and (rspring,x, rspring,y). During each

iteration, the optimization criterion (Alg. 1) first calculates the convex hull of the current cam

profile. The cam profile then incrementally rotates through the deflection range. At each rotation,

(xn, yn) is found using line intersection; starting at (x0, y0), the criterion checks for line intersec-

tions between Felastic and subsequent points on the cam profile. (xn, yn) is found when only one

intersection exists. Next, the elastic element’s resulting length due to cam rotation is calculated

as the difference between the elastic element’s rest length and the sum of the Euclidian distance

between sequential points from (x0, y0) to (xn, yn) and (xn, yn) to (rspring,x, rspring,y). From

this, Felastic is evaluated, followed by τNLS(∆θ)j . After rotating through the deflection range,

J(τNLS(∆θ)) is evaluated, and the optimization generates a new cam profile, finally resulting

in a set of (x, y) pairs that define the cam profile.
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6.2 NLS Manufacturing Process

This section describes the NLS manufacturing process. The desired torque-deflection profile

is determined via optimization based on design requirements. Next a rubber is selected as the

elastic element, and its force-deflection relationship is characterized. A NLS prototype is then

manufactured. Key components of the prototype are sized to meet geometric requirements, but

are evaluated on a benchtop setup for ease of testing.

6.2.1 Torque Profile Optimization

The created NLS is targeted for use in the SEAs of the RNL test platforms. The NLSs for

these SEAs must generate an exponentially stiffening torque with a zero torque at zero deflection,

and a maximum torque τmax=5 Nm at ∆θ = ∆θmax. As a function of these constraints, the NLS

torque profile is

τdes(∆θ, τmax,∆θmax) =
τmax

e∆θmax − 1
(e∆θ − 1). (6.6)

The springs must exhibit a rise time of trise=16 ms, and have a spring diameter less than 5 cm.

∆θmax is defined by the rise time. To meet trise, ∆θmax is optimized by numerically solving the

motor dynamics equation

Jmθ̈m = τmotor − τdes(∆θ, τmax,∆θmax) (6.7)

using constrained nonlinear optimization (MATLAB fmincon, active-set algorithm), where Jm is

the reflected SEA inertia at the spring, θm is the motor angle, τmotor is the applied motor torque,

and the actuator is assumed to start with no spring deflection from rest ∆θ(0) = θ̇m(0)=0. In this

case, ∆θ is given by θm, as the output shaft is assumed to be clamped. Jm is estimated as the

total reflected inertia of the motors, gears, and cam; inertia from encoders, shafts, and fasteners

are ignored. During each iteration, the optimization numerically solves equation 6.7 via a fourth
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Figure 6.2: NLS prototype schematic. The NLS is realized with two pieces: a cam and an outer housing,
to which the cable and elastic element are attached. The elastic element stretches when the cable engages
the cam as the two pieces rotate relative to each other. One elastic element is attached to each cable end;
each cam surface generates τdes/2. Dark gray: Cam found via optimization to generate τdes/2. The cam
is mirrored about y = −x to generate the full τdes during spring deflection in one direction. These two
cams are mirrored about x=0 to create a NLS with a symmetric torque-deflection profile about ∆θ=0.

order Runge-Kutta method, modifying ∆θmax to minimize the cost function

J(t∗rise) = (trise − t∗rise)2 (6.8)

where t∗rise is the rise time for the current value of ∆θmax. With an optimized ∆θmax, equation 6.6

now describes a spring profile that encodes the desired spring shape and rise time. Optimization

parameters and results are listed in table 6.1.

6.2.2 Rubber Selection

The NLS design is realized with parallel elastic elements, where each element and cam gen-

erate τdes/2 (Fig. 6.2). Rubber is used as the elastic element in the NLS due to its loading

properties and customizable form factor. Rubber dimensions must be selected to withstand the

uniaxial tension applied by the cam throughout the NLS deflection. The maximum uniaxial ten-

sion Fmax a material can bear without breaking is defined by its cross-sectional area Ao and
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Jm (kgm2) t∗rise (ms) ∆θmax (o)
8.83× 10−5 16 53

Table 6.1: NLS optimization parameters & results
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Figure 6.3: PMC-770 minimum required tensile force vs. cam radius and tensile test results. L: Minimum
required tensile force vs. cam radius to achieve τmax=2.5 Nm for ∆θmax=53o using PMC-770. Dashed:
Minimum required tensile force. Solid isocontours: Maximum tensile force for a given Ao.

Figure 6.4: Puzzle mold. L: Concept R: Rapid prototyped mold with rubber.
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tensile strength σf [34]:

Fmax = σfAo. (6.9)

Given (rspring,x, rspring,y), τmax, and ∆θmax, it is possible to calculate the required uniaxial ten-

sion Freq at a maximum cam radius rcam,max to realize τmax as

Freq =
τmax

rcam,maxsin(β)
(6.10)

where β is the angle between rcam,max and Felastic as shown in figure 6.1. With this infor-

mation, it is possible to select an appropriate σf to realize a desired NLS size. Urethane rubber

(PMC-770: Smooth-On Inc.; σf=5.17 MPa) is chosen as the elastic element. Figure 6.3 plots

the relationship between Freq, rcam,max, and PMC-770’s Fmax at various Ao. An rcam,max of 1.7

cm is required for the NLS to fit into the RNL platforms’ existing SEAs. To account for small

imperfections in the manufactured elastic elements, we use a safety factor of n=3 when choos-

ing Ao. Based on this information and the NLS size requirement, the NLS uses a rubber elastic

element with Ao=1 cm2.

6.2.3 Rubber Manufacturing & Characterization

PMC-770 is a two part urethane rubber mixture. The parts are mixed with a planetary cen-

trifugal mixer (AR-100, THINKY USA, Inc.) and cast into rapid prototyped acrylic molds

(VeroWhitePlus, Objet Ltd.). Rubber surface defects create stress points during elongation,

which can lead to ripping and premature rubber failure. To mitigate damage to cured rubbers

during mold extraction, multi-piece “puzzle molds” are designed, which reduce contact area be-

tween the rubber and each mold piece compared to a solid-body mold, and make extraction easier

(Fig. 6.4). Rubber samples are cured at room temperature for 24 hours prior to demolding.

The force-deflection relationship of the rubber shows both static and velocity-dependent ef-

fects. The dominating static effect, the Mullin’s Effect, results in rubber softening after a freshly
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Figure 6.5: R: PMC-770 tensile test results, Ao=1 cm2. Dotted gray: Individual samples (n=5). Solid
black: Average of individual samples. Dotted black: Standard deviation of average. Solid gray: Exponen-
tial fit of average: Frubber(λ) = 212.10.975λ − 552.5−0.938λ. R2=0.9996.

cast sample is stretched to a certain length [6]. This phenomenon occurs as some finite-length

polymer chains rupture during initial rubber extension and can no longer resist stretch during sub-

sequent extensions. To account for this effect, samples used to characterize the force-deflection

profile of the rubber are pre-stretched past the maximum elongation that will be observed in the

NLS prior to tensile testing. Velocity-dependent effects include strain-rate stiffening and hys-

teresis [33][6]. Both effects are the result of temporary van der Waals bonds forming between

polymer chains as they move relative to each other during rubber extension and contraction.

Ideally, the rubber’s force-deflection profile should be characterized under nominal operating

conditions. Due to velocity limits of the load cell available for tensile testing, we characterize

the effect of velocity-dependent factors in subsequent NLS experiments.

Tensile tests are performed with an Instron 4400R Load Frame with a 100 lbf analog load

cell at an extension rate of 0.5 in (1.27 cm) per minute. 5 samples are stretched until failure. The

relationship between force generated in the rubber Frubber and nondimensionalized rubber length
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(“stretch”) λ is given by

λ = (Lo + ∆s)/Lo. (6.11)

whereLo is the unstretched rubber’s rest length. An exponential function of the formFrubber(λ) =

abλ + cdλ is fit to the average of the tensile data using MATLAB’s curve-fitting toolbox (MAT-

LAB cftool) to obtain a nominal force-stretch relationship for the rubber. The results are shown

in figure 6.5. The fit has an R squared value of R2 = 0.9996.

6.2.4 NLS Prototype

The cam shape of the NLS design shown in figure 6.2 to realize the desired torque profile

in equation 6.6 using the rubber’s empirically characterized force-stretch relationship is found

with the optimization procedure described in section 6.1. For the optimization, 11 evenly spaced

torque-deflection pairs between ∆θ=0 and ∆θmax=53o are used, with an elastic element rest

length Lo=1.25 cm. The resulting cam, as well as the simulated torque-deflection profile realized

by the cam, are shown in figures 6.6 and 6.7, respectively. The cam encodes the desired torque

profile, with a sum squared error of 0.07 Nm and an average error of 0.07±0.05 Nm, equivalent

to a 1.4% of the maximum target torque.

To test the cam profile experimentally, a NLS prototype is printed out of acrylic. Rubber

elastic elements are cast into rapid prototyped molds and glued into retention clamps using ure-

thane adhesive (URE-BOND II; Smooth-On Inc.). Polyethylene cable (Solid Spectra: φ=0.5

mm, Fmax=580 N; BHP Tackle) is used as the cable to interface the cam and rubber elastic

element. CAD renderings of NLS components are shown in figure 6.8.
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Figure 6.6: NLS prototype schematic with optimized cam to realize desired torque profile when using
PMC-770 as the elastic element.
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Figure 6.7: Desired vs. optimized cam encoded torque-deflection profile. Gray: Exponential torque profile
described by equation 6.6 and parameters in table 6.1. Dots: Discrete torque-deflection pairs used to
optimize cam profile. Black: Simulated cam-encoded torque profile.
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Figure 6.8: NLS components. L: CAD rendering of prototyped cam profile. A divot is placed in the
middle of the cam to ensure the cable does not slacken. R: Cross-section of retention clamp. Rubber
thickness=3.4 mm. Compression teeth help to secure the rubber during stretching.
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Figure 6.11: Measured NLS profile. L: Upstroke. R: Downstroke. Solid: Average for all deflections
(n=150). Dotted: Standard deviation of average. White dots: Desired torque profile. Black dots: Cam-
encoded torque profile.
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6.3 NLS Characterization

The NLS prototype is evaluated using the benchtop setup shown in figure 6.9. Actuator po-

sition is controlled using Mathwork’s xPCTarget software and an EtherCAT motor controller

(DZEANTU: peak current=20 A; Advanced Motion Controls), which measures applied motor

current, from which spring torque is calculated. Spring position is measured with an absolute

rotary encoder (RM22S: 13 bit; Renishaw PLC), and fed asynchronously to the control PC us-

ing a microcontroller (ATmega328-PU; Atmel Corporation). The NLS is characterized through

three experiments. The first experiment validates that the cam profile realizes the desired torque

profile. The second experiment tests the NLS’ ability to match the desired rise time. Finally, the

third experiment investigates velocity-dependent stiffness effects of the rubber elastic element.

6.3.1 Torque Profile Validation

To validate the desired torque profile, the spring is deflected using sinusoidal position com-

mands at a frequency f=0.1 Hz. The low frequency mitigates potential velocity-dependent stiff-

ness effects. 10 sinusoidal position amplitudes are tested with 15 NLS deflections each, where

the sinusoid with the largest position amplitude corresponds to the peak current rating of our mo-

tor controller. The observed NLS torque-deflection profiles are shown in figure 6.10. Hysteresis

is present between cam engagement of the rubber (“upstroke”) and cam disengagement of the

rubber (“downstroke”). We quantify NLS performance by analyzing the observed torque profile

between NLS upstroke and downstroke separately. Figure 6.11 plots the average of observed up-

and downstroke profiles for all deflections (n=150).

During upstroke, the observed torque profile matches both the desired and cam-encoded

torque profile. The average root-mean-squared error between the desired and measured torque

profile is 0.10 Nm, a relative error of 10%, equivalent to 2% of maximum target torque. Ideally,

no error should exist between the cam-encoded and measured profile. The average root-mean-

squared error between the cam-encoded and measured torque profile is 0.11 Nm, a relative error
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deviation of average. Dark gray: Step response of ideal model. Light gray: Step response of augmented
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of 12%, equivalent to 2.2% of maximum target torque. Error results from rubber variability be-

tween samples. As shown in figure 6.3, intersample variation in the force-stretch relationship

between rubber samples can be as much as 15%.

During downstroke, hysteretic effects of the rubber result in larger discrepancies between the

desired and measured torque profile. Downstroke hysteresis is quantified as the average relative

error between desired and measured torque. The average relative error between the desired and

measured torque is 61%. The average relative error between the cam-encoded and measured

torque is 63%. Compared to other rubbers, the NLS’ urethane rubber has large hysteresis [116].

To decrease NLS hysteresis, other rubbers could be used as NLS elastic elements.

6.3.2 NLS Step Response

The NLS’ ability to match the desired actuator rise time is tested next. For monotonic springs,

the correspondence between spring deflection and applied torque is 1:1. The NLS was designed
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to generate torques up to 5 Nm, corresponding to a motor current of 22.7 A, which exceeds the 20

A peak current rating of the DZE motor controller. Additionally, applying current step changes

greater than 10 A caused the polyethylene cable to snap. This is a shortcoming of the cable, not

the NLS design or rubber. A 10 A step response is therefore commanded to the SEA, which

corresponds to τNLS=2.2 Nm at ∆θ=29.6o. The time required by the NLS prototype to achieve

this deflection is compared with the theoretical rise time predicted by equation 6.7. For this

torque, the predicted rise time is 18.3 ms, whereas the measured rise time is 23.5 ms, a relative

error of 28% (Fig. 6.12). The measured response also indicates that slight strain-rate stiffening

effects are present in the rubber, seen by the measured response’s steeper slope compared to the

predicted response. These discrepancies result from the fact that equation 6.7 used to optimize

∆θmax is an ideal model that does not account for motor and gearing inefficiencies, unmodeled

SEA inertia, or rubber strain-rate stiffening effects. Augmenting the model to use better SEA

inertia estimates, and motor and gearing efficiencies, ηmotor=57% and ηgears=96%, respectively

[87][170], the predicted rise time increases to 28 ms, which is longer than the measured 23.5

ms rise time (Fig. 6.12). This faster than predicted rise-time is beneficial for high bandwidth

control and again indicates a stiffer than predicted elastic element resulting from velocity-based

strain-rate stiffening effects in the rubber.

6.3.3 Velocity-Dependent Stiffness Effects

To observe velocity-dependent effects, the spring is deflected at three different frequencies

f=0.1 Hz, f=0.5 Hz, and f=1.0 Hz. Higher frequencies could not be tested due to bandwidth

limitations of the motor controller’s position loop. Resulting torque profiles are shown in figure

6.13. The experiments indicate no significant velocity-dependent effects on the spring profile

when actuating the NLS at these frequencies. Since step response experiments do suggest the

presence of stiffening effects when actuating at high frequencies, future experiments, with a

higher bandwidth motor controller, need to be conducted to quantify the relationship between
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torque profile and actuation speed. This shortcoming is addressed in the following sections.

6.4 State-Observer Development

Experiments in the previous sections showed that while the nonlinear spring prototype suc-

cessfully encodes the desired torque-deflection profile during spring upstroke, significant hys-

teretic effects of the rubber compromise spring performance. Unaccounted for, these behaviors

degrade system stability and closed-loop torque control. Since these behaviors are nonlinear and

time-dependent, it is infeasible to account for them using simple pre-computed approaches, like

look-up tables. Previous work showed that state observers, which account for nonlinear, time-

dependent behavior online, can be used to account for hysteresis of viscoelastic materials [94].

This makes them an attractive candidate for improving the performance of our developed NLS

prototype. In this section, a rubber model and corresponding state-observer are developed for a

single type of urethane rubber to capture the materials viscoelastic behavior in order to provide

an accurate estimate of actuator torque. For experiments conducted in this section, the actuator
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Figure 6.14: Nonlinear spring actuator testbed used for observer development and subsequent experi-
ments. Left: close up of in-series load cell used for ground truth measurement of force in elastic element.
Right: Actuator testbed setup for linear spring validation. Two load cells at the ends of a moment arm of
known length are used to measure spring torque.
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Figure 6.15: Candidate viscoelastic models. Springs and dampers represent elastic and viscous elements,
respectively. a) Hooke’s Law. b) Kelvin-Voight model. c) Maxwell model. d) Standard Linear Solid
model. e) Burger’s model.

testbed is modified to incorporate piezoresistive pressure sensors (FlexiForce A201: Tekscan) in

series with the rubber to provide a ground truth tension measurement (Fig. 6.14). To develop

the presented controller and perform simulation experiments that are not possible in hardware,

the vastus actuator simulation model developed in section 4.3.6 is updated to use a model of the

nonlinear spring.

6.4.1 Constitutive Rubber Model and Characterization

To account for the rubber’s nonlinearity and hysteresis, the state-space observer design must

incorporate a model of the rubber that accurately predicts these effects. The state-space observer
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models rubber force, with which known geometry is used to directly calculate spring torque, and

has three requirements. First, the model must capture the creep, recovery, and stress relaxation

behavior seen in experiments. Creep is increasing deflection under a constant force, recovery is

a non-instantaneous return to the rest length after the force is removed, and stress relaxation is

decreasing force under a constant deflection [74]. Second, the model must be linear in force and

deflection, so that it can be used to create a state-space observer to estimate force. Finally, since

the model will run in hardware online, it should not have high-order derivatives that are difficult

to estimate with discretized, potentially noisy measurements.

Linear visocelastic models are a set of rubber models that satisfy the above criteria [32].

These models represent rubber, a viscoelastic material, as a mechanical system composed of

springs as the elastic elements and dampers as the viscous elements (Fig. 6.15), which can be

placed in series or parallel to encode various behaviors. In general, a model with a greater number

of elements provides increased modeling accuracy, at the expense of mathematical complexity

and higher-order derivatives. For example, the Maxwell model encodes stress relaxation, but not

creep, whereas the Kelvin-Voigt model encodes creep, but not stress relaxation. Combining these

models yields the Standard Linear Solid Model and Burgers model, which encode both stress

relaxation and creep. Burgers model contains higher-order derivatives on force and deflection,

which results in amplified noise in hardware with discretized data. We therefore choose to use

the Standard Linear model for our rubber observer, as it is the simplest model that encodes our

desired behaviors.

The constitutive equation of the Standard Linear Model is given by

F = k1
A0

L0

δ + µ
k1 + k2

k2

A0

L0

δ̇ − µ

k2

Ḟ (6.12)

where k1 and k2 are stiffnesses, µ is the viscosity, F is the rubber force, and δ is the change

in length of the rubber. Note that while rubber models are typically given in terms of stress σ

and strain ε, we here give all equations in terms of F and δ. This conversion is made using
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Figure 6.16: Strain-dependent stiffness, which can be approximated by linear stiffnesses.

σ = F
A0

and ε = δ
L0

, where A0 is the cross-sectional area of the rubber and L0 is the rest length.

Each term in equation 6.12 models a desired rubber behavior. The first term essentially encodes

Hooke’s Law and contributes to elasticity. The second term encodes to creep. The third term

encodes stress relaxation.

Data from experiments in the previous section reveals that our rubber exhibits strain-dependent

stiffness over the spring’s deflection range (Fig. 6.16), which the Standard Linear Solid model,

with its constant stiffnesses k1 and k2 is unable to capture. However, this behavior can be ap-

proximated by dividing the nonlinear force-deflection curve into piecewise linear stiffnesses. The

force equation for such a spring can be written as

F ∗ =
A0

L0

n∑
i

k∗iHδ−δi(δ − δi) (6.13)

where Hδ−δi is the Heaviside step function centered at δi. The stiffness k∗ changes based

on rubber deflection, behaving like n springs in parallel, each of which engages once the rubber

stretches past a predefined setpoint. Replacing spring k2 in the original model with this nonlinear

spring and deriving the equations of motion yields
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F ∗ =
A0

L0

n∑
i

k∗iHδ−δi(δ − δi) +
µ

k

A0

L0

(k +
n∑
i

k∗i )δ̇ −
µ

k
Ḟ (6.14)

which we here define as the Standard Linear Solid model with Strain-Dependent Stiffness

(Std. Lin. SDS). This model captures strain-dependent stress while remaining linear in δ.

To fit model parameters, training data sets are collected with the modified actuator testbed.

In these experiments, the SEA cam receives sinusoidal position commands with amplitudes of

15o, 25o, and 45o, at frequencies between 0.1-9 Hz, the latter which represents the peak actuation

frequency of the dynamically scaled RNL systems. The data sets contain cam position, motor

current, and force measurements. The value of δ is calculated based on the cam rotation θ along

with known cam geometry, and F is measured directly from the piezoresistive pressure sensors

in series with the rubber. The derivatives δ̇ and Ḟ are calculated using a bi-directional low pass

filter. The collected data is used to fit model parameters via stochastic optimization with CMA-

ES.

The parameters for the Std. Lin. SDS model are: A0=1 cm2, L0=1.25 cm, η=411 Pa·s,

k=0.58 MPa, δ1=0 mm, k∗1=0.92 MPa, δ2=0.20 mm, k∗2=0.58 MPa, δ3=1.06 mm, k∗3=0.74 MPa,

δ4=2.65 mm, k∗4=0.77 MPa, δ5=9.04 mm, k∗5=0.47 MPa, δ6=9.05 mm, and k∗6=1.06 MPa. A

representative fit against one cycle of characterization data is shown in figure 6.17. Against the
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full characterization set, the model achieves an average percent relative error of 13.6%. This

is a significant improvement over the relative error when fitting the data using Hooke’s Law of

25.2%. This fit corresponds to an RMSE of 0.10Nm at the spring. As a comparison, fitting

the SEA testbed with the soft linear springs used in the RNL1 robot, and using Hooke’s Law to

estimate spring stiffness produces a fit with an RMSE of 0.07 Nm, which results from encoder

discretization and noise of the load cells. Therefore, the developed rubber model approaches the

limit of what can be achieved with imperfect sensing.

6.4.2 State-Space Equations & Observer Design

The rubber model in equation 6.14 relates the rubber force F to the change in rubber length

δ. To further improve estimates of F , it is possible to use the motor dynamics equation, which

relates the known motor torque τmotor to the torque developed in the rubber τrubber based on cam

geometry using the equation

Jθ̈ = τmotor − τrubber = nktI − rFsinβ (6.15)

where I is the motor current, kt is the torque constant, and n is the gear reduction between the

motor and the spring. Combining this with equation 6.14, and noting that the change in rubber

length is a function of cam deflection, δ = δ(θ), yields the following state-space equations for

the cam:

ẋ = A(θ)x+Bu+E(θ)

y = Cx

(6.16)

where
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Note thatE(θ) is simply a constant offset matrix required to linearly interpolate between step

changes in the force for the spring k∗.

Since β and δ are a function of the cam position θ,A andE are not constant. However, their

values can be pre-computed for all possible values of θ, which allows for the creation of look-up

tables in the observer pre-processing code forA(θ) and E(θ) for θ ∈ (−π
2
, π

2
).

With this information, a Luenberger Observer [2] is implemented to estimate spring force

˙̂x = A(θ)x̂+Bu+ L(y − Cx̂) + E(θ) (6.17)

where values of the observer gain matrix L are chosen via pole placement. Poles are chosen

via optimization with a cost function that minimizes the error between state estimates and actual

data gathered during characterization.
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The observability matrix N = [C CA CA2 CA3]T is calculated for each value of θ to

check for observability. N is full rank for all cases, except when β=π, in which case the rank

drops to 3 and the system is unobservable. Pole placement in observable conditions is impossi-

ble, which occurs during typical use in this system when the cam passes through θ=0, and is thus

unavoidable. In these cases, it is necessary to decompose the system into observable subsystems

Aobs and Cobs, and unobservable subsystems Aunobs and Cunobs, using Kalman Decompo-

sition [2]. The observable subsystem is composed of states F , δ, and θ̇. The unobservable

subsystem is the state θ and has eigenvalues less than zero, so it is asymptotically stable. Since

the unobservable subsystem is stable, it is possible to determine L via pole placement using the

following algorithm. When θ 6=0, choose L to satisfy the desired closed-loop poles forA−LC.

When θ=0, perform pole placement only for the observable subsystem Aobs − LCobs, leaving

the unobservable subsystem poles at zero.

As the state-space matrices and observer gain matrix are a function of the cam rotation θ,

the designed observer implements a form of gain scheduling. With the exception of some special

cases, no method exists to prove the global stability of a system that implements gain scheduling.

Instead, it is necessary to experimentally verify system stability [124]. Simulations that compare

observer tracking performance to ground-truth data collected by the load cell reveal that the

developed observer is indeed stable and accurately tracks rubber dynamics, achieving a 13.7%

average relative error and 0.10 Nm RMSE, the same performance as the rubber model.

6.5 NLS Experimental Evaluation with State-Observation

As stated at the beginning of this chapter, the goal of the NLS is to enable high torque reso-

lution at low torque amplitudes and high bandwidth at high torque amplitudes in a lightweight,

compact design. Simulation and hardware experiments in this chapter evaluate these claims us-

ing the observer developed in the previous section to account for visocelastic behavior of the

rubber. To test the spring’s torque resolution, we run output impedance (zero-torque tracking)
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Figure 6.18: Schematic of plant used in spring comparison experiments. The observer provides a torque
estimate, which is fed into a PID controller to generate a desired motor velocity. Sensors provide estimates
of spring deflection θ and motor current i. Load cells are used to provide ground-truth measurements of
torque transmitted by the springs.

experiments and compare the NLS performance versus the performance achieved by the soft lin-

ear springs used in the RNL1 testbed. A spring with higher torque resolution will have lower

output impedance because the controller has higher-resolution feedback with which to reduce

error. To further verify that the NLS behaves like a soft linear spring at low torque amplitudes,

its frequency response during low amplitude torque tracking experiments is also analyzed. To

test whether the NLS enables an SEA to achieve comparable actuation bandwidth to an SEA that

uses a stiff linear spring, we compare the phase margin of the SEA using the NLS prototype and

the phase margin of the SEA using the stiff linear springs.

The following experiments are conducted on the benchtop setup described in section 6.4.

The plant of the system used for these experiments is shown in figure 6.18. To ensure consistent

baseline behavior, the same actuator is used in all experiments. The only variable is whether the

experiment uses a soft linear spring, a stiff linear spring, or the NLS. PID gains are tuned for

each spring. Gains are first optimized in simulation and later refined on the hardware testbed.

As with the characterization experiments, testbed load cells are used to acquire ground-truth

force measurements, but these values are not used for feedback or control. For control purposes,

Hooke’s law is used for the linear springs, and the developed state observer is used for the NLS.

The stiffness of linear springs used for this experiment are limited by the available hardware

that is compatible with our actuator. The soft linear spring has a measured stiffness of 1.7 Nm/rad

(A5Z26M060:SDP/SI) and the stiff spring has a stiffness of 3.4 Nm/rad (S50TLCM13H060H06:
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SDP/SI). “Low” and “high” torque amplitudes in these experiments are chosen based on the

intersection between these stiffnesses and the NLS torque profile (Fig. 6.19).

For the output impedance experiments, the load end of the actuator is driven with a sinusoidal

chirp signal at frequencies between 0.1-10 Hz while the actuator is actively commanded to realize

zero torque. Therefore, low output impedance corresponds to torque RMS near zero. Since the

load side of our benchtop setup is fixed, output impedance experiments were limited to run using

the simulation described in section 6.4. Experimental results are shown in figure 6.20. The

NLS achieves lower output impedance than both linear springs up to 9 Hz. This behavior results

for two reasons. First, the NLS stiffness is comparable to the soft spring at low amplitudes,

resulting in higher torque resolution in this region of operation. Second, the rubber has better

shock tolerance to load movement due to its viscous properties.
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For low amplitude torque tracking experiments, the SEA is commanded to follow a sinusoidal

chirp signal at frequencies between 0.1-11 Hz with a torque amplitude of 0.8 Nm. The frequency

response for the NLS and soft linear springs for these frequencies are shown in figure 6.21. The

results show that the phase and magnitude of the soft linear spring and NLS is comparable up

to 1.5 Hz. Beyond 2 Hz, the NLS does not track as well as the soft spring. This performance

degradation is not due to poor tracking by the observer; instead, the observed overshoot comes

from integrator windup due to a deadzone around zero torque. This deadzone comes primarily

from stress relaxation in the rubber – modeled with the η
k
Ḟ term in equation 6.14 – which results

in a resistance to sudden force changes. Rubbers with higher viscosity η exhibit greater stress

relaxation, and since this term is based on the rubber’s velocity, this effect has a greater influence

at high frequency. Stress relaxation is apparent even in the open-loop characterization data (Fig.

6.22), where a higher torque amplitude at the same actuation frequency results in faster rubber

deflection, and thus a wider deadzone around zero torque. Based on these results, it is possible
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to conclude that the NLS SEA displays comparable torque resolution to the soft linear spring up

to 1.5 Hz. Torque tracking degrades at higher actuation frequencies due to rubber hysteresis.

To test whether the NLS exhibits the same bandwidth as the stiff linear spring at high torque

amplitudes, the phase margins of the NLS and stiff linear spring SEAs are compared when these

systems track a sinusoidal chirp signal between 0.1-11 Hz with a torque amplitude of 2.8 Nm.

For these tests, no linear springs exist that are compatible with our actuator design and have the

necessary torque rating, so linear spring experiments were simulated. Up to 1.5 Hz, the NLS

has the same phase margin as the stiff linear spring. Beyond 2 Hz, the system with the NLS

is unstable. Again, observer performance remained stable; the instability results from stress

relaxation due to high rubber viscosity, which is exacerbated at high rubber velocities.

Further experiments showed that it is possible to achieve stable performance with the NLS

prototype up to 11 Hz if a less aggressive integrator gain is used. However, this degrades system

performance compared to the linear springs. Therefore, in order to achieve the original NLS

goals, a rubber with lower hysteresis and comparable stiffness must be used.
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6.6 Summary

This chapter presented a methodology to design compact, nonlinear springs with user-defined

torque-deflection profiles for series elastic actuators. Through optimization it is possible to re-

alize compact spring designs that use rubber as their torque-transmitting element. While the

resulting design is smaller than state-of-the-art nonlinear SEA springs and the developed NLS

accurately encodes desired torque-deflection profiles during spring upstroke, viscoelastic behav-

ior of the rubber compromises spring performance. To overcome this limitation, a state-estimator

that relies on an empirical rubber model was developed and integrated into the SEA control loop,

in order to accurately estimate instantaneous rubber force. Testbed experiments show that with

this observer, the NLS exhibits the advantageous behaviors of soft and stiff linear springs up to

2 Hz, demonstrating their applicability in SEA designs where size and weight matters. While

these results are promising, instabilities above 2 Hz also illustrate the need to carefully select

rubbers with low hysteresis during the spring design process in order to enable springs to meet

their actuation bandwidth targets.
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Chapter 7

Conclusion & Future Work

This thesis presented work to transfer decentralized neuromuscular control strategies of hu-

man locomotion to powered segmented robotic legs. While state-of-the-art robotic locomotion

control approaches, like centralized planning and tracking in fully robotic systems and predefined

motion pattern replay in prosthetic systems, enable functional steady-state locomotion, they do

not enable the dynamism and reactiveness of able-bodied humans. Simulation studies suggested

that a recently developed decentralized neuromuscular controller may be a promising alterna-

tive control method for both fully robotic systems and powered prostheses, but it was unclear

if this control approach could be transferred to multi-segmented robotic legs. Work in this the-

sis investigated the feasibility of controlling a multi-segmented robotic leg with the proposed

neuromuscular control approach, in order to enable powered legged robotic systems to react to

locomotion disturbances dynamically and in a human-like way.

The “Robotic Neuromuscular Leg” (RNL) test platforms were designed to evaluate the per-

formance of neuromuscular swing-leg controls on robotic hardware. The robots are multi-

segment, cable-driven antagonistically actuated robotic legs with joint compliance, whose size,

weight, and actuation capabilities correspond to dynamically scaled human values. Using a

model-based design approach, an idealized swing-leg controller with mono-articular actuation,

as well as the controller’s neuromuscular interpration with bi-articular actuation, was transferred

to the RNL robots and evaluated with foot placement experiments. Experiments show that both
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controllers enable robust foot placement into ground targets, both when motion is undisturbed,

as well as when unknown obstacles are encountered in early-, mid-, and late-swing. Compared

to state-of-the-art impedance controls, the presented decentralized controllers are more scalable,

requiring only a single set of gains, instead of a motion library, to achieve foot placement over

a variety of ground targets. Furthermore, the proposed decentralized controls result in more-

human like motions, more closely matching human ankle trajectories traced out during undis-

turbed swing, and respectively generating an elevating and lowering response to early and late

swing disturbances, similar to behavior observed during disturbed human locomotion. Both their

performance, as well as their scalability, make the proposed decentralized controllers attractive

candidates for controlling locomotion of real-world robots and powered prosthetic devices.

In parallel to this control transfer, a synthesis method for compact nonlinear springs with

user-defined torque-deflection profiles was presented to explore methods for improving the per-

formance of series elastic actuators used by the RNL robots. The developed springs are designed

via optimization and use rubber as their compliant element. Benchtop experiments revealed that

this method can be used to develop compact nonlinear springs, but that additional control was

necessary to account for viscoelastic behavior introduced by the rubber. To address this, further

work developed an observer using an empirically characterized constitutive rubber model to ac-

curately track force developed in the spring’s compliant element. Benchtop experiments showed

that with this control method, the developed springs achieved desired behavior at actuation fre-

quencies up to 2 Hz, but also illustrated the importance of material selection when designing

these nonlinear springs.

Based on the results of these experiments, several avenues of future work exist.

A corollary to neuromuscular swing-leg controls are neuromuscular stance controls. Single-

muscle neuromuscular stance controls to regulate ankle plantar flexion torques have been imple-

mented in a powered prosthesis, generating torque-angle profiles during level-ground walking

that qualitatively match those of a biological ankle, and enabling the device to adapt to ground

slopes without explicitly sensing the terrain [26]. While these results suggest that neuromuscular
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stance controls are well suited for use in powered prosthetic devices, it is unknown if full neuro-

muscular stance control, with multiple muscles, can be transferred to hardware, and what benefits

this control method provides. Simulation studies have shown that a fully neuromuscular loco-

motion controller is capable of generating a diverse set of behaviors, including speed transitions,

slope and stair negotiation, turning, and deliberate obstacle avoidance, which can be transitioned

between using a small set of high-level control commands [132]. The RNL platforms could be

used to directly implement neuromuscular stance control on robotic hardware and evaluate its

performance. Together, stance and swing controls could create a fully neuromuscular locomo-

tion controller for real-world robotic devices that enables a diverse set of human-like behaviors

with relatively few gains.

While the nonlinear springs encode the desired torque-deflection profile, and, in conjunction

with the observer, achieve the desired behavior for actuation frequencies up to 2 Hz, hysteresis

of the urethane rubber used in the nonlinear spring prototypes ultimately limited the spring’s per-

formance. Hysteresis results from additives in the urethane, which, while stiffening the rubber

and enabling smaller elastic element sizes, also negatively impact spring performance [33][6].

To address these issues and create a set of springs that could be implemented into the series

elastic acutators of the RNL robots, the springs would have to be redesigned using an alterna-

tive rubber, with fewer additives. Natural rubber has been used to create compact linear rubber

springs for series elastic acutator modules, and exhibits very little hysteresis [116]. Due to the

lack of additives, natural rubber is not as stiff as urethane rubber. To achieve similar stiffness, it

would therefore be necessary to increase the cross-sectional area of future natural rubber elastic

elements, which could still meet the required size envelope for integration into RNL series elastic

actuators, by increasing elastic element width. In addition to redesigning the spring for this new

rubber, additional design work needs to be conducted to assemble the components into a form

factor that could be integrated into the robots’ current actuators. While individual components

of the nonlinear spring prototype are small enough for integration into RNLs’ SEAs, experi-

ments presented in this thesis were performed in a benchtop setup, and thus not integrated into a
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stand-alone spring mechanism. Additional design work needs to be done to create a standalone

nonlinear spring.

Specific to this thesis, three major upgrades should be made to the RNL3 robot before evalu-

ating further controls. First, a functional foot should be designed and integrated into RNL3 that

enables the robot to perform stance behavior. Several avenues could be pursued in foot design,

including using an off-the-shelf prosthetic foot, or creating a new design that incorporates biolog-

ically inspired tendon structures [129]. Second, electromechanical upgrades should be applied

to RNL3 that will allow the robot to achieve commanded motor velocity-torque pairs. Without

redesigning the robot’s series elastic acuators, this could be accomplished by using higher volt-

age motor controllers, and overdriving the robot’s DC motors. To enable steady-state locomotion

over long periods of time, this would then require active cooling, which, while adding mechan-

ical complexity to the robot’s overall design, has been shown to work well in practice [154].

Finally, force sensors to directly measure force applied by the SEA cables to the joints could be

installed in RNL3. While the robot was designed to incorporate such sensors, they were not used

in experiments to evaluate neuromuscular swing-leg controls. Using these sensors could provide

higher force resolution than what is capable by measuring the actuators’ spring deflection.
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[162] M. Vukobratović. How to control artificial anthropomorphic systems. IEEE Transactions
on Systems, Man, and Cybernetics, SMC-3(5):497–507, 1973. doi: 10.1109/TSMC.1973.
4309277. 1.1, 2.3, 2.4.1
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