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Abstract

Experience-dependent plasticity is the adaptalulitigrain circuits as a result of
changes in neural activity, a phenomenon that leas Iproposed as the neural basis for
important brain function in health and disease. Timederlying mechanisms of
experience-dependent plasticity can take diffefembs, depending on the organisms and
brain areas under investigation. A better undedstanof these mechanisms will help to
interpret normal brain function as well as to gutterapies for neurological diseases.
Mouse vibrissa system offers great experimental aathges to studying
experience-dependent plasticity and the underlymaecular mechanisms at different
levels.

Using sensory experience paradigms of unbalanceskemactivity, we find that
sensory experience induces rapid synaptic strengif@t excitatory synapses converged
onto single layer 2/3 pyramidal neurons, althoughlasticity at these synapses displays
remarkable input specificity. Furthermore, we disgothat recently potentiated layer
4-2/3 excitatory synapses are labile and subjeattwity-dependent weakening in vitro.
Calcium-permeable AMPARs (CP-AMPARSs) that are somme$ associated with
synaptic strengthening are not essential for agtimduced synaptic weakening. Finally,
we demonstrate that ongoing sensory experiencgensgdistinct phases of synaptic
plasticity, which are tightly correlated with chasgin NMDAR properties and function.
Taken together, the results from this thesis shistindt manifestations and mechanisms
of how sensory experience modulates synaptic ptiegeasind neuronal function that may

provide insights into information processing anding in the neocortex.
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1. Background and motivation
1.1 Barrel cortex: cytoarchitecture, sensory pathwg and cortical circuitry

Primary somatosensory cortex (Sl, barrel cortexf)éscortical area that corresponds to
vibrissae or whiskers of the contralateral sidenahy mammals, including rodents. The
cytoarchitecture of barrel cortex was first disaage(Woolsey and Van der Loos, 1970) by
Nissl-staining as the oval-shaped multi-neuromaicstires, called “barrels” in an array of
representations located in layer 4 of cortex, tatighy distributed and similar to vibrissae of
the mystacial pad. This interesting discovery efalignment of the cortex with sensory
periphery gave rise to the hypothesis that tactfi@mation collected by individual whiskers is
transmitted into the cortex within the column tisatlelineated by the barrel. Electrode-based
recordings made in the barrel cortex have confirtheslhypothesis by showing that neurons in
a barrel column respond preferably to the stimgiuen to their principle whisker, the
homologous whisker that corresponds to the baalehen where the neurons are located
(Simons, 1978, 1985). Because of the anatomicapagsiological correlation between the
barrel columns and the vibrissae, the rodent \8htisystem has become a popular model to
study cortical development, sensory processingeaperience-dependent regulation of cortical
pathways.

Sensory signaling from a single whisker to theeodccurs in a highly segregated,
columnar fashion. Primary sensory neurons withvargity of nerve endings innervate whisker
follicles on the snouts and respond to deflectiba specific whisker. The cell bodies of these
primary sensory neurons are localized in the trigahganglion and they make glutamatergic
synapses with neurons in the principal trigeminadleus of brain stem, where these neurons

form topographic cell clusters called “barrellett@Bates and Killackey, 1985) and cells within



each “barrellette” receive strong input from a snghisker (Veinante and Deschenes, 1999).
The principal trigeminal neurons send axons tovérdral posterior medial (VPM) nucleus of
the thalamus terminating in anatomical segregatesed “barreloids” and VPM neurons
further project to layer 4 barrels (barrel cortéi)e sensory pathway of the principle
trigeminal nucleus-VPM-layer 4 barrel, is calleé temniscal pathwalthough the
lemniscal pathway is thought to be the major pathprapagating and processing sensory
information, other pathways exist in parallel thety process different aspects of sensory
information. The paralemniscal pathway arises @ititerpolaris nucleus of spinal trigeminal
complex (SpVi) in the brainstem. Neurons within $pXoject to the posteriormedial thalamic
nucleus (POM). Compared with a predominant singtésker receptive field of principle
neurons in “barrellettes” and “barreloids” in tlegriniscal pathway, neurons in the
paralemniscal pathway display multi-whisker recepfield (Diamond et al., 1992). The
lemniscal and paralemiscal thalamocortical inpatgehbeen shown to be segregated in rats as
VPM and POM inputs differentially project to barogllumns (layer 4 that feeds onto layer 2/3
in the barrel column) and septal regions (layerth# feeds onto layer 2 in the
septum-associated column) between barrel colummepfsgrd and Svoboda, 2005). Separation
of these two sensory pathways are also evidenopmse barrel cortex as thalamocortical
projections from VPM terminate in layer 4, 5B an&l\Bhereas those from POM terminate in
layer 5A of barrel cortex (Bureau et al., 2006).

Electrophysiological recording and imaging of wiaslevoked neural activity have
provided important information about the corticatuaitry that underlies signal propagation
within barrel cortex. Dense thalamocortical inputen VPM neurons arrive in layer 4 in the

form of near-synchronous activity, attributed bypaty GABAergic projections that sharpen



the firing output of VPM neurons (Brecht and Sakm&002a; Bruno and Sakmann, 2006).
Intracortical circuits within barrel cortex havedmeintensively studied anatomically and
functionally using a variety of techniques. Firsdéyatomical studies have revealed that layer 4
axonal and dendritic arbors are confined withimngle barrel column by reconstructing layer
4 neurons (Feldmeyer et al., 1999; Petersen anch&ak 2000). Two major types of
excitatory neurons within layer 4, spiny stellatel @yramidal cells show distinct
thalamocortical input patterns, in that spiny stielicells receive mostly intra-columnar inputs
while pyramidal cells receive both intra- and traotumnar inputs (Schubert et al., 2003).
Axons of spiny stellate cells, the predominant tgle of layer 4, terminate extensively in
layer 2/3 within the same barrel column (LubkelgtZz003). Functional analysis shows that
stimulation of layer 4 results in depolarizationafer 4 (2-3 ms) followed by layer 2/3 (4-5
ms) (Armstrong-James et al., 1992). The connedieween layer 4 and layer 2/3 is
directional, i.e. layer 4 projects to layer 2/3\c& there is very little connectivity from layeB2/
to layer 4 (Lefort et al., 2009), a property thatedmines the direction of information flow
within barrel cortex. Anatomical reconstructiondayfer 4 spiny neurons and layer 2/3
pyramidal neurons in acute slices of barrel conaxe shown that layer 4-2/3 synapses are
exclusively located on the basal dendrites of I&y8mpyramidal cells (Feldmeyer et al., 2002),
although a relatively recent study using the metbfochannelrhodopsin-2 (ChR2)-assisted
mapping has shown that layer 4 and layer 2/3 ingrddocated in largely non-overlapping
dendritic domains (Petreanu et al., 2009).

A single layer 2/3 pyramidal cell receives mositefvertical inputs from layer 4 within
the same barrel column, suggesting preservatiemgfe whisker information during the first

step of signal transmission within the cortex (Pete and Sakmann, 2001; Shepherd et al.,



2003). However, in addition to the excitatory potiens from intra-columnar layer 4, layer 2/3
pyramidal neurons also receive strong excitatiomfother layer 2/3 neurons. Unlike those of
layer 4 neurons, the axonal arbors of layer 2/3ar@iextend beyond the boundaries defined
by layer 4 barrel columns (Brecht and Sakmann, BOP2tersen et al., 2003b).
Voltage-sensitive dye (VSD) imaging in the supragtar layer has shown that deflection of a
single whisker causes a spread of excitation tmadcortical area within layer 2/3 after an
initial localized activity in the home barrel colanjPetersen et al., 2003a; Ferezou et al., 2006).
Whole cell recordings of layer 4 stellate and 1a34&& pyramidal cells in vivo upon deflection

of a single whisker have shown that both the shpeahold (Simons, 1978; Armstrong-James
and Fox, 1987) and subthreshold (Brecht & Sakm2@82; Brecht et al.2003) receptive fields
of layer 2/3 neurons are broader compared withetlddsayer 4 spiny neurons. Consistently,
the rate of connectivity between local neighbotager 2/3 pyramidal cells is similar to that
between layer 4 and layer 2/3 (Lefort et al., 2008)reover, the innervation domains of layer
2/3 to layer 2/3 synapses are also found to bditechon the basal dendrites of layer 2/3
neurons, overlapping with those of the layer 4&X8itatory synapses (Feldmeyer et al., 2006).
In addition, a superficial band of layer 2 cellsdted between 70 and 12t receive

excitatory inputs from layer 5A that is associangth the paralimniscal pathway (Bureau et al.,
2006). Distal inputs of layer 2/3 cells arise frother cortical areas such as contralateral
somatosensory cortex, motor cortex and secondanat®sensory cortex, as well as the
thalamus (Petreanu et al., 2007; Petreanu etQl9)2 Conversely, layer 2/3 pyramidal neurons
project to the aforementioned cortical areas asd @ within-column layer 5 and 6
(Armstrong-James et al., 1992; Reyes and Sakm&®9)1The output layer of barrel cortex,

layer 5, consists of subdivisions of layer 5a anekt 5b. Layer 5a pyramidal cells send



long-range projections to the contralateral sideastex, primary motor cortex, the second
somatosensory cortex and the striatum, whereas $doypyramidal cells project to a more
diverse population of subcortical targets including superior colliculus, pontine and
trigeminal nuclei or spinal cord (Hattox and Nelsa@07).

In summary, layer 2/3 pyramidal cells in barreltegrserve as important integrators of
feed-forward inputs from deep cortical layers amelsub- and supra-threshold responses of
layer 2/3 cells are closely correlated with whiskadated sensory activity in the animals. These
properties as well as experience-dependent plgstitthe neural circuits that layer 2/3 cells
are involved in, make these cells well positioreéncode whisker-related sensory
information. Indeed, optical stimulation of a sgap®pulation (1%) of layer 2/3 excitatory
neurons in awake mice that express channelrhod@@siR2) has been shown to drive animal
behavior in a two-way discrimination task aftereaipd of associative learning in which
photostimulation is paired with water reward in task (Huber et al., 2008). These results
indicate that layer 2/3 cells and the cortical wit€ they are embedded in have the capacity to

encode and drive behavior.

1.2 Experience-dependent plasticity in barrel corte

Reorganization of cortical presentation of the senperiphery has been shown to
occur in response to changes in the pattern obsgssmuli, which is termed
experience-dependent map plasticity. Experiencemgnt map plasticity in primary sensory
cortices is important for normal brain function Buas storage of new sensory information and
perception, as well as neuronal repair and funatioghabilitation (Fox, 2009). Although

experience-dependent receptive field plasticity fwras described in visual cortex (Wiesel and
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Hubel, 1965), a substantial amount of studies Iheen carried out in barrel cortex because of
its clear one-to-one correspondence between wisigket cortical map and the accessibility of
sensory manipulation. Different paradigms of seypsaanipulation have been used to study
experience-dependent plasticity, including all wiisdeprivation (Glazewski et al., 1998),
single whisker(s) deprivation (Glazewski et al.989Allen et al., 2003), single whisker
sparing (Fox, 1992; Bender et al., 2006a; ClemBemth, 2006; Benedetti et al., 2009), double
whisker sparing (Diamond et al., 1994) and chegsbdeprivation (Wallace and Fox, 1999b,
a). Thus barrel cortex has become a popular mgg&m to study the cellular and synaptic
mechanisms of experience-dependent plasticity.

The initial topographic map of barrel cortex isetatined by genetic programs. Genetic
knockout of certain genes in mice, including NMD&ceptors, phospholipase C-beta 1,
metabotropic glutamate receptors, adenylyl cyclased monoamine oxidase A, has resulted
in the loss or undefined appearance of barrel kdRetersen, 2007). Despite the instrumental
role of genetic programs in the initial stage ofnestablishment, the developmental
refinement of cortical map requires sensory expegeln the neonates, whisker
de-afferentation disrupts the formation of corresfing barrels (Van der Loos and Woolsey,
1973). This experience-dependent change in largle-smatomical organization of barrel
cortex is followed by a fine-scale functional chang the cortical circuitry that persists
through adulthood. Trimming or plucking of all barte whisker, a manipulation that continues
for weeks during the first four postnatal days ressilted in an increase of cortical
responsiveness of neurons in layer 4 and otheicablayers to the deflection of the spared
whisker (Fox, 1992). This early phase of plastigtprimarily mediated by thalamocortical

synapses onto layer 4 neurons. During this peti@amocortical synapses display a form of
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NMDAR-dependent long-term potentiation (LTP), whmtincides with the early sensitive
period for experience-dependent plasticity in la4€€Crair and Malenka, 1995). This form of
LTP involves conversion of “silent” synapses whathnot express AMPARS to active
synapses where AMPARSs are inserted into the sysgps#ac et al., 1997). These findings
suggest NMDAR-dependent, AMPAR-mediated synaptengfthening serves as a putative
synaptic mechanism for early plasticity within layle After P4, experience-dependent
plasticity in layer 4 rapidly disappears while pieisy in layer 2/3 is maintained at comparable
levels and persists into adulthood, which sugggstisin older animals intracortical circuits are
the major sites of plasticity. In animals with ahiskers intact, layer 2/3 neurons preferentially
respond to the homologous whisker input, but tauahnress extent to the inputs from whiskers
surrounding the homologous whisker (i.e. surroumdsiters). It has been shown that sensory
deprivation-induced cortical plasticity in layeB2ieurons of adolescent rats (1-2 months)
involves two separate components, one being respagession to the deprived input from
the homologous whisker and the other being resppotntiation to the inputs from the spared
surround whiskers. Plucking of all but a single siair leads to an initial depression of layer
2/3 firing in the deprived barrel columns to thepiple deprived whisker inputs (after they are
regrown), followed by a later increase of respornedhle spared surround whisker inputs
(Glazewski and Fox, 1996). The time course of tiéyestage of response depression followed
by a later response potentiation has also beenwdised in primary visual cortex after
monocular deprivation (Frenkel and Bear, 2004 addition, 24 hr of single whisker
experience (SWE), where all but the D1 whisker oa side have been removed in young mice
(P13-16) could induce response potentiation inrl2y@ to deflection of the principle spared

whisker (Glazewski et al., 2007; Benedetti et2009). This form of rapid response

12



potentiation to the spared whisker input within sipared barrel column is different from
SWE-induced response potentiation to the surropadesl input in adolescent rats (Glazewski
and Fox, 1996) and involves synaptic plasticitgiatinct cortical circuitry, i.e.,
within-columnar vs. trans-columnar. Response depraof layer 2/3 neurons to the deprived
input disappears in adult rats (>6 months), bytease potentiation to the surround spared
whisker input is maintained, although longer degion period is required (Glazewski and

Fox, 1996; Benedetti et al., 2009).

1.3 Synaptic mechanisms for map plasticity in barrecortex

Hebbian forms of synaptic plasticity where correthactivity of pre- and postsynaptic
cells strengthens the connection between them whiterrelated activity depresses it, has
been considered a general principle for cognitivections of the brain including the cortex
(Malenka and Bear, 2004). Indeed, LTP and LTD camwiaely induced in visual and barrel
cortex using canonical protocols as well as nem#of Hebbian plasticity, spike-timing
dependent LTP or LTD (STDP or STDD) (Bi and Po®8)9 Since experience-dependent
map plasticity is thought to involve specific citsuand shows similar properties to long-term
plasticity (LTP or LTD) in vitro, LTP or LTD has lea considered a cellular mechanism for
map plasticity in primary sensory cortices. Expemtal evidence from recent years supports
that LTP and LTD are important components of exgere-dependent plasticity in primary
visual and somatosensory cortex.

Activity-induced LTP at thalamocortical synapsewitno displays a similar sensitive
period of susceptibility to SWE-induced plastiaifycortical responses in barrel cortex during

the first post-natal week (Fox, 1992; Crair and &ndda, 1995). The “barrelless” mice that do
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not contain cortical barrel structures as a resfudt loss-of-function mutation in the adenylyl
cyclase | AC1) gene, showed severe deficits in thalamocortid& and LTD and AMPAR
trafficking in vitro, suggesting a critical rolerfaTP and LTD in the maturation of
thalamocortical synapses (Lu et al., 2003). Reeeitence from barrel cortex and visual
cortex strongly indicates that LTD is the major aytic mechanism for sensory
deprivation-induced response depression to thewapinputs. Deprivation of a subset of
whiskers after P12 causes robust depression of ZA$aesponse to the principle deprived
whisker (Allen et al., 2003). At the same time, imgut-output curve of layer 4-2/3 synaptic
responses in the deprived barrel column displagigraficant decrease in the deprived barrel
column compared to the neighboring undeprived cakirsuggesting synaptic weakening of
layer 4-2/3 synapses induced by whisker deprivationvo (Allen et al., 2003). The Allen et

al. study further shows that this deprivation-ingdisynaptic weakening occludes LTD and
conversely enhances LTP in vitro at layer 4-2/Zapges (Allen et al., 2003), a result that
would be expected if in vivo synaptic weakening &agp the same mechanism as LTD in vitro.
In support of synaptic weakening at layer 4-2/3itaxary synapses, circuit analysis by
glutamate uncaging in all-whisker deprived ratswshthat layer 2/3 pyramidal neurons receive
much weakened input from within-column layer 4, pamed to an increased input to layer 2/3
neurons above the septal region (Shepherd et0&l3)2In GIuR1 knockout mice, STDD in

vitro and response depression to the deprived whislpout in vivo are completely abolished in
layer 2/3 neurons after SWE that lasts for 7 d gimret al., 2008), suggesting a dependence on
AMPAR trafficking during in vivo plasticity. In adtlon to a postsynaptic mechanism
mediated by AMPAR trafficking, other studies shdwattwhisker deprivation induces a

decrease in presynaptic release probability atr l4y#&/3 synapses of the deprived barrel
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column that requires endocannabinoid signaling (Bert al., 2006a; Bender et al., 2006b).
No change in postsynaptic properties such as sitriexcitability of layer 2/3 pyramidal cells
(Allen et al., 2003), the amplitude of evoked mimatEPSCs (MEPSCs) or AMPA:NMDA
amplitude (A:N) ratio of layer 4-2/3 synapses (Bemnelt al., 2006a) was observed . These
results indicate a presynaptic origin of LTD thatymmediate synaptic weakening and response
depression to the deprived input in barrel cori@ander et al., 2006a; Bender et al., 2006b). In
addition, LTD is proposed to mediate ocular domagaplasticity in visual cortex. Brief
monocular deprivation (24 hr) decreases surfaceesgpn of AMPARs and reduces AMPAR
phosphorylation, akin to LTD induced by low-frequgn.GN stimulation in vitro (Heynen et
al., 2003). One of the predominant molecular mersmas for in vitro LTD is internalization of
postsynaptic AMPARSs via the AP2-clathrin adaptatemn complex (Lee et al., 2002). When
virally delivered into the slices or into the visgartex in vivo, a peptide that interferes with
the interaction between GIuR2 c-tail and AP2 alb@lssin vitro LTD and response depression
to the deprived eye input in layer 4 cells aftet Bionocular deprivation (MD). Genetic
knock-out or pharmacological depression of impdrgathways critical for in vitro LTD have
been shown to prevent or reduce ocular dominarasipity in vivo (Daw et al., 2004; Fischer
et al., 2004; Liu et al., 2008), although experitseshow the involvement of different
molecules for LTD at different cortical layers.

Although LTD is a popular candidate for deprivatioduced response depression in
both S1 and V1, exceptions remain where genetidpuations of genes required for LTD in
vitro failed to affect in vivo plasticity (Hanovet al., 1999; Hensch, 2005). Mechanisms other
than homosynaptic LTD have received some experiaheapport. One of the other ways to

decrease layer 2/3 firing is to decrease synaptinectivity. Whisker deprivation has been

15



shown to decrease the connectivity between neighdptayer 2/3 pyramidal neurons and
decrease the axonal arborization of layer 2/3 mfnatm the non-deprived to the deprived
column (Cheetham et al., 2007; Broser et al., 2008¢ other important mechanism for
experience-dependent plasticity in primary sensoryices that has received extensive support
is inhibitory plasticity (Hensch, 2005). Coritcahibitory interneurons are important
components of local circuits that influence thecm®n of principle cell firing and coordinate
information integration in a large population ofrmiple cells. Like excitatory synapses,
cortical inhibitory synapses made from interneurmngrinciple neurons undergo activity- or
experience-dependent synaptic plasticity and therelopmental maturation is
experience-dependent (Gaiarsa et al., 2002; Kulingand Lamsa, 2007). Visual deprivation
could strengthen GABAergic transmission from fgskisg (FS) basket cells to star pyramidal
neurons (star pyramids) in layer 4. This deprivailnduced strengthening of FS cell-layer 4
star pyramid synapses in vivo could occlude paimuyiced potentation of these synapses in
vitro (LTPi) (Maffei et al., 2006). These data seggthat response depression of layer 4
neurons to the deprived visual input might be irt pgediated by potentiation of inhibitory
synapses that in turn suppresses layer 4 firing.

In visual cortex, the maturation of cortical intidyly circuits is required for both the
onset and offset of the critical period of oculamidnance plasticity (Hensch et al., 1998;
Rozas et al., 2001). On the other hand, inhibisynyapses have shown tremendous
homeostatic plasticity, in that sensory over-statioh increases while deprivation decreases
inhibitory function. Continuous whisker stimulationadult mice for 24 hrs causes a
substantial increase in GABAergic synapse densitthe spines of layer 4 neurons in barrel

cortex, accompanied by weakened spiking of layeeurons to deflection of the principle
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whisker (Knott et al., 2002). Whisker deprivatidarged at P7 reduces inhibitory synaptic
transmission onto layer 4 spiny neurons and tldaegon in inhibitory function is mediated by
parvabumin-expressing FS interneurons in layerab @t al., 2006). Together, these results
suggest that homeostatic plasticity of inhibitoimggits may coexist with Hebbian forms of
plasticity in regulating neuronal firing and thugpnplasticity in primary sensory cortices.
Future investigation will need to address the tldainechanisms of how inhibitory plasticity
mediates receptive field plasticity.

The second component of experience-dependentgilgsti barrel cortex is response
potentiation to the spared whisker input, whicprgposed to be LTP-like processes in vivo.
Because trafficking of synaptic AMPARSs is the plewaform of LTP (Kessels and Malinow,
2009), sensory experience that implements LTP+likes in vivo is expected to affect
AMPAR trafficking. Whisker experience in vivo drisérafficking of not only the virally
expressed GluR1s, but also the endogenous GluRa&inomg AMPARS to layer 4-2/3
synapses as disruption of endogenous AMPAR traffgcky the recombinant c-tail of GIuR1
prevents experience-dependent synaptic potenti@fiakahashi et al., 2003). Additional
evidence supporting LTP in vivo has come from agtusing transgenic mice that express a
mutated form of C&/calmodulin-dependent protein kinase Il ge@aNIKIl, T286A) which
abolishes the ability of CaMKII to autophosphorglatn important step required for LTP
induction. These mice fail to express LTP in véitdayer 4-2/3 synapses arising from the
neighboring spared barrel and consistently do hotvsresponse potentiation of layer 2/3
neurons to the spared whisker input (Glazewski.e2@00; Hardingham et al., 2003).

The within-column potentiation of layer 2/3 respems the principle spared whisker

input in young postnatal animals (P13-16) was fiestcribed by our laboratory (Glazewski et
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al., 2007; Benedetti et al., 2009). Consistent withhypothesis of layer 4-2/3 LTP in
mediating this type of plasticity, we observed bust synaptic strengthening of layer 4-2/3
synapses after 24 hr SWE, associated with traffgckif GluR2-lacking, calcium-permeable
AMPARs (CP-AMPARS) in some conditions (Clem andtBaR006; Wen and Barth, 2011).
These studies indicate that LTP of layer 4-2/3 texary synapses via postsynaptic AMPAR
trafficking is an important mechanism for respopse&entiation of layer 2/3 neurons to the
spared whisker input in young postnatal animalsvéieer, it is noteworthy that the same
length (24 hr) of SWE had opposite effects on thed rate (depression instead of potentiation)
as well as on the response latency and precisitayef 2/3 neurons in adolescent mice,
compared with young animals (Benedetti et al., 200Bese results suggest that different
mechanisms might be employed to regulate experigmteced cortical plasticity in young vs.
adult animals. In addition to a simple postsynapfi® mechanism for potentiation to the
spared whisker input, recent evidence indicateswarivement of nitric oxide (NO) retrograde
signaling that increases presynaptic release pititlyalvhich acts in concert with GIuR1
trafficking to mediate response potentiation. GllRbck-out mice display partial deficiency
(~33%) in response potentiation to the spared impiie double knock-out mice that lack both
GluR1 and neuronal nitric oxide synthaa®lQS1), lose almost all the potentiation (Dachtler

et al., 2011), consistent with a requirement of f/dn vitro LTP at layer 4-2/3 synapses.

1.4 Critical periods for experience-dependent plastity
General overview
Critical periods (CPs) are well-defined short timervals during early

development when the nervous system displays higlaktic changes in response to
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sensory experience. Although it has been foundtligahervous system in adults can be
plastic, experience-induced changes within CPsnam@ pronounced in extent compared
to in adults. Experience-dependent plasticity inltsdoften requires extended period or
extreme form of sensory experience (Sawtell eal03; Benedetti et al., 2009). Critical
periods have been found in many species (mammadla@mmammals), sensory
modalities (motor, visual, somatosensory, auditaaydifferent circuit levels (cortical or
subcortical) and during naturally occurring expecie as well as altered experience. As a
result, the terminology of CP has been used broagigpite the fact that it may refer to
different phenomena (Hensch, 2004).

Plastic changes in neural circuits during early C&shave profound impact on
animal behavior as experience-induced learningiwi@Ps can persist into adulthood.
Second language learning in humans and song Igaimsongbirds are two well known
examples of life-long behavior that is establisdadng developmental CPs. Considering
the functional importance of CPs in animal behawiod the widespread expression of
CPs in the nervous system, a better understanditing meural basis for CPs (onset and
duration) during early development will provide ionfant information to the cellular and
molecular mechanisms regulating experience-depémdasticity in the developing brain.
In addition, these mechanistic investigations ofr€fulation will help to find ways to
reactivate plasticity and boost memory potentiahimadult brain.

Because of the phenomenological complexity in iélel fof critical periods, we will
primarily focus on the critical periods that weteatacterized in the neocortex (visual and

somatosensory cortex) and present evidence thpoaspghe main mechanisms proposed
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to explain the regulation of the timing (onset arfidet) of critical periods, during normal
circuit maturation as well as during altered sep&xperience.
Critical periods during normal circuit maturation

Some forms of CPs describe changes in neural tsrduring naturally occurring
experience without perturbation to sensory activigitical periods of these early
maturation events are instrumental for circuitmefnent and structural maturation.

Motor axonal pruning is found in a single targetseia fiber of neonatal
neuromuscular junctions (NMJs), which display a(€P12) (Sanes and Lichtman, 1999).
A similar CP for axonal pruning is observed in dhimg fibers from the brainstem
inferior olivary nucleus innervating cerebellar Kaje cells, resulting in a one axon-one
cell connectivity during the first two postnataleks (Crepel et al., 1976). The
maturation of visual cortical functions, includitige orientation selectivity, movement
direction and receptive field size is also resedim a CP (after P19, before P45 in rats)
(Fagiolini et al., 1994).

Regulation of these CPs for circuit maturation Ib@sn suggested to involve
experience-dependent LTP mechanisms in visuabxc@kiekwood et al., 1995).
Supporting the LTP hypothesis, the decline of teacity for LTP induced in layer 3
cells in vitro is correlated with the CP closurevimo. Alteration in visual experience
(dark rearing from birth) results in an extendeddwaw for LTP induction (Kirkwood et
al., 1995). These data indicate that activity-delees LTP at visual cortical synapses is

an important mechanism for CP regulation duringmeadrcortical circuit maturation.

Critial periods for cortical plasticity following a Iteration in sensory experience:

introduction
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The most commonly studied forms of CPs are focaseplasticity induced by
altered sensory experience, such as sensory depnva enhancement. Because
alteration in sensory experience leads to rapidat@ircuit plasticity that is often
restricted to a developmental CP, the mechanisqudaing experience-dependent
plasticity have thus been closely linked to thasgutating CPs. A large body of work has
been focused on studying experience-dependentqitiash sensory pathways. The most
intensively studied are visual, somatosensory anlit@y pathways. Consistent with
their complexity, CPs with different manifestaticarsd involving different circuit
components have been found across different sensodglities, or even at different
stages along the same sensory pathway. Therefatk present what is known about the
CPs discovered in neocortical cells, which arectits of interest in this thesis.

The first evidence of CP in neocortical cells hasie from studies in primary
visual cortex of kittens, where visual deprivatmione eye (monocular deprivation, MD)
results in a loss of cortical responsiveness ta#pived eye input and a shift in the
ocular dominance (OD) (Wiesel and Hubel, 1963)eliik cats, ocular dominance
plasticity (ODP) in other species all exhibits aelepmental CP. The shift of the balance
in the cortical responsiveness towards the openngye is accompanied by shrinkage of
the cortical representation for the deprived ey& emlargement of that for the open eye
in species that contain anatomical eye-specificalomin the cortex (such as cats and
primates) (Hubel et al., 1977; Shatz and Stryk@r8).

A great deal of the mechanistic studies on ODPnduearly CPs have been using
the binocular zone of mouse primary visual cordék)(as a model system because of the

accessibility to different transgenic and genedting techniques in mice (Gordon and
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Stryker, 1996). It was found that monocular degrorainduced ocular dominance
plasticity of single unit response can be detentedl layers of mouse V1, suggesting the
presence of circuit level plasticity involving bdtimlamocortical (or geniculocortical)
synapses and intracortical synapses (Gordon agkle®tr1996).
Regulated synaptic plasticity as a mechanism for CRegulation
Thalamortical synapses

One main mechanism of CP regulation in primary ggneortices that has received
much experimental support is regulation of expegedependent synaptic plasticity, i.e.,
LTP or LTD at distinct populations of excitatoryngypses. Most studies supporting the
synaptic basis for CP regulation were correlativaature and the conclusions were
based on the temporal correlation between the UTIFFD induced in vitro and sensory
experience-induced plasticity of cortical resporisesvo. Thalamocortical synapses and
intracortical synapses have been the most stugiabsic pathways that are implicated
in CP regulation in visual and barrel cortex.

The initial stage of cortical sensory processingines thalamocortical synapses
that terminate in layer 4 and plasticity of thalaoical synapses is restricted to a CP
during early development in both visual and bacoetex. At thalamocortical synapses of
barrel cortex, pairing-induced NMDAR-mediated LTBsApresent in P3-7, but not in
P8-14 rats (Crair and Malenka, 1995) and a siniRmwas present for LTD at the same
synapses (Feldman et al., 1998). Similarly, LTDuicetl by white matter stimulation of a
mixed population of synapses including thalamocaftsynapses has shown a critical
period in layer 4 of guinea pig visual cortex (Dk@mnd Friedlander, 1996). Furthermore,

the temporal profile of thalamocortical LTP and LirDrodent barrel cortex is similar to

22



that of the CP for whisker deprivation-induced ptaty of layer 4 response (with ~3 d
offset) (Fox, 1992), supporting the role of expece-dependent synaptic plasticity of
thalamocortical synapses in determining the CRxperience-dependent plasticity in
layer 4 of barrel cortex.

Studies of the past two decades have investigatethblecular mechanisms for
regulating the duration of the critical periods EGrP at thalamocortical synapses,
changes in NMDARSs being one attractive mechaniscaliee of the developmental shift
in NMDAR subunit composition (NR2B to NR2A). Howayé¢he transition of NR2
subunit composition did not coincide with the clesaof the CP in barrel cortex (Barth
and Malenka, 2001), neither can this CP be extebgigaeventing NR2B to 2A switch
in NR2A knock-out animals (Lu et al., 2001). Recewidence suggests that one
molecule, fragile X mental retardation protein (FR)Rvhich is implicated in Fragile X
syndrome, is required for maturation and CP regqnatf thalamocortical synapses of
barrel cortex. Knock-out mice of the encoding géferl) display delayed maturation of
synaptic properties as well as a delayed onsebHselt of the CP for LTP at
thalamocortical synapses, without affecting NMDARrents or dendritic morphology of
layer 4 neurons (Harlow et al., 2010). Despiteftloe that most of the previous studies
are correlative, the study Bfnrl knock-out animals indicates that specific molesule
may be required for controlling the timing (onsetaffset) of CPs for
experience-dependent synaptic plasticity in sensortfces.

Intracortical synapses
Several studies have shown that sensory deprivatthrces plasticity within a CP

not only in layer 4, but also in supragranular fay&f primary sensory cortices,
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suggesting the presence of CPs for synaptic pligs#itintracortical synapses. However,
direct evidence for CPs at intracortical synapegwimary sensory cortices has been
lacking.

Recently, our laboratory has discovered a new ClRPafud sensory
experience-induced synaptic potentiation in lay8r@ramidal cells of mouse barrel
cortex (Wen and Barth, 2011). After a brief per{@d hr) of single whisker experience
(SWE), the synaptic strength (amplitude of stramtimmediated mEPSCSs) of two types of
excitatory synapses (layer 4-2/3 and layer 2/3-@#3¢rvating a single layer 2/3
pyramidal cell increases (Wen and Barth, 2011).dfemce-induced synaptic
potentiation at both synapses exhibits a post@Ralthe CP at layer 4-2/3 synapses
exhibits an earlier onset (P12) and earlier offfd¥d) compared with that (P13-16) at
layer 2/3-2/3 synapses (Wen and Barth, 2011).

This is the first study that demonstrates a CRRRmerience-induced synaptic
plasticity of intracortical synapses in primary sery neocortex. This study is remarkable
because of the identification of synapse-specifis @t two converging inputs
terminating in the same postsynaptic cell, whiclotieer study has previously reported.
Furthermore, these two inputs occupy overlappingldéc domains on the basal
dendrites of postsynaptic layer 2/3 cells, yet bithincredibly specific onset timing of
CPs (one day earlier for layer 4 inputs), suppgrtire presence of a precise mechanism
that regulates the initiation of highly specifiaglicity at neighboring synapses.

One possible explanation for the different onsatrig of CPs at layer 4-2/3 vs.
2/3-2/3 synapses is the difference in the matumatfonvhisker-evoked responses of layer

4 vs. layer 2/3 cells. It has been shown that wrettging rat barrel cortex, layer 4 cells
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respond to whisker stimulation reliably at P12 canel with layer 2/3 cells that did not
respond to whisker stimulation until P14 (Steralet2001). The earlier maturation of
layer 4 responses to sensory stimulation can @rivearly onset of synaptic plasticity at
layer 4-2/3 synapses. SWE-induced synaptic pot@iaf both layer 4-2/3 and 2/3-2/3
synapses within the CPs coincides with an increatiee firing rate of layer 2/3 cells to
deflection of the spared whisker input (Beneddttile 2009). Although the CP closes
earlier for synaptic strengthening of layer 4-2/8apses (P14), the offset timing of the
CP for potentiation of layer 2/3-2/3 synapses (R4 @prrelated with a decline in the
response potentiation of layer 2/3 cells (after)RB@&nedetti BL, unpublished data),
suggesting a mechanistic link between experienpestdent LTP of layer 2/3-2/3
synapses and response potentiation of layer 2/®ns@after brief sensory experience (24
hr SWE) in barrel cortex.

However, in contrast to a discrete CP for syngptitentiation of layer 4-2/3
synapses induced by altered sensory experiendggantiieses synapses maintain the
capacity for spike-timing dependent potentiatioM®) through adulthood when
induced in vitro in wildtype animals (Banerjee bt 2009). This discrepancy suggests
that a developmental decline in the capacity forapyic strengthening at the intracortical
synapses is unlikely to explain the CP offset yial-2/3 synapses induced in vivo,
rather experience-dependent changes in synaptiorocal functions might underlie the
closure of the CP. The lack of a developmental leggun of STDP at layer 4-2/3
synapses also stands in contrast with the develoingecline of LTP at thalamocortical

synapses that is correlated with experience-indptasticity in layer 4, suggesting
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distinct mechanisms for regulating experience-imducortical plasticity and critical
periods at different cortical layers.

Experiments performed in this thesis (Appendix @gest that
NMDAR-dependent synaptic depression may regulaelbsure of the CP at layer 4-2/3
synapses, as NMDAR blockade in vivo can brieflyeothe CP (for one day). In
contrast, NMDAR-dependent synaptic depression séetns not present at layer 2/3-2/3
synapses, suggesting remarkable input-specifigitggulation of the CP offset in a
single layer 2/3 cell. A description of the detdileechanisms to explain how the
input-specificity of CP timing (onset and offsegpulation is achieved will require
further investigation.

Structural plasticity as a mechanim for cortical plsticity and CP regulation

In addition to LTP and LTD, the plasticity at thalacortical synapses that
contributes to experience-dependent plasticityoofical response can be manifested at
the structural level. Recent evidence has showirréped reduction in the number and
size of thalamocortical axonal butons occurs &tdmonocular deprivation in layer 4 of
mouse V1 within the CP (P21-28) for ocular domireplasticity (Coleman et al., 2010).
Passive tone-rearing can induce plasticity of teaplgic map in primary auditory cortex
(A1) that displays a critical period which involveathways upstream of the thalamus
(Barkat et al., 2011). Forebrain-specific deletdithe cell-adhesion molecule (lcam5)
that normally slows spinogenesis can induce precscspine maturation in layer 4 of Al
and result in an early CP (Barkat et al., 2011ggsgting that structural plasticity of
thalamocortical synapses in Al plays a criticagriol controlling the onset timing of the

CP for auditory cortical plasticity.
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In barrel cortex, all-whisker deprivation induceamangement of the whisker map
representation in layer 2/3 neurons, measured hskehevoked subthreshold activity
(Stern et al., 2001). This form of subthresholcepive field plasticity of layer 2/3
neurons is limited to a brief CP (P12-14) (Steralgt2001), concomitant with the CP in
experience-dependent motility of dendritic spinedayer 2/3 pyramidal cells in vivo
(Lendvai et al., 2000). In addition, these briesGP12-14) coincide with the
developmental maturation of intrinsic propertiesayer 2/3 pyramidal cells (Maravall et
al., 2004), of whisker-evoked layer 2/3 respon&ter( et al., 2001) and the
developmental onset of active whisking behaviaoaents (P13-14) (Welker et al.,
1964). These developmental changes in neuronaljicproperties and animal behavior
could contribute to the initiation of experiencepdadent plasticity for cortical responses.
Maturation of network inhibition as a mechanism for cortical CP regulation
The critical period onset for ocular dominance plasticity

Although activity-dependent synaptic plasticity @ &nd LTD) are attractive
mechanisms for experience-induced cortical plagtiailarge body of evidence has
suggested that maturation of network inhibitionypla critical role in controlling the
timing of critical periods for cortical plasticitPverexpression of BDNF in transgenic
animals accelerates the maturation of GABAergiemation and leads to an early onset
as well as an early offset of ocular dominancetiéyg (Huang et al., 1999). This study
suggests a role of cortical inhibition as an akéisre mechanism for cortical plasticity
regulation. A substantial amount of work about €gutation by the maturation of

cortical inhibition has been done in visual cortexpngly supporting the notion that
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maturation of a selective component of inhibitoirgwaitry controls the onset timing of
ocular dominance plasticity.

In a series of experiments designed to decrease@ase visual cortical inhibition,
the onset of ocular dominance plasticity was shtiwlme delayed or accelerated. Mice
carrying a deletion in one isoform of glutamic adetarboxylase (GADG65), a
GABA-synthesizing enzyme expressed in inhibitoryrti@als, failed to show
MD-induced shift in cortical response to the opge; €onversely, acute infusion of a
use-dependent GABAreceptor antagonist, benzodiazepine can rescyddbkgcity in
the GADG65 knock-out animals (Hensch et al., 19g8nsistently, a premature onset of
plasticity in wildtype animals can be induced byralonged treatment of diazepam
(Fagiolini and Hensch, 2000; Fagiolini et al., 2p0¥dditionally, dark rearing from birth
that slows the maturation of cortical inhibitorytwerk (Morales et al., 2002) delayed the
CP onset (Mower, 1991), which can be preventedi&zegpam infusion (lwai et al., 2003)
or BDNF expression (Gianfranceschi et al., 2003ndést recent study shows that
transplantation of exogenous inhibitory neurone wsual cortex can induce a new
critical period of ODP in adult animals past themal CP (Southwell et al., 2010).

Further evidence indicates that specific types AB&ergic interneurons, possibly
parvalbumin (PV)-expressing interneurons are reguio initiate CP plasticity. Fagiolini
et al. (2004) have found that inhibitory synapsqsessing:l subunit-containing
GABA receptors are specifically required for ODP. Beesilnesesl
subunit-containing, somatically localized GARBAeceptors are opposite to axon
terminals of PV-expressing large basket cells (6lagiet al., 2004), the inhibitory

circuitry that regulates CP onset preferentiallgages PV-expressing basket cells,
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suggesting that the maturation of specific inhityitarcuitry underlies regulation of CP
onset timing. Further supporting the specific imashent of PV cells, a recent study
showed that cortical expression of an embryonicéapnotein, Otx2, preferentially in

PV cells of visual cortex can accelerate PV celledigoment and cause an early CP onset
(Sugiyama et al., 2008).

The possible mechanisms for maturation of corii@aibitory circuits in regulating
the onset timing of CPs in visual cortex have b@@posed to involve: 1) the
requirement of a minimal level of inhibition to emite the contrast between the deprived
and non-deprived inputs by selectively reinforcihg deprived and damping the
non-deprived activity at a time when cortical eatdn is too high; 2) a role of a
sustained level of inhibition to enhance precisertg of principle cell spiking and to
facilitate associative plasticity, specifically LTdd the deprived inputs (Jiang et al.,
2005).

The critical period offset for ocular dominance plasticity

Compared with a permissive level of inhibition thetilitates plasticity, saturation
of inhibitory function might reduce cortical plasty, presumably by reducing principle
cell firing. Thus an increase in inhibitory funatican play a role in the closure of CPs
(Hensch, 2005; Jiang et al., 2005; Gandhi et @082 However, whether cortical
inhibition regulates the offset timing of corticaPs is still under debate. For example,
spike-timing dependent potentiaiton (STDP) at mdager 4-2/3 synapses (without
blocking inhibition) does not exhibit a criticalno@d in vitro and can still be induced in
adult animals, whereas spike-timing dependent dsme (STDD) at these synapses

displays a critical period (<P25) (Banerjee et2009). These results suggest that a
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simple model of increased inhibition is not sufiai to explain both the offset of the CP
for STDD and the lack of a CP for STDP at the sagmapses. More complex circuit or
synaptic mechanisms might be required to diffeatigtcontrol plasticity at these
synapses.

Studies performed in adult visual cortex have satggkthe involvement of other
mechanisms, including epigenetic modulation of geaescription and factors affecting
neurite outgrowth (axons and dendrites). Historetydation, an epigenetic mechanism
for gene transcription has been found to be greatlyced in adult animals compared to
young animals (Putignano et al., 2007). Enhandiedével of histone acetylation by
applying histone deacetalyse inhibitor can reoperctitical period for ODP in adult
animals (Putignano et al., 2007). It has been sstgdehat “structural consolidation” or
slowdown of axonal or dendritic dynamics contrdis tlosure of CPs (Hensch, 2004).
Age-dependent increase of myelination in adult afsmrmakes it less permissive for
neurite outgrowth and in adult mice that do notregp Nogo-66 receptor, receptor for
myelin-derived factor Nogo that inhibits axonal gnawth, the CP for ODP can be
reactivated (McGee et al., 2005). Also, extracallmhatrix (ECM) plays an important
role in shutting the CP for plasticity. Chondroisinlphate proteoglycans (CSPGs) are
components of the extracellular matrix (ECM) shdawimhibit axonal sprouting and they
form perineuronal nets. Degradation of CSPGs bydhmtinase-ABC can reactivate
plasticity in adult animals (Pizzorusso et al., 200

Based on the above studies in adult cortex, it sebat the “structural
consolidation” is necessary to maintain the adoittex at a non-permissive state after the

closure of the CP. However, whether it is the samehanism that closes cortical CPs is
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unknown. Future investigation will have to focusements occurring at the time of CP
closure instead of looking at the adult animalgeneral.
Summary

In summary, critical periods are a general phenamertross species and sensory
modalities, which describe a sensitive epoch dudiexelopment with heightened
susceptibility to plasticity of different types. @mon mechanisms for regulating CPs in
the neocortex involve: 1) experience-dependentynplasticity (LTP and LTD) at
thalamocortical and intracortical circuits, whidkely regulates the offset of CPs; and 2)
selective inhibitory circuitry, particularly PV ietneurons and their targets which
regulate the onset and possibly the offset of TRese two (synaptic and network) main
mechanisms may interact with each other to coreibwi cortical plasticity within the
CPs and control CP timing and duration in neocakacuits in a concerted way.

Overall, the inhibitory hypothesis seems to exptamcausality better than the
synaptic plasticity hypothesis for which most evide is correlative. However, the
detailed mechanism of how inhibition regulatestthmeng of critical periods is still
speculative. Furthermore, since most studies stipgdhe inhibitory hypothesis are

performed in visual cortex, the applicability tdnet cortical areas needs to be verified.

1.5 Calcium permeable AMPARSs and synaptic plasticyt

The a-amino-3-hydroxy-5-methyl-4-isoxazolepropionic ac&teptors (AMPA
receptors, AMPARS) are ionotropic glutamate receyptioat mediate the majority of fast
excitatory synaptic transmission in the brain. AMBAare tetramers that consist of a
combination of four subunits GluR1-4 (GIuRA-D orudl1-4) (Dingledine et al., 1999),

encoded by four different gen&RIA1-4 (Wisden and Seeburg, 1993; Hollmann and
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Heinemann, 1994). Each GluR subunit contains aaesfiular N terminus (NTD), four
membrane-associated hydrophobic domains (M1-4didhich a re-entrant M2 loop, and a
cytoplasmic carboxy-terminal tail (c-tail). Subuen®luR1, 4 and 2L (long-form of GIuR2)
have long c-tails, while GluR2, GIuR3, and GluR4Bqt-form of GluR4) have shorter c-tails.
In the forebrain including the cortex and hippocas)ghe predominant GluR subunits are
GluR1 and GluR2 and the major type of AMPARSs irsthbrain areas exist in the form of
GluR1/GIuR2 heteromers (Wenthold et al., 1996)haligh GIuR2/3 heteromers are also
found in principle cells of hippocampus and corf@enthold et al., 1996; Tsuzuki et al., 2001;
Sans et al., 2003), these receptors only accoust mainor population. Expression of different
GluR subunits is brain region-specific and develeptally regulated.

Over the past decades, a large body of evidencmtizsited that a prevalent
mechanism for LTP depends on increased traffickifyMPARs (Malenka and Bear, 2004;
Kessels and Malinow, 2009). Trafficking of AMPARadhbeen associated with synaptic
plasticity in vitro and behavioral plasticity inwa. Experience-induced increase in AMPAR
trafficking at layer 4-2/3 synapses in barrel cottes also been observed and been considered
an important mechanism for potentiation of firiegponse to the spared input. Disruption of
GluR1 trafficking at layer 4-2/3 excitatory synapse live rodents abolishes whisker
experience-dependent synaptic potentiation in baortex (Takahashi et al., 2003). Genetic
knock-out of GIuR1 in juvenile mice display defecin SWE-induced response potentiation
and layer 4-2/3 LTP in vitro (Hardingham and Fo80@; Dachtler et al., 2011).

One of the most interesting features about GluR2 predominant GIuR subunit in the
brain is that more than 95% of GIuR2 subunits corda arginine residue (R607) within the

re-entrant M2 loop that is located in the pore saghf AMPARS. This occurs as a result of

32



hydrolytic RNA editing of an adenosine base to inesnediated by adenosine deaminase
enzyme ADARSs (Higuchi et al., 1993). The preserfa® R607 in the channel pore results in
low Ca™ permeability, low single channel conductance amdevents endogenous
polyamine-mediated block of AMPARSs. Thus edited R2ucontaining AMPARS show a

linear current-voltage relationship (Boulter et #4B90; Jonas and Burnashev, 1995; Swanson
et al., 1997). In contrast, another type of AMPARa lack edited GIluR2, likely GluR1
homomers in the forebrain are permeable t6" Gand have higher single channel conductance
and an inwardly rectifying current-voltage relasbip due to voltage-dependent block by
endogenous polyamines (Hestrin, 1993; Bowie anday|dy995; Geiger et al., 1995; Jonas and
Burnashev, 1995). The unique biophysical propedfeSluR2-lacking CP-AMPARS are often
used as tools to examine the abundance of thesaelsaat a given synapse. A number of
polyamines or polyamine derivatives and toxins saglphilanthotoxin (Phtx), joro spider

toxin (Jst) and 1-naph-thylacetyl-spermine (NASRidYye been used successfully to
specifically block and probe the function of CP-AMRs (Washburn and Dingledine, 1996).
However, some studies show that these drugs carhalee off-target effects by blocking other
polyamine-modulated receptors such as nicotinimata, and NMDARs (Washburn and
Dingledine, 1996).

GluR2 subunit expression is low during early depelent but rapidly increases after
the first post-natal week (Monyer et al., 19913uféng in a developmental switch of
AMPARs from GluR2-lacking to -containing (Kumaradt, 2002; Brill and Huguenard, 2008).
Electrophysiological data show CP-AMPARSs are tredpminant form of AMPARS in layer
2/3 of barrel cortex before P11 and are replace@lnjR2-containing calcium-impermeable

AMPARs (CI-AMPARSs) afterwards (Brill and Huguena008). Because CP-AMPARS can
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provide a C& source that does not reply on depolarization ¢difate LTP induction, recent
evidence has suggested a role of CP-AMPARSs in dinsipengthening. Supporting this
hypothesis, brief high-frequency synaptic stimalatin Schaffer collateral synapses in GIuR2
knockout animals results in LTP that is not blockgdNMDAR antagonist D-AP5 and
requires activation of CP-AMPARs and postsynapt @ntry (Asrar et al., 2009). In

wildtype animals, insertion of CP-AMPARSs has beetedted transiently (before 25 min) in
CA1 pyramidal cells and soon replaced by CI-AMPAsRsr pairing-induced LTP at Schaffer
collateral synapses (Plant et al., 2006). BloclkadeP-AMPARSs during this period abolishes
the maintenance of synaptic strength (Plant e2806). In vivo experience to induce rapid
synaptic strengthening mediated by trafficking 6f-BMPARs, has been documented in many
brain areas including the nucleus accumbens, \dagmental area, and the amygdala
(Rumpel et al., 2005; Bellone and Luscher, 2006tsMa et al., 20085ingle whisker
experience (SWE) drives rapid synaptic strengtigeatiayer 4-2/3 synapses mediated in part
by GluR2-lacking CP-AMPARSs in some ages (at P12-a483ociated with increased firing of
layer 2/3 neurons in the spared barrel column (GlaohBarth, 2006; Glazewski et al., 2007;
Benedetti et al., 2009). However, other studieslshown that CP-AMPAR insertion or
activation is not essential for activity-inducedR_®f hippocampal CA3-CA1 synapses in
either young (2-3 weeks) or adult (2-3 months) misiéAdesnik and Nicoll, 2007; Gray et al.,
2007). In addition, the results from our laboratbaye also shown that although incorporation
of CP-AMPARSs can be detected in some conditiongndu24 hr SWE-induced synaptic
strengthening, it is not necessary at either |dy243 or layer 2/3-2/3 excitatory synapses (Wen
and Barth, 2011). However, since synaptic CP-AMARIRee only examined after 24 hr of

SWE, the possibility of a transient increase inagptic CP-AMPARS during the early stages of

34



SWE-induced synaptic plasticity exists, which regsifurther investigation. Despite the fact
that CP-AMPARSs do not seem to play an essentialdaling LTP, they are shown to be
associated with reversal of experience-dependerdpsic potentiation in some systems
(Bellone and Luscher, 2006; Ho et al., 2007; Clewh lduganir, 2010; Yang et al., 2010; Lante
et al., 2011). These data, combined with the tearisiature of synaptic CP-AMPARS during in
vitro LTP support the notion that these receptoighinconfer lability onto recently potentiated
synapses that express these receptors and suigatta depression. However, the lability of
synaptic strength or synaptic weakening does nady involve trafficking of CP-AMPARS.
Recent evidence from our group shows that SWE-iedstrengthening at layer 4-2/3
synapses is unstable and subject to depressiombbgfd5 min) postsynaptic depolarization
paired with presynaptic stimulation and CP-AMPARs @either sufficient nor necessary for
this form of synaptic weakening (Wen and Barth,20Taken together, it seems that
trafficking of CP-AMPARS can sometimes occur durkhgbbian plasticity in certain brain
regions but might not be a common principle of gfitgplasticity across the brain.

Moreover, CP-AMPARSs have been proposed to medateHebbian forms of
plasticity, homestatic synaptic plasticity or syti@gcaling after network inactivity. Chronic
tedrototoxin (TTX) treatment of cultured corticaurons leads to an increase in synaptic
strength, mediated by preferential insertion of AMPARs and blockade of these receptors by
philanthotoxin-433 (PhTx) or NASPM abolishes thysaptic scaling (Man, 2011).
Furthermore, in cortical interneurons where CP-ANR3Apredominate amongst the synaptic
AMPAR population of the excitatory synapses ontsthneurons (Carter and Regehr, 2002;
Walker et al., 2002), CP-AMPARSs have been showeotdrol neuronal excitability, shape

neuronal firing and engage in circuit function. tFg@iking (FS) cells in layer 4 of barrel cortex
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receive faster and greater excitation from theatimais, compared to the neighboring regular
spiking cells. The greater thalamic excitation of®cells is due to a larger quantal amplitude
that is mediated by CP-AMPARSs at thalamocorticalagses onto these cells (Hull et al.,
2009). Blockade of CP-AMPARSs leads to a compless lof feed-forward inhibition onto RS
cells, suggesting an essential role of CP-AMPARgenerating thalamocortical feed-forward
inhibition that is critical for sensory informatiemtegration during the initial phases of cortical
sensory processing (Hull et al., 2009). Thus, in-panciple neurons like some interneurons
where GluR1 subunit expression is abundant and UIPARs are the predominant population

of synaptic AMPARS, these receptors could playaaitroles in local microcircuit function.

1.6 NR2 subunits and implications for synaptic platity

N-Methyl-D-aspartate (NMDA) type of glutamtate rptars are critical mediators of
neural circuit development, many forms of activilgpendent synaptic plasticity and important
brain functions including learning and memory (Mdda and Bear, 2004). Dysregulation of
NMDARSs has been linked to various neurological a#sss, such as acute and chronic pain,
cerebral ischemia, Huntington’s disease, Parkirsdisease, Alzheimer’s disease and
depression and thus NMDARs have been used as théi@pargets to treat these diseases
(Waxman and Lynch, 2005; Mony et al., 2009).

NMDA receptors consist of two obligatory NR1 suligrand two NR2 or NR3
subunits. There are four subtypes of NR2 suburitNR2A, NR2B, NR2C and NR2D. The
recently discovered NR3 family consists of NR3A &f3B. NMDA receptors made of
different subunit composition display distinct chahproperties. Activation of postsynaptic

NMDARSs requires both glutamate binding and releddg’™ block by depolarization, thus
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they are a coincidence detector of pre- and poafginactivity, an attribute required for
Hebbian forms of synaptic plasticity. NMDARSs pasgbstantial amount of C&(Burnashev et
al., 1995) that in turn activate downstreami ‘@ependent signaling cascades. All these
properties of NMDARs make them well positioned tediate and regulate synaptic plasticity.

NR2A and NR2B are the two predominant NR2 subtypatare expressed in the
hippocampus and neocortex. In contrast, NR2C an2IN@R1RNA and protein) are expressed
at a much lower level in the forebrain comparechWwR2A and NR2B (Monyer et al., 1994;
Standaert et al., 1996; Laurie et al., 1997). BeedNR2A and 2B are the major subtypes in the
cerebral cortex where extensive NMDAR-dependenagia plasticity has been observed,
most studies of NR2 subunits have been focusedR2ANand NR2B. Studies on regional
distribution of NR2A and NR2B in developing ratsseahown that NR2B expression
predominates starting at the embryonic stages,sp@alkund the third postnatal week and is
maintained at a constant level that persists idtdthood; in contrast, NR2A expression in the
brain does not begin until the end of the firsttpatal week and then rapidly increases and
then stabilizes (Monyer et al., 1994; Laurie et E97). Differential regulation of NR2B vs.
NR2A during early development results in a decréasiee NR2B/NR2A ratio. Compared
with NR2A-containing receptors, NR2B-containing NMRs display slower rise and decay
kinetics, lower channel open probability and prdpalarry different amount of total charge
transfer and C3d influx, given a specific synaptic activity (Yashiand Philpot, 2008). In
addition, NR2A- and NR2B-containing NMDARSs can beded by distinct antagonists that
show high (at least hundreds of fold differencé¢cevity towards one subunit vs. the other.
These differences in channel properties allow diesteof NR2A and NR2B using

electrophysiological techniques. Consistent witteaelopmental loss of NR2B prevalence,
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electrophysiological data show a faster decay tiMeMDAR-mediated currents and
decreased sensitivity to NR2B antagonist, ifenpgr@armignoto and Vicini, 1992; Hestrin,
1992; Sheng et al., 1994; Roberts and Ramoa, %) and Malenka, 2001). Both synaptic
and extrasynaptic NMDARSs in postsynaptic cells hasen found in the brain, although they
can also be expressed presynaptically (Corlew. g2@D8). It has been suggested that
NR2A-containing NMDARSs are synaptic while NR2B-caiming receptors are extrasynaptic
(Stocca and Vicini, 1998; Tovar and Westbrook, 138memi et al., 2004). However, this
view has been controversial because of synapticBN&RI extrasynaptic NR2A could also be
detected in some conditions (Mohrmann et al., 26@0ris and Pettit, 2007).

Research in the past decade has been focused erstamtling precise functional roles
of NR2B vs. NR2A and the significance of the depetental switch of NR2 subunit. The
NR2B to NR2A switch has been once proposed to adguhe critical period for
experience-dependent plasticity at thalamocortgahpses. Although the coincidence
between the critical period of thalamocortical platy and subunit switch of NR2 may
suggest a causal relationship, NR2A knockout argrttedt do not undergo such subunit switch
still show the critical period, indicating that tN&R2 subunit switch is not required for the
critical period closure at thalamocortical synap®&=sth and Malenka, 2001; Lu et al., 2001).
Recent evidence suggests that a high level of N&R#ihg early development might facilitate
normal neural development by maintaining a propeell of homeostatic plasticity (Wang et al.,
2011). Genetic replacement of NR2B by NR2A prenmayueads to deficits in homeostatic
synaptic plasticity induced by brief activity blagke and reduces social exploratory behavior
with hyper-locomotion, akin to schizophrenia-likehaviors (Wang et al, 2011), suggesting a

required role of NR2B in facilitating normal synegpfunction during cortical development that
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could not be replaced by NR2A. Interestingly, NR&Byaining NMDARSs inhibit surface
expression of GluR1 subunit and reduce AMPAR cusrendeveloping synapses of cultured
cortical neurons (Hall et al., 2007). A more recgmntly performed in developing synapses of
CA1 neurons further demonstrates that basal |6MdR2B activation prevents maturation of
silent synapses thus limiting the total numberuwictional synapses before the arrival of
correlated activity, whereas NR2A activation desesasynaptic strength thus preventing
further potentiation (Gray et al., 2011). This stsdiggests that NMDARs may mediate
different form of plasticity in mature synapses @amed with young synapses and that during
early development NR2B and NR2A both act to suppddPAR synaptic transmission,
however via different means. The mechanism thaedied the NR2B to NR2A conversion
has been shown to involve mGIluR5-mediated signafirgppocampal CA1 pyramidal cells
(Matta et al., 2011).

Because NR2B- and NR2A-containing NMDARs show didtexpression profiles
during early development and display different ctedproperties, speculation has thus arisen
as to what specific roles NR2A and NR2B may plagynaptic plasticity, that is, one NR2
subunit may be linked specifically to LTP or LTDItRough some studies showed a specific
requirement of NR2B for LTD and of NR2A for LTP (Let al., 2004; Massey et al., 2004),
other studies failed to replicate theses resultsridhita et al., 2007). On the contrary, a
number of studies have clearly demonstrated th&B\Nsubunit mediates LTP and facilitates
learning and memory in prefrontal cortex (Zhaolgt2®05), hippocampus (Tang et al., 1999)
or amygdale-dependent tasks (Miwa et al., 2008pitke the fact that blocking NR2B only has

partial effects in LTP that was induced in thes@rbareas.
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In addition to the NR2B to NR2A switch that occdrtging normal development,
altered sensory experience has been shown to ¢tidmally regulate the relative abundance of
NR2B vs. NR2A (Quinlan et al., 1999a; Philpot ef 2001). Dark rearing rapidly decreases
NR2A expression thus decreasing the NR2A/NR2B ratvsual cortex, an effect that could
be reversed upon subsequent light exposure (Quatlah, 1999b), suggesting bidirectional
modulation of NR2 subunit composition by alteratiai sensory experience. Bienenstock et al.
(1982) proposed a theoretical model, termed “Bistwak, Cooper, and Munro” (BCM) model
which postulates that the frequency thresholdsnfducing LTP vs. LTD are modifiable; the
final outcome of synaptic plasticity under certeondition is determined by the thresholds for
LTP vs. LTD and thus the shape of the BCM curvdefsed by the two thresholds. An
important finding from dark-reared mice is that theguency thresholds for inducing LTP and
LTD in vitro change, resulting in a left shift iha BCM curve which allows LTP to be induced
with lower stimulation frequency (Kirkwood et al996; Philpot et al., 2003; Philpot et al.,
2007). The electrophysiological data of visual imattNR2A vs. NR2B content and LTP vs.
LTD in vitro after dark rearing suggest that thamhe in NR2A/NR2B ratio is correlated with
the change in plasticity induction thresholds, ssgigng that the relative balance between
NR2A and NR2B might determine the direction of gytaplasticity, in the way predicted by
the BCM model. The NR2 subunit switch also occunsrdy ocular dominance plasticity (ODP)
in the binocular zone of mouse visual cortex. Thphasic plasticity of the early response
depression to the deprived-eye inputs (3 d) folldyg a slower potentiation to the open-eye
inputs (5 d) (Frenkel and Bear, 2004) has beengs@gbto involve LTD in the deprived-eye
pathway and LTP in the open-eye pathway. Howeterjritermingled nature of eye-specific

inputs in visual cortex makes the investigatiopathway-specific plasticity impossible.
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Recent biochemical analysis during monocular degion shows a reduction in NR2A/NR2B
ratio during the slower phase of ODP (potentiaticaused by coordinated changes in both
NR2B and NR2A proteins in synaptoneurosomes preldaoen bionocular visual cortex
(Chen and Bear, 2007). Since NR2A knock-out aniraalsbit a much lower LTP induction
threshold (Philpot et al., 2007), the reductioNR2A/NR2B ratio following monocular
deprivation may lower the threshold for LTP indoatand facilitate response potentiation of
cortical neurons to the open-eye inputs. Howevégether the changes in NR2A/NR2B occur
at the open-eye inputs/synapses or globally irctngcal neurons, remains unknown.
Therefore, complete understanding of the moleaukechanisms regulating
experience-dependent plasticity will require symaggecific analysis of NR2 subunit
composition.

There are several hypotheses regarding how NR2AN&RPB-containing NMDARS
might differentially regulate synaptic plasticifjhe most studied are the cytoplasmic
carboxy-terminal tails (c-tails) of NR2A and NR2Betterolf and Foster, 2011). The c-tails of
NMDARSs have been implicated in NMDAR-dependent gfitaplasticity and learning
because of the presence of various phosphorylaties and PDZ domains that offer points of
modification as well as linkage to interact wittafolding proteins within postsynaptic density
(PSD). Truncation of c-tails of NR2A, 2B and 2C lcasised severe defects in animals ranging
from lethality to deficits in synaptic plasticityd learning (Sprengel et al., 1998). NR2A and
NR2B each preferentially interact with distinctsset proteins and kinases, the tight
coordination of which determines the outcome o$iptaty (Kennedy et al., 2005).
Ca*/calmodulin-dependent protein kinase Il (CaMKllatiplays a well established role in

LTP, binds to the c-tail of NR2B more potently caangd with NR2A and its preferential
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binding to NR2B specifically associates NR2B wifhR_(Barria and Malinow, 2005). These
results also suggest that synaptic NR2B not only as a coincidence detector and channel
that passes C§ but as a critical signaling molecule to recruaitwhstream effectors necessary
for LTP induction. In addition, NR2B has been shdwpreferentially interact with other
proteins including Ras-guanine nucleotide-releaguctpr 1 (Ras-GRF1) (Krapivinsky et al.,
2003) and Ras GTPase activating protein (RasGAP) @€ al., 1998). On the other hand,
NR2A preferentially binds to nitric oxide synthg®0S) (Al-Hallaq et al., 2007). NR2A and
NR2B might also bind synaptic scaffolding protewith different affinity, for example,
membrane-associated guanylate kinases (MAGUKswimk them to distinct intracellular
signaling pathways and thus lead to different ome®f plasticity (Kennedy et al., 2005).
Recent evidence shows that in contrast to a drittda of NR2B in LTP, NR2A seems to
inhibit LTP by recruiting negative regulators via c-tail (Foster et al., 2010).

Finally, the stability of synaptic NR2A vs. NR2B ghit be different, likely due to
different surface diffusion rate (Tovar and Westik,a2002), which could be modified during
synaptic plasticity and sensory experience in Vilze relative stability of NR2A vs. NR2B
affects the dwelling time of these subunits in pges and influences the ratio of distinct
interacting proteins specifically associated with t-tail of each subunit, resulting in distinct
polarity of synaptic plasticity.

In summary, alteration of sensory experience cdada rapid changes in the relative
abundance of NR2A vs. NR2B in cortical principleirans. The resulting change in the
NR2A/NR2B ratio can shift the plasticity threshofds induction of LTP vs. LTD and lead to
distinct outcome of plasticity, in that a higher BIINR2B ratio favors LTD whereas a lower

ratio favors LTP. Therefore, the experience-indudeahge in NR2A/NR2B ratio can serve as
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a molecular mechanism for synaptic metaplasti@tggticity of synaptic plasticity), a
phenomenon that describes the change in the cgplacit TP or LTD as a result of prior

neural activity (Abraham, 2008).

1.7 Presynaptic NMDARs

Presynaptic receptors that modulate neurotransmékease have been detected in the
brain, including ligand-gated ion channels suckbABA A receptors, glycine receptors, kainite
receptors and G protein coupled receptors suchA®BAG receptors and metabotropic
glutamate receptors (Corlew et al., 2008).

NMDARSs have been added to this presynaptic receistdry the initial finding in the
glutamatergic synapses onto layer 2 of entorhiogkeg, where the frequency of spontaneous
miniature EPSCs was reduced by NMDAR antagonist®/ABerretta and Jones, 1996),
when postsynaptic NMDARs were blocked. This findsuggests that tonic activation of
putative presynaptic NMDARs enhances spontaneauarghte release. Following the first
discovery, electrophysiological evidence has shtiverpresence of functional
non-postsynaptic NMDARSs in many other glutamatesyicapses, including layer 5 of
entorhinal cortex, layer 2/3, 4 and layer 5 of aistortex, layer 2/3 of barrel cortex, CA1 and
dendate gyrus of hippocampus (Corlew et al., 2008Imost all of these cases, presynaptic
NMDARSs act to enhance spontaneous glutamate reltaaddition, presynaptic NMDARs
also modulate evoked neurotransmitter release. &gthcation of D-APV while postsynaptic
NMDARSs are blocked decreases the amplitude of ev@®dPA-EPSC and increases paired
pulse ratio between layer 5 pyramidal neurons imary visual cortex (Sjostrom et al., 2003)

and layer 4 to 2/3 pyramidal neurons in barreleo(Brasier and Feldman, 2008).
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Interestingly, in both cortex and hippocampus, NR2Btaining NMDARS are the
predominant presynaptic NMDAR subtype (Berretta dmaes, 1996; Sjostrom et al., 2003;
Bender et al., 2006b; Yang et al., 2006; Corlewal £2007; Brasier and Feldman, 2008;
Rodriguez-Moreno and Paulsen, 2008), although N®2&meli et al., 2005; Suarez et al.,
2005; Suarez and Solis, 2006) and NR3 subunitséreet al., 2011) have also been found.
Additionally, electrophysiological data suggestayse-specific distribution of presynaptic
NMDARSs. In an elegant study performed in barretexi(P14-22) (Brasier and Feldman,
2008), focal application of D-APV in layer 2/3 deases the frequency of miniature EPSCs
(mEPSCs) in layer 2/3 pyramidal cells, however, BMAapplication in layer 4 of the same
column does not, suggesting presynaptic NMDARSs phatnote spontaneous release are not
located in the somatodendritic portion of layerdlscbut in the axonal terminals or nearby
sites of layer 4 inputs. Furthermore, this studyndestrates layer 4-4 and cross-columnar
2/3-2/3 excitatory synapses do not show an effediRY on mEPSC frequency, suggesting
synapse specificity of presynaptic NMDARs. Takegether, these results are consistent with a
likely axonal location of presynaptic NMDARs at éayt-2/3 synapses and a synapse-specific
nature of these receptors in barrel cortex.

Presynaptic NMDARs may also play a role in acthdgpendent synaptic plasticity, in
particular spike timing-dependent depression (ST.Duction of STDD by a post- followed
by pre- activity sequence could be blocked by NMD&Ragonist while postsynaptic
NMDARSs are blocked by either hyperpolarizationmracellular MK801 at layer 5-5
(Sjostrom et al., 2003) and layer 4-2/3 synapseslé@ et al., 2007) in visual cortex, as well
as layer 4-2/3 synapses in barrel cortex (Bendal.,e€2006b). In both cortical areas, putative

presynaptic NMDARSs are required for STDD in youminaals (<P20); however, STDD in
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older animals (>P20) at layer 4-2/3 synapses inalisortex requires post- but not presynaptic
NMDARs (Corlew et al., 2007), suggesting a strop¢ @ependence of STDD. More direct
evidence of the involvement of presynaptic NMDARSITDD in primary sensory cortices has
come from paired recordings between connected kaged layer 2/3 cells, where blockade of
NMDARSs in the layer 4 but not layer 2/3 cell byratellular MK801 abolishes STDD
(Rodriguez-Moreno and Paulsen, 2008). These daigestithat presynaptic NMDARs play an
important role in STDD specifically during earlyvidopment (<P20) and could be implicated
in experience-dependent map plasticity.

Despite the electrophysiological evidence sugggstie presence of presynaptic
NMDARSs at axon terminals, anatomical evidence isdael for an accurate characterization of
these receptors. Immuno-eletron microscopy (EMlisgiusing antibodies against NR1 or
NR2 subunits show NR1- and NR2B-positive immunatigdyg in presynaptic compartments
of neocortex (Aoki et al., 1994; DeBiasi et al.969Charton et al., 1999; Corlew et al., 2007),
hippocampus (Siegel et al., 1994; Charton et 8091 Jourdain et al., 2007), amygdala (Farb
et al., 1995; Pickel et al., 2006), spinal cordu(kt al., 1994) and the cerebellum (Petralia et al.
1994; Bidoret et al., 2009). Although these studigggest axonal expression of presynaptic
NMDARs, the expression level of these receptorsislly low. Other studies have suggested
that the mechanism for NMDAR regulating releasebplility is via somatodendritic
NMDAR-mediated depolarization that activates vadtagted calcium channels (VSCCs) in
the terminals, rather than via axonally localizeglsgnaptic NMDARs. One of such studies by
Christie and Jahr (2008) shows that in cerebeltdlage interneurons, activation of
dendritically localized NMDARs by exogenous NMDApdigation or synaptic stimulation

triggers depolarization that passively propagatesxbn terminals and regulates
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neurotransmitter release through activation of VSQChristie and Jahr, 2008). Further
supporting the non-axonal localization of NMDARsgy find that focal NMDA application at
the axon terminals of layer 5 pyramidal cells isudl cortex, fails to elicit Caentry in the
terminals, arguing against the presence of axoMIDARs (Christie and Jahr, 2009).
Expression of presynaptic NMDARSs has been founaktoegulated by development. In
hippocampal CA1 cells, there is a developmentdiimem presynaptic NMDAR function
after P5, due to the loss of NR2D subunit (Mamedilg 2005). The low M{ sensitivity of
NR2D-containing presynaptic NMDARs makes theseptus more likely to be activated at
hyperpolarized membrane potentials. Similar logsregynaptic NMDAR function that is
correlated with a developmental decline in its esgpron, has been found in layer 5 of
entorhinal cortex (Yang et al., 2006) and layer, 2/and 5 pyramidal cells of visual cortex
(Corlew et al., 2007). In addition, a unique popiolaof presynaptic NMDARS has been
recently identified containing NR3A (Larsen et @D11). Earlier research has shown that
NR3A expression exhibits a strict temporal windd&fore P12) (Wong et al., 2002). The
presence of NR3A subunit in NMDARs reduces‘Msensitivity and C3 permeability of the
channels (Perez-Otano et al., 2001; Sasaki €2G0)2). Postsynaptic NR3A expression in early
development acts as a “brake” to inhibit prematiyrgaptogenesis and synaptic strengthening
(Roberts et al., 2009). Interestingly, the newlgrtfied NR3A-containing presynaptic
NMDARSs confer low MJ" sensitivity and thus facilitate tonic activationpesynaptic
NMDARSs during early development (Larsen et al., PO1n addition, STDD induced in young
animals (P13-18) requires both NR2B and NR3A (Lawesteal., 2011), suggesting that
presynaptic NMDARSs exist as NR1/NR2B/NR3A trihetarrs during this developmental

period. In addition to normal developmental regalatpresynaptic NMDAR function could
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be influenced by changes in neural activity. Blakaf NMDAR activation in the visual
cortex of anesthetized rats acutely reduces NR2Bunoreactivity at both pre- and
postsynaptic compartments of layer 1 (Fujisawa/oki, 2003). Epileptic activity has been
found to reactivate presynaptic NMDARSs in the ehitaall cortex of mice being treated
chronically with seizure-inducing agents (Yanglet2006).

What are the mechanisms for presynaptic NMDAR-ntediaegulation of
neurotransmitter release? Several hypotheses lesredroposed that revolve around the
increase in Cd concentration within the axonal terminal. The nuetsimonious hypothesis is
direct depolarization by NMDARSs, as with other piresptic ionotropic receptors (Engelman
and MacDermott, 2004). Indeed, activation of sometaritically localized NMDARS is
sufficient to depolarize the axonal terminals thaurn activate VSCCs to increase transmitter
release (Christie and Jahr, 2008). On the othed,hather hypotheses suggest
NMDAR-mediated increase in terminal Cadhat directly enhances release probability.
Evidence supporting this hypothesis has come frimgiess where the increase in
neurotransmitter release is independent of VSCds(B, 2008). However, the signaling
pathways that lie downstream of the increase miteal C4" concentration after presynaptic
NMDAR activation remain largely unknown. Whethee thitial increase in Ca further
activates other intracellular Casource leading to further Caincrease, or it activates protein
kinase pathways that in turn modulate efficacy ofaaules involved in vesicle release
machinery, or it works by saturating intracellua’™ buffers and then increases free Ca
remain largely unknown. Taken together, the dedaiechanisms of presynaptic NMDARS
might be more complicated than originally thoughd anight involve age-specific and brain

region-specific regulations.
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1.8 Lability of synaptic strength and metaplasticiy

One long-lasting and hotly pursued topic in neumse and psychology is memory
and amongst the most commonly asked questions atembry is its stability. The early
experiments done by psychologists have shown teatany, at least some forms of it are
labile and that the ability to recall the initiallyarnt material decays over time. In the past
decade, memory consolidation research that lafgelyses on hippocampus-dependent
memory tasks has demonstrated that new memoridahale shortly after their acquisition and
are sensitive to disruption by a wide variety ofnipalations, such as hippocampal damage,
inhibition of new protein synthesis, electroconw#sshock (ECS) or learning a different task
(Nader et al., 2000). After the initial labile pleasith heightened sensitivity to disruption,
memories then enter into a stabilization phase vthey are not sensitive to the same
disruptive forces, a phase that is commonly knosvfcansolidation” (Nader et al., 2000;
Nader and Einarsson, 2010). However, the “const@dfanemories do not remain stabilized
forever; instead, they can re-enter the labileesdairing later memory retrieval or reactivation,
when the same manipulations capable of disruptavg memories can lead to the loss of
reactivated memories. This phase where reactivatgdories are subject to degradation is
called “reconsolidation”. In addition to hippocanspdependent spatial memory and
amygdala-dependent emotional memory, procedurabmhedrning in humans displays a
similar labile phase during reactivation that seéondepend upon sleep and wakeful states
(Walker et al., 2003). Similary, reconsolidationswaported in episodic memories in humans
as well (Hupbach et al., 2007). The similaritiesAmen the late phase of LTP (L-LTP) and
memory reconsodilation have proposed L-LTP as aiplesphysiological mechanism for

memory reconsolidation (Nader and Einarsson, 2010).
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Consistent with a labile nature of memories, thénteaance of enhanced synaptic
strength after LTP induction has been shown toristalle in vivo and in vitro. At the medial
perforant path-dendate gyrus synapse, LTP indugelddia burst stimulation (TBS) protocol
in awake, freely moving rats decays within 3-5 d@yi#larreal et al., 2002). Sustained
injection (over a 7-d period, once per day) of NM®Antagonist, CPP intraperitoneally into
the animals after LTP induction can block the dedalfarreal et al., 2002). Consistent with
the effect of prolonged LTP, sustained CPP injechias been shown to enhance spatial
memory retention in an 8-arm radial task (Villatretal., 2002). These results indicate that
activity-dependent increase in synaptic strengtabge and subject to NMDAR-mediated
depression in vivo. They also indicate that in casttto the intial role of NMDARS in
mediating LTP induction, subsequent NMDAR activataan weaken synaptic strength and
degrade memory retention. In hippocampal CA1 nexyjrtire magnitude of tetanus-induced
LTP was greatly reduced by seizure activity (Hess® Teyler, 1976). These results showing a
labile nature of LTP in vivo can be supported by ithvitro data as well. In retinotectal
synapses of tadpoles, an increase in spontanetsyatan reverse LTP induced by either
repetitive electrical stimulation or visual stimtiden (Zhou et al., 2003).

Metaplasticity, or plasticity of plasticity is adiier order form of synaptic plasticity,
which describes the change in the capacity or timeof synaptic plasticity after prior activity
(Abraham, 2008). The standard induction paradighmetaplasticity involve a priming
stimulus, either biochemical signals or synaptiivation before the second round of plasticity
induction. Sometimes the priming stimulus only dsthe ability of synapses to undergo
subsequent LTP or LTD without changing the basaéptic strength. In other cases where

LTP is initially induced, the priming stimulus ré&suin synaptic depression. Whether this
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subsequent synaptic depression represents “detent where synaptic gain from prior

LTP simply reverses or whether LTD is induced reareainknown (Abraham, 2008). In terms
of the molecular mechanisms, some evidence sugthedtdepotentiation might be a distinct
cellular phenomenon compared with de novo LTD, enakd by different cellular processes
involved. For example, depotentiation involves degghorylation at different serine sites on
GluR1 of synaptic AMPARS (Lee et al., 2000; Huahgle 2001). Calcineurin &is only
required for depotentiation, but not for LTD (Zhebal., 1999). Also, NMDARs may be
differentially involved during depotentiation vsTD. Long-term potentiation (LTP) in CA1
neurons of cultured hippocampal slices by pairiagtgpynaptic depolarization with 2 Hz
synaptic stimulation, results in a robust swapmhiR2B by NR2A; low frequency
stimulation (0.1 Hz) shortly after LTP inductioniin), a depotentiation protocol reverses
both the synaptic strengthening and changes theuB@nit composition from NR2A back to
NR2B (Bellone and Nicoll, 2007). However, the chamgNR2 subunit composition could not
be detected during LTD induction (Bellone and Nic2D07) on the same synapses, suggesting
that depotentiation and LTD may employ distinct heedsms by differentially affecting NR2
subunit composition in this experimental system.ti@nother hand, some evidence suggests
that depotentiation and LTD may employ overlappimgchanisms, since both types of
plasticity have been shown to require NMDAR acimvat(Fujii et al., 1991; Wagner and Alger,
1995) and mGluRs (Bashir and Collingridge, 1994isBakov and Siegelbaum, 1994, Oliet et
al., 1997; Fitzjohn et al., 1998; Huber et al., @0Because the mechanisms for LTD and
depotentiation are complicated and it is diffidoldifferentiate these processes, they are often

used interchangeably in the literature.
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A body of in vitro evidence shows that depotentiatof potentiated synapses could
occur by either low frequency or theta-frequenayslation (Barrionuevo et al., 1980; Staubli
and Lynch, 1990; Fuijii et al., 1991; Larson et 8993; O'Dell and Kandel, 1994; Staubli and
Chun, 1996). Furthermore, in vivo physiologicaliaty has also been shown to cause
depotentiation as electrically induced LTP in hipgmpus could be rapidly weakened after
adult rats entered a novel environment within amrfadter LTP induction and these changes in
synaptic strength were accompanied by a concomitargase in network spontaneous activity
(Xu et al., 1998; Manahan-Vaughan and Braunew8B9). To support the role of spontaneous
activity in depotentiation or lability of synapttrengthening, it has been shown that an
increase in spontaneous activity at retinotectaipges could reverse electrical stimulation- or
visual experience-induced LTP (Zhou et al., 2008gse studies suggest that a heterosynaptic
mechanism mediated by a general increase in netaginity could potentially explain
depotentiation observed in the above studies Fumibie, in vivo physiological activity has
also been shown to cause depotentiation as ek@ttrinduced LTP in hippocampus could be
rapidly weakened after adult rats entered a nawakrenment within an hour after LTP
induction and these changes in synaptic strengthavaompanied by a concomitant increase
in network spontaneous activity (Xu et al., 199&rdhan-Vaughan and Braunewell, 1999).
To support the role of spontaneous activity in depwation or lability of synaptic
strengthening, it has been shown that an increaspantaneous activity at retinotectal
synapses can reverse theta burst stimulation (6B&}ual stimulation-induced LTP (Zhou et
al., 2003). These studies suggest that a heterpgsgmaechanism mediated by a general
increase in network activity could potentially exipl depotentiation, as has been found with

LTD and depotentiation (Doyere et al., 1997). Hogregynaptic weakening has been shown
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to only occur at potentiated synapses, suggestipgf ispecificity of this type of plasticity

(Staubli and Lynch, 1990; Larson et al., 1993; Blieand Chun, 1996).

1.9 Summary of aims and findings

In this thesis, we use mouse barrel cortex as ahsydtem to study
experience-dependent synaptic plasticity in anatatyi defined cortical circuitry. The
experiments presented in this thesis were aimeadagrstanding the cellular and
molecular mechanisms of experience-dependent glgst layer 2/3 pyramidal neurons,
the principle cells of the supragranular layeramrbl cortex, during early development.

Single whisker experience (SWE) has been showncease synaptic strength of
layer 4-2/3 excitatory synapses. To examine if $fisaptic strengthening is
developmentally regulated, we show that rapid éepee-dependent changes in the
strength of excitatory synapses exhibit a critpadiod that is input specific and
mechanistically distinct in layer 2/3 pyramidal n@us. These results are presented in
Chapter 2.

Recently potentiated layer 4-2/3 synapses areclanitl subject to
experience-dependent depression in vivo and in.vito examine if CP-AMPARSs confer
lability to recently potentiated synapses, we depeln assay to depress the strength of
individual layer4-2/3 excitatory synapses after SW&ng strontium (St)-replaced
artificial cerebrospinal fluid (ACSF) solution (8epression). We show that
CP-AMPARSs are neither sufficient nor required fpnaptic depression after in vivo

plasticity. These results are presented in Chapter
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Lastly, to examine if ongoing experience progresyincreases synaptic strength
in vivo, we measure synaptic strength at layer3leXkitatory synapses at different time
points after the onset of experience. We showdhgbing whisker experience triggers
an early phase of plasticity where synaptic stiepgbgressively increases, followed by a
labile phase where synaptic strength weakens anthsequent stabilization phase where
synaptic strength does not change. We also shavehiamge in NMDAR function is
tightly correlated with experience-induced alteatin synaptic strength at layer 4-2/3
synapses, suggesting an NMDAR-dependent metaptgstiechanism in determining

the direction of plasticity in vivo. These resudte presented in Chapter 4.
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2. Input-specific critical periods for experience-@pendent plasticity in layer 2/3
pyramidal neurons

2.1 Introduction

Layer 2/3 neurons are major integrators of senggoyt. Alterations in sensory
experience can alter the properties of these nsumereasing firing output in response to
sensory stimulation (Fox, 1992; Diamond et al.,3t9Bamond et al., 1994; Glazewski and
Fox, 1996; Barth et al., 2000; Glazewski et alQ2Benedetti et al., 2009). This is due in
part to potentiation of excitatory synapses frogefad, the input layer of the cortex, onto layer
2/3 neurons (Clem and Barth, 2006; Clem et al.32@em et al., 2010). In addition,
increased firing output after sensory stimulaticayralso be due to changes in synaptic drive
from other layer 2/3 neurons, which themselvessamangly interconnected (Lefort et al.,
2009).

SWE-driven increases in whisker-evoked firing ooguickly (within 24 hrs of SWE)
in young postnatal animals. In this case, incredised output to stimulation of the single
spared whisker can be localized to the spared whiskrrel column itself, as well as in
surrounding barrel columns (Glazewski and Fox, 1@&zewski et al., 2007; Benedetti et al.,
2009). In older animals, longer periods of SWE ¢ays) are required to potentiate
sensory-evoked firing in the spared barrel columaicating that the threshold for this
plasticity is developmentally regulated.

At least part of the mechanism underlying rapideases in sensory-evoked firing in
young animals is increased excitatory drive resglfrom the post-synaptic addition of
AMPARSs to layer 4-2/3 synapses (Clem and Barthg2@em et al., 2008). However, it is
unknown whether the experience-dependent strenigipeh excitatory inputs onto layer 2/3

neurons declines during postnatal development dgltraccount for the reduced capacity of
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these neurons to exhibit SWE-induced increasesrna®y-evoked responses in adult animals
(Glazewski et al., 2007; Benedetti et al., 2009).

Here we show that synaptic identity controls a capdor in vivo,
experience-dependent plasticity. The rapid stresngtig of layer 4-2/3 inputs by SWE has
been well-characterized (Clem and Barth, 2006; Gieal., 2008; Clem et al., 2010).
Previous work indicates that this potentiation @sada the post-synaptic addition of
calcium-permeable AMPARs (CP-AMPARSs; (Clem and BaP006), requiring
NMDAR-activation for initiation (Clem et al., 2008)ere, we show that SWE also potentiates
putative layer 2/3-2/3 synapses within the sparbker barrel column, and that the
mechanisms of this in vivo plasticity are differi@ily regulated compared to layer 4-2/3
inputs.

Although both types of synapses exhibit developaigntegulated,
experience-dependent synaptic strengthening, arperiod timing is both delayed and
prolonged for layer 2/3 inputs compared to layarputs. Additionally, the molecular
mechanisms underlying this plasticity are distinetween the two pathways. SWE is
sufficient to induce the delivery of CP-AMPARS ayér 4 but not layer 2/3 inputs, although
plasticity at both inputs can occur without thdficking of CP-AMPARs. Despite the
prolonged presence of ifenprodil-sensitive, NR2Btaming NMDARSs at layer 4 inputs, these
synapses display a shorter critical period thaer&y3-2/3 inputs, which contain more NR2A.
These data indicate thiatvivo, a capacity for synaptic potentiation is regulateith

extraordinary synaptic specificity.
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2.2 Materials and Methods

Animals

Wild-type or heterozygous mice (males and femdtesh a fosGFP (1-3 line, C57BI6
background) transgenic line (fosGFP+/-) ages P14 vdre used. Bilateral whisker
deprivation was performed where all but the D1 w#iion one side were removed (Barth et
al., 2000). Animals were returned to their homeesaigr 24 hrs before recording. Control
animals were whisker-intact littermates of the degu animals. Since there was no significant
difference between control wild-type C57BI6 and@é%°+/-, data from these animals were
grouped. Recordings in control animals were ndticésd to the D1 barrel column, since all
columns were equivalent in whisker-intact animélse barrel column representing the
“spared” D1 whisker was identified by enhanced feB&xpression and relative position to
the hippocampus in acute brain slices.

Whole-cell recording

Animals were anesthetized with isoflurane and diatgal. Coronal slices with 35@ m
thickness were vibratome sectioned in regularieidifcerebrospinal fluid (ACSF) at 2-6

composed of (mM): 119 NacCl, 2.5 KCI, 2.5 Cgdl.3 MgSQ, 1 NaHPQ,, 26.2 NaHCQ, 11
glucose and equilibrated with 95/5%/00.. Slices were maintained and whole-cell
recordings were carried out at room temperaturméda of lower layer 2/3 pyramidal neurons
in barrel cortex were targeted for whole-cell reting with borosilicate glass electrodes with a
resistance of 6-8 MOhm. Electrode internal soluti@s composed of (in mM): 130
cesium-gluconate, 10 HEPES, 0.5 EGTA, 8 NaCl, 4Aid? and 0.4 Na-GTP, at pH
7.25-7.30, 290-300 mOsm and contained trace amofiitexa-568. Pyramidal cell identity

was confirmed after the recording session by pydahsoma morphology and the presence of
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dendritic spines.  Only cells withsRes< 20 MQ and R,,ut> 200 MQ, where changes in
either measurement were less than 20% were incliadedhalysis. Stimulation of presynaptic
afferents was applied at ~0.1 Hz by placing glassapolar electrodes in the center of layer 4
barrels or mid-layer 2 pyramidal cell layer. Altlgtuthis method cannot exclusively isolate
layer 2/3 inputs, the high density of within-layeputs indicates that the majority of inputs are
likely to come from other layer 2/3 neurons. Weerdb these layer 2/3 inputs as "putative” to
indicate this uncertainty. Postsynaptic respofrees layer 2/3 pyramidal neurons within the
same barrel column were recorded. Electrophysiotdglata were acquired by Multiclamp
700A (Axon Instruments, Foster City, CA) and a Naél Instruments acquisition interface.
The data was filtered at 3 kHz and digitized ak#@ and collected by Igor Pro 6.0
(Wavemetrics, Lake Oswego, Oregon). Extracellulausation was controlled by a Master-8
(A.M.P.1, Israel).

AMPA EPSC measurement and rectification index (RI)

To isolate AMPAR-mediated excitatory post-synapticrents (EPSCs), D-APV (5M) and
picrotoxin (Ptx, 5QuM) were included to block NMDAR and GABR activation in regular
ACSF that contained 1 mM MgSQCSpermine (100 pM) was included in the intern&litson

to avoid washout of endogenous polyamines. Lay&pgfamidal neurons were
voltage-clamped at -70 mV and stimulus intensitg wdjusted until a clear monosynaptic
response (2-7 ms latency, consistent across faabks given response) was visible for every
sweep. For a series of holding potentials at 40, -20, 0, 20, 40 mV, 10-20 sweeps were
collected and averaged. The peak amplitudes addtbeaged current trace at each holding
potential was normalized to that at -40 mV, baseevhich current-potential (I-V) curve was

constructed for each cell. A mean |-V curve wasegated by averaging across all cells in a
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group. Liquid junction potential (~+10 mV) was not@cted for. Reversal potential for the
AMPA-EPSC, or k&, was obtained for each cell from its I-V curve. Thetification index (RI)
was calculated based on the following formula:

R1=ko/(40-Ee\)/I-40(Erevt40)
Evoked Sr-AMPA mEPSCs measurement
To measure the amplitude of stimulus-evoked mineeAMPAR-EPSCs, St (3 mM) was
substituted for Cd in regular ACSF to drive asynchronous glutamaltease. D-APV (5QM)
and picrotoxin (Ptx, 5@M) were included to pharmacologically isolate AMPARediated
EPSCsand5 mM QX314 was included in the Cs-gluconate inteso#ution to reduce noise in
recordings of miniature events. Layer 2/3 pyramidairons were voltage-clamped at -70 mV.
The evoked response has an initial synchronous eoamt (~50 ms post the stimulus artifact)
which was excluded in the analysis. Isolated, elsgonous events that occurred from 50-500
ms after the stimulus were manually selected amadlyaed using Minianalysis software
(Synaptosoft, Inc. Decatur, GA). The detectionshdd for events was set at 2x RMS noise
(usually around 4-5 pA) and data were filtered vaitlow-pass filter at 1 kHz. Approximately
100 random events were selected for each celll@mdrouped for each condition.
Comparisons were made between groups. Averagesktfaceach experimental condition
were obtained by grouping average traces from wslazvents for all cells.
NMDA EPSC measurement and ifenprodil sensitivity
To pharmacologically isolate NMDAR-mediated EPSHBQX (5 uM) and Ptx (5QuM) were
included in the bath solution (regular ACSF). Celkxe held at +40 mV and synaptic EPSCs
were collected in voltage clamp mode. A single exgrial function was fit to the average

NMDA EPSC trace from its peak to 200 ms after tivaus onset and a decay constant tu (
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was determined from the fit. To assess the comieNR2B-containing NMDARSs, ifenprodil

(10 uM), an NR2B specific antagonist was infused tor#mrding chamber locally since the
action of ifenprodil was poorly reversible (KumardaHuguenard, 2003) after a stable baseline
was achieved for 5 mins. A post response was ¢etles mins after infusion to allow complete
diffusion.

Ratio of AMPAR:NMDAR-mediated EPSCs

Cells were held at -70 mV and +40 mV to isolateAlPA-EPSC and NMDA-EPSC,
respectively. The amplitude of the AMPA-EPSC waelaat the peak of synaptic response
recorded at -70 mV, and the amplitude of the NMDRSE was taken 50 ms after the stimulus
onset at +40 mV, when the AMPA-EPSC component detapaseline. A ratio of
AMPA-EPSCs and NMDA-EPSC amplitudes were obtaimethfthese values.

Dual-pathway recordings

For experiments where synaptic responses from &8 and layer 2/3-2/3 excitatory
pathways were recorded from the same cell, twowtitimg electrodes were set up in layer 4
and layer 2 of the same barrel column. Stimulafiequency was the same for both pathways
(0. Hz).

Statistics

For all non-pairwise comparisons, a non-paramataan Whitney U test (two-tailed) was
used. For all pairwise comparisons (dual-pathwal/ieanprodil sensitivity experiments), a
paired Student t-test was used. For Sr-EPSC ardplitomparisons between control and SWE
conditions (Figs 1 and 3), cell values were avellagi¢hin an animal and then averaged across
animals for that age group. To determine whetheESkduced plasticity was

developmentally regulated, mean Sr-EPSC amplitugees statistically evaluated using a
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Mann Whitney U test followed by a Bonferroni cotren (groups P12-14 for layer 4-2/3
synapses, P13-16 for layer 2/3-2/3 synapses) tgawmrcontrol and SWE conditions. The
corrected p value was derived from the Mann Whitmewlue multiplied by the number of

possible contiguous groupings (15 in this study).

2.3 Results
2.3.1 A critical period for experience-dependent p@isticity at layer 4-2/3 synapses

Layer 4 excitatory neurons make multiple contacti® layer 2/3 pyramidal cells,
providing strong and reliable input that varieshnstimulus strength. In order to assess the
mean amplitude of an individual synaptic contaat,stimulated layer 4 neurons in ACSF
where C&" had been replaced with*Sto desynchronize neurotransmitter release (Goda an
Stevens, 1994; Abdul-Ghani et al., 1996; Xu-Friedraad Regehr, 1999) while recording the
response of layer 2/3 neurons (Fig.1A). Under tloeselitions, the delayed occurrence of
AMPAR-mediated miniature EPSCs (MEPSCs) can berobddFig. 1D), events that are
thought to reflect the release of a single neunsiratter vesicle.

Previous work from the lab has shown that 24 RSWE results in an increase in the
mean amplitude of AMPAR-EPSCs evoked by layerdhsiation in the presence of Sr
(Sr-EPSCs), compared to control undeprived aninfalsietermine whether the magnitude of
plasticity at layer 4-2/3 synapses was developniignmegulated, we initiated 24 hrs of SWE at
different postnatal ages. In order to identify tloetical representation of the spared whisker,
acute brain slices from fosGFP transgenic miceliadtundergone SWE were prepared (Fig.

1C), and stimulating and recording electrodes wwéaeed in the spared barrel column.
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Twenty-four hours of SWE from postnatal day 10qPR11 was insufficient to induce an
increase in the quantal amplitude of AMPAR-EPS@s{{®! 10.8+0.81 pA versus SWE
9.0£0.70 pA; Fig. 1E,F). At this time, the overalput strength from layer 4 to layer 2/3 is
weak (Lendvai et al., 2000; Maravall et al., 20049wever, a single day later, SWE was
sufficient to drive a significant increase in thre@itude of layer 4-2/3 excitatory (P12 control
9.5+0.48 versus SWE 12.6+0.61 pA). SWE-induceddases in excitatory synaptic strength
were significant at P13 and P14 (Fig. 1E,F). HoweaeP15 SWE was no longer capable of
triggering an increase in Sr-EPSC amplitude (PX&rob10.5+0.32 versus SWE 10.4+0.39),
and this result was observed for all subsequers egamined (Fig.1F). Thus, we find that at
layer 4-2/3 synapses, rapid experience-dependergase in synaptic strength can be induced
only for a short time window at the end of the setpostnatal week, from P12-P14 (P12-14

control versus SWE p=0.0001 with Bonferroni Cori@tL
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Figure 1. SWE induces rapid increase in evoked Sr-BPSC amplitude at layer 4-2/3 excitatory
synapses only during a short developmental windovA, Schematic of stimulating and recording
electrode placement for measuring layer 4-2/3 SRB8EsB, Brightfield image of recording
configuration in one barrel column. Scale bar: @80 C, Low-magnification fluorescence image of
the spared barrel column with strong signal locatdeyer 4 (barrel column indicated with asterisk)
Scale bar: 200 uMD, Example traces from control (black) and SWE (gyee postnatal age P11, 13
and 15. Scale bars: 20 pA, 100 mBsAveraged traces of evoked Sr-mEPSCs from alt @lP11, 13
and 15. Scale bars: 5 pA, 5 niashed line indicates the control amplitude for parison. F, Mean
amplitude of evoked Sr-mEPSCs recorded at postagtsd P11-17 from control (black) and
SWE-treated animals (green) at layer 4-2/3 synafggesnumber of cells (top) and animals (bottom)
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2.3.2 CP-AMPARs and SWE-induced plasticity

We and others have shown that addition of CP-AMBA&&n occur during potentiation of
excitatory synapses, boihvivo andin vitro (Shi et al., 1999; Hayashi et al., 2000; Zhu et al
2000; Takahashi et al., 2003; Bellone and Lusc@d6; Clem and Barth, 2006; Plant et al.,
2006; Matsuo et al., 2008). Under control, undegaticonditions, layer 4-2/3 synapses show
a linear 1-V relationships (Fig. 2B,C) and slow EP&ecay kinetics (Fig. 2G-H), characteristic
of GluR2-containing AMPARs. After 24 hrs of SWEMARARS with fast decay kinetics and
rectifying I-V relationships characteristic of CAMRARS can be detected (Clem and Barth,
2006); P13 rectification index (RI; control 0.81&6; SWE 0.57+0.05; Fig. 2C, F, see also
Sr-EPSC decay time G-H). Because CP-AMPARs possksgy-C-terminal tail that
promotes activity-dependent mobilization to theagpse (Sheng and Lee, 2001) and also
exhibit higher single-channel conductance thanigalémpermeable AMPARSs (Swanson et
al., 1997), trafficking of these receptors to tReigtory inputs can increase synaptic strength
in several ways. Furthermore, the developmentallegion of CP-AMPARSs has been noted
in previous studies (Kumar et al., 2002; Brill addguenard, 2008). Thus, it was tempting to
speculate that SWE-induced potentiation of lay@f3lsynapses might require CP-AMPARS,
and the unavailability of these AMPARs might triggiee closure of the critical period.

To determine whether the end of rapid, SWE-indyseasditicity was associated with a

reduction in the SWE-dependent trafficking of CP-RARSs, we evaluated the
electrophysiological properties of potentiated ta§€2/3 inputs at P14 after SWE. Surprisingly,

we observed robust potentiation even in the absehC®-AMPARs (P14
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Figure 2. SWE drives CP-AMPARSs to layer 4-2/3 synages only at P13 but not P14A, Schematics
of electrode placement for control (black) and SW#&ated tissue (green) at layer 4-2/3 synagses.
Example layer 2/3 pyramidal cells from a P13 cdrtstack) and a SWE-treated (green) animal
showing layer 4-evoked AMPA-EPSCs recorded at-2@, 0, +20 and +40 mV holding potentials.



Scale bars: 20 pA, 20 ms. The SWE cell shows &€&C rectification at positive holding potentials
compared to the control ceC, Normalized AMPA-EPSC amplitude | (to amplitude4® mV) as a
function of holding membrane potential V (I-V cuyJer control and SWE animals at PTB. Example
cells from a P14 control and a SWE animal aB)irScale bars: 10 pA, 20 nis, I-V curves for control
and SWE at P14 as @). F, Rectification index for control and SWE animald?aB and P14 at layer
4-2/3 synapsess, Scatter plot of Sr-mEPSC decay time for contral S8WE-treated animals at layer
4-2/3 pathway from P11-1H, Mean Sr-mEPSC decay time for layer 4-2/3 pathwpy0.05.

RI for control 0.81+0.07 versus SWE 0.86%0.13, RD-F, also G-H). Indeed, increased
rectification of AMPAR-EPSCs after SWE was prominfam only one postnatal day, at P13.
These data indicate that strong experience-depésgeaptic strengthening can occur without
the trafficking of CP-AMPARS, and that a declingle availability of CP-AMPARS is

unlikely to explain the close of the critical peatiat layer 4-2/3 synapses.

2.3.3 Experience-dependent potentiation of layer 2/2/3 excitatory synapses

In our studies to characterize SWE-induced chamgssnsory-evoked firing across
development, the rapid potentiation of firing ratefayer 2/3 neurons can be observed into the
third postnatal week, although it declines sooarafard (Benedetti et al., 2009). Since this
time period extends past the critical period forES¥Wduced potentiation at layer 4-2/3
synapses, it is likely that other processes musit berk to facilitate increased firing output
after stimulation of the spared whisker.

Previous work has not addressed whether otheradagytinputs onto layer 2/3
pyramidal neurons also undergo SWE-induced inceesygaaptic strength. To examine
whether intralaminar excitatory inputs might albow SWE-induced potentiation,
AMPAR-mediated Sr-EPSCs were compared betweenaland SWE-treated animals. In
this case, the stimulation electrode was placddyer 2, within the same barrel column (Fig

3A,B). This form of stimulation will primarily actate intralaminar connections from other
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layer 2/3 neurons since these neurons are demgelgonnected and receive little input from
other cortical layers (Lefort et al., 2009), altgbuexcitatory synapses from other areas may
also be driven by this form of stimulation. Simita layer 4-2/3 inputs, SWE assessed at P11
was not sufficient to drive increases in Sr-EPS@laade (control 12.0+0.54 pA versus SWE
11.0+£0.42 pA). However, unlike at layer 4-2/3 irplWE assessed at P12 was also unable to
drive a significant change in Sr-EPSC amplitudenfem 11.9+0.80 pA versus SWE 12.2+0.51
pA, Fig. 3C-E).

SWE-driven increases in Sr-EPSC amplitude at ther|a/3-2/3 inputs were first
observed at P13 (control 10.8+0.54 pA versus SWE+B97 pA). Thus, altered sensory input
in the form of SWE can drive the strengtheningndfalaminar, putative layer 2/3-2/3 inputs,
although the timing of this phenomenon is distinein that observed at layer 4-2/3 inputs.

Developmental analysis of SWE-induced changes-4BRS8C amplitude at layer
2/3-2/3 synapses revealed that this plasticity praknged by several days compared to layer
4-2/3 synapses. At P16, SWE led to a significaataase in synaptic strength (control
10.0%0.37 pA versus SWE 12.4+0.75 pA), two daysratie closure for rapid, SWE-induced
increases in the amplitude of layer 4-2/3 inputg.(BE) (P13-16 control versus SWE p=0.01
with Bonferroni correction). These results showt thaset timing, duration, and end of
SWE-induced plasticity are distinct for layer 4-243d layer 2/3-2/3 synapses and indicate that

experience-dependent plasticity is regulated impnot-specific manner.
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Figure 3. SWE triggers a rapid increase in evokedrSnEPSC amplitude at layer 2/3-2/3

excitatory synapsesA, Schematic of stimulating and recording electrpldeement for measuring

layer 2/3-2/3 Sr-mEPSCs.B, Brightfield image of recording configuration in@barrel column. Scale
bar: 200 uMC, Example traces from control (black) and SWE (gyed postnatal age P12, 14 and 17.
Scale bars: 20 pA, 100 ni3, Average traces of evoked Sr-mEPSCs for contr@d|SWE animals.

Scale bars: 5 pA, 10 mE, Mean amplitude of evoked Sr-mEPSCs recordedsihptal ages P11-17

for control and SWE animals at layer 2/3-2/3 syrap3he number of cells (top) and animals (bottom)
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2.3.4 Potentiated layer 2/3-2/3 synapses do not niee CP-AMPARS

To determine whether plasticity at layer 2/3-21Buts was mechanistically similar to that
observed at layer 4-2/3 synapses, we examined eh€R-AMPARS were present at
potentiated intralaminar synapses, as had beemwstor layer 4-2/3 inputs.

Analysis of AMPAR-EPSC rectification and Sr-EPS&tay kinetics suggested that
CP-AMPARs were not trafficked to layer 2/3-2/3 sysas under any conditions (Fig. 4B-E,
41). Similar to layer 4-2/3 inputs, no significawettification was observed in slices from
control, undeprived animals. This was also obseatd?l3, when SWE was effective at
trafficking CP-AMPARSs to layer 4-2/3 synapses (F8,C). To determine whether there
might be an offset in the timing of CP-AMPAR deliyghat might be later at layer 2/3-2/3
synapses, we also examined SWE-induced changestification at P14. However, SWE
was not associated with evidence for rectifying ANR3 at this age, either (Fig. 4D,E).

To verify that this was not due to subtle differesiin our recording conditions across
different experiments, recordings were carriedtowtirectly compare rectification properties
in the same cell (Fig. 4F,G). Stimulation eleceé®avere simultaneously placed in layer 4
and layer 2/3 of the spared barrel column, andE8Cs from the post-synaptic cell were
collected across a range of holding potentialfépresence of D-APV and picrotoxin to
pharmacologically isolate AMPAR-EPSCs. In 6/8 sasectifying AMPAR-EPSCs could
clearly be observed at layer 4-2/3 but not lay8¢Z8 inputs (Fig. 4G). On average, no
significant increase in AMPAR rectification was ebged after SWE at intralaminar inputs
(Fig. 4H). Thus, we conclude that layer 2/3 exomgainputs are distinct from layer 4 in both

their developmental timing and the synaptic medrasiunderlying SWE-induced plasticity.
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Figure 4. SWE does not drive CP-AMPARSs to layer 2/3-2/3 synags.A, Schematics of electrode
placement for control (black) and SWE-treated gs@reen) at layer 2/3-2/3 synapdgsExample

cells from P13 control and SWE animals showingi&@/8-evoked AMPA-EPSCs at holding potentials
-40, -20, 0, +20 and +40 mV. Scale bars: 20 pAN&0C, I-V curves for control and SWE animals at
P13.D, Example cells from P14 control and SWE animalm&g. Scale bars: 30 pA, 20 nt, |-V
curves for control and SWE animals at PR4Configuration of dual-pathway recording in
SWE-treated tissue. One stimulation electrodedsqal in layer 4 and the other is in layer 2 ofdame
barrel column while recording from the same lay@rrieuronG, Example traces (peak-scaled) from
dual-pathway recordings of a P13 SWE-treated anainhablding potentials -40, -20, 0 +20 and +40
mV. Scale bars: 30 pA, 10 ms. Layer 4-2/3 synapsg's more rectification than layer 2/3-2/3 synapse
within the same postsynaptic neuréh.Rectification index for P13 and P14 control andEStreated
animals at layer 2/3-2/3 synapsksScatter plot of S-mEPSC decay time at layerZ2Bpathway

from P11-17.

2.3.5 Precise, synapse-specific onset of experiefiependent plasticity

Given experimental uncertainty in gestation peaad the precise timing of birth
(birthdate was approximated by inspection 1-2x/deiy3 remarkable that we were able to
indentify a discrete time window by which layerdddayer 2/3 inputs are differentially
regulated by sensory experience. To control foeiptil differences between groups of
animals, we undertook a second series of expersweinéreby littermate control and
SWE-treated animals were examined on the sameagiaekttay. Furthermore, both input
pathways were evaluated in the same cell, providadjtional strength to this method of
comparison. Because SWE is capable of triggeyngic strengthening at layer 4 but not
layer 2/3 inputs at P12, this age was selectethfie extensive analysis.

Dual-pathway recordings of Sr-EPSCs from pairsi# Bontrol and SWE-treated
littermates were carried out (Fig. 5A,B). In théifermates with identical postnatal ages, SWE
induced a robust and significant increase in Sr<EB®plitude only at layer 4 inputs (control
9.7+0.6 pA versus SWE 11.7+0.4 pA, p<0.05 by Mannitey) but not at layer 2/3 inputs
(control 11.0£1.2 pA versus SWE 11.1+0.4 pA, pyaMann Whitney). In addition,

stimulation in layer 2/3 of adjacent, deprived kadid not reveal any SWE-dependent change
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in synaptic strength, indicating that these effecesspecific to the spared barrel column (Fig.
5C,D). These results are consistent with previmdirigs from the single pathway-stimulation
recordings and strongly support the conclusion ¢hiéital period timing is regulated in an

input-specific manner.
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Figure 5. Dual pathway recordings show that SWE-indced plasticity is age- and
pathway-specific.A, Mean amplitude of evoked Sr-EPSCs in dual-pathwagndings from control
(black) and SWE (green) littermates at PR2Example experiment from control and SWE animals
showing average Sr-EPSC traces at two inputs tetsame post-synaptic cell. Top, schematics of
experimental recording configuratiah.layer 4-2/3 control2, layer 2/3-2/3 control3, layer 4-2/3
SWE;4, layer 2/3-2/3 SWE. Scale bars: 5 pA, 5 ms. SWdddo a pronounced increase in Sr-EPSC
amplitude at layer 4-2/3 synapses (3 compared butljninimal change at layer 2/3-2/3 synapses (4
compared to 2)C, Scatter plot of dual-pathway recorded Sr-EPSC duog#s for layer 2/3 neurons
with inputs arising from within the spared barreluenn and from neighboring, deprived columns. Top,
schematic of dual-pathway recording configurati®aottom, scatter ploiV: Within column,N:
Neighboring columnD, Mean Sr-EPSCs amplitude for layer 2/3-2/3 synapstsinputs from within
the spared barrel column and from neighboring degdrcolumn. p<0.05.

2.3.6 NMDARs at layer 2/3-2/3 synapses contain |eN&2B than layer 4 inputs

Because developmental plasticity is associated elévated NR2B content at
thalamocortical synapses (Carmignoto and Vicin@2Zt®Barth and Malenka, 2001; Lu et al.,
2001) we hypothesized that the extended durati@V@E-induced plasticity at layer 2/3-2/3
inputs might be associated with increased NR2Bedd connections. To assess this, we
examined the ifenprodil sensitivity and decay kicebdf the pharmacologically-isolated
NMDAR-EPSC in control, undeprived animals at a twieere SWE was capable of inducing
an increase in Sr-EPSC amplitude at both typegradsses, P13.

Layer 2/3-2/3 and layer 4-2/3 inputs were analyinetthe same post-synaptic cell, using the
dual-pathway stimulation set-up. At this age, NMDAfRdiated EPSCs at layer 2/3-2/3
synapses were moderately but significantly lessitea to the NR2B-specific antagonist
ifenprodil than layer 4-2/3 synapses within the samall (percent reduction in peak
NMDAR-EPSC current at +40 mV for layer 2/3-2/3: &45.4 % versus layer 4-2/3: 57.7+5.7
%, Fig. 6C,D). Consistent with a higher NR2A contanlayer 2/3-2/3 synapses, layer 2/3-2/3
NMDAR-EPSCS also displayed faster decay kineties tftnose at layer 4-2/3 synapses (layer

2/3-2/31=59.8£2.7 ms versus layer 4-2/393.3+11.4 ms; Fig. 6A,B). These results could
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not be attributed to differences in presynaptieask properties between the two pathways,
since the degree of pair-pulse depression wasigd¢t the two inputs (0.67+0.06 at layer
4-2/3 synapses versus 0.68+0.07 at layer 2/3-218mses, p>0.8).

In addition to comparing the properties of NMDARsleese two different synapses, we
also examined the ratio of AMPAR- and NMDAR-currantplitudes (A:N ratio) as an
indicator of synaptic maturation (Wu et al., 198&ac et al., 1997; Chiu et al., 2008).
Experiments were carried out by stimulating botthpays and recording from a single cell in
the presence of picrotoxin to pharmacologicallyasmglutamatergic currents. The A:N ratio
was not significantly different at control layeB22/3 versus layer 4-2/3 synapses (P12-13
layer 2/3-2/3: 0.82+0.1 versus layer 4-2/3: 0.88¥0QFig. 6E,F).

A similarity in the A:N ratio was observed desmtemall but reproducible difference
in the amplitude of control layer 2/3-2/3 Sr-EPS0mpared to layer 4-2/3 synapses at the end
of the second postnatal week (P13 layer 2/3-2/2:117 pA versus layer 4-2/3 9.9+0.4 pA,
Fig. 7A,B). This difference in Sr-EPSC amplitudenpt likely to be due to differential
electrical filtering of the EPSC signal due to heation of layer 2/3 and layer 4 inputs along
the layer 2/3 pyramidal cell dendrite, since tise and decay times for these events were
identical for the two inputs (Fig. 7E). This difégrce in the amplitude of Sr-EPSCs did not
appear to persist over time, as the two pathwagarbe similar at later developmental
timepoints (P14-15 layer 2/3-2/3 9.12+0.4 pA versygr
4-2/3 9.52+0.3 pA; Fig. 7C,D for two-pathway expeents in the same cell and for all values
pooled across a given day from P11-17, Fig. 7F).

Taken together, these data provide additional supothe finding that different

excitatory synapses onto the same layer 2/3 nezaomlisplay markedly different properties.
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In addition, these findings indicate that relatywbigh NR2B content is linked to a capacity for

experience-dependent plastidityivo, consistent with previous developmental studies.

Figure 6. NMDAR properties are different between lger 4-2/3 and layer 2/3-2/3 excitatory
synapsesA, Peak-scaled averaged traces of NMDA-EPSC recorided0amV for layer 4-2/3 (black)
and layer 2/3-2/3 (red) pathways. Scale bars: Z)Ap0 ms.B, Decay kinetics of NMDA-EPSCs
(+40 mV) for dual-pathway recordings at layer 4-afl 2/3-2/3 pathways. Single exponential decay
function was fitted to NMDA-EPSC traces from peakk00 ms after the stimulus artifact and decay
constant was plotted. Filled squares are values for indiglccells. Open squares are the medgrror
bars: s.e.m.p<0.05 by paired Student’s t-te€k, Ifenprodil (Ifen) sensitivity. Top, schematic of
dual-cell recording in control tissue. Bottom lefkample traces of NMDA-EPSC before (-Ifen) and
after ifenprodil (+Ifen) treatment for dual recorgs from both pathways. Scale bars: 50 pA, 1000ns.
Percent ifenprodil-sensitive currents for layer/d-and 2/3-2/3 pathways. Scatter plot and the mean
(xs.e.m.) are presentell, AMPA:NMDA ratio for both pathwayd<=,. Example traces of EPSCs
recorded at -70 and +40 mV for AMPA:NMDA ratio inal-pathway recording configuration. Scale
bars: 50 pA, 20 ms.
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Figure 7. Layer 4-2/3 and 2/3-2/3 synapses showfdifent developmental maturation of
Sr-mEPSCs.A, Example traces of evoked Sr-mEPSCs from dualrditg of two pathways in a P13
control cell. Top: schematics of dual-recordingttBm left: example traces of evoked Sr-mEPSCs at
layer 4-2/3 (black) and layer 2/3-2/3 (red) synagsem the same postsynaptic cell. Scale barsALO p
100 ms. Bottom right: average traces. Scale bpA,% msB, Scatter plots of S-mEPSC amplitude
recorded at P13 at both pathway€, Example traces of a P14 control cell. Scale laesssame as in
A). D, The same as iB) for P14-15E, Mean rise time (black) and decay time (gray) eifEPSCs at
P13 (left) and P14-15 (rightr,, Mean Sr-mEPSC amplitude from P11-17 at |.ayef34a2d layer
2/3-2/3 pathways from single pathway experimenis0*05.
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2.4 Discussion

Here we have used SWE-induced potentiation to aet@luow plasticity at different
synapses can be regulatedibyivo sensory experience, identifying pathway-specifitoal
periods for excitatory synaptic strengthening yela2/3 pyramidal neurons. Compared to
layer 2/3-2/3 synapses, layer 4-2/3 synapses shamidier and shorter period during which
alteration in sensory input induced by the rema¥alll but a single whisker can increase
synaptic strength. The timing of this critical wetj for SWE initiated at P11-13, is similar to
what has been observed for the effects of sensepgivdtion on layer 2/3 neurons in rat barrel
cortex for dendritic spine motility (Lendvai et,&000), and the maturation of sensory-evoked
responses in vivo (Stern et al., 2001; Shoykhat.e2005). In addition, the maturation of
intrinsic firing properties in layer 2/3 neuronsshzeen localized to this brief developmental
window (Maravall et al., 2004).

In comparison, we found a delayed and prolongemg@édor experience-dependent
plasticity at layer 2/3-2/3 synapses. Given thatemhature slightly more quickly (based upon
different gestation periods and time to sexual migjy the critical period for plasticity at layer
2/3-2/3 synapses appears offset from that obsemveievious studies in rats. However, we
note that previous studies uniformly focused ondtfects of sensory deprivation, not
sensory-induced potentiation, and that criticalquks for these two conditions may not
proceed in parallel.

Synaptic segregation and pathway-specific plastigit

Input-specific difference in experience-dependdastity is of particular interest
because layer 4-2/3 and layer 2/3-2/3 inputs grieajly interdigitated across the same regions
of the dendritic arbor in layer 2/3 neurons. Fxaraple, more than 75% of inputs from layer

4 terminate on the secondary and tertiary basalrites of layer 2/3 pyramidal cells (Lubke et

78



al., 2003), compared to about 70% of inputs fropeil&/3 pyramidal cells (Feldmeyer et al.,
2006). The combination of overlapping synaptic inghomains with temporally dissociated
critical periods in layer 2/3 neurons suggests deaidritic gradients of ion channels that
influence electrical coupling of the synapse tosbma (Magee, 1998; Lorincz et al., 2002;
Notomi and Shigemoto, 2004; Kole et al., 2006; dolgg et al., 2009; Shah et al., 2010) are
unlikely to regulate SWE-induced plasticity.

Previous studies support the notion that the meshemnunderlyingn vitro plasticity at
layer 4-2/3 and layer 2/3-2/3 inputs are distifcl example, the rules for spike-timing
dependent plasticity (STDP and STDD), a promingpbkhesis to explain how coincident pre-
and post-synaptic activity might lead to synapttentiation or depression (Markram et al.,
1997; Bi and Poo, 1998; Debanne et al., 1998)ithatbeen evaluated at cortical synapses
(Feldman, 2000; Banerjee et al., 2009; Zilberteal t2009). Previous experiments at layer
2/3-2/3 synapses suggest that long-term deprefsidd) predominates at these contacts
(Zilberter et al., 2009). At layer 4-2/3 synaps®EDP follows more conventional rules,
where LTP occurs with presynaptic spiking beforstpgnaptic depolarization (Banerjee et al.,
2009). In addition, spike-timing dependent LTDadr 4-2/3 synapses involves presynaptic
NMDARs (Bender et al., 2006a; Bender et al., 200&dxriguez-Moreno and Paulsen, 2008)
but not at layer 2/3-2/3 inputs (Brasier and Feldn2008). Although both layer 4 and layer
2/3 inputs can be modifigd vitro in adult tissue using spike-timing plasticity prodts, we
find rapidin vivo plasticity is constrained to a discrete windowiofe during early
development.

Synapse-specific critical periods described henevassessed by a postsynaptic

measure of synaptic strength, using Sr-desynchedmzurotransmitter release.Presynaptic
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changes may also contribute to a critical periadeferience-dependent response potentiation
in vivo.
Developmental changes in EPSC amplitude

Analysis of Sr-EPSCs in control animals indicatest there is no set-point for the
amplitude of unitary excitatory synaptic contactsayer 2/3 cells during early development.
For example, EPSC amplitudes at layer 2/3-2/3 ss@mpecome progressively smaller during
the second postnatal week. Conversely, controf &3 EPSCs become larger by the end of
the time windows examined (P17). Remarkably, mgaRSC amplitudes in control animals
could differ by as much as 2 pA across several ,daysparable to the maximal effect of SWE
at a given postnatal day. In addition, layer 4-&48 layer 2/3-2/3 inputs were not of similar
amplitude on a given postnatal day (P12). Becauseffects of SWE were compared to
control values at a specific postnatal day (n@rt@verage across multiple days), it is unlikely
that our estimate of the timing of these two caitiperiods is affected by this developmental
phenomenon. The regulation of mean synaptic sthegigdifferent inputs and across normal
development has received considerable attentioegila al., 2002), and these data may
warrant further investigation.
CP-AMPARS are not required for plasticity

Trafficking of CP-AMPARS has been observed follogvin vitro potentiation (Shi et
al., 1999; Hayashi et al., 2000; Zhu et al., 20@@nt et al., 2006; Clem et al., 2008); but see
(Adesnik and Nicoll, 2007) as well &svivo synaptic strengthening in the neocortex, the
nucleus accumbens, the ventral tegmental areahamimygdala (Takahashi et al., 2003;
Rumpel et al., 2005; Bellone and Luscher, 2006nCaad Barth, 2006; Matsuo et al., 2008).

In the barrel cortex, the trafficking of CP-AMPARas been observed in the spared barrel
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column following SWE (Clem and Barth, 2006), sudopesthat these receptors might have
some essential role in the induction or maintenarigaasticity. However, we find that
CP-AMPARSs are not required for plasticity at laye?2/3 synapses, nor is their selective
mobilization an adequate explanation for the clesafrthe critical period.

In addition, it does not appear that CP-AMPARSsever present in significant amounts
at layer 2/3-2/3 synapses, even when these syndjsgday robust SWE-induced potentiation.
The selective trafficking or maintenance of CP-AM®Ao layer 4-2/3 synapses suggests that
plasticity-inducing processes mobilize distinct lsoaf AMPARS within the same
post-synaptic cell (Zhu, 2009). Although the presikata do not rule out the possibility that
CP-AMPARs might be transiently present (Plant et2£)06), we think that it is unlikely that
they are required for neocortical synaptic streegihg, even at layer 4-2/3 inputs (see also
(Clem et al.).

Our finding that AMPAR-content can be differentyategulated at layer 4 and layer 2/3
inputs is similar to what has been observed aewdfit inputs onto neurons in stellate cells
within layer 4 (Zhu, 2009), the lateral geniculatecleus (Kielland et al., 2009) or the basal
amygdala (Humeau et al., 2007), where distinct pobAMPAR subunits participate in
activity-dependent synaptic modifications. Thirgse data provide additional evidence that
the identity and activity of the presynaptic inpah influence post-synaptic receptor subtype.
Patterns of activity at different excitatory inputs to layer 2/3 pyramidal neurons

What types of activity are required to drive exttst synaptic strengthening in vivo?
At the developmental ages examined here, layeu#ons fire reliably to whisker deflection
(Benedetti et al., 2009). However, layer 2/3 naardo not, and response rates of less than

0.5 spikes per stimulus by single-unit recordinghi@ anaesthestized animal have been
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observed (Benedetti et al., 2009). Thus, it isl\ikkat at early developmental ages, layer 4-2/3
synapses are activated more robustly by incomingsg activity than intralaminar inputs
onto layer 2/3 pyramidal neurons, which requirersgrand reliable firing of connected layer
2/3 neurons.

Strong and reliable input from layer 4 neurons ol during the second postnatal
week may provoke the earlier maturation and expeealependent plasticity of layer 4-2/3
synapses. In contrast, layer 2/3-2/3 inputs matyraanore slowly, consistent with the fact
that 2/3-2/3 Sr-EPSCs displayed a longer windowSM(E-induced synaptic strengthening.
However it is not consistent with the high NR2B ot at layer 4-2/3 synapses, a feature
typically seen in more immature synapses (Monyeait.el994; Sheng et al., 1994; Flint et al.,
1997; Stocca and Vicini, 1998; Tovar and Westbrd®89; Barth and Malenka, 2001).

Both layer 4-2/3 and layer 2/3-2/3 inputs can ugdesynaptic strengthening vitro
well past than vivo critical periods described here. For example, STP-can be evoked into
adulthood at layer 4-2/3 synapses (Banerjee é2@09), and changes in synaptic strength and
connectivity have also been observed in mature asifCheetham et al., 2007; Cheetham et
al., 2008). Developmental changes in circuit fumttisuch as the emergence of feedback and
feedforward inhibition (Kiser et al., 1998; Portgral., 2001; Swadlow, 2002, 2003; Sun et al.,
2006; Helmstaedter et al., 2008), may be importagalators of plasticityn vivo (Hensch et
al., 1998; Iwai et al., 2003; Fagiolini et al., 20®Hensch, 2005). Our data indicate that/ivo,
critical period plasticity is not likely to be relgted solely by the postsynaptic cell, or by the
proximal/distal location of the synapse on the diedSynapse-specific plasticity might be the

result of distinct patterns of activity inducedttharive at layer 4 versus layer 2/3 inputs during
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the stimulation of sensory inputs, or by the syeagsecific presence of plasticity-promoting

factors.
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3. Synaptic lability after experience-dependent plsticity is not mediated by
calcium-permeable AMPARs

3.1 Introduction

The activity-dependent trafficking of AMPA recep{®MPAR)-type glutamate
receptors to enhance synaptic strength has beenvellsin many experimental preparations
(Shi et al., 1999; Takahashi et al., 2003; Rumpal.e2005; Bellone and Luscher, 2006; Clem
and Barth, 2006; Plant et al., 2006; Sutton e28I06; Clem and Huganir, 2010; Lante et al.,
2011). AMPARSs are tetrameric receptors, the vagontg of which contain an RNA-edited
form of the GIuA2 subunit that renders the compiegermeable to calcium
(calcium-impermeable AMPARSs; CI-AMPARS). Howevendgr some circumstances, it has
been possible to detect the presence of calciumgerle AMPARs (CP-AMPARS) at
synapses, based upon their unique electrophysaabgnd pharmacological properties (Man,
2011). These receptors typically lack GluA2, and/in@ homomers of GluAl. The uncommon
subunit composition of these receptors, as wethes unusual calcium permeability, has made
these receptors the source of great interest ierstahding the mechanisms that modulate
synaptic function in health and disease. For exaniphas been hypothesized that
CP-AMPARS can provide a source of Cantry that might regulate excitotoxicity or
subsequent plasticity (Demrgal., 2003; Wiltgeret al., 2010).

In a number of cases, the trafficking of native &APARs has been associated with
recent synaptic potentiation (Bellone and LuscB@06; Clem and Barth, 2006; Plant et al.,
2006; Clem and Huganir, 2010), suggesting thatetheseptors may play an important role in
the initiation or maturation of synaptic plasticigor example, the presence of CP-AMPARs
can be detected after altered sensory experienagat4-2/3 synapses in somatosensory

cortex (Clem and Barth, 2006), as well as in thggaala after fear conditioning (Clem and
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Huganir, 2010). However, other reports indicate tha trafficking of CP-AMPARSs does not
occur during in vitro plasticity induction (Adesrgid Nicoll, 2007; Gray et al., 2007; Clem et
al., 2008). Thus, the requirement for CP-AMPARSsynaptic potentiation and depression is
the center of debate.

A model that has some experimental support iIsGRaAMPARS are specifically
responsible for rapid and early, but not long-techgnges in synaptic strength. They may
serve as “placeholders” for eventual substitutipiCh- AMPARSs (Plant et al., 2006; Clem and
Huganir, 2010; Yang et al., 2010), or might provadsubstrate to rapidly retune synaptic
strength to maintain some dynamic range of synapive (Thiagarajamt al., 2005; Suttoret
al., 2006; Houwet al., 2008). Indeed, a number of reports indicate ttiatemoval of
CP-AMPARSs can be triggered by synaptic stimulatom vivo activation, leading to synaptic
depression (Bellone and Luscher, 2006; Ho et @072Clem and Huganir, 2010; Yang et al.,
2010; Lante et al., 2011). Taken together, thete slaggest that CP-AMPARSs might serve as
an intermediate step in synaptic modifications, retbeir persistence or removal can
determine how long-lasting synaptic strength may be

The addition of CP-AMPARS to layer 4-2/3 synapsasmd) experience-dependent
plasticity in somatosensory cortex has been weédlished (Clem and Barth, 2006; Clem et
al., 2008; Wen and Barth, 2011). However, increaswvidence indicates that they are not
required for this form of plasticity, since synaptic strémgning can be observed without
CP-AMPARS, either at later developmental ages dransgenic mice that are mutant for the
GIuAZ2 trafficking molecule PICK-1 (Clem et al., 2BIWen and Barth, 2011). Despite the fact
that they are not required, their presence mighetieless confer specific properties onto

recently strengthened synapses, such as the abilkisase prior modifications. This has been
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proposed from previous work, and has importantagpeuntic implications for reducing
pathological changes in synaptic strength in aduh¢seizure disorders, or anxiety disorders
(Bellone and Luscher, 2006; Rakhade et al., 2008n@Gnd Huganir, 2010).

Here we test the hypothesis that CP-AMPARS arecgsteal with synaptic lability,
whereby recently modified synapses might be sugiefb synaptic weakening due to the
removal of CP-AMPARSs. Previous work from our lals lestablished that plasticity at
excitatory layer 4-2/3 synapses undergoes an édlf)AR-dependent phase of synaptic
strengthening, followed by a later, NMDAR-dependamise of synaptic weakening (Cletn
al., 2008). We show that this NMDAR-dependent depogssan be triggered at individual
synaptic contacts in vitro, using a novel protabealt triggers a reduction of AMPAR-EPSCs
by pairing post-synaptic depolarization with presytic stimulation in a Sf based ACSF
solution.

This form of synaptic depression only occurs avjoesly potentiated synapses from
animals with altered whisker input, requires NMDARtvation, and can occur in cells where
CP-AMPARSs are undetectable or have been pharmacalbgblocked. Further dissociating a
role for CP-AMPARSs in this phenomenon, Sr-depressias never observed in control,
whisker-intact animals although CP-AMPARS couldde¢ected at layer 4-2/3 synapses in
some cells. Thus, we conclude that CP-AMPARs daroessarily confer synaptic lability at
layer 4-2/3 synapses, and that they are not essémtithe induction or expression of synaptic

depression in this assay.

3.2 Materials and Methods

Animals
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Wild-type or heterozygous mice (males and femdlesh a fosGFP (1-3 line, C57BI6
background (Bartlet al., 2004)) transgenic line at postnatal days 13 oiP1B-14) were used.
Bilateral whisker deprivation was performed whdtdat the D1 whisker on one side were

removed (Glazewslat al., 2007). Animals were returned to their home cdge4 hrs before

recording. Control animals were whisker-intacelithates of the deprived animals. Since there

was no significant difference between control wiyge C57BI6 and fosGFP+/-, data from
these animals were grouped. Recordings in contiah@s were not restricted to the D1 barrel
column, since all columns were equivalent in whiskéact animals. The barrel column
representing the “spared” D1 whisker was identibgcenhanced fosGFP expression and
relative position to the hippocampus in acute bsiges.
Whole-cell recording

Animals were anesthetized with isoflurane and deatgal. Coronal slices (350n

thick) were vibratome sectioned in artificial cenagpinal fluid (ACSF) at 2-8C composed of

(mM): 119 NaCl, 2.5 KClI, 2.5 Cagl1-1.3 MgSQ, 1 NahPOy, 26.2 NaHCQ, 11 glucose
and equilibrated with 95/5% AL 0,. Slices were maintained and whole-cell recordingee
carried out at room temperature in ACSF. In allexkpents, postsynaptic glutamatergic
responses from layer 2/3 pyramidal neurons withendame barrel column were
pharmacologically isolated using the GABAntagonist picrotoxin (Ptx; 5&M) in the bath
solution. Somata of lower layer 2/3 pyramidal ne&sron barrel cortex were targeted for
whole-cell recording with borosilicate glass eledis with a resistance of 4-8 MOhm.
Electrode internal solution was composed of (in mMJ0 cesium-gluconate, 10 HEPES, 0.5
EGTA, 8 NaCl, 4 Mg-ATP and 0.4 Na-GTP, 5 QX-314pHit 7.25-7.30, 290-300 mOsm and

contained trace amounts of the fluorescent dye &58. Pyramidal cell identity was
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confirmed after the recording session by pyramsdaha morphology and the presence of
dendritic spines. Only cells withsRes< 20 MQ and Rypu,> 200 MQ, where changes in either
measurement were less than 20% were included &dysis.

Stimulation of layer 4 afferents was applied atl@zlby placing glass monopolar
electrodes in the center of a layer 4 barrel, aimutation intensity was adjusted to isolate
monosynaptic EPSCs without recurrent activity. Etgzhysiological data were acquired by
Multiclamp 700A (Axon Instruments, Foster City, C&)d a National Instruments acquisition
interface. The data were filtered at 3 kHz andtthgd at 10 kHz and collected by Igor Pro 6.0
(Wavemetrics, Lake Oswego, Oregon). Extracellulausation was controlled by a Master-8
(A.M.P.1, Israel).

Depression of evoked Sr-EPSCs

To measure the amplitude of stimulus-evoked minBeAMPAR-EPSCs, St (3 mM)
was substituted for Cain ACSF to drive asynchronous glutamate releaaget.2/3
pyramidal neurons were voltage clamped at -70 miere the contribution of NMDARS to
the EPSC is minimal. This was experimentally vedfivith ACSF containing 0.5 mM Mg
where the mean &PSC amplitude was not altered by bath applicaifdd-APV. To induce
synaptic depression of Sr-EPSCs, layer 2/3 pyrdmielarons were voltage-clamped at -70
mV for >5 min (baseline response), then to -20 mV for 5, m@turning to -70 mV holding
potential (post- response). Stimulation frequerc§ Hz) and intensity were not altered during
the experiment, which allowed a comparison of el&giuency before and after pairing.

The evoked response has an initial synchronous eoamt (~50 ms post the stimulus
artifact) which was excluded in the analysis oERSC events. Isolated, asynchronous events

that occurred from 50-500 ms after the stimuluseweanually selected and analyzed using
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Minianalysis software (Synaptosoft, Inc. Decatuh)Grlhe detection threshold for events was
set at 2x RMS noise (usually around 4-5 pA) and elare filtered with a low-pass filter at 1
kHz. Approximately 50-100 events were randomly ctele from the pre- and post-response
and then grouped to generate average traces. Wigliscomparisons were made between the
events from the baseline and post- responses ¢braal. An average trace was generated
from grouping 50-100 randomly chosen events froohezll. Selected events were grouped
across all cells within an experimental conditiowl aanked ordered to generate cumulative
distribution plots.

Decay time of individual Sr-EPSC was analyzed anés the difference between the
time at the peak and 1/3 of the peak and the meeaydime was obtained by averaging all
selected events from all cells within a group.

AMPA EPSC measurement and rectification index (RI)

To isolate the multiguantal AMPAR- EPSCs, D-APV (B@) and Ptx were included in
the bath solution. Spermine (1AM) was included in the internal solution to ensare
sufficient amount of intracellular polyamine. LayB pyramidal neurons were
voltage-clamped at -70 mV and stimulus intensitg wdjusted until a clear monosynaptic
response (2-5 ms latency, consistent across faabks given response) was visible for every
sweepFor holding potentials at -70, 0, 40 mV, 10-20 spge@ere collected and averagétie
rectification index (RI) was calculated based omftbllowing formula:

Rl=abs(lo— lo) / abs(lzo— lo)
l.70, liaoand prefer to the peak amplitude of the averaged regsofts a given cell. If there
is no rectification at positive holding potentialsthe current-voltage relationship is linear, the

Rl in these measurements should be 4/7 (0.57).
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NASPM/PhTx application

1-Naphthylacetyl spermine trihnydrochloride (NASP30,uM) or Philanthotoxin (PhTXx,
10 uM) were applied in the bath (containing D-APV) &say the contribution of CP-AMPARS.
Antagonist was applied for at least 10 minutes &thk cell was being held at -70 mV, and the
amplitude of the post-drug response was calculayesl/eraging 10-20 sweeps immediately
prior to drug application versus 10 min after tinset of application. Because NASPM/PhTx is
hard to wash out, data from only one cell per shes collected. In some cases, AMPA-EPSCs
increased in amplitude after NASPM applicationadabm these cells was included in our
analysis.

To verify the reliability of using NASPM to blockkEAMPARS, the RI before and
after NASPM application (10 min after wash-in) veasnpared. Synaptic responses from
recurrent excitatory synapses onto layer 5 pyrahaelts of young postnatal C57BI6 mice
(P9-11) were obtained by stimulating layer 5. Cstesit with the finding that CP-AMPARS
are highly expressed around this developmentairalggyer 5 (Brill and Huguenard, 2008), we
observed that some AMPAR-EPSCs were rectifying. EB®plitude and Rl before and after
NASPM application was determined.

The effect of NASPM on Sr-EPSC amplitude was alsduated. For within-cell
comparisons, Sr-EPSCs were collected for ~5 minrbef@sh-in of NASPM-containing
Sr-ACSF. Only one cell per slice was included facts NASPM wash-in experiments. For
across cell comparisons of Sr-EPSC amplitude,siwere bathed in NASPM-containing
ACSEF for at least 20-120 minutes with afferent sietion before analysis of Sr-EPSC

amplitude.
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In experiments where the requirement of CP-AMPARSI-depression was tested,
slices were bathed in NASPM-containing ACSF forl2@ min with some afferent stimulation
before recordings to allow complete drug diffuseomd blockade of CP-AMPARS.

Within-cell recording of Rl and Sr-depression

To more accurately explore the necessity of CP-ARRBAn Sr-depression, the Rl was
examined and then Sr-depression was induced isaime cell. In these experiments,
AMPA-EPSCs were recorded at -70, 0 and +40 mV i Gased ACSF, then a’Sbased
ACSF was washed in and Sr-depression was inducddsasibed above. In a subset of cells,
the Sr-based ACSF was washed out after the Srslpreprotocol, and Ca-ACSF was
reapplied to obtain a second, post-depression Raorement.

Statistics

Specific statistical tests used are indicated ér#sults. For Sr-EPSC amplitude
comparisons before and after Sr-depression or NABBMment within the same cell and all
other non-pair wise comparisons between two camuit(control vs. SWE), a non-parametric
Mann-Whitney U test (two-tailed) was used. For 8SE event frequency comparisons before
and after Sr-depression, NASPM treatment in coratnol SWE conditions, and RI
comparisons within the same cell before and afiexesmanipulation, a paired t-test was used.
For comparisons of distribution of Sr-EPSC ampktiefore and after pairing for
Sr-depression experiments, a Kolmogorov-Smirnowwtes used. Summary data are presented

as meantsem.
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3.3 Results

Previous work has shown that modified whisker inputere all but a single whisker
(single whisker experience; SWE) has been remonaed 6ne side of the mouse face, leads to
the potentiation of synapses at layer 4-layer (3tatory inputs in the neocortical
representation of the spared whisker. This potBatiacan be accompanied by an increase in
presence of CP-AMPARSs, determined by their elettysmlogical and pharmacological
properties. The trafficking of CP-AMPARSs is asstethwith age and input identity, where
they are not implicated for plasticity inducedater developmental ages (when SWE begins at
P13 or older ages) or at layer 2/3-layer 2/3 inf\Men and Barth, 2011).

Assays to demonstrate the experience-dependeraein excitatory synaptic
strength have relied upon a method to isolate tis¢-gynaptic response in a pathway-specific
manner, using an ACSF where Sreplaces C4. Under these conditions, neurotransmitter
release is triggered by electrical stimulation &pacific input, but vesicle release is slowed
such that the post-synaptic response to indiviuahta can be evaluated (Goda and Stevens,
1994; Xu-Friedman and Regehr, 1999). In previowyases (Clem and Barth, 2006; Clem et
al., 2008; Clem et al., 2010; Wen and Barth, 20t AMPAR-EPSC was pharmacologically
isolated from NMDAR currents by the application®APV. However, during the course of
our investigations, we discovered that when bothDM®- and AMPAR-mediated currents
were present, there was sometimes a voltage-dependedown in the amplitude of average
Sr-EPSC for a given cell. This run-down was onlgggnt at layer 4-2/3 synapses from
SWE-treated animals, suggesting that it might keted to the recent potentiation at these

synapses.
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3.3.1 Sr-depression is induced by a modest post-gptic depolarization

We formalized a method to examine this synaptiditagpnamed Sr-depression, by
comparing mean Sr-EPSC amplitude before and aftspnaptic depolarization. We use
the term Sr-depression to indicate specifically thes depression was not what has typically
been considered “short-term depression” in othatiss, since its onset is immediate and it is
stable for many minutes following pairing. Expermgwere carried out in acute brain slices
from SWE-treated animals at postnatal day 13 (PL8me when experience-dependent
plasticity is pronounced (Figure 8A,B) (Clem andtBa2006; Clem et al., 2008; Clem et al.,
2010; Wen and Barth, 2011). Typically, Sr-EPSC atugé from a given cell was calculated
from the average of a 50-100 individual, well-igethevents (Figure 8C). The mean amplitude
of these events was constant over the recordiriggpethen the post-synaptic cell is
maintained at hyperpolarized holding potentialsEBSCs are primarily mediated by
AMPARSs, since application of NMDAR-antagonists does change Sr-EPSC amplitude at
hyperpolarized potentials when NMDARs exhibit areleteristic Mg*-dependent voltage
block.

Depolarization of the post-synaptic cell (-20 m\in, 0.1 Hz) leads to a rapid change
in Sr-EPSC amplitude (Figure 8D), without any changevent frequency between the
baseline and post-pairing period (Figure 8E, befimguency 2.85+0.35, vs. after 2.63+0.21,
n=8 cells, p=0.65 by paired t-test). Since stimalkastrength is not altered during the
experiment, and since individual Sr-EPSCs are thbtmrepresent individual release events at
distinct synaptic contacts, these results indittzé this depression is likely to be post-synaptic

in origin.
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Figure 8. Sr-depression can be elicited at layer 4-2/3 synagsfrom SWE-treated mice. A)
Schematic of an SWE animal (top) and recordingigandtion in the spared barrel column (bottoB).
Fluorescence image of a slice that contains theedgzarrel column, visualized by expression of GFP
fluorescence in a fosGFP transgenic mouseQ¥)An example Sr-EPSC trace (* indicates individual
Sr-EPSC event). Scale: 10 pA, 50 m3¥.Scatter plot of individual Sr-EPSC amplitudes befand

after Sr-depression induction, in a SWE-treatedhahilnset: average traces of Sr-EPSCs beforg (left
and after (right) Sr-depression induction. Scale b&pA, 5 ms. Bottom: Electrode series resistance
from the same cell, which does not change betwasaline vs. post-pairing windo&) Sr-EPSC

event frequency does not change after Sr-depresgioction.F) Mean change in Sr-EPSC amplitude
normalized to the baseline period, for the 8 délég showed significant Sr-depressi@).

Comparison of Sr-EPSC amplitude between pre- {fitliecle, green) and post-pairing window (open
circle, green) for individual cells. Cells were kavrdered according to their mean amplitude of the
baseline responses. Mamem is plotted for each cell. *p<0.05 by Mann-WhitriJ testH)

Cumulative distribution histogram of Sr-EPSC amyalé before (solid line) and after (dotted line)
pairing at -20 mV with presynaptic stimulation (1i3=dells).

Because statistical comparisons were carried awt farge number of events before and after
pairing, this method was very sensitive to smadingdes in Sr-EPSC amplitude. In tissue from
SWE animals, 16/20 (Figure 8G, 8/10 cells; alsoFsgare 15A showing 8 cells that express
Sr-depression in a separate experiment, 2 cellgwoltded in the figure do not express
Sr-depression, therefore 8/10 cetlis)ls showed a significant reduction in Sr-EPSC lgoge,
with a mean depression of ~20% (Figure 8F,G, Figdteaverage of 16 cells 20+2%; p value
range for individual cells 0.025-0.00002 for baselvs. post-pairing window by
Mann-Whitney U-test). A cumulative distribution tagram for all cells from the spared barrel
column showed a highly significant reduction in mvamplitude in the post-pairing window

(Figure 8H; Kolmogorov-Smirnov test p<0.00001, n=&ls).
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Figure 9. Layer 4-2/3 synapses from control animals did nobéibit Sr-depression.A)

Schematics of a control animal (top) and electrmag@iguration (bottom)B) Example scatter plot of
individual Sr-EPSC amplitudes from a control caling the same pairing protocol. Inset: averagesac
before and after pairing. Scale: 5 pA, 5 @3 Sr-EPSC event frequency does not change afténgair
in Sr*. D) Mean change in Sr-EPSC amplitude normalized tdéseline period before and after
pairing in control animal€) Within-cell comparison of Sr-EPSC amplitude betweee- (filled circle,
black) and post-depression induction (open citdieck). Cells were rank ordered according to their
mean amplitude of the baseline responBg€umulative distribution histogram of Sr-EPSC arole
before (solid line) and after (dotted line) paireig-20 mV with presynaptic stimulation (n=7 cells)
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In control animals, 0/7 cells showed a change #&B8C amplitude after pairing, (p value
range for individual cells 0.19-0.89 for baselirse post-pairing window; Figure 9A-E).
Depolarization did not change event frequency engbst-pairing window (Figure 9C). An
absence of synaptic depression was confirmed bysisaf a cumulative distribution
histogram of Sr-EPSCs from control cells, whereotization failed to trigger any shift in

event distribution (Figure 9F, Kolmogorov-Smirn@st p=0.715, n=7 cells).

3.3.2 Requirements for Sr-depression

Many forms of synaptic depression, including depoéion-induced plasticity at layer
4-2/3 synapses in the spared barrel column (@&eah, 2008), require NMDAR-activation. To
determine whether Sr-depression requires NMDARsex#nined whether bath application of
the NMDAR-antagonist D-APV was sufficient to blogd&pression in cells from SWE-treated
animals. In the presence of D-APV, 0/5 cells stbaaignificant reduction in Sr-EPSC
amplitude after pairing (Figure 10A,B, p value rarfg11-0.65, baseline vs. post-pairing
window by Mann-Whitney U test). Analysis of a cuititve distribution histogram of
Sr-EPSC events from all cells before and afteripgin S¢* showed a small, but still
significant reduction in amplitude (Figure 10B; Kalgorov-Smirnov test p=0.021 for baseline
vS. post-pairing window; note comparison from Fg8H where p<0.00001).

We also found that a more modest depolarizatiod@amV was sufficient to block
Sr-depression in most cells (Figure 10C; 4/6 didsmow significant depression, within-cell p
value range for these 4 cells, 0.14-0.73, for bhasels. post-pairing window by Mann-Whitney
U test), consistent with a role for NMDAR-activatiavhich remains partially blocked at this

holding potential. As above, the cumulative disttibn of Sr-EPSC event amplitudes showed
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a small shift following pairing at -40 mV (Figur@D; Kolmogorov-Smirnov test p=0.01 for
baseline vs. post-pairing window). Thus, Sr-depossgequires post-synaptic depolarization
and NMDAR activation. Based on the small but stiatidly significant reduction in Sr-EPSC
amplitudes shown in the cumulative distributiontdggams, there may be additional pathways

that are involved in this depression.
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Figure 10. Sr-depression in SWE-treated animals requires NMDARactivation. A) Within-cell
comparison between pre- (filled) and post-pairiogef) windows in the presence of D-ARB).
Cumulative distribution histogram of Sr-EPSC amjulé before (solid line) and after (dashed line)
pairing at -20 mV with presynaptic stimulation irRAPV (n=5 cells).C) Within-cell comparison
between pre- (filled) and post- responses (opermaiyng postsynaptic depolarization to -40 mV with
presynaptic stimulation. *p<0.05 by Mann-Whitneydst.D) Cumulative distribution histogram of
Sr-EPSC amplitude before (solid line) and aftesf@al line) pairing at -40 mV with presynaptic
stimulation (n=6 cells).

3.3.3 The role of CP-AMPARSs in Sr-depression
Previous work from our lab has shown that CP-AMPARstrafficked to layer 4-2/3
synapses after SWE. Because other investigatioresfband that these receptors can be highly

labile at the synapse, we hypothesized that thid dgpression observed might be due to the
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NMDAR-dependent removal of CP-AMPARS. Previous 8pi@ssion experiments were
carried out in tissue from P13 animals, since CPP®®s have been detected after SWE at
this age (Wen and Barth, 2011). Consistent withpsavious findings, we observed significant
rectification of pharmacologically-isolated AMPARRECs after SWE at this age (Figure
11A,B; Control rectification index (RI) 0.57+0.061 cells vs. SWE RI1 0.42+0.04 n=10 cells,
Mann-Whitney U test p=0.03). To calculate the RRIE amplitude was recorded at -70, 0 and
+40 mV (see Methods). Cells with a Rl smaller tbasi7 were classified as rectifying, and
those with an RI equal to or larger than 0.57 vebassified as non-rectifying.

As a second method to quantify the contributio€BFAMPARS at layer 4-2/3 inputs,
we used Philanthotoxin (PhTx) or a synthetic analodhe CP-AMPAR antagonist Joro spider
toxin, 1-Naphthylacetyl spermine trihydrochloridéASPM) (Koikeet al., 1997)) to block
CP-AMPARSs (Figure 11C). Although layer 4-2/3 inptrteam SWE animals show significant
rectification compared to age-matched controls Rh&x/NASPM-sensitive current was not
significantly different between the two groups (g 11D, reduction in EPSC amplitude for
control 0.11+£0.09 n=7 vs. SWE 0.24+0.12 n=7, p=@@Mann-Whitney U test), likely due to
large variability in magnitude of NASPM-sensitivarent across cells in both control and
SWE conditions. This is in contrast to previousijplished results showing minimal Joro
spider toxin block at layer 4-2/3 synapses in adrgnimals (Clem & Barth, 2006), which
were not focused on the specific developmentalB@8) tested here. It is notable that a subset
of cells in control animals showed strong recttiica (5/14 cells show rectification index less
than 0.55) and NASPM blockade (3/7 control cellsvetd >15% block), despite the fact that

we could not induce Sr-depression in cells froms group.
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Figure 11.CP-AMPARSs are present at layer 4-2/3 excitatory syapses after 24 hr SWE at P134)
Example AMPA-EPSC traces recorded at -70, 0 andm¥@rom a control animal (left, black) and a
SWE-treated animal (right, green). Scale: 20 pAmEOB) RI in control (black) and SWE-treated
(green) animals. *p<0.05 by Mann-Whitney U t&3f.PhTx blockade of AMPA-EPSC amplitude from
a cell of P13 SWE-treated animal. Top: scatter pilgiMPA-EPSC amplitude before and after PhTx
wash in. Inset: average AMPA-EPSC traces for tlee @nd post-wash in periods. Scale: 50 pA, 5 ms.
Bottom: series resistance that does not changetioverD) Fraction NASPM/PhTx sensitive current
for control and SWE-treated animals at P13.
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3.3.4 CP-AMPAR blockade results in a small decrease Sr-EPSC amplitude

To determine whether we could detect a contribubb@P-AMPARS in Sr-EPSC
amplitude, we determined the effect of NASPM orela4~evoked Sr-EPSCs from
SWE-treated animals. We predicted that if theresveesmall number of CP-AMPARS at
individual layer 4-2/3 synapses, NASPM blockadeusthoeduce the mean amplitude of these
events. A comparison across cells from SWE-treatsohals showed that mean Sr-EPSC
amplitude was 11.62+0.5 pA (n=19), compared tcatinglitude of Sr-EPSCs in NASPM at
10.65+0.34 pA (n=17), a difference that was nonigigant (Figure 12A, p=0.099 by
Mann-Whitney U test). Sr-EPSC amplitude before aftelr NASPM application within the
same cell was compared for a smaller group of meufdASPM did not consistently decrease
event amplitude (Figure 12B,C; mean EPSC amplihefere drug application, 11.94+0.4 pA
vs. after 10.95+0.9 pA, n=4, p=0.43 by paired ttes

Because CP-AMPARSs, specifically those that are huera for GluAl, have been
shown to have moderately faster decay kinetics Glai1-GluA2 heteromers or GIuA2
homomers (Oh and Derkach, 2005), we also examiredher NASPM would slow the decay
constant of the Sr-EPSC. There was no significadidiction in decay kinetics in the presence
of NAPSM when compared across all cells (P13 SWERBSC 3.27+0.09 ms, n=17 versus in
NAPSM 3.19+0.08 ms, n=15, p=0.31 by Mann-Whitnetebt) and also when compared
before and after drug application in the same(beifore 3.12+0.16 ms versus after 2.94+0.19
ms, n=4, p=0.19 by Mann-Whitney U test). Althoufis difference might become
significant with a larger sample size, the laclagronounced effect suggests that decay

kinetics of the Sr-EPSC is not a reliable indicdtosrCP-AMPARS.
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If there were some synapses that contained priym@®-AMPARSs, NASPM
application might reduce the apparent frequendgysr 4-triggered Sr-EPSCs without
influencing the mean amplitude of events. Suchea@to might explain why the multi-quantal
EPSC amplitude might be reduced by antagonist egdpdn, but the single-quantal response
would not be markedly affected. However, a comparisf event frequency before and after
NASPM application showed that event frequency vigisificantly increased (Figure 12D,
baseline 3.96+0.21 Hz vs post-drug 4.73+£0.40 H2Z, eells), even when the mean amplitude
of the Sr-EPSC was significantly reduced (FigurB,Iibttom panel).This increase in
frequency suggests that NASPM might have some pagdig targets that normally suppress
presynaptic neurotransmitter release. Thus, webasthe lack of statistical significance for
NASPM-blockade of multiquantal EPSCs between coatnd SWE layer 4-2/3 synapses
(Figure 11D) to large cell-to-cell, not simply sys&-to-synapse, heterogeneity in the

distribution of CP-AMPARSs.
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Figure 12.NASPM as a tool to block CP-AMPARsA) Cross-cell comparison of Sr-EPSC amplitude
between SWE-treated animals (SWE) and SWE-treatigdlads in the presence of NASPM
(SWE+NASPM).B) Example experiments of a cell that showed no realuen Sr-EPSC amplitude
(top) and a cell that was reduced after NASPM waghottom). *p<0.05, comparing the baseline and
5 min post-NASPM wash in window by Mann-Whitney&st. C) Within-cell comparison of Sr-EPSC
amplitude between baseline and 5 min post-NASPMwira§WI-1-4).D) Comparison of Sr-EPSC
event frequency between baseline and post-NASPM wasindow (WI). *p<0.05 by paired t-test.
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3.3.5 NASPM effectively blocks CP-AMPARS

A critical assumption behind using NASPM to blocR-BMPARs is that this
compound is sufficient to fully block these receptander our recording conditions. To verify
that this was indeed the case, the Rl was detethiuafore and after drug application in the
same cell. If NAPSM is sufficient to eliminate tbentribution of rectifying AMPARS, the RI
should become linear after drug application. Thimdeed what was observed in
pharmacologically-isolated AMPAR-EPSCs (Figure I3}lls were divided into two groups
(rectifying vs. non-rectifying), based upon thelnRlues. Cells with a rectifying I-V showed a
23+8% (n=5) block in peak AMPAR-EPSC amplitude, pamed to cells with a linear I-V with
a 3.5+5% (n=5) block. As expected, blockade of O#PRARs made the I-V more linear
(Figure 13C,D, pre R1 0.4£0.07 vs post Rl 0.59+01835, p<0.05 by paired t-test). Taken
together, these data indicate that NASPM applioascufficient to eliminate rectification,

most likely through the selective blockade of CPAMRs.
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Figure 13. NASPM application blocks rectifying AMPARs. A) Fraction AMPA-EPSC amplitude
blocked by NASPM wash-in at +40 mV in rectifyindlsgred) and non-rectifying cells (black).
Dashed lines: horizontal, fraction NASPM=0; verid=0.57. Mean RI and fractional NASPM block
with corresponding S.E. are shown in the same BloExample EPSC traces showing selective
NASPM blockade of rectifying cells. Black: baselBESC before NASPM wash-in; red: 10 min after
NASPM wash-in. Top: a non-rectifying cell (Rl 0.78¢ale bars: 20 pA, 5 ms. Bottom: a
non-rectifying cell (R 0.43); scale bars: 10 pANS.C) I-V relationship of AMPA-EPSC in the same
cell as inB) (bottom) became linear after NASPM applicatiorfdbe: filled; after: open). Current
amplitudes recorded at -70, 0 and +40 mV were nzethto the amplitude at -70 mY2) NASPM
application significantly increases the rectificatindex (RI) after NASPM application. *p<0.05 by
paired t-test.
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3.3.6 Sr-depression does not require CP-AMPARSs

If synaptic lability at recently potentiated synapss mediated by the removal of
CP-AMPARSs, we should expect that when CP-AMPARs#meked, Sr-depression can no
longer occur. To test this hypothesis, NASPM wat bgplied to slices from SWE-treated
animals, and Sr-depression was induced by postpsigndepolarization. Because this
antagonist is an open-channel blocker, care wantakbath apply the drug with afferent
stimulation for at least 15 minutes prior to pagiin half the cells (4/9), a significant
depolarization-induced reduction in Sr-EPSC amgétwas observed (Figure 14A,B),
indicating that in these cells reduced currentugloCP-AMPARS was not required for
depression. The magnitude of depression in cedissiiowed a significant
depolarization-induced change in Sr-EPSC amplituae identical to that which we
characterized earlier, ~20% (Figure 14B and 8G, ¥#3=4). The cumulative distribution of
Sr-EPSC amplitude was also shifted after the paipiotocol in NASPM (Figure 14C,
p<0.001 by Kolmogorov-Smirnov test). Overall, théisdings are incompatible with an
obligatory role for CP-AMPARSs, either for induction expression, in Sr-depression.

We also evaluated the decay kinetics of the postageSr-EPSC.  If fast-decay
CP-AMPARSs are removed by this pairing protocolyds reasonable to hypothesize that there
might be an increase in the decay time constantieder, the lack of significant change after
NAPSM application suggested we might not be abldetect a small change in decay kinetics.
A comparison of the baseline and post-pairing deicag constant of the Sr-EPSC revealed
that the decay time constant was not slower aftelepression (3.86+0.09 vs. 3.27+0.16 for
baseline vs. post-pairing window, n=8 cells, p=§Mann-Whitney U test). These data are

inconsistent with the removal of fast-decay CP-AMEAduring Sr-depression.
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Figure 14.CP-AMPARSs are not required for Sr-depression A) Example scatter plot of a
Sr-depression experiment in the presence of NASRiYItill showed depression. Inset: average traces.
Scale: 5 pA, 5 mB) Within-cell comparison of Sr-EPSC amplitude betwpee- (filled circle) and
post-depression induction (open circle) in the @nes of NASPM. *p<0.05 by Mann-Whitney U test.

C) Cumulative distribution histogram of Sr-EPSC aruule before (solid line) and after (dotted line)
pairing at -20 mV with presynaptic stimulation iASPM (n=9 cells).
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3.3.7 Rectification is not correlated with Sr-depresion

If CP-AMPARSs are important for Sr-depression, eittog its induction, or because
they are selectively removed, then cells with nrectifying AMPAR-EPSCs should show
greater depression. This was not the case (FidgyteThe amount of Sr-depression was
uncorrelated with the cell’s RI, when RI measuretséma Ca" based ACSF were made
before SI* wash-in and depolarization (Figure 15A, p=0.58fifging cells, Rl 0.45+0.03,
magnitude of depression 21+4% vs non-rectifyingsc&I1 0.70+0.05, magnitude of
depression 23+3%, n=4 cells each). Cells that sdaneear |-V (Figure 15B, R1 0.59) or a
rectifying I-V (Figure 15C, RI 0.53) showed simildepression.

In a subset of cells, the Rl was determined in & Based ACSF both before and after
Sr-depression. In these cells, we noted that theeRame more linear (Figure 15E, pre RI
0.45%0.03 vs post 0.66+0.02, n=4, p<0.05 by patirest), suggesting that when present,
CP-AMPARSs might be removed during depression. TRIBAMPARS can be removed

during, but their presence is not required ford&pression.
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Figure 15. Sr-depression occurs irrespective of CRMPARSs after 24 hr SWE. A) The RI of cells
before the induction of Sr-depression is not catezl with the magnitude of depression in the same
cells (n=8). Cells presented here all exhibiteaificant Sr-depression (n=8). Cells with rectifying
(filled) and non-rectifying (open) AMPA-EPSCs atimved Sr-depression, the magnitude of which is
indistinguishable between the two groupsExample Sr-depression experiment at a non-rectjfgiil
(RI'0.59) from a SWE-treated animal. Inset: averagees of Sr-EPSCs pre- and post-Sr-depression
induction. Scale bar: 5pA, 5 n8) Example Sr-depression experiment at a rectifyglg(&1 0.53)
from a SWE-treated animdD) Rectification is absent after Sr-depression. Bwgrage Sr-EPSC pre-
and post-Sr-depression from the same cell &.iiScale bars: 5 pA, 5 ms. Bottom: AMPA-EPSC at
-70, 0 and +40 mV before (pre) and after (postji&ression from the same cell. Scale bars: 50 pA,
10 ms (pre) and 10 pA, 10 ms (po#).RI in rectifying cells significantly increaseseafiSr-depression
(pre, filled; post, open). *p<0.05 by paired t-test

110



3.3.8 Sr-depression is absent at older developmehtages

SWE-induced increased in the strength of layer34sghapses can be observed at least
until P14, although the contribution of CP-AMPARSSWE-induced potentiation appears
minimal at this time. The Rl is identical for SWERiL4 compared to control cells (control RI
0.64+0.59 n=11 vs. SWE 0.59+0.13 n=4, see also (8venBarth, 2011), and NASPM
showed a small effect on reducing the amplitudégneimultiquantal EPSC (Figure 16A,
control -8+12% n=6 vs. SWE -14+11%, n=4). At thgeaSr-depression in the spared whisker
barrel column could not be induced in any cell (ifggl6C, 0/6 cells, p value range 0.49-0.70
baseline vs. post-pairing window by paired t-test).

The cumulative distribution of Sr-EPSC amplitudesewnot different between pre- and
post-pairing window (Figure 16D, p=0.936). The aitople of SWE-induced synaptic
strengthening was comparable between the two &igsré 16B, P13 11.62+0.48 pA, n=19
cells vs. P14 11.24+0.49 pA, n=8 cells, p=0.94 lanktWhitney U test; see also (Wen and
Barth, 2011)), suggesting that pre-pairing resp@msplitude was not a factor in the induction
of Sr-depression. These data suggest the preséaagitical period for Sr-depression which

concludes at the end of the second postnatal week.
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Figure 16. Sr-depression was not observed at later developmemtages A) Fraction NASPM/PhTx
sensitive current in P14 control and SWE-treata@chals.B) Comparison of Sr-EPSC amplitude of the
pre-pairing window between P13 and P14 SWE-treadéthals.C) Within-cell comparison of

Sr-EPSC amplitude between pre- and post-pairinglovinin all P14 SWE-treated cellB) Cumulative
distribution histogram of Sr-EPSC amplitude befi@@lid line) and after (dotted line) pairing at -20
mV with presynaptic stimulation (n=6 cells)

112



3.4 Discussion

CP-AMPARs have been observed at synapses acro€N\tBeand can be mobilized in
response to activity. Despite this, it has beertrowersial what the role of this special
AMPAR subtype might be. Because the vast majofikMPARs are CI-AMPARSs, and
CP-AMPARSs appear to be tightly regulated, it hasrbempting to speculate that these
receptors might serve some special function. Famgpte, the calcium-permeability of these
receptors might allow activation of signal tranditut cascades that normally require
NMDARSs in mediating synaptic plasticity (Burnashehal., 1996; Mahanty and Sah, 1998;
Biou et al., 2008; Wiltgen et al., 2010).

Studies presented here were designed to evaluaspétific hypothesis that the
presence of newly-trafficked CP-AMPARSs might corderapacity for synaptic depression,
possibly akin to the process of depotentiation kizet been well-studied in other systems
(O'Dell and Kandel, 1994; Kim et al., 2007). Praxgavork has shown that after SWE-initiated
plasticity, potentiated layer 4-2/3 synapses exfilgronounced NMDAR-dependent
depression (Cleret al., 2008). Thus, although NMDARSs are required toaté potentiation at
the onset of SWE, subsequent NMDAR activation grggynaptic depression. We have
developed a novel in vitro method, Sr-depressian riecapitulates essential features of this
depression, and tested the hypothesis that it pdsceia the activation and/or removal of
CP-AMPARSs. Our findings suggest that CP-AMPARsraveessential for synaptic depression
at synapses that have been recently potentiatsdrsory experience.

CP-AMPARSs are not associated with Sr-depression dayer 4-2/3 synapses

Our conclusions are based upon the following figdifrom this study and others.

First, blockade of CP-AMPARSs by NASPM was not stiéfnt to abolish Sr-depression,

indicating that reduced current via CP-AMPARS, eithecause of their synaptic removal or
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decreased conductance, is not necessary for thisopmenon. Sr-depression could be induced
in cells that express only CI-AMPARS, or expressisdCP-AMPARSs, and the amount of
Sr-depression was comparable between the two gafugels. Layer 4-2/3 synapses are still
labile, even when CP-AMPARSs have been pharmacaddigiblocked. Second, although a
subset of neurons from control animals showedfy@ng AMPAR EPSCs (4/14 cells showed
an RI1 <0.5) and substantial NASPM sensitivity (4éh®wed >15% EPSC block by NASPM,;
see also (Kumasat al., 2002)), we never observed Sr-depression at k8 synapses from
control animals. If the presence of CP-AMPARSs wafigent to confer a capacity for
Sr-depression, we would expect to see this phenomanleast occasionally in control tissue.
Additionally, not all cells that express CP-AMPARSSWE-treated animals exhibited
Sr-depression (1/5 cells did not show Sr-depre$sidns dissociation between the absence of
Sr-depression and the presence of CP-AMPARs wasalserved at a slightly later
developmental age (P14), where layer 4-2/3 inpultgisplay some NASPM sensitivity (in
the current analysis, 3/4 cells show a >15% EP$Ckidby NASPM), but no Sr-depression.
The presence of Sr-depression during NASPM blockadesubset of cells indicates
not only that depression is not mediated by theorahof CP-AMPARS, but also that
CP-AMPARSs are not required to initiate Sr-deprassi®ecause CP-AMPARSs can flux some
Ca’ (Burnashewt al., 1996), it has been proposed that they might sas\enovel source for
Ca'" entry to regulate plasticity under some conditidgtewever, we note that the conditions
where Ca-entry via CP-AMPARSs is required for thadficking of AMPARS in excitatory
neurons may be exceptional, such as in GluR2/Ridefi animals (Biowt al., 2008; Wiltgen
et al., 2010). Thus, at layer 4-2/3 synapses, CP-AMPARy not be essential either for the

induction or the expression of Sr-depression. &gingly, although CP-AMPARS are not
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required for Sr-depression, we observed that tleydcoe removed during Sr-depression (after
Sr-depression, the AMPAR-EPSC shifted from reatifyio linear in 4/4 cells), indicating that
these receptors can be mobilized during this fofalepression. NAPSM application modestly
reduced the fraction of cells showing Sr-depresdiam 80% of the cells to 50% of cells that
showed a pairing induced reduction in Sr-EPSC aog#i, suggesting that CP-AMPARS
might play some role in the initiation or expressal Sr-depression at a subset of synapses.
CP-AMPARs and potentiation

Are CP-AMPARSs required for experience-depengeténtiation at neocortical
synapses? Our previous studies showed that AMP&Banhe rectifying after LTP in vitro and
also after SWE in vivo, suggesting that these recepvere acutely trafficked to and could be
maintained at potentiated synapses (Céeal., 2008). However, SWE triggers plasticity at
layer 2/3-2/3 synapses where CP-AMPARSs are noctiike (Wen and Barth, 2011), and in
PICK-1 knock-out animals, SWE still potentiatesday-2/3 inputs without adding
CP-AMPARS (Clenet al., 2010). Finally, we note that a capacity for fertlsynaptic
potentiationin vitro, after the onset of SWE-induced synaptic stremgtitg does not require
CP-AMPARSs, since pharmacological blockade of CP-ANRS does not impair LTP after the
onset of SWE-induced strengthening (Cleral., 2008). Taken together, these data indicate
that CP-AMPARSs are not broadly required for symapbtentiation at neocortical synapses.
Estimating the contribution of CP-AMPARSs to the EPSC

As in other studies, both pharmacological and edgttysiological methods were used
here to ascertain the presence of CP-AMPARSs. Guiltseesuggest that antagonists that have
been used as specific blockers of CP-AMPARs may lsavne unanticipated effects on EPSCs.

For example, in a number of cases we observedcaease in the multiquantal EPSC
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amplitude after NAPSM application (an increase-d@086 in approximately one third of all

cells), suggesting that a NASPM-sensitive receptight normally reduce presynaptic release
probability. Since these experiments were carrigdrothe presence of D-APV, it is unlikely

that NASPM block of presynaptic NMDARS that havebdypothesized to exist at this
synapses (Bender et al., 2006b; Banerjee et &19)28re responsible for this effect. NASPM

has been shown to block kainate receptors €ah, 2009), and presynaptic kainate receptors
have been described at thalamocortical synapsssmatosensory cortex (Kidtlal., 2002).

Thus, we hypothesize that presynaptic kainate tecemay be present at layer 4-2/3 synapses.
Although investigating the effects of polyamineagunists on release probability was not a
focus of the current work, further investigationsithis effect may be of interest.

These NASPM effects complicate the interpretatibaurs and others’ results, since an
increase in release probability would lead to goeagnt increase in the amplitude of the
post-synaptic EPSC and underestimation of the rion of post-synaptic CP-AMPARS.
However, our electrophysiological analysis showiecfification of the AMPAR-EPSC is
consistent with the presence of these receptdayeat 4-2/3 synapses under some conditions.
Sr-depression: a new experimental approach to studgynaptic plasticity in vitro

Our finding that we can induce depression of thentgal EPSC amplitude in a
Sr-ACSF solution is provocative. This method offérs advantage of precisely evaluating
how post-synaptic depolarization influences bothftequency and the amplitude of EPSCs at
individual synaptic contacts onto a cell. Consisteith a post-synaptic locus for depression,
we find EPSC amplitudes at layer 4-2/3 synapsedecsased without any change in event
frequency. On average, a 20% reduction in Sr -E&8flitude was observed. The magnitude

of the depression appears modest, but we nota tP@¥ reduction in Sr-EPSC amplitude
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normalizes SWE-induced increases back to contvelde Although a role for presynaptic
NMDARs in depression of layer 4-2/3 excitatory syses has been proposed (Bender et al.,
2006b; Banerjee et al., 2009), it is importantdterthat the effects characterized here are
likely post-synaptic in origin.

The protocol developed here to elicit synaptic degion in the presence of Sis
novel, and we have used it to probe the mechartisatsinderlie synaptic lability at recently
potentiated synapses. How long does this synappeedsion persist after pairing? The
post-pairing period analyzed here was admittedbytsfd min), and future experiments will be
required to determine the duration of this effédthough our data suggest that removal of
CP-AMPARSs can sometimes occur during Sr-depressi@m,ession may also result from the
removal of CI-AMPARs or activation of intracellulaignaling cascades to reduce channel
conductance. Thus, there may be several differeshanisms that underlie Sr-depression.
Alternatively, Sr-depression might occur via a coomnmechanism involving GluR1, a subunit
that could be found in both rectifying and non-ifgatig AMPARSs. In addition, we note that
some forms of LTD might specifically target the @ral of CP-AMPARS; there are likely to
be diverse processes that regulate synaptic depmessross the CNS. However, the relative
simplicity of this assay should facilitate its usether experimental preparations.

The mechanism by which Srtriggers vesicle fusion at the presynaptic teriniees
been studied (Goda and Stevens, 1994; Xu-Friedmamagehr, 1999), but a role for this ion
in activating post-synaptic signaling cascadesnwadeen evaluated. Because it is impossible
to remove all C& from our bath solution (even without addition af'G free C&" may be in
the low micromolar range), we cannot determine aesi™ is acting on normally

Ca *-dependent signaling cascades, or whether res@Zhiiin the ACSF is sufficient to do
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this. NMDARSs are permeable to’S{Mayer and Westbrook, 1987), and thus it is pdeditat
depolarization leads to influx of this ion to actig post-synaptic signaling cascades for

depression. A more detailed investigation into flienomenon is warranted.
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4. Ongoing sensory experience induces distinct pressof synaptic plasticity in barrel
cortex

4.1 Introduction

Experience in vivo can induce synaptic strengthghbintrafficking of
a-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acgteptors (AMPARS) (Shi et al., 1999;
Takahashi et al., 2003; Rumpel et al., 2005; Belland Luscher, 2006; Clem and Barth, 2006;
Matsuo et al., 2008; Clem and Huganir, 201@ng-term potentiation (LTP)-like synaptic
strengthening is associated with improved learaing blockade of molecules and pathways
required for synaptic strengthening impairs leagrand memory (Morris et al., 1986; Silva et
al., 1992; Moser et al., 1998)herefore experience-induced synaptic strengthesgnges as a
cellular substrate and read-out for learning anchorg. Past decades of research on
hippocampus-dependent spatial memory and amyg@glerdient emotional memory has
established that new memories are labile shortgr éifieir acquisition and are sensitive to
disruption by a wide variety of manipulations beftiney are stabilized, a process known as
“consolidation” (Nader et al., 2000; Nader and Essan, 2010). Furthermore, the
“consolidated” memories can re-enter the labiléesté heightened sensitivity to disruption
during later memory retrieval or reactivation, agess known as “reconsolidation”. In addition,
procedural motor memories have displayed a sirfalate phase during reactivation (Walker
et al., 2003). These behavioral findings suppartrtbtion that memories are labile.

Consistent with a labile nature of memories, tfemenance of enhanced synaptic

strength after LTP induction is unstable in vivalam vitro. At the medial perforant
path-dendate gyrus synapse, LTP induced by thet stimulation (TBS) protocol in awake,
freely moving rats decays within 3-5 days (Villatret al., 2002). Sustained injection of

NMDAR antagonist, CPP into the animals after LT&uction can block the decay of LTP
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(Villarreal et al., 2002). Consistent with the effef prolonged LTP, sustained CPP injection
can enhance spatial memory retention (Villarreall ¢t2002). These findings indicate that
activity-dependent increase in synaptic strengthbge and subject to NMDAR-mediated
depression in vivo. The lability of experience-igdd increase in synaptic strength has also
been observed in vitro, where subsequent activigxperience following the initial LTP
induction rapidly degrades synaptic strengthenBayrionuevo et al., 1980; Xu et al., 1998;
Zhou et al., 2003; Whitlock et al., 2006).

Layer 2/3 pyramidal cells can encode sensory in&tion and drive behavior (Huber et
al., 2008). Layer 4-2/3 excitatory synapses arartapr pathway for propogation of sensory
information within primary somatosensory cortex amelse synapses provide the major
excitatory inputs to layer 2/3 pyramidal cells. iRsanced experience-driven synaptic plasticity
has been documented at layer 4-2/3 synapses, vehecirelated with the plasticity of cortical
responsiveness of layer 2/3 cells (Allen et alg2Meynen et al., 2003; Clem and Barth, 2006;
Benedetti et al., 2009). Thus the properties okegpce-induced synaptic plasticity at layer
4-2/3 synapses are critical for shaping the finggonse of layer 2/3 pyramidal cells and
influencing the abilities of layer 2/3 cells to ede information and drive behavior. In this
chapter of the thesis, we will investigate how dngsensory experience modifies the strength
of layer 4-2/3 synapses in barrel cortex of youagtpatal mice and the underlying molecular
mechanisms for these time-dependent changes.

We have previously reported that unbalanced whiskperience modifies the strength
of layer 4-2/3 excitatory synapses in barrel co(tébem and Barth, 2006; Clem et al., 2008).
While the initiation of single whisker experien@®/E) where all but one whisker have been

removed triggers synaptic potentiation of layer/3-2/napses, subsequent experience induces
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synaptic depression (Clem and Barth, 2006; Cleah. e2008). However, the time scale at
which this transition occurs as well as the undegynolecular mechanisms remain unknown.
Here, in order to investigate how ongoing whiskgregience changes layer 4-2/3 synaptic
strength over time, we recorded synaptic strengtim fanimals that underwent various
duration of experience. We discovered that ongaihgker experience triggered an early
phase of plasticity where synaptic strength pragvesdy increased, followed by a labile phase
where synaptic strength weakened and a subsedaeilization phase where synaptic strength
did not change with additional experience.

The clearly delineated time course of synaptictpig allows us to dissect specific
mechanisms involved in individual phases of plasti®We demonstrated that although both
the early and the labile phases of plasticity resfuiNMDAR activation, postsynaptic
NMDARs became less sensitive to the selective NR2Agonist ifenprodil during the
transition from the early to the labile phase. Tatagether, these findings indicate that
experience-dependent changes in excitatory synsijpéngth in vivo occur in distinct phases
and the functional switch of NR2 subunit compositthuring experience-dependent in vivo
plasticity may serve as a molecular mechanism fadutating the direction of synaptic

plasticity in primary sensory cortices.

4.2 Materials and Methods
Animals

There are two sensory paradigms used in this stidgle whisker experience (SWE)
vs. single row experience (SRE). In the SWE paradiglateral whisker deprivation was

performed where all but the D1 whisker on one sida@n animal’s snout was removed (Barth
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et al., 2000). In the SRE paradigm, all whiskersendeprived bilaterally except a single set of
D row whiskers on one side (Finnerty et al., 1998ild-type or heterozygous mice from a
fosGFP (1-3 line, C57BI6 background) transgenie (flosGFP+/-, aged P12-P14) were used
for experiments where SWE was induced. Non-transgeh7Bl6 mice of the same age were
used where SRE was induced. Animals were retuiméueir home cages for varied amount of
time (0-72 hrs) before sacrifice for recording. @ohanimals were undeprived whisker-intact
littermates of the deprived animals and becaus&@mmimals did not undergo SWE, the data
from these animals were taken as “0 hr” SRE-tred@edordings from any barrel column in
control (O hr) animals were grouped because theebaslumns in these animals were
considered equivalent. The barrel column represgrtkie spared D1 whisker in SWE-treated
animals was identified after at least 18 hr SWEeblganced fosGFP expression and relative
position to the hippocampus in acute brain slidé® spared D barrel in SRE-treated animals
was identified as the fourth barrel from the latsrde of slices that contain 5 barrels (A to E,
lateral to medial). Any slice that did not contalear A-E barrels was discarded. There are
usually one to two slices per brain containing Gdda.
Whole-cell recording

Animals were anesthetized with isoflurane and ditgtgal. Slices were prepared in two
different ways according to the type of sensoryegigmce (SWE vs. SRE) that animals
underwenin vivo. Coronal slices with 350 um thickness for SWEtgdanimals were
vibratome sectioned in regular artificial cerebiiagpfluid (ACSF) at 2-6°C composed of
(mM): 119 NaCl, 2.5 KCl, 2.5 Cagl1.3 MgSQ, 1 NaHPQ,, 26.2 NaHCQ, 11 glucose and
equilibrated with 95/5% @CO,. Slices from SRE-treated animals were prepareanby

“across-row” protocol (Finnerty et al., 1999; Cletnal., 2010). The mouse brain was put in a
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flat surface (no incline) and one cut was madéafosterior end of the brain along a plane
that is 45 degree towards the midline. The hesneigpbontralateral to the spared whiskers
was saved and the sectioning plane was mountde tmagnet plate of the vibratome. The
cutting procedures and slice thickness were keps#ime as those from SWE-treated animals.
Slices were maintained and whole-cell recordingsevperformed at room temperature.
Somata of lower layer 2/3 pyramidal neurons inddarortex were targeted for whole-cell
recording with borosilicate glass electrodes witlesistance of 4-8 MOhm. The depth of
neurons was kept consistent across all animalsanditions. Electrode internal solution was
composed of (in mM): 130 cesium gluconate, 10 HERESEGTA, 8 NaCl, 10 TEA-CI, 4
Mg-ATP and 0.4 Na-GTP, 5 QX 314 at pH 7.25-7.3@M-290 mOsm and contained trace
amounts of Alexa-568. Pyramidal cell identity wasfirmed after the recording session by
pyramidal somata morphology and the presence afrdenspines. Only cells with Ries<
30 MQ and Ryput> 200 MQ2, where changes in either measurement were less30t% were
included for analysis. Stimulation of presynapfieents was applied at 0.1 Hz by placing
glass monopolar electrodes in the center of laymarfels. Postsynaptic responses from layer
2/3 pyramidal neurons within the same barrel coluvere recorded. Electrophysiological data
were acquired by Multiclamp 700A (Axon Instrumeriisster City, CA) and a National
Instruments acquisition interface. The data wdteréd at 3 kHz and digitized at 10 kHz and
collected by Igor Pro 6.0 (Wavemetrics, Lake Oswé&y@gon). Extracellular simulation was
controlled by a Master-8 (A.M.P.l, Israel) and imnstlus isolator Isoflex (A.M.P.1, Israel).
Evoked Sr—AMPA miniature EPSC measurement

To measure the amplitude of stimulus-evoked mimaAMPAR-EPSCs, St (3 mM)

was substituted for C&in regular ACSF to drive asynchronous glutamaliease. D-APV (50
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uM) and picrotoxin (Ptx, 5@M) were included to pharmacologically isolate
AMPAR-mediated EPSCs. Layer 2/3 pyramidal neuroagewoltage-clamped at -70 mV. The
evoked response has an initial synchronous comp@n&@ ms post the stimulus artifact)
which was excluded in the analysis. Isolated, dsyomous events that occurred from 50-500
ms after the stimulus were manually selected amadlyaed using Minianalysis software
(Synaptosoft, Inc. Decatur, GA). The detectionshdd for events was set at 2x RMS noise
(usually around 4-5 pA) and data were filtered vaitlow-pass filter at 1 kHz. Approximately
100 randomly selected events were selected for @gthnd then grouped to obtain the
average trace or to measure the amplitude disioib@dr each condition. Comparisons were
made between groups. Averaged traces for eachimgugal condition were obtained by
grouping average traces from selected events lfaebs.
NMDAR-mediated EPSC and ifenprodil sensitivity

Evoked NMDAR-mediated EPSC was isolated by inclgdin
1,2,3,4-tetrahydro-6-nitro-2,3-dioxo-benzolflquiradixe-7-sulfonamide hydrate (NBQX, 5
uM) and Ptx (5QuM) in the bath solution (regular ACSF). Layer 248gmidal cells were
voltage-clamped at +40 mV. A single-exponentialclion was fitted to the average
NMDA-EPSC trace from its peak to 200 ms after tiraidus onset and a decay constant
was determined from the fit. Baseline recordingBIMDA currents lasted at least 10 min to
make sure there is a stable baseline of 5-10 narasBess the content of NR2B-containing
NMDARs, ifenprodil (5uM), a specific NR2B antagonist was infused to #mording
chamber locally while recordings were continuedc&ese the action of ifenprodil was poorly
reversible (Kumar and Huguenard, 2003), we expeaubeccovery of the currents after drug

application which was observed in all of our expents. The average baseline response was
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obtained by averaging 20-30 sweeps right beforelthg was added. The average post-drug
response was obtained by averaging 20-30 sweeasdevhe end of recording after the
response stabilized.
Measurement of non-postsynaptic NMDARs

Evoked AMPAR-mediated EPSC (AMPA-EPSC) was isoldtgdhcluding Ptx (50
uM) in the bath solution containing 4 mM Cand 4 mM MJ" to block polysynaptic activity.
Layer 2/3 pyramidal cells were voltage-clamped@tmV while postsynaptic NMDARs were
blocked by non-competitive open-channel blockelbIDARS,
(+)-5-methyl-10,11-dihydro-5H-dibenzo [a,d] cyclgien-5,10-imine maleate, MK801 (1 mM)
included in the internal solution (Sjostrom et 2003; Bender et al., 2006b; Corlew et al.,
2007; Brasier and Feldman, 2008). Baseline recgsdiasted about 10 min to allow efficient
blockade of postsynaptic NMDARs by MK801. Two puslsath inter-pulse interval of 33 ms
(30 Hz) (Brasier and Feldman, 20@83re administered at a frequency of 0.1 Hz for reicgs
of paired pulse ratio of AMPA-EPSCs. Cells withatehcy of 2-5 ms for the’ EPSC and that
showed clear monosynaptic component EPSC werededltor analysis. Baseline responses
and post-drug responses were obtained by aver@@isgeeps right before drug application or
5-10 min after drug application when responses wereally stabilized. Paired pulse ratio
(PPR) was expressed as the ratio of {{EPSC amplitude and th& EPSC amplitude of the
average traces [2EPSC/¥ EPSC).
Timed injection of NMDAR antagonist

NMDAR antagonist, CPP (10 mg/kg body weight) wgedted intraperitoneally at

different time points after the onset of SWE andalekcell recordings were performed on
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injected animals at 24, 48 or 72 hours. Injectimese administered once and the animals were
put back to their home cages until sacrifice.
Statistics

For all non-pairwise comparisons, a non-paramataan Whitney U test (two-tailed)
was used. Cumulative distributions of event amgétéor grouped cells between conditions
were compared using Kolmogorov-Smirnov Test (K$)tésp value less than 0.05 was

considered statistically significant.

4.3 Results

4.3.1 Altered whisker experience induces an earlyhase of increase in Sr-EPSC
amplitude

Brief exposure to new experienicevivo leads to rapid increase in synaptic strength in
many brain regions. Many studies have shown tleastiength of recently potentiated
synapses is unstable and subject to activity-degr@rakepression (Barrionuevo et al., 1980;
Zhou et al., 2003; Whitlock et al., 2006; Wen araitB, 2012). Previously, our laboratory has
demonstrated that 24 hr SWE induced an initialdase in synaptic strength of layer 4-2/3
excitatory synapses and later switched to weak@nléim and Barth, 2006; Clem et al., 2008;
Wen and Barth, 2011). However, the time scaleterttainsition from synaptic potentiation to
depression is unknown. In order to investigatetithe course of experience-dependent
changes in synaptic strength, we recorded minigdBAR- EPSCs in St-replaced ACSF
(Sr-EPSC) (Goda and Stevens, 1994; Abdul-Gharli,e2306; Xu-Friedman and Regehr,

1999) from animals that undergo different lengthw/oisker experience. The amplitude of
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Sr-EPSCs recorded at each time point representexfexience-induced alteration in synaptic
strength as a result of cumulative prior experience

Selective up-regulation of fosGFP in the spareddbaolumn of fosGFP transgenic
mice after SWE has enabled us to identify and sfyahaptic changes in the brain circuits
affected by experience. Despite the fact that weidantify the spared D1 barrel after 24 hrs of
SWE, it has proven difficult for unequivocal iddmation before 12 hrs of SWE, a result that
might be caused by insufficient activation of tipared whisker for less than 12 hrs. Therefore,
we used SRE where all whiskers except a singlevDare removed bilaterally. Using a
para-sagittal slicing protocol (Fig. 17A), we coudentify the spared D barrel from slices with
an orderly array of A-E barrel (Fig. 17B, right) hias been shown that SRE can also increase
layer 4-2/3 synaptic strength (Clem et al., 20¥@¢ compared Sr-EPSCs from animals that
underwent SWE vs. SRE to see if both paradigmsiargar. In undeprived control animals (0
hr SRE), the Sr-EPSC amplitude was not differettvben SWE and SRE (Fig. 17C,D and Fig.
17E SWE 0 hr, 9.9+£0.80 pA, n=9 cells vs. SRE 0.Bt0.37 pA, n=14 cells, p=0.30),
suggesting that there is no bias in the populatfsynapses under investigation that might be
introduced by different slicing protocols. SimitarSWE, twenty-four hours of SRE induced
an increase in the Sr-EPSC amplitude (Fig. 17C ar,y&. 24 hr SRE p=0.01) and the
magnitude of synaptic potentiation for SWE tendete slightly higher than SRE (Fig.17E,
SWE 24 hr 11.9+-0.43 pA n=15 cells vs SRE 24 hi710.40 pA, n=12 cells, p=0.06). These
initial comparisons suggest that SWE and SRE anédagiin terms of the capacity to increase
synaptic strength in vivo and that SRE offers asib@gy to the early time points of sensory

experience and could be used as a tool to studyntigecourse of synaptic change
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Figure 17. SRE is similar to SWE. A)Schematic of two different slicing procedures,ora vs.
across-rowB) Images of slices that contain layer 4 barrelsgisoronal and across-row slice
preparations. Top: bright field images. Scale B&f um. Bottom: green fluorescent image of a cdrona
slice that contains the spared D1 barrel (*) fras3FP animals after 24 hr SWE. D: dorsal. M: medial
Slices from SWE-treated animals were prepared bynabd dissection and slices from SRE-treated
animals were prepared by across-row dissec@yriexample traces of layer 4-evoked Sr-EPSCs in
layer 2/3 pyramidal cells recorded from animalg tiraderwent 0 and 24 hr of SWE vs. SRE, in coronal
and across-row slices, respectivdly.Average traces of Sr-EPSCs from 0 and 24 hr of S¥/ESRE.
Black: O hr; green: 24 hr. Scale bars: 5 pA, 5E)sSummary of Sr-EPSC amplitude for 0 and 24 hrs
of SWE and SRE.
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4.3.2 SRE induces an early phase of increase in ERSC amplitude

In ordert to investigate the time course of SREit®t synaptic plasticity at layer 4-2/3
synapses, we first recorded Sr-EPSCs from 6 ard<lafter the onset of SRE. Compared with
that in the undeprived control animals (0 hr), 81teEPSC amplitude at 6 and 12 hrs
significantly increased in a progressive manney.(E8B,C, 0 hr 9.4+0.34 pA, n=13 cells; 6 hr
11.1+0.51 pA, n=8 cells; 12 hr 13.2+0.46 pA, n=8ls; p<0.0001 by one-way ANOVA
followed by Mann Whitney U tes®D vs 6 hr, p=0.006; 6 vs. 12 hr, p=0.01). Synagttiength
increased by about 40% from O hr to 12 hr and &e of synaptic strengthening is relatively
constant between 0-6 hr and 6-12 hr (~0.3 pA/hrpgxently, cumulative distribution of the
event amplitude also exhibited a progressive irsgdgom O hr to 12 hr (Fig. 18D, 0 vs. 6 hr,
p<0.001; 6 vs. 12 hr, p<0.001 by KS test). Theda diaow that during the first 12 hrs of SRE,

synaptic strength progressively increases at l4y&B excitatory synapses.
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Figure 18. The early phase of plasticity: progresse increase in Sr-EPSC amplitude. Apchematic
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Sr-EPSC amplitude at 0, 6 and 12 hrs of SBECumulative histograms of Sr-EPSC amplitude from
animals that undergo 0, 6 and 12 hrs of SRE.

4.3.3 A labile phase of decrease in Sr-EPSC amplde

We then asked if additional experience continuestrengthen synapses. Interestingly,
the Sr-EPSC amplitude after 12 hr of SRE did noticoe to increase, instead, it gradually
decreased. The Sr-EPSCs recorded at 24 hr was stpler, compared to 12 hr (Fig. 19A,B,
18 hr, 12.3+£0.70 pA, n=10 cells and 24 hr, 10.78(QA, n=12 cells, p=0.003 by one-way

Anova followed by Mann-Whitney U test, 12 vs. 24 pw0.16, 18 vs. 24 hr p=0.04). This
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decrease in synaptic strength was also evident frencumulative distribution (Fig. 19C, 12
vs. 18 hr, p<0.001; 18 vs. 24 hr, p<0.001 by K$) t&é®wever, the amplitude at 24 hr was still
higher compared to 0 hr (Fig. 19C, 0 vs. 24pa10.001 by KS test). The rate of synaptic
weakening between 12 and 24 hr was ~0.2 pA/hr,tyligmaller than that of synaptic
strengthening between 0 and 12 hr, resulting iatassynaptic strengthening at 24 hr. Thus we
refer to the period between 12 and 24 hr wher&StHEPSC amplitude decreases as the
“labile” phase.

Since the spared barrel could be identified in Sitgated fosGFP mice at 18 hr after
the experience onset, we wanted to see if SWEdrgyg similar time course of synaptic
depression. Consistent with the results from SREt&d animals at 18 hr, the Sr-EPSC
amplitude was significantly higher at 18 hr complangth 24 hr in SWE-treated animals (Fig.
19D). We normalized the Sr-EPSC amplitude at Garid824 hr to the mean value at O hr for
SWE and SRE respectively, and compared the relabimage induced by the two sensory
paradigms. Our data show that there was no sigmifidifference between the magnitude of
synaptic changes at 18 hr or 24 hr (Fig. 19D, 18\ME vs. SRE, p=0.57; 24 hr SWE vs. SRE
p=0.50). Both experience paradigms showed an patbntiation phase (compare 18 hr and 0
hr) and a labile phase (compare 18 and 24 hr).eltlata indicate that these phase-specific
changes in synaptic strength are a general phermmnarexperience-dependent synaptic

plasticity in barrel cortex, independent of theayy sensory paradigm being used.
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4.3.4 The stabilization phase of no change in Sr-E5Z amplitude

To test if synaptic strength continues to decreasaneasured Sr-EPSC amplitude in
48 hr SRE-treated animals. The average amplitu@&-&PSCs at 48 hr was not different from
that at 24 hr (Fig. 20A,B, 24 hr SRE 10.7+0.4 pA48 hr SRE 10.9+0.9 pA, p=0.82).
Neither did the cumulative distribution of the evamplitude reveal any difference (Fig. 20C,
p=0.61 by KS test). Thus, we find that after atdabile phase following the initial synaptic
potentiation, synaptic strength appears to belstabiat layer 4-2/3 excitatory synapses. We
refer to this period where continued experiencesau further change the Sr-EPSC amplitude

as the “stabilization” phase.
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4.3.5 Phase-specific transition of NMDAR functionn experience-dependent synaptic
plasticity

By whole-cell recordings of Sr-EPSCs at layer 4-@{8itatory synapses, we identified
three distinct phases of experience-dependent elsangynaptic strength. The discovery of
these discrete phases constrains the temporal witmletudying specific molecular
mechanisms responsible for plasticity at individolahses as well as for metaplasticity that
occurs during phase transitions. Previously ouofatory has demonstrated that the initiation
of SWE-induced synaptic strengthening requires NNR3Ahowever, continued activation of

NMDARSs during ongoing whisker activity starts toaken synaptic strength (Clem et al.,
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2008). Therefore, ongoing whisker experience tnigddVDAR-dependent metaplasticity
where NMDARs first mediate synaptic potentiatidrert switch to mediate synaptic
depression. The potentiation-labile-stabilizati@nsitioning of synaptic strength suggests that
NMDAR-dependent metaplasticity could underlie tansition of these different phases. To
further test this hypothesis, we performedivo injection of the NMDAR antagonist, CPP (10
mg/kg body weight) in animals that undergo différearation of experience and recorded
Sr-EPSCs from CPP-treated animals. Since SWE aiddekh induce an early potentiation
phase followed by a labile phase and the timinthe$e phases are similar (Fig. 3D), we used
SWE in the CPP injection experiments.

SWE-treated mice were injected once with CPP 42618 hr respectively and later
assayed for Sr-EPSCs at 24 hrs and the resultsSiia-treated animals with CPP injection
(Fig. 21A-C, red traces) and without (Fig. 21A-@een traces) were compared. Injections
made at 6 hrs showed almost complete blockadenafpdic strengthening (Fig. 21A and Fig.
21F, 6 hr SWE-CPP 12.5£0.76 pA n=9 cells vs. SWH*@B.6+0.37 pA n=7 cells, p=0.09).
This result was consistent with our previous firgdihat CPP injection at O hr completely
blocked synaptic strengthening when measured at 28lem et al., 2008). These data indicate
that during the early phase of plasticity NMDARe agquired for synaptic potentiation.

In contrast, the Sr-EPSC amplitude from CPP inpecthade at 12 hr and assayed at 24 hr was
increased by ~4 pA, compared with non-injected alsrffag. 21B and 21F, 12 hr SWE-CPP
12.0+0.63 pA n=9 cells vs. SWE+CPP 15.72+1.05 pA oells, p=0.03). Moreover, CPP
injections made at 18 hr increased the Sr-EPSCiardelby 1.5 pA (Fig. 21C and 21F, 18 hr
SWE-CPP, 11.9+0.43 pA, n=15 cells vs. SWE+CPP 1B4B:pA, n=21 cells, p=0.03).

Together, these data show that during the labits@INMDARS suppress synaptic strength
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and that the switch in NMDAR function is tightlyrcelated with the transition from the early
to the labile phase.

We then performed CPP injection during the stahiion phase. First, we recorded
Sr-EPSCs at 72 hr and found that the Sr-EPSC amdplitecorded at 72 hr SWE was similar to
that at 24 hr and 48 hr (Fig. 21C-E and 21F, gless; 24 hr SWE 11.940.43 pA n=15 cells,
48 hr SWE 11.3+0.56 pA n=11 cells and 72 hr SWH#0.39 pA n=14 cells, one-way
ANOVA p=0.44). This suggests that the stabilizatrase starts at 24 hr and lasts at least till
72 hr during SWE. Secondly, to investigate the ofIBIMDARS during the stabilization phase,
we injected CPP at 36 hr and recorded Sr-EPSCS8 lat during the early half (24-48 hr) of the
stabilization phase. The Sr-EPSC amplitude didmotase or decrease after CPP injection,
compared with non-injected animals (Fig. 21D,FhB&WE-CPP 11.3+£0.56 pA, n=11 cells vs.
SWE+CPP 11.1+0.73 pA, n=8 cells p=0.84). We thémeas the lack of NMDAR
contribution to plasticity lasts through the secbadf of the stabilization phase (48-72 hr).
CPP was injected at 60 hr and the Sr-EPSC amplitademeasured at 72 hr. Consistent with a
lack of NMDAR involvement, CPP injection did notastge synaptic strength during the
second half of the stabilization phase (Fig. 21B(Fhr SWE-CPP 11.1+0.39 pA n=14 cells vs.
SWE+CPP 11.8+0.50 pA, n=11 cells, p=0.43). Theselteindicate that NMDARS are not
involved during the stabilization phase.

Taken together, our data demonstrate that botkdaHhg and the labile phases of
synaptic plasticity require activation of NMDARgttNMDARSs switch their function from
mediating synaptic potentiation during the earlgg#to depression during the labile phase.
Furthermore, NMDAR-dependent synaptic depressidrarssient and the stabilization phase

no longer requires NMDAR activation. The tight tesmgd correlation between the effects of
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NMDAR blockade on and experience-induced alteratiosynaptic strength strongly argues
for an NMDAR-dependent metaplasticity mechanisnt timalerlies the phase transition of

synaptic plasticity at layer 4-2/3 synapses.
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Figure 21. Phase-specific transition in NMDAR fundbn. A) Injection of NMDAR antagonist CPP at
6 hr SWE reduces Sr-EPSC amplitude to the O ht.IBl&ck: O hr; green: 24 hr SWE without CPP
injection; red: 24 hr SWE with CPP injection atr6 8cale bars: 5 pA, 5mB) Injection of CPP at 12

hr further increases Sr-EPSC amplitu@gInjection of CPP at 18 hr further increases Sr-ESP
amplitude D) Injection of CPP at 36 hr does not change Sr-ER8glifude. Black: O hr; green: 48 hr
SWE without CPP injection; red: 48 hr SWE with GRjection at 36 hrE) Injection of CPP at 60 hr
does not change Sr-EPSC amplitude. Black: 0 hergré2 hr SWE without CPP injection; red: 72 hr
SWE with CPP injection at 60 H¢) Summary of Sr-EPSC amplitude with and without CREction

at various injection and recording times.

4.3.6 NR2B content decreases during the labile phas

One parsimonious hypothesis for the functional gwidf NMDARs from mediating
synaptic potentiation to depression is a changdamnel properties of NMDARSs induced by
ongoing sensory experience. Visual experience bas bhown to cause bidirectional switch in
NR2 subunit composition between NR2A and NR2B, ilequtb changes in cortical NR2
expression, NMDA current decay kinetics and serigjtio selective NR2B antagonist
ifenprodil (Quinlan et al., 1999a; Quinlan et 4099b; Philpot et al., 2001). The
experience-driven alteration in NR2B and 2A subuoainhposition has resulted in a shift in the
capacity to induce LTP vs. LTD (Philpot et al., 3p0O~hich has been proposed as a molecular
basis for experience-dependent plasticity in visoalex. In order to examine if changes in
NR2 subunit composition occur after whisker expeseein layer 2/3 pyramidal neurons, we
first investigated NR2B sensitive NMDA currentsngsselective NR2B antagonist, ifenprodil.
We measured NMDAR-mediated EPSCs (NMDA-EPSCs) Iiage-clamping layer 2/3 cells
at +40 mV in the presence of GABA receptor antagfgpicrotoxin (Ptx, 5aM) and AMPAR
antagonist NBQX (uM). Comparison of the average traces of NMDA-EPSIZsved no
difference in shapes of traces amongst 0, 6 arftr BRE-treated animals (Fig. 22A). The
decay time constants derived from fitting a singkg@onential function yielded no significant

change in the decay kinetics (Fig. 22B, 0182.31£4.44 ms, n=10 cells; 6 h575.4+2.48 ms,
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n=11 cells; 18 ht=76.0£2.82 ms, n=14 cells, p=0.30 by one-way ANOVA)wever, while
the fraction of NMDA-EPSC blocked by ifenprodil@t6 and 24 hr was similar, it was
significantly smaller at 18 hr (Fig. 22C,D, 0 h60x0.08, n=5 cells; 6 hr 0.66+0.08, n=6 cells;
18 hr 0.41+0.07, n=5 cells, 24 hr 0.57+0.08, n6¢é hr vs. 18 hr p=0.03 by Mann-Whitney
U test). Taken together, the NMDA-EPSC decay kasetind ifenprodil sensitivity data
suggest that although decay time constants rerhaisadme between the early and the labile

phase, ifenprodil-sensitive NMDA currents is sigrahtly reduced during the labile phase.
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Figure 22. Ifenprodil sensitivity of NMDA currents decreases during the labile phaséy)
Comparison of peak-scaled evoked NMDA-EPSCs recbatie40 mV at layer 4-2/3 excitatory
synapses at 0, 6 and 18 hr after the onset of SB&e bars: 50 pA, 25 ms. Black: O hr; green: Gdu;
18 hr.B) Comparison of single exponential decay kineticg)(tamong 0, 6 and 18 hr after the onset of
SRE.C) Example traces of peak-scaled NMDA-EPSCs recobaéare (black) and after ifenprodil
application (red) at 0, 6, 18 and 24 hr after theed of SRE. Scale bars: 50 pA, 50 D Summary of
the fractional block of NMDA-EPSC by ifenprodil@t6, 18 and 24 hr after the onset of SRE.
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4.3.7 Up-regulation of non-postsynaptic NR2B-containg NMDARS

Despite the observed reduction in the fractionatkhde of NMDA currents by
ifenprodil, the origin or synaptic location of sualthange is unclear. Non-postsynaptic
NR2B-containing NMDARs have been found at layerrd-&xcitatory synapses in barrel
cortex that promote spontaneous and evoked glutarekgase (Bender et al., 2006; Brasier
and Feldman, 2008; Rodriguez-Moreno and Paulse€38)Z0he reduction in the
ifenprodil-sensitive NMDA currents could be dueatdecrease in evoked presynaptic release
by blocking non-postsynaptic, NR2B-containing NMD#R\lthough previous studies suggest
that these functional non-postsynaptic NMDARs maydrated presynaptically in the axon
terminals (Brasier and Feldman, 2008), no direcdence has proven that this is the case. To
be accurate with the terminology, we will refeithese receptors with a function to promote
presynaptic release as “non-postsynaptic’ NMDARSs.

In order to investigate if a decrease in presycapiease probability contributes to the
reduction in NMDAR-mediated synaptic transmissifterafenprodil application, we recorded
AMPA-EPSCs at layer 4-2/3 synapses by hyperpolagifayer 2/3 cells to -80 mV and
blocking postsynaptic NMDARs with intracellular MBB1 (1 mM), an open-channel blocker
of NMDARSs. Hyperpolarization and intracellular MKB®ave proven successful in blocking
almost all postsynaptic NMDARs (Berretta and Jod896; Sjostrom et al., 2003; Bender et
al., 2006; Yang et al., 2006; Corlew et al., 20Bigsier and Feldman, 2008;
Rodriguez-Moreno and Paulsen, 2008). Since posisgndMDARS are blocked under these
conditions, any change in AMPA-EPSC amplitude afearprodil application would be
attributed by a change in presynaptic release pibtyaIn particular, a decrease in

AMPA-EPSC amplitude would indicate a decrease @symaptic release probability,
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presumably due to ifenprodil blockade of non-paségyic NR2B-containing NMDARSs that
normally enhance release probability.

Non-postsynaptic NMDARSs in layer 4-2/3 synapsesewnbatected in previous studies
at the physiological temperature or room tempeeaituthe presence of TBOA, a blocker of
glutamate transporter to increase ambient glutas@ieentration (Bender et al., 2006b;
Brasier and Feldman, 2008). However, our experimesre done at room temperature
without adding TBOA, in order to keep the experitaegonditions consistent with those
under which we saw a reduction in NMDA currentsfepprodil application. Two pulses (ISI:
33 ms, 30 Hz) (Brasier and Feldman, 2008) werergatea frequency of 0.1 Hz, the regular
stimulation frequency used to elicit evoked syraptirrents. AMPA-EPSCs in response to the
paired-pulse were obtained and the amplitude of1HePSC was collected over time
continuouslySince the action of ifenprodil on NR2B-containinlyINARS is poorly
reversible (Kumar and Huguenard, 2003), ifenpr@liiM) was infused locally to the
recording chamber after 5-10 min of a stable baselias achieved. We saw no obvious
recovery of the AMPA-EPSC amplitude over the 5-20 during the post-ifenprodil session
(Fig. 23A). Interestingly, we discovered a robustmrase in the amplitude of th& 1
AMPA-EPSC at 6 hr by ~40%, compared with O hr whebbwed a minimal blockade by
ifenprodil (Fig. 23A, 0 hr vs. 6 hr; Fig. 23C, 0 12+0.13 n=6 cells vs. 6 hr, -0.39+£0.07, n=5
cells, p=0.004). We further examined 18 hr, findihgt the fractional reduction in th& 1
EPSC amplitude at 18 hr was similar to that at &rid was still significantly greater than 0 hr
(Fig. 23A,C, 18 hr -0.33+0.11, n=6 cells, 6 vs.nt=0.42; 18 hr vs. 0 hr, p=0.03). The
fractional blockade by ifenprodil at 24 hr appdarseturn to the O hr level (Fig. 23A,C, 24 hr

-0.14+0.09 n=6 cells, 0 hr vs. 24 hr p=0.13). &lso important to note that some cells in the O
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hr and 24 hr conditions showed an increase in tHePISC amplitude, whereas all the cells in
the 6 and 18 hr conditions showed a decreaseitditgarodil application (Fig. 23C), suggestive
of non-postsynaptic NMDARSs during the early andlaphases. However, a recent study
performed in the basolateral amygdala has showtaajet effects of ifenprodil on presynaptic
release probability by partially blocking presyrie®/Q-type C& channels (Delaney et al.,
2011). Considering there is no evidence of suchspatific effects of ifenprodil in the
neocortex, ifenprodil-induced decrease in AMPA-ER®plitude is more consistent with
blockade of non-postsynaptic NR2B-containing NMDARat have been reported at theses
synapses. Nonetheless, a more convincing conclugioitd be reached by using a different
NMDAR angtagonist such as D-APV which has no regmbuff-target effects on presynaptic
Ca™ channels to see if the same results can be obtamweith ifenprodil, an observation
consistent with the contribution of non-presynaptR2B-containing NMDARSs.

Taken together, these results suggest experiencead up-regulation of
non-postsynaptic NR2B-containing NMDARs that noidjnaromote evoked glutamate release
during the early and labile phases, a finding ciest with previous work of non-postsynaptic
NMDARs at layer 4-2/3 synapses (Bender et al., 280&sier and Feldman, 2008;

Rodriguez-Moreno and Paulsen, 2008).
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Figure 23. Ifenprodil decreases AMPAR-mediated EPS@mplitude during the early and labile
phasesA) Example experiments of the effect of ifenprodileMoked AMPA-EPSC amplitude with
postsynaptic NMDARs being blocked by MK801, at 018 and 24 hr after the onset of SRE. The peak
amplitude of evoked AMPAR-mediated EPSC was plotieet time. The arrow indicates the time

when ifenprodil (5 um) was added into the recordihgmberB) Example traces of peak-scaled
AMPA-EPSC (2 EPSC taken from the paired pulse measurement)ebfitack) and 5-10 min after

the onset of ifenprodil application (red). Scalesb&0 pA, 10 msC) Summary of fractional changes in
the £' EPSC amplitude after ifenprodil application a6018 and 24 hr after the onset of SRE.
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However, a reduction in thé' EPSC amplitude is only one criterion for a decedas
presynaptic release probability, since effects #natnot caused by changes in presynaptic
release machinery might induce a change in pogi$ign@sponse, for example a non-specific
run-down of the AMPA-EPSC. Therefore, it is necegsa use a second criterion to identify
cells that express functional non-postsynaptic NMR3Ahat normally facilitate glutamate
release. We used the paired pulse ratio (PPRERSC/H EPSC) as the second criterion.
Paired pulse ratio is inversely correlated withsgreaptic release probability in that an increase
in PPR suggests a decrease in release probalntitg @dlecrease in PPR suggests an increase in
release probability. Therefore, cells expressingpostsynaptic NR2B-containing NMDARS
that promote presynaptic release would display balecrease in thé EPSC amplitude and
an increase in PPR, after ifenprodil applicatiore ¥émpared the baseline and post-ifenprodil
PPR for each time point (Fig. 24A, right column)th®ugh at none of the time points did the
baseline PPR significantly differ from the postaipeodil PPR (Fig. 24A), it is interesting to
note that a higher fraction of cells at 6 hr (3 o5 cells) and 18 hr (4 out of 6 cells) satisfied
both criteria (decrease i EPSC and increase in PPR), compared with 0 hui(bfo cells)
and 24 hr (1 out of 6 cells), respectively. Howevlee small sample size<@ cells) might
prevent us from seeing a significant change irRR& after ifen application that will suggest a
change in presynaptic release probability. We tirenped the cells from 0 and 24 hr where
there was little evidence for presynaptic NMDARgl 18 hr where presynaptic NMDARs
were clearly present and plotted the fractionahgean the 1 EPSC amplitude vs. the
fractional change in PPR. By grouping the cellsfiwe that 2 out of 12 cells in the 0-24 hr
group showed both an increase in PPR and a reduiotibie ' EPSC amplitude after

ifenprodil application (top left quadrant, Fig. 248 contrast, 7 out of 11 cells in the 6-18 hr
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group showed both changes (top left quadrant,Z4@§). Moreover, we find that all cells
(11/11, Fig. 24C) in the 6-18 hr group displaye@duction in the 1 EPSC amplitude,
compared to a small fraction (5/12) in the 0-24ytmup (Fig. 24B). The fractional change in
the ' EPSC amplitude in the 6-18 hr group tended toetate with the fraction of change in
PPR given the small sample size (red line, p=Fid,24C), however, there was no obvious
relationship between the two measures in the Or2¢dup (p=0.77, Fig. 24B).

Taken together, the combined data of kPPR and*t#eMIPA-EPSC amplitude
together provide reliable measurements of functiona-postsynaptic NR2B-containing
NMDARs at layer 4-2/3 synapses. At room temperaame normal simulation frequency (0.1
Hz) without artificially increasing ambient glutateaconcentration, we were able to detect
non-postsynaptic NR2B-containing NMDARs that proenevoked glutamate release. We find
that ongoing experience drives an up-regulatiofuétional non-postsynaptic
NR2B-containing NMDARSs during the early synaptidgrdiation phase (6 hr) and that
expression of these receptors persists througheuabile phase (18 hr) before returning to the

control level.
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Figure 24. Non-postsynaptic NMDARs are regulated dung the early and labile phasesA)

Changes in paired pulse ratio (PPR) at differenetpoints after ifenprodil applicatiobeft: example
traces of the baseline (black) and post-ifenpr@di) of AMPA-EPSC at 0, 6, 18 and 24 hr after the
onset of SRE. Right: PPR before (pre) and aftestjgfenprodil application for corresponding time
point shown on the lef8) Fractional change in PPR as a function of fraci@hange in the®1
AMPA-EPSC amplitude from all cells at O hr (grayde24 hr (blue) after the onset of SRE. Linear
regression was performed on theses cells. p=012 oells.C) Fractional change in PPR as a function
of fractional change in the'" AMPA-EPSC amplitude for all cells in 6 (green) d@@ihr (red) after the
onset of SRE. p=0.15 for linear regression, n=1tk.ce

147



4.3.8 Synaptic mechanisms that regulate distinct @ses of experience-dependent synaptic
plasticity in vivo

The changes we observed in NMDAR properties allewounake some predictions
about molecular mechanisms that underlie the tiiandbetween different phases of synaptic
plasticity.Based on the ifenprodil results (Fig. 22 and Z8pprodil-induced alteration in the
NMDA-EPSC amplitude can be parsed into two compt®)eme being a change of
NR2B-mediated postsynaptic reponse and the otheglaechange in presynaptic release
probability mediated by non-postsynaptic NR2B-cornteg NMDARS. In comparison,
ifenprodil-induced alteration in the AMPA-EPSC airhple with postsynaptic NMDARS
blocked has only one component, i.e., a changegsypaptic release probability mediated by
non-postsynaptic NR2B-containing NMDARs (Fig. 231&4).

By plotting the fractional blockade of the NMDA-E@€&mplitude (Fig. 25A, solid
bars) and that of the AMPA-EPSC amplitude (Fig. 2bAed bars) together, we were able to
see distinct patterns of post- and non-post- ($oBd non-postsynaptic (lined) ifenprodil
sensitivity during individual phases of plasticifjnese data allow us to dissect changes in
NR2B-mediated response attributed by the postsimepmponent vs. the non-postsynaptic
component during different phases of plasticityOAtr and 24 hr, the majority of ifenprodil
sensitivity is composed of postsynaptic compongrtesthe non-postsynaptic component was
negligible under both conditions (0 hr pre+pos6;@re 0.1; 24 hr pre+post -0.6, pre -0.1).
Interestingly, a similar level of ifenprodil sengity attributed by the non-postsynaptic
component was observed between 6 and 18 hr (FAy.&88s. 18 hr, -0.39 vs. -0.33), which
was significantly increased compared to 0 hr antir2Zéduggesting an increase in
non-postsynaptic NR2B-containing NMDARs. There wassignificant difference between the

the fractional blockade of the NMDA-EPSC amplitydé%, post- + non-post) and that of the
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AMPA-EPSC amplitude (33%, non-post) at 18 hr (RBA), suggesting a lack of
NR2B-mediated response from postsynaptic cellsohitrast, at 6 hr, the fractional blockade
of the NMDA-EPSC amplitude (60%, post- + non-pas8ignificantly higher than that of the
AMPA-EPSC amplitude (39%, non-post), suggesting plaat of the ifenprodil sensitivity of
NMDA currents comes from postsynaptic NR2B-contagnlNMDARS. Therefore, these
results are consistent with a subunit switch froR2B to NR2A in postsynaptic layer 2/3 cells
from the early phase (6 hr) to the labile phaseh{}8

Overall, the analysis of ifenprodil sensitivity @MMDA-EPSCs and AMPA-EPSCs
during individual phase of in vivo plasticity re¥@gome interesting results of changes in
postsynaptic NMDAR composition (Fig. 25B). Firdtete is a decrease in postsynaptic
NR2B-mediated currents during the early phase If@6Considering that ifenprodil sensitivity
attributed by postsynaptic NMDARSs decreases framn @ 6 hr (from explaining most of to
part of total ifenprodil sensitivity, 60%), one gdslity for this reduction is a change in the
expression of postsynaptic NR2B at layer 4-2/3 pgea. An alternative possibility is an
increase in NR1/NR2A/NR2B trihetermers and a deszrea NR1/NR2B dihetermers in
postsynaptic membranes, without a change in theathwexpression level of NR2B subunit.
Indeed, some studies have shown that a substraopalation of NMDARSs in the forbrain
may exist in the form of NR1/NR2A/NR2B trihetermeltshas been demonstrated that the
efficacy of ifenprodil measured by the percent klo€currents at saturating antagonist
concentration, is 4-5 times smaller for NR1/NR2A/2BRrihetermers compared with
NR1/NR2B dihetermers, although the affinity of botlceptor types to ifenprodil is similar
(Hatton and Paoletti, 2005). Second, during thesiteon from the early phase to the labile

phase (6-18 hr), there is a nearly complete logmstsynaptic NR2B-mediated currents that
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coincides with NMDAR-dependent synaptic depressibtinis phase. Third, postsynaptic

NR2B-mediated responses recover at the stabilizati@ase (24 hr). These findings of

alteration in postsynaptic NMDAR composition thatnzides with the transition between

distcint phases may provide a molecular mechanmsmrigoing experience-induced

metaplasticity at layer 4-2/3 synapses.
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Figure 25. Synaptic mechanisms regulating the distct phases of experience-dependent synaptic
plasticity in vivo. A) Comparison of the fractional change in NMDA-EP3fphtude (solid, as ifrig.
22D) and in the AMPA-EPSC amplitude (lined, ag-ig. 23C) by ifenprodil application. Solid:
ifenprodil block of NMDA-EPSC; lined: ifenprodil btk of AMPA-EPSCB) A model of synaptic
mechanisms for the distinct phases of experienpestent changes in synaptic strength.
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4.3.9 The role of mGIuRS5 during the labile and staiization phases

Previously, our laboratory has demonstrated thagt metabotropic glutamate
receptors (MGIluRs) mediate synaptic potentiatigmospng NMDAR-dependent depression
during ongoing SWE (Clem et al., 2008). Howeveratdubtype of mGIluRs is responsible for
this potentiation is unclear. Group | mGluRs coinsfdwo subtypes, mGIuR1 and mGIuR5;
MGIURS5 is highly expressed in the superficial layefrbarrel cortex and is implicated in
different forms of synaptic plasticity. Thus we loyipesize that mGIuR5 might be required for
synaptic potentiation that opposes NMDAR-dependgnéaptic depression during the labile
phase.

In order to examine this hypothesis, we injectegtgg mGIuR5 antagonist, MPEP
(10 mg/kg body weight) into SWE-treated animal&&htrs after the SWE onset, the same
time point at which the wide-spectrum mGIuR antagAIDA was used and shown to block
all synaptic strengthening in our previous studie(Cet al., 2008). The Sr-EPSCs measured at
24 hr showed that MPEP completely blocked SWE-iedugynaptic strengthening, reducing it
to the control level (Fig. 26, SWE+MPEP: 9.94+085vs. SWE: 12.72+0.45 pA, p=0.006), a
result similar to that with AIDA injection (Clem at., 2008). These data strongly indicate that
MGIuURS5 is responsible for maintaing synaptic stteragter NMDAR-dependent synaptic
depression at 24 hr in vivo.

Also, since NMDARs are not involved during the #iahtion phase (Fig. 21), we ask
what the requirement for the maintenance of syonattength is. We discovered that MPEP
injection during the stabilization phase completdlycked the maintenance of the Sr-EPSC
amplitude, reducing it to the 0 hr level (Fig. R&EP 9.40+0.45 pA, vs. 0 hr control

9.30+0.34 pA, p=0.76). Taken together, these dat@ate that mGIuRS5 is responsible for
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synaptic potentiation that opposes NMDAR-dependeptession during the labile phase as

well as for the maintenance of synaptic strengtiinguthe stabilization phase.
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Figure 26. mGIuRS is required during the labile ph@e and the stabilization phaseA) Schematic
of MPEP injection paradigm during the labile phagel8 hrB) Average Sr-EPSC traces for control,
24 hr SWE and 24 hr SWE+MPEP (injected at 18 leqlé&Sbars: 5 pA, 5 mg&) Scatter plots of
Sr-EPSC amplitude for the conditions a8 D) Schematic of MPEP injection paradigm during the
stabilization phase, at 36 lit) Average Sr-EPSC traces for control, 48 hr SWE &htdrd&SWE+MPEP
(injected at 36 hr). Scale bars: 5 pA, 5 FisSummary of Sr-EPSC amplitude for the control, 48 hr
SWE and 48 hr SWE+MPEP (injected at 36 hr).
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4.4 Discussion

Excitatory synaptic strength increases during nexglerience in many brain regions,
including primary sensory cortex. However, it rensaiinclear how cumulative experience
progressively increases and maintains synaptiogitne We took advantage of animals that
undergo different durations of ongoing whisker eigee and electrophysiologically recorded
synaptic strength at individual synaptic contadtiager 4-2/3 excitatory synapses in barrel
cortex. We find that after the initial 12 hr (0-ti® where synaptic strength increases,
subsequent whisker experience decreases (12-2ddthen stabilizes synaptic strength
(24-72 hr). These data indicate that ongoing sensqoerience does not progressively increase
synaptic strength but rather modifies synapticngjtie in discrete steps, resulting in a
potentiation-labile-stabilization sequence. By lkiog NMDARSsin vivo via antagonist
injection, we discovered that NMDARs play a criticale in controlling the direction of
synaptic plasticity, in that they mediate synaptitentiation during the early phase and then
switch to mediate depression during the labile phibat they are not required during the
stabilization phase. We further found that ongairtngsker experience induces changes in NR2
subunit composition of NMDARs. There is a rapidregulation of NR2B-containing
non-postsynaptic NMDARSs that promote evoked relgamsbability during the early phase and
an almost complete loss of postsynaptic NR2B-cairtgireceptors during the labile phase.
These findings suggest experience-dependent regulatNR2B as a putative molecular
mechanism that may underlie the phase-specifidipiysinduced by ongoing whisker

experience.
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Is experience-dependent synaptic strengthening pessent?

It is widely accepted that experience-dependerastyn plasticity serves as a
physiological substrate for memory formation. Vagdearning paradigms have been shown to
enhance synaptic strength in relevant neural ¢scassociated with changes in learned
behavior in animals. The minimal stimulus requite@hange synaptic strength can be as little
as a single trial of behavioral training and syrm@aptodification can happen as fast as 30 min
to a few hours after training (Whitlock et al., B)Clarke et al., 2010). However, whether
activity-induced synaptic changes are stable iseancStudies in vitro have shown that
specific pattern of activity or sensory experienoald reverse activity-induced changes in
synaptic strength (LTP and LTD), normalizing itthke control level (Zhou et al., 2003).
Consistently, the initial experience-induced inseea synaptic strength has also been shown
to be labilein vivo, subject to depression or depotentiation (Sadobtedd., 2001; Clarke et al.,
2010). In some form of memories, synaptic weakehiag proven to be an essential step
before memories could be consolidated (Ge et @O

Synaptic strengthening within primary sensory cegiupon repeated representation of
a sensory stimulus has been observed, accompangiglgtened sensory acuity specific to the
trained stimulus, suggesting that experience-indwtanges in synaptic strength may serve as
a mechanism for sensory information storage wignimary sensory cortices (Cooke and Beatr,
2010). It has been shown that following a briehdsaiimulus presentation, the amplitude of
visually evoked potential (VEP) recorded in layesf$primary visual cortex keeps increasing
for 4 days and then stabilizes (Cooke and BearQR®Vork from our laboratory has shown
that 24 hr SWE leads to an increase in the firatg of layer 2/3 neurons and a concomitant

increase in synaptic strength of layer 4-2/3 exariasynapses in the spared barrel
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representation of barrel cortex (Clem and Bartl®62@lazewski et al., 2007; Benedetti et al.,

2009; Wen and Barth, 2011). Since experience-degergynaptic strengthening could in part

account for the increase in neuronal firing of la®E3 neurons and thus behavioral output, it is
important to know if these changes are stable bwes.

Here, we investigated the time course of experig®pendent changes in synaptic
strength at layer 4-2/3 synapses during ongoingkeniexperienca vivo. The use of SRE
and the para-sagittal slicing protocol providedkgantages of studying the early time points
without relying on the fosGFP transgenic animalg fdund that SRE and SWE alike do not
increase synaptic strength monotonically but rathedify synaptic strength in at least three
distinct steps, i.e., synaptic potentiation foll@®y synaptic weakening and stabilization. The
results from this study confirm our previous workMMDAR-dependent synaptic weakening
but also provide a time scale at which this symapgakening occurs. The current study
strongly indicates a predominant NMDAR-dependengagyic depression that decreases
synaptic strength during the labile period, comsistvith an overall LTD manifested in pairing
induced plasticity in vitro (Clem et al., 2008).dny case, the distinct phases of
experience-dependent synaptic plasticity discovaexd would provide important insights to
understanding how ongoing sensory experience mtatusynaptic properties and neural
circuit function that underlie storage of sensafprmation in primary sensory cortices.
Finally, it would be interesting to know how longsting the stabilization phase is, that is, if a
longer period of experience (beyond 3 d) maintainenormalizes the synaptic gain to the
control level. Interestingly, our preliminary ddtam 5-day deprived mice seem to suggest a

loss of synaptic gain at 5 d of SWE. The answéhé¢oduration of the stabilization phase
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would provide useful information about the tempa@hstraints of information storage within

primary sensory cortices.

Experience-dependent synaptic weakening

Our finding that the initially potentiated synapsitength decreases during a labile
phase is consistent with depotentiation or LTD wheFP-induced synaptic strengthening
could be reversed by subsequent activity or expeeieStudies show that depotentiation might
occur via a heterosynaptic mechanism mediateddsnaral increase in network activity.
However, our data on cross-columnar layer 2/3-gffagses made onto the same postsynaptic
cell as layer 4-2/3 synapses, showed that NMDAReddpnt synaptic weakening might not
occur at these synapses which are equally potedttat sensory experience (Appendix C).
These results suggest that instead of using adsstegiptic mechanism that might potentially
cause synaptic depression at all potentiated sgsapihin the cell, NMDAR-dependent
synaptic weakening in barrel cortex might use apga-specific mechanism.

Additionally, consistent with the labile phase &perience-induced synaptic
potentiation, we observed that potentiated lay2f34synapses were subject to depression upon
brief postsynaptic depolarization in & Sbased solution in vitro (Sr-depression) (Wen and
Barth, 2012). We further found that trafficking@P-AMPARS, which has been associated
with synaptic plasticity in some conditions, was swfficient or necessary for activity-induced
synaptic depression in barrel cortex (Wen and B&@i2). Despite the fact that the
postsynaptic nature of Sr-EPSC measurements irdithat the mechanisms involved in
synaptic weakening in vitro and in vivo are likétybe postsynaptic, we could not rule out a

presynaptic mechanism because of a reported ralerepostsynaptic, presumably presynaptic
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NMDARs in timing-dependent LTD and deprivation-irega synaptic depression at layer
4-2/3 synapses (Bender et al., 2006a; Bender,étGil6b; Rodriguez-Moreno and Paulsen,
2008; Banerjee et al., 2009) in barrel cortex amdoavn observation of non-postsynaptic
NMDARs in this study. It is possible that both pneaptic and postsynaptic mechanisms could
act in concert to regulate neuronal firing in bhoatex. Future experiments to differentiate
the pre- vs. postsynaptic contribution will helpetglain the complete mechanisms of

experience-dependent synaptic plasticity.

Postsynaptic NR2 subunit switch and synaptic metapkticity

It is well established that NMDARs are requiredrieural circuit maturation, different
forms of Hebbian plasticity and learning and memaiye functional diversity of NR2 subunit
of NMDARSs has caused tremendous interest as adatedmechanism for synaptic plasticity.
NMDAR channel properties and function are largedyedmined by the subtypes of NR2
subunit. NR2A and NR2B are the two predominant NR2types in the forebrain and most of
the work in synaptic plasticity has been focusednase two NR2 subtypes. Although NR2B
is the predominant synaptic NR2 subtype duringygawktnatal life in hippocampus and
neocortex, NR2A-containing NMDARS become more alambdater in the development
(Carmignoto and Vicini, 1992; Monyer et al., 19%heng et al., 1994; Barth and Malenka,
2001). The NR2B to NR2A subunit switch has prowebé experience-dependent. Dark
rearing from birth increases the expression of pgad&R2B, maintaining synapses at the
“young” state; subsequent visual experience, howeapidly enhances NR2A expression
(Quinlan et al., 1999a; Quinlan et al., 1999b; Bdtiket al., 2001). Replacement of NR2B by

NR2A could be acutely triggered by glutamate bigdim receptors (Barria and Malinow, 2002)
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or LTP induction protocol in hippocampal slices {Bee and Nicoll, 2007). This NR2 subunit
switch happens very quickly, within hours afteratt which is similar to trafficking of
AMPARs (Bellone and Nicoll, 2007). The long cytogaic tails of NR2B and 2A subunits
contain PDZ and AP2 domains bearing key sitesrfi@raction with various intracellular
scaffolding proteins and protein kinases, provicangmportant mechanism for
subunit-dependent localization of NMDARs with sysep (Prybylowski et al., 2005). Based
on the unique properties of NR2B vs. NR2A, a savfaellular mechanisms have been
proposed to regulate experience-dependent NR2B wwtch, for example, through
exchange of synaptic with the intracellular pooNdIDARSs (Barria and Malinow, 2002),
lateral diffusion of synaptic- vs. extrasynaptic B®MRs (Tovar and Westbrook, 2002; Groc et
al., 2006) and mGluR5-dependent pathways (Matsh €2011).

Although association of a specific NR2 subunit vatre type of synaptic plasticity has
been suggested (Liu et al., 2004; Massey et d04R@he precise roles of NR2A and NR2B
have been largely controversial (Bartlett et @002 Morishita et al., 2007). Indeed, in contrast
to an obligatory requirement of NR2B for LTD propdsn some studies, NR2B has been
more often associated with LTP in various brainaeg (Tang et al., 1999; Cui et al., 2011;
Gagolewicz and Dringenberg, 2011; Shen et al., RRAcent evidence suggests that unlike
the scenario where a specific NR2 subunit is linkedne type of synaptic plasticity, the
balance between NR2A and NR2B subunits is criticaletermining the thresholds of LTP and
LTD (Yashiro and Philpot, 2008). The ratio of NR2Bd NR2A in primary visual cortex has
been implicated in experience-dependent plastafityisually evoked responses (Philpot et al.,

2001; Philpot et al., 2003; Philpot et al., 200:8, a high ratio of NR2B/2A leads to a lower
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threshold for LTP, consistent with the hypothedistofting thresholds as proposed in the
BCM theory.

We discovered in the present study that ongoingkdtiexperience triggers an initial
synaptic potentiation phase followed by a labilag#of synaptic weakening, which was
associated with a postsynaptic change from NR2Batoing to predominant
NR2A-containing NMDARs at layer 4-2/3 synapseshaligh further pharmacological
experiments need to test if NR2B is being repldnetiR2A during the labile phase, the
reduction in postsynaptic NR2B content is consistath a subunit switch from NR2B to
NR2A during light experience (Philpot et al., 20@3iilpot et al., 2007) and during extended
monocular deprivation in primary visual cortex (Glend Bear, 2007) that are associated with
more synaptic depression as determined by the B@&dry. However, depotentiation was
associated with NR2 subunit switch from NR2A toi@Beonatal hippocampal slices (Bellone
and Nicoll, 2007), suggesting that different plaisgimechanisms might exist that depend on
age and brain region. Taken together, althougldata suggest that experience-dependent
plasticity of NR2 subunit composition might sengeaaregulatory mechanism for
metaplasticity in vivo, the correlative nature of @urrent findings prevent a conclusion to be
drawn about a causal relationship between NR2B&2& and the direction of synaptic
plasticity. Future experiments using transgenicraté which overexpress NR2B or NR2A
knock-out animals will be critical to understandihg molecular mechanisms for

experience-dependent metaplasticity in barrel gorte
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Non-postsynaptic NR2B-containing NMDARs and synapt plasticity

Recent evidence has shown that non-postsynapésuprably presynaptic NMDARS
are involved in regulation of presynaptic releasgbpbility and synaptic plasticity in primary
sensory cortices and other brain areas (Corlew,2Q08). Specifically, non-postsynaptic
NR2B-containing NMDARs have been shown to prompt@nsaneous and stimulus-evoked
presynaptic release probability, and spike timiegehdent LTD (STDD) in the hippocampus
and primary sensory cortices (Bender et al., 20B&ader et al., 2006b; Corlew et al., 2007;
Brasier and Feldman, 2008; Corlew et al., 2008;rlgoeéz-Moreno and Paulsen, 2008;
Banerjee et al., 2009). Our analysis of experied@@endent changes in synaptic properties
reveals an up-regulation of non-postsynaptic NRaBtaining NMDARSs that act to promote
layer 4 evoked presynaptic release probabilityseiant with the reported presence of
non-postsynaptic NR2B-containing NMDARSs at the sayreapses in barrel cortex (Bender et
al., 2006a; Bender et al., 2006b; Brasier and Faldra008; Rodriguez-Moreno and Paulsen,
2008; Banerjee et al., 2009). Distinct from pregiowrk where non-postsynaptic NMDARsS
were detected in the presence of TBOA, the antagohglutamate transporter (Bender et al.,
2006b; Brasier and Feldman, 2008), our study dedetinctional these NMDARSs at basal
condition (0.1 Hz) at 6 hr of SRE but not at O hitheut increasing ambient glutamate
concentration, consistent with an increase in nostgynaptic NMDAR function during the
early potentiation phase. This result is surpri¥iegause non-postsynaptic NMDARs have
been implicated in STDD but not STDP in many braigions. What is the physiological
function of these non-postsynaptic NMDARSs during fiynaptic potentiation phase? One
speculation is that since these receptors pronrewypaptic release probability, they can

increase the firing of postsynaptic cells and ttaediate LTP. Thus, postsynaptic and
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non-postsynaptic NMDARs might work in a concertemyvo mediate LTP during the early
phase.

Additionally, we observed a few cells in the cohtand SRE-treated animals that show
a decrease in the AMPA-EPSC amplitude as welldeceaease instead of an increase in the
PPR after ifenperodil application, suggesting afiget effects of ifenprodil. Since off-target
effects of ifenprodil have been reported, for exnpia blocking of some presynaptic’Ca
channels (Delaney et al., 2011), we compared #dwtidm of cells which showed consistent
changes in the AMPA-EPSC amplitude and PPR th&jwelict a decrease in presynaptic
release probability after ifenprodil applicationgF24). The increase in the fraction of cells
that show both a decrease in tieAMPA-EPSC amplitude and an increase in PPR at6lén
hr (7/11 cells) compared to 0 and 24 hr (2/12 gaksconsistent with an up-regulation of
non-postsynaptic NR2B-containing NMDARs during #sely and labile phases. Future
experiments will need to address the role of nost-ps. postsynaptic NMDARSs in mediating

synaptic plasticity at different phases.

The role of mGIuRS5 during phases of plasticity

Our previous results have demonstrated that thernteal pairing protocol (2 Hz
stimulation with 0 mV postsynaptic depolarizatidimat induces LTP in the control animals
induces a slight LTD in 24 hr SWE-treated animalsitro (Clem et al., 2008). Blockade of
NMDARs or mGluRs alone results in LTP or LTD, whasélockade of both receptors results
in no plasticity in 24 hr SWE-treated animals (Cletal., 2008). These results suggest
additive interaction between predominant NMDAR-nagelll synaptic depression and

mMGIuR-mediated synaptic potentiation. Consistemtlyjng the labile phase of in vivo
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plasticity (12-24 hr), an overall decrease in syitagtrength (24 hr compared to 12 hr) is
manifested, predominated by NMDAR-dependent LTDyé&weer, mGIluRS5 is shown to be
required for the remaining synaptic gain as MPE€&ction abolishes the synaptic gain to the
control level. These in vivo results suggest thatremaining synaptic gain at the end of the
labile phase (24 hr compared to O hr) is not meaialysult of NMDAR-mediated synaptic
depression during the labile phase with a slower ttean the rate of synaptic potentiation
during the early phase, but a result of competitietween active mGluR5-mediated synaptic
potentiation and NMDAR-mediated synaptic depression

Previously, our laboratory has shown that grougdlmiRs are required for synaptic
potentiation that opposes NMDAR-dependent synajgmression during SWE (Clem et al.,
2008). However, since group | mGluRs consist ohboGluR1 and mGIuRS5, the exact
MGIuR subtype involved in this synaptic potentiatis unknown. Here, we injected mGIuR5
specific antagonist MPEP into SWE-treated animels8ehr after the onset of SWE and found
that this manipulation alone abolished all synagéim and normalized synaptic strength to the
control level (Fig. 26A-C). These data stronglyigade that mGIuRS5 is the sole mGIuR
subtype that is responsible for synaptic potemtiratiuring the labile phase. Despite of a lack of
detailed investigation of the cellular processegired for mGluR5-mediated synaptic
potentiation, data from LTP experiments in vitrggest that at least part of the mechanism is
postsynaptic as mGIluR-mediated LTP requires poafstimincrease in Ca(Clem et al.,
2008).

Furthermore, although the seemingly additive irdéoa between mGIluR5 and
NMDAR-mediated synaptic plasticity might suggesh+averlapping intracellular pathways

involved in each type of plasticity during the lagphase (12-24 hr), an open question remains
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as to if mGIuRS5 is required during the early syim@apbtentiation phase (0-12 hr). Evidence has
shown that the localization of group | mGluRs iese to NMDARS in postsynaptic
membranes and that mGIuR5 activation can facill#DAR-mediated currents (Awad et al.,
2000; Pisani et al., 2001) and amplify the respsmd@&lownstream effectors (Mao and Wang,
2002). The antagonist of mGIuR5, MPEP can augno&airhotor hyperactivity induced by
NMDAR antagonist, phencyclidine (PCP); however, NPP&Iministered alone did not affect
locomotor activity (Henry et al., 2002). In addridlockade of mGIuR5 has been shown to
augment the cognitive deficits in PCP-treated afsrf@ampbell et al., 2004). These results
indicate that mGIuR5 might interact with NMDARSs theelves and/or NMDAR-mediated
downstream signaling cascades during synapticipkysand faciliate synaptic potentiation.
Moreover, a recent study has suggested a cribbalaf mGIuR5 in experience-dependent
switch of NR2 subunit composition from NR2B to 2Aen induced in vitro, further
suggesting cross-talk between mGIluR5- and NMDAR4ated signaling (Matta et al., 2011).
Therefore, it is important to investigate the rolggroup | mGIuRs, especially mGIuR5
during the early phase of synaptic plasticity geflad-2/3 synapses as mGIuR5 might play an
instrumental role in initiating NMDAR-dependent syic potentiation. Experiments to test
the role of mGIuRS5 during the early phase wouldlae injection of MPEP at the onset of
experience (0 hr) and recording synaptic streng¢hlater time within the early phase, for
example, 6 hr or 12 hr. A result of a partial daseeor complete abolishement of synaptic
strengthening will suggest a required role of m@&u& the initiation of synaptic
strengthening. Because NMDAR blockade during thtealrphase completely blocks synaptic

strengthening (Clem et al., 2008) (Fig. 21), padracomplete blockade of synaptic
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strengthening by mGIuR5 would also suggest anaotem between NMDAR- and
MGIuR5-mediated signaling, both of which are reegiifor the initial synaptic potentiation.
Finally, previous work studying the maintenancexjjerience-induced changes in
synaptic strength has identified a critical rolesome important molecules, for example,
protein kinase Mzeta (PK{l (Pastalkova et al., 2006; Shema et al., 2007)CaiKII
(Lisman et al., 2012). However, none of the presistudies has reported a role of mGIuR5 in
maintaining synaptic strength. Thus, the noveldrscy of mGIuR5 being required for
synaptic maintenance provides a new mechanism &mtenance of synaptic strength and
memory storage in primary sensory cortices. A meisia investigation of the novel role of
MGIuURS5 to maintain the synaptic gain during théi$itzation phase is necessary because the
mechanism can involve different signaling cascdes those engaged during the labile phase
or the early phase. Therefore the change in mGfuR&ion from the early phases to the late
phase of plasticity might add another layer of mpletstic control to the existing
NMDAR-dependent metaplastic mechanism and both aresms might act in concert to

regulate the overall outcome of synaptic plastiditying ongoing experience.
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5. Final Discussion
5.1 Experience-dependent synaptic strengthening

Plastic changes in the brain can be induced by mags of experience.
Experience-dependent neural plasticity has beeelwimbnsidered an important mechanism
for information storage and adaptive behavior ialteand disease. A major goal in
neuroscience is to understand cellular and moleosgchanisms involved in
experience-dependent neural plasticity underlytgpéive behavior. Experience-dependent
plasticity has been well documented in the neogpdr area that performs critical sensory,
perceptual and cognitive function. Primary sens@gcortex, in particular, shows strong
effects of experience on neural circuExamples from primary visual and barrel cortex have
shown that change in neuronal firing rates folloyw@nsory manipulation is correlated with
change in synaptic strength in neocortical circaitd they seem to share common signaling
pathways based on the occlusion studies (Feldn@g; Zmith et al., 2009). As a result,
experience-dependent synaptic plasticity has beesidered the cellular and synaptic
mechanism for experience-induced changes in reaeefgld plasticity and sensory
representation in neocortical circuits.

Rodent barrel cortex provides an excellent systestudy experience-dependent
changes in map plasticity, sensory coding and uyidgrmolecular mechanisms (Feldman,
2009) because of the presence of an orderly mé@ whiskers and the accessibility to
different types of manipulation of sensory activityimming or plucking of whiskers has been
shown to reduce the firing responses of corticakoms in barrel cortex to deflection of the
re-grown deprived whiskers (Simons and Land, 18®%, 1992; Diamond et al., 1993;

Glazewski and Fox, 1996) and later to increasedblponses to the remaining surround
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whiskers (Glazewski and Fox, 1996). Similarly, moular deprivation in primary visual
cortex causes an early component of depressioarbtal response to the deprived-eye input,
followed by potentiation to the spared open-eyeiir{prenkel and Bear, 2004). However,
most studies to investigate the mechanisms forrexpee-dependent plasticity in primary
sensory cortex have focused on the effects of dafon.

Layer 4-2/3 synapses, the major excitatory pathwdy layer 2/3 pyramidal cells are
widely thought to be the sites for experience-déepahchange in neuronal firing and map
plasticity in primary cortices. Synaptic depressubiayer 4-2/3 synapses has been observed
after whisker deprivation in vivo and this deprigatinduced synaptic weakening occludes
LTD induced in vitro (Allen et al., 2003). Our latadory has initially characterized a new form
of experience-dependent plasticity in the suprageanayer of barrel cortex, where 24 hr
SWE results in an increase in the firing rate géla2/3 neurons within the spared barrel
representation, to deflection of the spared whigedazewski et al., 2007). This potentiation is
correlated with robust synaptic strengthening,ramngase in the quantal amplitude of evoked
MEPSCs at layer 4-2/3 synapses (Clem and Bartlg)2B@cause layer 4-2/3 synapses
constitutes the major excitatory inputs to lay& @yramidal neurons (~15% for layer 3 and
~12% for layer 2 neurons) in mouse barrel cortexditest al., 2009), a net increase in the
excitatory drive caused by an increase in the gliambplitude at layer 4-2/3 excitatory
synapses may provide a synaptic basis for theaseref layer 2/3 firing at the developmental
ages we looked at (P12-14). We have found that BWE is sufficient to drive an increase in
the quantal amplitude of evoked mEPSCs at laygB4Lcitatory synapses of the spared
barrel column (Clem and Barth, 2006). Because oiaimgAMPAR trafficking is the

prevalent mechanism for synaptic strengtheningvo &nd in vitro, we tested if strengthening
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of layer 4-2/3 synapses involves trafficking of AKIRs. The initial analysis for this synaptic
strengthening suggests specific trafficking of oype of AMPARS, GluR2-lacking
CP-AMPARSs to layer 4-2/3 excitatory synapses withi@ spared barrel column, but not to
cross-columnar layer 2/3-2/3 synapses (Clem anthB2006). Although trafficking of
CP-AMPARSs is observed under some circumstanceseisssity for synaptic strengthening
remains unknown. There is some evidence showintgXRaAMPARSs may be required for a
brief initial period (25 min) after LTP inductioflant et al., 2006) and are subsequently
replaced by Glu2-containing receptors, most othetigs fail to see an essential role being
played by CP-AMPARSs during LTP. Our study shows #fter 24 hr SWE, CP-AMPARS are
detected at P13 but not at P14 when synapses sbillilae potentiated, suggesting that
insertion of CP-AMPARSs is not required for synaitengthening at layer 4-2/3 synapses.
Interestingly, SWE-induced synaptic potentiatiotester 4-2/3 synapses is
developmentally regulated and exhibits a criticaiqd that ends at P15 (Wen and Barth,
2011). Since CP-AMPARSs are not required for symagitiengthening, they are not the limiting
factor that regulates the closure of this critigatiod. Our preliminary data show that CPP
injection at P15 (6 hrs prior to recording) couldther potentiate synaptic strength thus
reopening the critical period; however, injectidrPa6 fails to do that (Appendix C). These
data suggest that NMDAR-dependent synaptic demmessight be enhanced at P15 to close
the critical period for synaptic strengthening #imak NMDARS are not required after the
closure of this critical period. Therefore, expede-induced, NMDAR-dependent synaptic
depression could be one mechanism that regulateskperiod offset in the neocortex,
amongst other identified mechanisms (for examplegiase in cortical inhibition) to regulate

various critical periods in the brain. Further exxpeents will be required to identify the
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detailed molecular mechanism for changes in NMDA®&pprties around the closure of this
critical period.

In order to investigate if the same sensory agtivitvivo modifies other excitatory
synapses made onto layer 2/3 pyramidal cells besayer 4-2/3 synapses, we looked at
within-columnar layer 2/3-2/3 synapses. Anatomstabies show that layer 2/3-2/3 synapses
occupy a highly overlapping dendritic domain conegiawith layer 4-2/3 synapses on the basal
dendrites of layer 2/3 pyramidal cells (Lubke et 2003; Feldmeyer et al., 2006). We find that
similar to layer 4-2/3 synapses, layer 2/3-2/3 pgea can be potentiated by SWE with similar
magnitude and exhibit a critical period as wellt the onset and duration of the critical period
is different in that it starts later and lasts leng/Ven and Barth, 2011). Further analysis of
synaptic properties of these two pathways indictitasCP-AMPARSs are not involved in
strengthening of layer 2/3-2/3 synapses at anyaaddhat these two synapses mature
differently during development. Together, thesadateal remarkable input-specificity of
experience-dependent synaptic plasticity at exayatynapses made onto the same
postsynaptic neuron with overlapping dendritic doreaEvidence of synapse-specific
plasticity in a single postsynaptic cell has beesctibed elsewhere. For example, two
excitatory inputs converge onto a single pyramagdll in the anterior piriform cortex, one
being the lateral olfactory tract (LOT) from miti@@lls in the olfactory bulb and the other
being associational fibers (ASSN) from other caitregions. LOT targeting the distal apical
dendrites of pyramidal cells shows a decline in lth& ends at P30, whereas ASSN targeting
the proximal apical and basal dendrites on the gamemidal cell shows comparable level of
LTP in adults as in neonates (Poo and IsaacsofT)200e differences in synaptic properties at

layer 4-2/3 and 2/3-2/3 synapses may suggest alugtef different receptors and molecules at
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these synapses (pre or postsynaptically), as esdieim other systems (Chiu and Castillo,
2008; Jung et al., 2010; Zhao et al., 2011). Comsily, properties of STDP and STDD
induced at layer 4-2/3 and cross-columnar layei2283synapses exhibit different requirements
in vitro (Banerjee et al., 2009). In addition, preaptic activity arising from layer 4 vs. layer
2/3 inputs at P12 (the onset timing of layer 44&&ssticitiy) is different in that layer 4 neurons
mature earlier and show more reliable firing tossey inputs compared with layer 2/3 cells
(Stern et al., 2001), which may result in an eadigset of experience-dependent synaptic

strengthening specifically at layer 4-2/3 synapses.

5.2 Other factors that might contribute to the increased firing of layer 2/3 neurons

Although an experience-dependent increase in taatquamplitude of layer 4-2/3
excitatory synapses might contribute to the inaddsing of layer 2/3 neurons, the answers to
several questions remain unclear as to whetheriexge-dependent changes in the quantal
amplitude of layer 4-2/3 synapses serve as a gamexchanism for experience-dependent
plasticity in barrel cortex.

First, 24 hr SWE-induced potentiation of layer &g is still present at P15-16
(Benedetti et al., 2009), however, layer 4-2/3 pges no longer show potentiation. This result
suggests that at least at P15-16, the increa$e iguantal amplitude of layer 4-2/3 synapses is
not sufficient to account for an increase in [a3& firing. One hypothesis that could explain
this discrepancy between plasticity of neuronah@rand of the strength of layer 4-2/3
synapses is that synaptic plasticity at the hotaldnputs from neighboring layer 2/3
pyramidal cells could take over the role to potaetifiring rate of layer 2/3 neurons, at and

after P15. Indeed, 24 hr SWE-induced synaptic piatéon of similar magnitude at
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within-columnar layer 2/3-2/3 synapses has beeprobd in the spared barrel representation
that lasts from P13 to P17 (see chapter 2). Suipditis hypothesis, the connectivity between
neighboring layer 2/3 pyramidal neurons (~19%) witharrel cortex is similar to, if not higher
than that between layer 4 and 2/3 cells (Lefoalet2009). Additionally, it remains unknown
in adult cortex if synaptic strengthening at lage2/3 excitatory synapses contribute to
increased layer 2/3 firing induced by longer degtivn (7 days) in adult animals (Benedetti et
al., 2009), although a capacity for LTP inductiameger 4-2/3 synapses in vitro has been
reported (Banerjee et al., 2009). Interestinglyeehweeks or more of whisker deprivation in
adult rats results in an increase in the strenfjtimibary connections between neighboring
layer 2/3 neurons without changing the overall @mivity in the spared barrel representation
(Cheetham et al., 2007). In addition, sensory d@tion-induced response depression to the
deprived whisker input does not seem to involvengea in the quantal amplitude of layer
4-2/3 synapses (Bender et al., 2006a). Therefapereence-dependent change in the quantal
amplitude of excitatory synapses could modulatearal output, especially increase neuronal
responses, but may not be a required for respag@@skion in the neocortex.

Alternative to a change in synaptic strength, $tnat plasticity including changes in
neuronal connectivity or rearrangement of axonaeadritic arbors could also contribute to
changes in the integration of inputs and generatfareuronal output. Experience-dependent
rewiring of local cortical circuitry has been refeat after sensory deprivation in pimary barrel
cortex of young and mature animals (Cheetham €2@07; Broser et al., 2008; Cheetham et
al., 2008; Barnes and Finnerty, 2010). In additexperience-dependent changes in intrinsic
properties of layer 2/3 pyramidal neurons couldtibuate to alterations in firing output (Nader

et al., 2000; Nader and Einarsson, 2010), althaugtpreliminary data do not suggest a

170



change in intrinsic properties of layer 2/3 pyraahideurons (Appendix D, Fig. D1).
Experience-dependent changes in the input-outmatifon (EPSP-spike coupling) that has
been discovered in the hippocampus after LTP inodn¢Daoudal et al., 2002) and
experience-dependent plasticity in inhibitory citgu(Jiao et al., 2006; Helmstaedter et al.,
2008; Yazaki-Sugiyama et al., 2009) are other g@lkemechanisms to regulate neuronal firing.

Whether these mechanisms exist in barrel cortelgguire further investigation.

5.3 Experience-dependent synaptic depression or daentiation

Is experience-dependent synaptic potentiation stabBkperiments where synaptic
plasticity (LTP or LTD) is induced in vitro showabactivity-dependent changes in synaptic
strength is unstable and subject to reversal upbeegjuent neural activity including
spontaneous activity and sensory experience (Bareioo et al., 1980; Zhou et al., 2003;
Whitlock et al., 2006). Consistently, the abilitiysynapses to undergo LTP or LTD in
response to a later bout of activity can be altelegagending on prior plasticity, a phenomena
termed “metaplasticity” (Abraham, 2008). Metapleityi sets a brake on excessive LTP or
LTD to prevent runaway potentiation or depresstaat tvould obliterate memory traces within
the neural system.

NMDARs have been widely associated with LTP and L(M2lenka and Bear, 2004),
as well as metaplasticity (Abraham, 2008). Our fatmry has discovered a form of
NMDAR-dependent metaplasticity during ongoing sensxperience where NMDARs are
required for the initiation of synaptic strengthemright after the onset of SWE whereas
subsequent experience triggers a switch in NMDARflon to mediate synaptic depression

(Clem et al., 2008). This experience-dependent pheetticity at layer 4-2/3 excitatory
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synapses has been supported by two important cis®rs. First, in vitro LTP experiments
show that the same pairing protocol (0 mV postsynaepolarization and 2 Hz synaptic
stimulation) results in LTP at O hr, but LTD at @4of SWE and that APV blocks LTP at O hr
but unmasks synaptic potentiation at 24 hr (Cleid.e2008). Second, blocking NMDARS in
vivo by CPP injection at O hr blocks, but at 1&hhances synaptic strengthening (Clem et al.,
2008). Both the in vitro and in vivo data are cetet with a switch in NMDAR function from
mediating potentiation to depression (Clem et241Q8). However, although these initial
findings indicate NMDARSs depress synaptic streriggtween 18-24 hr after the onset of SWE,
it is not clear when this potentiation-to-depresdi@nsition is initiated and how long it lasts.
Therefore, a direct measurement of synaptic stheoger the course of sensory experience is
required to address these questions. Since fos@bession in the transgenic animals is not
strong enough for unambiguous identification of $pared barrel column before 18 hr of SWE,
we took advantage of another sensory paradigmsirgle row experience (SRE), which in
combination with a special slicing protocol allousto identify the spared barrel columns and
to study experience-dependent plasticity irrespeati fosGFP expression. Our results
corroborate that both sensory paradigms are simildrat they trigger metaplasticity of
identical time course and they employ identicalenalar mechanisms.

We find that ongoing SRE triggers three distinchgds of synaptic plasticity consisting
of the early phase of synaptic strengthening (tw)2followed by a labile phase of synaptic
weakening (12-24 hr) and a later stabilization ph@4-72 hr) at layer 4-2/3 excitatory
synapses. The identification of these discrete gdhasnstrains the time window to studying
synaptic mechanisms that regulate plasticity atiddal phases. As predicted from our initial

finding (Clem et al., 2008), we show that NMDAR ¢tion is tightly correlated with the three
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phases during SRE, where NMDARSs first mediate siog@otentiation then depression and
later do not contribute to plasticity. These firgimot only verify NMDAR-dependent
metaplasticity that we have observed during SWEaduance our understanding of the time
scale of when these changes occur in vivo. Takgether, these findings strongly indicate that
in vivo experience does not progressively incregsaptic strength, but rather increases and
then decreases synaptic strength before it reachkgeau.

What is the advantage of synaptic weakening folhgwan initial synaptic
strengthening? Studies suggest that synaptic weakemight play an important role during
memory consolidation. Specific blockade of LTD bgdking specific NMDARs or AMPAR
endocytosis in the hippocampus of freely moving bcks spatial memory formation,
however, blockade of LTP mediated by blocking NRBaAt was shown to be specifically
associated with LTP (Liu et al., 2004) does notetfSpatial memory (Ge et al., 2010). Global
downscaling of synaptic strength that occurs dusiegp has been shown to contribute to
overnight behavioral improvement (Tononi and Ciy@003). These findings suggest that
synaptic weakening might be a critical step befosmories could be consolidated in the
brain.

In a novel in vitro assay where'Sis present, we find that recently potentiated laye
4-2/3 synapses after 24 hr SWE can undergo syndgpicession (Sr-depression) as well, akin
to the decrease of Sr-EPSCs that happen in vivon(@vie Barth, 2012). Postsynaptic
depolarization (to -20 mV) for 5 min paired witlyéa 4 stimulation at the same frequency as
the baseline (0.1 Hz) is sufficient to cause a 2@#rease in the amplitude of Sr-EPSCs. This
synaptic depression occurs very fast, being appaight after the conclusion of the induction

period and lasts for at least 5 min post the indacWe show that Sr-depression is only
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present in SWE-treated animals, but not in thercbanhimals, suggesting Sr-depression
specifically occurs in recently potentiated synap8ecause Sr-depression is completely
blocked by D-APV and patrtially blocked by modesstsgnaptic depolarization (-40 mV),
NMDARSs are required for this form of synaptic deggmien. In addition, trafficking of
CP-AMPARSs has been implicated in some forms of pyinalepression (Bellone and Luscher,
2006; Rakhade et al., 2008; Clem and Huganir, 2@h@)our laboratory has shown that
CP-AMPARSs can be trafficked to layer 4-2/3 synapedbe spared barrel column after 24 hr
SWE at P13 (Wen and Barth, 2011). These resultgesighat CP-AMPARSs might confer
lability to recently potentiated synapses. Our ddiaw that Sr-depression never occurs in
control cells despite the fact that some contrés@so express CP-AMPARS, suggesting the
presence of CP-AMPARSs is not sufficient for Sr-agsion. Further analyses from recordings
of rectification index (RI) and Sr-depression withihe same cell in SWE-treated animals
demonstrate that cells that do or do not expres&\KIPARs both exhibit Sr-depression, with
a similar magnitude. This result indicates thatANWPARSs are not necessary for
Sr-depression either. Although it seems that CP-AR® are not sufficient or necessary for
Sr-depression, CP-AMPARs can be removed in songaroistances since the cells that express
rectifying CP-AMPARS become non-rectifying afterd&pression. Taken together, these
results obtained during Sr-depression supportShalepression in vitro can provide a nice in
vitro system to study molecular mechanisms of #@gtidependent synaptic weakening that
also occur in vivo. Our findings suggest a postpyicanechanism of synaptic weakening
because of the postsynaptic nature of our measuesh&r-EPSCs, however, we could not
rule out possible changes in presynaptic cellsespresynaptic mechanisms for LTD have

been reported at layer 4-2/3 synapses (Bender, @08l6a; Bender et al., 2006b). In addition,
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since our recordings only last for 5 min post-ingug it remains unknown how long the
Sr-depression lasts. Further experiments of lopgst-induction recordings will address this
guestion.

Finally, we observe that synaptic strength of |a4/¥/3 synapses seems to be stabilized
starting at 24 hrs and lasts up to at least 72fes the initiation of sensory experience in vivo.
However, it remains unclear how long-lasting thabgization phase is. Our preliminary results
of synaptic strength at 5 day of SRE showed tha#siyc strength returned to the control level
(data not shown). These interesting data suggassémsory information may be stored in
primary somatosensory cortex in the form of syr@agttiengthening, but might be transferred
to other brain areas, for example, secondary s@easory cortex (Sll) (Sacco and Sacchetti,
2010). Further experiments need to be performéavistigate how long-lasting synaptic
strengthening is in primary somatosensory cortektha corresponding molecular

mechanisms for regulating the duration of the &tadiion phase.

5.4. NMDAR function and metaplasticity

NMDAR activation and postsynaptic Cantry are both required for induction of LTP
and LTD, synaptic plasticity of opposite signs. dilpeses regarding differential activation of
NMDAR have been proposed to explain the differaritome of NMDAR-dependent synaptic
plasticity. Quantitative analysis of Caentry during the induction of plasticity in vitras
revealed that brief and larger Cancrease is associated with LTP whereas smallgr an
prolonged C& increase is associated with LTD (Cormier et &IQ2 Franks and Sejnowski,
2002). If the amount of NMDAR currents is altergddensory experience, a measurement of

NMDA-EPSC at a single release site might refleet¢hange. Therefore, we examined evoked

175



NMDAR-mediated Sr-EPSCs at layer 4-2/3 synapsdastheue was no significant difference
between the amplitude of these currents betweeodhieol and SWE-treated animals (data
not shown), suggesting a lack of change in totaDM\turrents at a single synaptic contact.
Although sensory experience has been found to IMR& subunit composition (NR2A
and NR2B) that can modulate the thresholds foremduL TP vs. LTD (Quinlan et al., 1999a;
Philpot et al., 2003; Philpot et al., 2007), preaata from our laboratory did not show such a
change at 24 hr of SWE (Clem et al., 2008). Basedw findings of the distinct phases during
ongoing sensory experience, we reason that theoled&tected alteration in NMDAR subunit
composition could be due to the time point at whiahexperiments were performed, since 24
hr is the transition point from the second phasgyafptic weakening to the third phase of
stabilization. Thus comparisons need to be madedsst two time points when synaptic
potentiation and depression are the most profodfelemployed NR2B specific antagonist,
ifenprodil to investigate the amount of NR2B-contag NMDARs at different phases of
synaptic plasticity after SRE initiation. Our argfyreveals ifenprodil sensitivity has both
postsynaptic and non-postsynaptic components. Wéetifiat postsynaptic ifenprodil sensitivity
decreases from the early phase (6 hr) to the labidse (18 hr) when there is virtually no
ifenprodil sensitivity. These results are consisteith a loss of postsynaptic NR2B-containing
NMDARSs and thus a drastic decrease in the NR2B/NR2& during the transition from
synaptic potentiation to depression. This switchNR2 subunit composition (NR2B to NR2A)
supports a right shift of the BCM curve to favor,Tsimilar to the metaplasticity in visual
cortex following alteration in sensory experientherefore, a switch in postsynaptic NR2
subunit composition might be a regulatory mechari@mexperience-dependent metaplasticity

at layer 4-2/3 synapses of barrel cortex. Howesereral questions remain unanswered
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regarding the alteration in NMDAR channel propertieiring the phase transition. First, the
decay kinetics of NMDA-EPSCs do not change at 18dnnpared with 6 hr, which would be
expected to shorten considering the switch from BIR2ZNR2A. This discrepancy between the
decay kinetics and ifenprodil sensitivity mightdelained by the presence of triheteromeric
NR1/NR2B/NR2A receptors at 18 hr which show muds léenprodil sensitivity compared to
NR1/NR2B (Hatton and Paoletti, 2005) but may showilar decay kinetics. Alternatively,
there could be an increase in the NR2C or NR2Desgion at 18 hr whose prolonged decay
kinetics will balance out the fast decay kinetiEfN&2A-containing NMDARSs, thus making
the decay kinetics at 6 hr vs. 18 hr indistinguidéaSecond, the change in NR2A subunit
prevalence has not been directly tested, whichafidict the NR2B/NR2A ratio. Effects of
pharmacological blockade of NR2A on NMDA-EPSCs wiled to be investigated. Third,
despite the fact that postsynaptic NR2B seemsttorréo the O hr level when assayed at 24 hr,
LTD could still be induced in vitro by the pairipgotocol (Clem et al., 2008), inconsistent
with an association of LTP with more NR2B (Philestal., 2007). Furthermore, transgenic
mice which overexpress NR2B or NR2A knock-out mick be required to test if the switch
from NR2B to NR2A is required for the metaplasticithe expectation from these animals
would be a complete loss of the labile phase anekéended synaptic potentiation phase.
Interestingly, our analysis of NMDAR properties eals an up-regulation of
non-postsynaptic NMDARs that promote presynapiiease probability during the early phase
(6 hr) and labile phase (18 hr) at layer 4-2/3 pgea. Non-postsynaptic NMDARs that
promote spontaneous and evoked release probdiahty been detected previously in wildtype
rodents at layer 4-2/3 synapses (Bender et alg&2@rasier and Feldman, 2008). Compared

with the previous studies in which detection of ypmstsynaptic NMDARs was facilitated by
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recording at physiological temperature and addiBOA to increase ambient glutamate
concentration, our study can detect these receptamom temperature during basal synaptic
stimulation (0.1 Hz), without adding TBOA. Howevd#rg exact role of this up-regulation is
unclear. Since most studies about presynaptic NMBUiRtion in visual and barrel cortex
have pointed to a role in spike-timing dependeprelssion (STDD), it is surprising to see an
increase in the expression of these receptorsglthminitial phase of synaptic potentiation (6
hr). A possible scenario could be that these naigyoaptic NMDARSs which promote
presynaptic glutamate release act to increasarthg bf postsynaptic cells and thus faciliate
synaptic strengthening in a concerted fashion alitiy the postsynaptic mechanism of LTP,
during the initial bout of sensory experience. Qured expression of non-postsynaptic
NMDARSs might function in concert with postsynapii¢IDAR-dependent mechanisms to
generate LTD during the labile phase of synaptiakeaing. However, these speculations of
dissociation between non-postsynaptic and postsynay@chanisms need to be tested, for
example, by in vitro LTP experiments where postgyicanechanisms are selectively blocked

at different phases.
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Appendix A. Effects of the sleep-wake cycle on SWiaduced synaptic strengthening

It has been found that different behavioral stasmodulate synaptic plasticity, in
particular, wakefulness has been associated withpic potentiation and sleep with
homeostatic downscaling of synaptic strength (Toaod Cirelli, 2003; Vyazovskiy et al.,
2008). We set out to test if SWE-induced synaptengthening at 24 hr is regulated by the
sleep-wake cycle and thus influenced by animalkab®ral state. We put the animals on the
same 12hr light/12 hr dark schedule and recordedpic strength 24 hr after the onset of
SWE at 9 am or 7 pm when animals were in the sbeepakeful state, respectively. Our
results showed that 24 hr SWE can equally incréessynaptic strength of layer 4-2/3
synapses no matter whether the animals were isl¢lep state (9 am) or wakeful state (7 pm)
(Fig. A-B). Shortened decay kinetics can be indume@4 hr SWE under both conditions,

suggesting an increase in synaptic CP-AMPARs (FQ)A
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Figure A. SWE-induced synaptic strengthening is noaffected by the sleep or wakeful stated)
Schematics showing experimental design. Whiskerikgjon was performed at 9 am or 7 pm on the
previous day and recordings of Sr-EPSCs were paddr24 hr after the SWE onset on next day at the
same time. Animals (P13) were maintained at theesbi2rhr light/12 hr dark cycl®) Summary of
Sr-EPSC amplitude recorded at 9 am and 7@nSummary of the decay time of average Sr-EPSCs
recorded at 9 am and 7 pm.
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Appendix B. Effect of whisker activity modulation during SWE-induced synaptic
plasticity

Unbalanced whisker activity such as SWE or SREéeduobust synaptic
strengthening, suggesting the importance of serediyation in triggering synaptic plasticity
in cortical circuits. We wanted to test if modubetiof whisker activity by depriving or
artificially stimulating the remaining single whiskafter the initiation of synaptic plasticity
would change synaptic strengthening (at 24 hrktFive tested if continued whisker activity is
required to maintain synaptic strengthening dutireggfirst 24 hr of experience. We clipped the
remaining D1 whisker (to about the skin level) aft8 hr of SWE and put the animals back to
their home cages, recording Sr-EPSCs at layer £@/Batory synapses at 24 hr (Fig. B1-A).
We found that clipping the whisker 6 hr prior tqgperements was not sufficient to wipe out
synaptic strengthening (Fig. B1-B) and the synagdicn was maintained, suggesting continued
sensory experience (for the last 6 hr) is not neglio maintain the synaptic gain. In addition,
there was no change in synaptic CP-AMPARSs, whicreweaintained at the synapses
irrespective of the loss of sensory activity (Bd.-C and B1-D). Second, we tested if
artificially stimulating the remaining D1 whisker hHz, a frequency that causes synaptic
depression at cortical synapses in vitro would geasynaptic strength (Fig. B2-A). We found
stimulating the whisker at 1 Hz for 25 min immedlgtbefore sacrifice can not change

synaptic strength (Fig. B2-B).
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Figure B1. Deprivation of remaining D1 whisker doesot affect SWE-induced synaptic
strengthening at 24 hr.A) Schematic of experimental desi@). Summary of the Sr-EPSC amplitude
across condition<C) Decay time across conditiori3) Current-voltage (I-V) relationship of
AMPA-EPSC from SWE-treated animals whose D1 whiskas clipped 6 hr prior to recordings. N=3
cells. Current amplitude (I-norm) was normalizedhat recorded at -70 mV. The I-V plot shows a
clear rectification, suggesting the presence dfigai-permeable AMPARs (CP-AMPARS), similar to
unplucked SWE-treated animals at this age. Thesdtsesuggest that continued whisker activity is no
required for synaptic strengthening or the maimeraof synaptic CP-AMPARSs.
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Figure B2 Simulating the D1 whisker at 1 Hz (25 mipdoes not change synaptic strengtif)
Schematic of the experiment. The remaining D1 wdriskas manually stroked at 1Hz for 25 min
immediately before sacrific®) Summary of Sr-EPSC amplitude.

Appendix C. Rescue of the critical period for SWEduced synaptic strengthening at
layer 4-2/3 excitatory synapses

Previously we have found that there is a critiecaiqd for experience-dependent
synaptic strengthening that ends at P15 at layB4xcitatory synapses (Wen and Barth,
2011). We hypothesize that the closure of thiscalipperiod could be due to an increased
NMDAR-dependent synaptic depression at P15. Coetpériments where CPP was injected
into whisker-intact naive animals showed that Qijéction did not change synaptic strength
in the control animals (Fig. C-A,B). Then we inedtCPP in SWE-treated animals 6 hr prior

to synaptic strength recordings at P15 after 2df ISWE and found that this manipulation
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resulted in further potentiation of synaptic striénghus reopening the critical window (Fig.
C-C,D). However, the same manipulation failed wease synaptic strength at P16 (Fig.
C-E,F). Theses results suggest that SWE-induced)ARtdependent synaptic depression is
developmentally regulated, which contributes todlesure of critical period for
experience-dependent synaptic strengthening at #a2é3 excitatory synapses. However, this
developmental regulation is transient and not resiie for the sustained closure of the
critical period.

Furthermore, since single layer 2/3 pyramidal nesirghow input-specific critical
periods for SWE-induced synaptic strengtheningattatory inputs from layer 4 vs. layer 2/3
(Wen and Barth, 2011), we asked if NMDAR-dependksqtression at layer 4-2/3 synapses is
input-specific. CPP injection was performed in SW&ated animals at P16, when synaptic
strengthening is present at layer 2/3-2/3 but htayeer 4-2/3 synapses (Fig. C-G). Our results
showed that CPP injection at 18 hr after the oa68WE did not change synaptic strength of
layer 2/3-2/3 synapses at 24 hr (Fig. C-G). AltHoogr data did not completely rule out the
presence of NMDAR-dependent depression at layeRB3ynapses because we only looked
at one time point (18 hr), these results do sughestNMDAR-dependent depression might be
specific to layer 4-2/3 synapses and that molegukrhanisms regulating synaptic plasticity in

layer 2/3 pyramidal neurons are synapse-specific.
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Figure C. CPP injection transiently rescues the ckure of the critical period for SWE-induced
synaptic strengthening. A)Schematics of CPP injection in control mice an@ 48 hr after the onset
of a control mouse at the age of PTHis is a control experiment to show that CPP impacdoes not
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affect synaptic strength in undeprived naive arsnofthe same agB) Summary of Sr-EPSC

amplitude for control mice with or without CPP igjen. C) Schematic of CPP injection in P15
SWE-treated mice at 18 hr. Bottom: summary of th& BSC amplitude showing that CPP injection
increases synaptic streng). Cumulative fraction of Sr-EPSC amplitude. * indaxd p<0.05E)
Schematic of CPP injection in P16 SWE-treated ratcE8 hr. Bottom: summary of Sr-EPSC amplitude
showing that CPP injection does not change synapegngthF) Cumulative fraction of the Sr-EPSC
amplitude. There was no significant different begwéhe conditionss) Schematic of CPP injection in
P16 SWE-treated mice at layer 2/3-2/3 synapsetitRsgmmary of the Sr-EPSC amplitude.

Appendix D. Firing properties of layer 2/3 pyramidd cells by layer 4 stimulation in slices
after 24 hr SWE

Our lab has previously demonstrated by in vivo lgingnit recording that sensory
activity (24 hr of SWE) induces an increase infihieg rate, a decrease in spike time (relative
to the stimulus in vivo, i.e., whisker deflecticaar)d improved trial-to-trial reliability and spike
timing precision of layer 2/3 cells in the sparedrbl representation (Benedetti et al., 2009).
These changes (rate, reliability and precisioragér 2/3 neurons are correlated with a
concurrent increase in synaptic strength of lay2f3lexcitatory synapses (Clem and Barth,
2006). Thus one hypothesis to explain the increaspike output of layer 2/3 neurons is the
increase in the excitatory drive received by indipl layer 2/3 neurons which receive
excitatory inputs from multiple presynaptic soutdasluding layer 4, layer 2/3 in barrel cortex
and other areas. In addition to layer 4-2/3 synapseperience-induced synaptic strengthening
was also observed at putative layer 2/3-2/3 exmiyagynapses from within the spared barrel
column (Wen and Barth, 2011). Therefore, an imparggestion is whether
experience-dependent changes in the evoked fifiteyer 2/3 neurons require synaptic
potentiation at multiple converging inputs or wheateynaptic potentiation in one input is
predominantly involved. We wanted to test if symapbtentiation in layer 4-2/3 synapses is
sufficient to cause most of the changes in firingpat that are observed in vivo. However, a

direct test in vivo would involve inactivation off ather presynaptic populations that synapse
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onto layer 2/3 pyramidal cells while specificaltynsulating one input, which is technically
challenging. Therefore, we tested the hypothesstides by electrically stimulating layer 4 as
a proxy for sensory stimulation (whisker deflecjiand recording the firing responses to 0.1
Hz synaptic stimulation at different stimulus irgéres. We compared the input-output
function, spike time and spike timing precisioriager 2/3 pyramidal cells (both fosGFP+ and
fosGFP- cells) by stimulating layer 4, between oardnd 24 hr SWE-treated animals. Our
data show that except for a near-significant ineeda the gain (Fig. D2-B,C,D,F), which is
quantified as the slope of the linear portion @ ithput-output function in the SWE-treated
animals, there is no obvious change in the spike {relative to the stimulus artifact, i.e., layer
4 stimulation) (Fig. D2-G) or spike timing precisi¢Fig. D2-H). In addition, our measurement
of intrinsic properties between control and SWEted animals do not yield any change after
SWE (Fig. D1). Taken together, these data sugbesekperience-dependent synaptic
strengthening at layer 4-2/3 synapses alone isuf@itient to explain the observed
experience-induced changes in evoked firing ofd&y@ neurons. Although it is possible that
our synaptic stimulation frequency in slices might correctly recapitulate the actual layer 4
activity during sensory activation in vivo, it remato be tested if experience-dependent
synaptic plasticity at other excitatory inputs, éample, layer 2/3-2/3 synapses also

contributes to the changes in firing output of e neurons.
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Figure D1. Intrinsic properties of layer 2/3 pyramidal neurons (P12-14) do not change after 24 hr
SWE. A) Example cells from control (black) and SWE-treaigreben) mice showing evoked responses
to different levels of square pulse injection. 8dadrs: 20 mV, 200 m8) Number of spikes during
current injection for control and SWE-treated miCg.The time (relative to the onset of square pulse)
of the £' spike triggered by current injectiod) Resting membrane potentials. N=7 (control) and 8
(SWE) cellsE) Input resistance. N=7 (control) and 9 (SWE) cél)sSpike threshold (calculated at
Rheobase current). N=4 (control) and 4 (SWE) cells.
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Figure D2. Evoked firing of layer 2/3 pyramidal neuons by layer 4 stimulation in slices. A)
Example traces of layer 4-evoked firing in two sdtbm control (black) and SWE-treated (green)
animals at different stimulus intensities. Scalesb20 mV, 5 msB) Firing probability as a function of
PSP slope with fitted sigmoidal curves for the tedls shown irA). Firing probability was calculated
as the number of sweeps that show at least one spikof 10 sweeps at a given stimulus intensi8P P
slope was calculated from the first 2 ms time windd voltage deflection of the average trace at a
given stimulus intensity. For each cell, a sigmbfdaction was fitted to the dat&) Firing probability
as a function of PSP slope for all the cells ingbetrol animalsD) Firing probability as a function of
PSP slope for all the cells in the SWE-treated afsrix) E50 (mV/ms) for all the control and SWE
cells. E50 is the value of PSP slope requireditit €1.5 firing probability extrapolated from thetéd
sigmoidal curve for a given cel) Gainfor all the control and SWE cells. Gain is the eatd the
slope for the portion between 0.2 and 0.8 firingbability in the fitted sigmoidal curv&) The time of
the £ spike relative to the stimulus (layer 4 stimulajiartifact.H) Standard deviation (SD) of the
time of the ' spike at the first stimulus intensity at which fiieng probability reaches 1. Standard
deviation was calculated from the time of thiespike.
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