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Abstract

As more people seek the benefits of going online, more people are exposed to privacy risks from

their time online. With a largely unregulated Internet, self-determination about privacy risks

must be feasible for people from all walks of life. Yet in many cases decisions are either not obvi-

ous or not accessible. As one example, privacy policies are written beyond most adults reading

comprehension level, and few people read policies let alone act based on the information policies

contain. In my thesis I examine decisions made about threats from website data collection. In

the course of multiple studies I use a variety of tools including lab-based studies, online studies,

mental models interviews, economic analysis, and analysis of cookies used for tracking. Privacy

literature is full of apparent conflicts between people saying they care very much about their pri-

vacy, yet not taking the steps required to protect their privacy. By using multiple approaches and

crossing multiple disciplines I am able to contribute to a more coherent picture of whether people

are able to make choices about protecting their online privacy.
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Internet privacy is a multi-faceted domain drawing upon law, policy, ethics, social norms,

economics, and technology. Many practices have evolved with little thought for privacy. Internet

users’ understanding of online privacy threats is usually incomplete at best. Yet every day, Inter-

net users make decisions with privacy implications: which websites to visit, which technologies

to use to protect their privacy, what information to release about themselves, when to lie in re-

sponse to questions that seem overly invasive. This thesis focuses on privacy in practice and the

decisions people make about online privacy. We focus on two areas. First, privacy policies are

the way in which users are expected to educate themselves about websites’ data practices. Sec-

ond, targeted advertising is the realm in which most commercial data is collected, where users

are called upon to make decisions to protect or forgo their online privacy.

1.1 Privacy Policies

In the late 1990s, the Federal Trade Commission (FTC) decided that the Internet was evolving

very quickly and new legislation could stifle growth. In particular, there were concerns that it

was premature to legislate to protect privacy before other mechanisms evolved, especially when

business was expected to offer more effective and efficient responses than FTC staff could en-

force. The Internet was still young, commerce on the Internet was very new, and legislators and

regulators adopted a hands-off approach rather than risk stifling innovation. However, concerns

remained about data privacy in general and on the Internet in particular. For example, the FTC

recommended legislation to protect childrens’ privacy, which led to the Childrens Online Privacy

Protection Act (COPPA) in 1998 [113].

Prior to COPPA, the FTC adopted Fair Information Principles (FIPs), a set of ideals around

data use. The notion of FIPs predates the Internet; several nations adopted differing FIPs in re-

sponse to concerns about credit databases on mainframes in the 1970s [85]. While FIPs do not

themselves carry the force of law, they provide a set of principles for legislation and government

oversight. In this way they are similar to Article 12 of the Universal Declaration of Human Rights,

which states the principle that “No one shall be subjected to arbitrary interference with his pri-

vacy, family, home or correspondence, nor to attacks upon his honour and reputation. Everyone

has the right to the protection of the law against such interference or attacks,” yet leaves the spe-

cific legal implementations of those ideals in the hands of individual signatories, including the
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United States [149].

The five FIPs the FTC adopted in 1973 — notice/awareness, choice/consent, access/ par-

ticipation, integrity/security, and enforcement/redress — are a subset of the eight protections

ensconced in the Organization for Economic Co-operation and Development (OECD) Guidelines

on the Protection of Privacy and Transborder Data Flows of Personal Data [108]. The FIP of no-

tice underlies the notion of privacy policies, which are mechanisms for companies to disclose

their practices. In 1998, the FTC commissioned a report that found while 92% of U.S. commercial

websites collected some type of data, only 14% provided comprehensive notice of their practices

[114]. The FTC was concerned that the FIP of notice/awareness was not faring well on the new

Internet: consumers did not know where their data went or what it might be used for [114].

The FTC initiated a series of studies of hundreds of commercial websites to determine how

well industry self-regulation worked, in what became know as “Internet sweeps”. Year after

year, the number of companies offering privacy policies increased. By that metric it appeared the

FTC was successful. However, studies also showed people were reluctant to shop online because

they had privacy concerns [114]. The FTC turned to two different innovative approaches, rather

than legislation or regulatory action. First, they expressed great hope for online privacy seals

[113]. Two seal providers, TRUSTe and the Better Business Bureau (through BBBOnline), began

certifying website privacy policies. The BBBOnline seal program is no longer offered. TRUSTe

requires companies to follow some basic privacy standards and document their own practices.

TRUSTe also advertises that they investigate consumer allegations that licensees are not abiding

by their policies [142]. However, TRUSTe faced criticism for not requiring more rigorous privacy

standards [93]. One study showed that companies with TRUSTe seals typically offer less privacy-

protective policies than those without TRUSTe seals [72].

In addition to the threat of new regulatory action to spur voluntary disclosure, the FTC used

fraud and deceptive practices actions to hold companies to whatever content they did publish. In

essence, while a company was not strictly required to post a policy, once published, the policy be-

came enforceable. In one case the FTC brought action even without a privacy policy. When Cart-

manager surreptitiously rented their customer lists the FTC advanced a legal theory of unfairness

rather than fraud [130]. Cartmanager provided online shopping cart software and worked with

clients who promised not to sell customer data. The FTC argued that even though Cartmanager
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did not have a privacy policy of their own to violate, they still violated the policies of their clients

[51]. The FTC also brought action against Sears. Although Sears disclosed their data collection

practices, the FTC decided the disclosure was inadequate [54]. This establishes disclosure is nec-

essary but not sufficient, and suggests a reason beyond usability as to why businesses would do

well to pay attention to the format in which they present privacy information.

Voluntary disclosure through privacy policies became the primary component of the notice

and choice paradigm that underlies the theory of industry self-regulation. How would long

would it take for users to read privacy policy, and what is the cost of that time? We address this

question in Chapter 2. Because privacy policies were voluntary,1 there were no requirements for

the existence of a policy let alone any restrictions as to the format, length, readability, or content

of a given privacy policy. Simultaneously, the FTC encouraged privacy enhancing technologies

(PETs) with the hope that PETs would put greater control directly into the hands of consumers

[113]. PETs include encryption, anonymity tools, and other software-based approaches. One

particularly intriguing approach came from the Platform for Privacy Preferences (P3P) standard,

which used privacy policies coded in standardized machine-readable formats. P3P user agents

can determine for users if a given website has an acceptable privacy policy [41]. One possible

way to improve privacy policies’ readability is to create standardized formats. One approach uses

P3P to generate a standardized policy. Another effort, called layered or short policies, presents

highlights in standardized boxes. Do these presentations actually help users understand privacy

policies in order to make decisions based upon them? We analyzed three formats for a single

company’s privacy policy in Chapter 3, and extend that work in Chapter 4, where we analyze six

companies’ privacy policies.

Privacy policies remain the most prevalent way for companies to communicate their practices,

and for users to gain information. Users visit first-party sites with links to privacy policies, and

may choose to click those links, and then may or may not understand the content of the privacy

policy. However, as the Internet has evolved, first-party data collection is usually less concerning

than the digital dossiers created by third-party advertisers.

1There are some legal requirements for privacy policies now, including state law in California.
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1.2 Targeting

As mass media gave rise to mass advertising, advertisers’ reach became national. However, typi-

cally only a subset of citizens are interested in any given products or services advertised. As the

old advertisers’ lament has it, “We know we’re wasting half our ad dollars, we just don’t know

which half” [44]. One approach to better match ads to people who might act upon them is con-

textual advertising where ads are related to the context in which they are shown. For example,

ads for golf tees are more successful in golf magazines than quilting magazines. On the Internet,

advertisers can buy ad space on websites related to their products. Advertisers can also choose

search keywords and display ads contemporaneously with search results on sites like Google. For

contextual advertising to work, advertisers need to know about the site they are advertising on,

or to match to ephemeral keywords that do not need to be stored.

In addition to contextual advertising, the Internet also enables several novel forms of advertis-

ing designed to target likely customers in ways that are not available offline. Ideally, targeted ads

help advertisers eliminate the “wasted half” of their advertising budget by showing ads only to

people who are more likely to be customers. By targeting individual customers advertisers do not

need to rely on high-priced premium sites to reach their audience. It is no longer the type of site

that determines ad placement but rather the type of customer, regardless of which site they are

visiting. Customers may benefit from ads targeted to their personal interests, reducing irrelevant

ads and the time it takes to find products.

However, the data needed to drive targeted advertising is data about potential customers,

rather than data about websites hosting ads. These data raise privacy concerns. Advertising net-

works collect data including search terms, websites visited, articles read online, IP addresses, web

browser user agent strings, GPS and other location data. They use that information to infer de-

mographics, interests, relationships, and physical movement. Based on inferences and common

characteristics, they classify people into profiles. They then sell access to people deemed more

likely to buy a given product or service, for example, perhaps advertising for an assisted living

facility shown to affluent senior citizens in a particular state. The advertising networks sit in the

middle between the users who see the ads in their web browsers, and the advertisers buying the

ad embedded on a site the user visits. In this model, advertising networks do not provide infor-

mation about the users (and have some economic incentives not to) but rather just display ads
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to targeted un-named users. Some of the data that drives targeted advertising is inherently non-

anonymized in raw form. As a few examples, people “ego surf” and search for their own names,

leading to one path of identification of AOL’s users when AOL released what they believed to

be anonymous search logs [17]. IP addresses are legally classified as Personally Identifiable In-

formation in some countries, and laws require ISPs to retain logs of IP address use to assist law

enforcement. Approximately 80% of web browsers have a unique ”fingerprint” based on their

configuration data [45]. One clever advertiser analyzed typing patterns to uniquely identify indi-

viduals sharing the same computer, based on the old telegraph operators’ observation that they

could tell who they were talking to by the other operator’s “fist,” or the particular pauses and

patterns present even in Morse code [26]. In addition to these examples of concerns around raw

data being identifiable, privacy concerns also include issues with inferences and profiles. Finally,

startling work on re-identification in other areas suggests that even theoretically anonymous pro-

files may contain a combination of enough data to be uniquely identifiable: raw data may not be

the only identifiable data [107, 5, 135].

The FTC has devoted significant resources to understanding the contours of behavioral ad-

vertising, including multiple hearings, workshops, and roundtables culminating in guidelines

for behavioral advertising in 2009 [53]. We study perceptions and knowledge of behavioral ad-

vertising in depth in Chapter 5. And yet, for all of the FTC’s time on behavioral advertising, they

pay comparatively little attention to other forms of functionally similar targeted advertising. The

FTC’s guidelines for behavioral advertising get into the technology of today’s behavioral adver-

tising, contrasting first party cookies and third party cookies, rather than looking at data flows

and outcomes in a generalizable way [53]. Since the FTC’s reasoning for distinguishing first party

cookies is user expectations, it is reasonable to ask if users see behavioral advertising differently

from other types of advertising, as we do in Chapter 6.

Most targeted advertising relies upon HTTP cookies. Advertisers use persistent identifiers in

cookies to help them understand a given customer’s browsing history. This data is used to build

interest profiles to command premiums for ads matched to given interests or demographics. Ad-

vertisers also use cookies to contribute to analytics data about which customers have viewed ads,

clicked on ads, and purchased from ads. Analytics data helps advertisers determine if a given

ad is effective with a particular audience. More importantly, without at least basic analytics, ad-
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vertising networks would not know how much to charge. Meanwhile, many users prefer not

to be tracked and express that preference by deleting their HTTP cookies. This causes tremen-

dous problems for analytics data, where even a small error rate can result in incorrectly billing

thousands of dollars in a single advertising campaign.

In response to users deleting HTTP cookies, advertisers have turned to more creative ap-

proaches to gather reliable data. One of several is to simply use Flash cookies as a direct replace-

ment for HTTP cookies, or to re-create HTTP cookies users deleted. Flash cookies come from the

Flash browser plugin. Flash is used to create multimedia applications including interactive con-

tent and animations embedded into web pages. An estimated 99% of desktop web browsers have

the free Flash Player plugin enabled [8]. Flash programs cannot read and write HTTP cookies

directly, but can use JavaScript to do so [30]. However, while JavaScript is built into all major

browsers, users can choose to disable JavaScript and thereby disable Flash’s ability to interact

with HTTP cookies. Flash writes its own version of cookies.

Because most users have not heard of Flash cookies, and tools did not delete Flash cookies

until recently, advertisers discovered Flash cookies solved their data quality problems. Even bet-

ter for advertisers, Flash cookies do not expire. Under Windows, Flash cookies write to hidden

system folders, away from most users’ notice or technical ability to delete. Flash cookies are cross-

browser, eliminating advertisers’ problem with HTTP cookies that a user using Internet Explorer

and Firefox is miscounted as two different users. Rather than write a lot of new code to work with

Flash cookies, in some cases advertisers simply used Flash cookies to identify a user and then re-

create (“respawn”) that user’s previously deleted cookies, enabling advertisers to continue to use

their existing code base. Users did not have to bother re-entering data or to be pestered with

information about behind-the-scenes internal processes.

As a technical response to the technical problem of poor quality analytics data, Flash cook-

ies are a good engineering solution. However, problems collecting analytics data are not just a

technical glitch: users intentionally delete HTTP cookies as an expression of their desire for pri-

vacy. We rely upon an industry self-regulation approach to privacy, built on a notice-and-choice

theory. Using Flash cookies to respawn or to track users who have deleted HTTP cookies com-

pletely undermines user choice, and violates the underlying principles of self-regulation. Users

had no visible indication that Flash cookies existed or that HTTP cookies respawned. In order to
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understand how much of a problem this poses, we analyze Flash cookie prevalence in Chapter 7.

1.3 Overview

The rest of this dissertation is organized as follows: in Part I, we study using privacy policies to

make decisions. We estimate the time to read privacy policies and the cost to do so in Chapter 2.

We contrast three different formats for a single privacy policy in Chapter 3, and contrast six com-

panies’ policies in Chapter 4. In Part II, we study targeting techniques and behavioral advertising.

We quantify Flash cookies use in Chapter 7. We performed user studies to understand views of

behavioral advertising, described in Chapter 5. We contrast user perceptions of several types of

targeted advertising in Chapter 6. Finally, we conclude with a discussion of policy options in 8.
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Chapter 2

Value of Time to Read Privacy

Policies

This chapter is largely a reproduction of a paper co-authored with Lorrie Faith Cranor and published in I/S:

A Journal of Law and Policy for the Information Society, 2008 [96].
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2.1 Introduction

Companies collect personally identifiable information that website visitors are not always com-

fortable sharing. One proposed remedy is to use economics rather than legislation to address pri-

vacy risks by creating a market place for privacy where website visitors would choose to accept

or reject offers for small payments in exchange for loss of privacy. The notion of micropayments

for privacy has not been realized in practice, perhaps because advertisers might be willing to pay

a penny per name and IP address, yet few people would sell their contact information for only a

penny [56]. In this chapter we contend that the time to read privacy policies is, in and of itself,

a form of payment. Instead of receiving payments to reveal information, website visitors must

pay with their time to research policies in order to retain their privacy. We pose the question: if

website users were to read the privacy policy for each site they visit just once a year, what would

their time be worth?

Studies show privacy policies are hard to read, read infrequently, and do not support rational

decision making. We calculated the average time to read privacy policies in two ways. First, we

used a list of the 75 most popular websites and assumed an average reading rate of 250 words per

minute to find an average reading time of 10 minutes per policy. Second, we conducted an online

study of 212 participants to measure time to skim online privacy policies and respond to simple

comprehension questions. We used data from Nielsen/Net Ratings to estimate the number of

unique websites the average Internet user visits annually with a lower bound of 119 sites. We

estimated the total number of Americans online based on Pew Internet & American Life data

and Census data. Finally, we estimated the value of time as 25% of average hourly salary for

leisure and twice wages for time at work. We present a range of values, and found the national

opportunity cost for just the time to read policies is on the order of $781 billion. Additional time

for comparing policies between multiple sites in order to make informed decisions about privacy

brings the social cost well above the market for online advertising. Given that web users also have

some value for their privacy on top of the time it takes to read policies, this suggests that under the

current self-regulation framework, targeted online advertising may have negative social utility.
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2.1.1 Economic Theories of Privacy Policies

The FTC started with a set of principles, almost akin to a framework of rights, and encouraged

companies to protect these rights by adopting privacy policies. Economists also see utility in

privacy policies but from an entirely different basis.

Advertising economics looks at ways to turn a commodity (e.g., water) into a bundle of mar-

ketable attributes (e.g., from mountain springs). There are three types of attributes. Search goods

are things readily evaluated in advance, for example color. Experience goods are only evaluated

after purchase or use, for example the claims of a hair care product. Credence attributes cannot be

determined even after use, for example nutrition content of a food. One argument for manda-

tory nutrition labels on food is that it converts nutrition information from a credence attribute to

a search attribute: consumers can read the label prior to purchase [43]. This argument applies

equally well to online privacy. Without a privacy policy, consumers do not know if a company

will send spam until after they have made the decision to provide their email address. With a

privacy policy, consumers can check privacy protections prior to engaging in business with the

site.

Another economic perspective that leads to supporting privacy policies is that since privacy

is not readily observable, it cannot be properly valued by the market place. Without privacy

policies, companies have all of the information about their own practices and consumers have

none, leading to an information asymmetry [153]. Information asymmetries are one potential

cause of market failure. The canonical example is of a market for used cars: sellers know if their

cars are in mint condition or are lemons, but buyers may not be able to tell [9]. Consequently,

buyers need to take into account the risk of getting a bad car, and will not pay top dollar for a

great car just in case they are being taken for a ride.

Privacy policies should help reduce information asymmetries because companies share infor-

mation with their customers. However, researchers also note that if the cost for reading privacy

policies is too high, people are unlikely to read policies. Time is one potential cost, and the time

it takes to read policies may be a serious barrier [41]. This approach assumes rational actors per-

forming personal benefit-cost analysis, at least on an implicit level, to make individual decisions

to read or skip privacy policies [6]. If people feel less benefit reading policies than they perceive

cost of reading them, it stands to reason people will choose not to read privacy policies.
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One question then is what value to place on the time it takes to read privacy policies. There

is a growing literature addressing the monetary value of time, starting in the mid-1960s [19]. For

example, urban planners estimate the value lost to traffic jams when deciding if it makes sense to

invest in new roads or other infrastructure improvements [89]. As benefit cost analysis increased

in popularity, government agencies found they had a hard time calculating economic value for

“free” services like parks. One way to address their value is to estimate the time people spend

traveling to parks and the value of the time they spend enjoying the parks, which again requires

estimates of the value of time [18]. We draw upon this body of work.

In this chapter we look at societal and personal opportunity costs to read privacy policies.

Under the notion of industry self-regulation, consumers should visit websites, read privacy poli-

cies, and choose which websites offer the best privacy protections. In this way a market place

for online privacy can evolve, and through competition and consumer pressure, companies have

incentives to improve their privacy protections to a socially optimal level. In practice, industry

self-regulation has fallen short of the FTC vision. First, the Internet is far more than commercial

sites or a place to buy goods. While it may make sense to contrast the privacy policies of Ama-

zon, Barnes and Noble, and OReilly to purchase the same book, there is no direct substitute for

popular non-commercial sites like Wikipedia. Second, studies show privacy policies are hard to

read [73], read infrequently [74], and do not support rational decision making [6].

Several scholars extended the FTCs vision of an implicit marketplace for privacy by exam-

ining ways to explicitly buy and sell personal information. Laudon proposed “[m]arket-based

mechanisms based on individual ownership of personal information and a National Information

Market (NIM) in which individuals can receive fair compensation for the use of information about

themselves.” Under this plan, corporations could buy “baskets of information” containing the fi-

nancial, health, demographic or other data that individuals were willing to sell about themselves

[85]. Varian sees privacy as the “right not to be annoyed” and suggests web-based contracts to

sell specific information for specific uses during a fixed time frame [152]. Yet no such market of

micropayments for personal information exists. Garfinkel notes that in the current market place,

where corporations re-sell information to other corporations, payments are already low. He es-

timates that payments to individuals for their information would be worth about a penny per

name, which is far lower than most people would be willing to accept [56]. Since Garfinkel’s
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analysis, the market for personal information has been flooded with readily available informa-

tion. Even stolen information is worth only about a tenth of what it used to fetch on the black

market [141]. Full clickstream data sells for only 40 cents per user per month [24], yet from the

outrage when AOL released search term data to researchers [75], it is a good guess that most peo-

ple value their data at a substantially higher rate than it currently sells for on the open market.

With sellers demanding more than buyers will pay, there is no zone of possible agreement, and

thus it is likely that no transactions would take place.

In this chapter we explore a different way of looking at privacy transactions. What if online

users actually followed the self regulation vision? What would the cost be if all American Internet

users took the time to read all of the privacy policies for every site they visit each year? We model

this with calculations of the time to read or skim policies, the average number of unique websites

that Internet users visit each year, and the average value of time, as we present in section 2.2. In

section 2.3, we combine these elements to estimate the total annual time to read policies as well

as the cost to do so, both for individuals and nationwide. We discuss our findings and present

our conclusions in section 2.4.

2.2 Inputs to the Model

In this section we develop a model to estimate the cost to all United States Internet users if they

read the privacy policy once on each site they visit annually. We model cost both in terms of time

and the economic value of that time. We estimate the annual time to read (“TR”) online privacy

policies as

TR = p * R * n

p is the population of Internet users

R is the average national reading rate

n is the average number of unique sites an Internet user visits each year

Similarly, we estimate the time to skim (“TS”) online privacy policies as

TS = p * S * n

S is the average time to skim a policy
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We contrast reading to skimming because while some Internet users might read privacy poli-

cies all the way through, studies in our lab show that in practice, people may scan privacy policies

for specific information they are interested in learning rather than reading policies word-for-word

[118].

Estimating the economic value of time is more complex. As we discuss further, based on

literature in the value of time domain, leisure time is valued at a lower hourly rate than value of

loss of productivity during work hours. We estimate time at home as 1/4 W and time at work as

2W where W represents average wages. Consequently we estimate not just the annual number of

unique websites, but also the proportion of sites that Internet users visit at home and at work.

2.2.1 Time to Read or Skim Privacy Policies

We used two different methods to estimate the average time to read online privacy policies. First,

we took the average word length of the most popular sites privacy policies and multiplied that

by typical words per minute (WPM) reading speeds. Second, we performed an online study

and measured the time it took participants to answer comprehension questions about an online

privacy policy. This allows us to estimate time and costs both for people who read the full policy

word for word, and people who skim policies to find answers to privacy questions they have. In

each case, we use a range of values for our estimates with median values as a point estimate and

high and low values from the first and third quartiles.1

Calculated Estimate to Read Popular Website Privacy Policies

We measured the word count of the 75 most popular websites based on a list of 30,000 most

frequently clicked-on websites from AOL search data in October, 2005 [47]. Because these are the

most popular sites, they encompass the sorts of policies Internet users would be most likely to

encounter.

As seen in Figure 2.1, we found a wide range of policy lengths from a low of only 144 words

to a high of 7,669 words— about 15 pages of text. We used a range of word count values from the

first quartile to the third quartile, with the mean value as a point estimate.

1In this chapter, the first quartile is the average of all data points below the median; the third quartile is the average of
all data points above the median. These are single values and not a range of values. Point estimates are our single best
guess in the face of uncertainty.
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Figure 2.1: Probability Density Function (“PDF”) and Cumulative Distribution Function (“CDF”)
of Word Counts in Popular Website Privacy Policies

We calculated the time to read policies as the word length of common privacy policies times

250 WPM, which is a typical reading rate for people with a high school education [31].

Table 2.1: Times to read entire privacy policies for average readers

Word Count Reading Rate Time to Read One Policy
First Quartile 2,071 / 250 WPM = 8 minutes
Median 2,514 / 250 WPM = 10 minutes
Third Quartile 3,112 / 250 WPM = 12 minutes

As seen in Table 2.1, we find that it takes about eight to twelve minutes to read privacy policies

on the most popular sites, with a point estimate of ten minutes per policy. These estimates may

be slightly low due to the jargon and advanced vocabulary in privacy policies. In addition, some

people read more slowly online than on paper, which may also make these time estimates slightly

low.
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Measured Time to Skim Policies

Internet users might be more likely to skim privacy policies to find answers to their questions,

or to contrast between two policies, rather than to read the policies word-for-word as envisioned

in the prior section. We performed an online-study that asked participants to find the answers

to questions posed about privacy protections based on the text of a privacy policy. We based

our questions on concerns people have about online privacy, as studied by Cranor et al [41]. We

asked five questions including “Does this policy allow Acme to put you on an email marketing

list?” and “Does the website use cookies?” All answers were multiple choice, rather than short

answer, so the act of answering should not have substantially increased the time to address these

questions.

To ensure our results were not overly swayed by one unique policy, participants were pre-

sented with one of six different policies of varying lengths. In all, we had 212 participants from

which we removed 44 outliers.2 We found that the time required to skim policies does not vary

linearly with length, as seen in Figure 2.2. We selected one very short policy (928 words), one very

long policy (6,329 words) and four policies close to the typical 2,500 word length. The median

times to skim one policy ranged from 18 to 26 minutes. The lowest first quartile was 12 minutes;

the highest third quartile was 37 minutes. The three policies clustered near 2,500 words ranged in

median times from 23 to 24 minutes and did not show statistically significant differences in mean

values.3

In a prior study, we asked 93 participants to read an online privacy policy from a publishing

site—the same very short 928 word policy. We asked very similar questions but included two ad-

ditional questions and omitted the time to answer the first question as a training task. We found

a far lower time: a point estimate of six minutes to scan a privacy policy and find relevant infor-

mation. This reflects an artificially low time because, as we have since discovered, the majority of

time spent answering questions is devoted to the very first question. Even though our follow up

2During online studies, participants are sometimes distracted by other tasks. We eliminated data points that were
clearly implausible, for instance, taking 5 hours to complete a set of tasks that typically takes 20 minutes. In similar
studies we have also seen responses indicative of clicking through the answers without reading the text. While we did
have a few very speedy respondents that could mathematically be identified as outliers, we chose to retain them. For
example, 3 minute response time is possibly the product of someone unusually good at the task, rather than someone
who did not attempt to understand the material. In short, we favored removing and retaining outliers in ways that could
slightly underestimate the times we measured.

3We contrasted the 2,550 word policy to the three similar length policies using two-sided t-tests assuming unequal
variance; 95% confidence interval; p=.518, .690, .891.
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Figure 2.2: Median times and inter-quartile ranges to skim one privacy policy

study started with a basic question, participants typically spent a third to half of their time on the

very first question.

Arguably a good lower estimate of the time it takes to skim one policy is to look at the inverse

of our first study: just look at the time for the first question, provided it is a question that encour-

ages exploring the full policy. In our second study we always started with a warm up question

that asked participants to identify the street address for the company and that information was

always in the last few lines of the policy. Participants had to skim the full policy to answer the

question. As shown in Figure 2.3, median times ranged from four minutes to eight minutes. The

lowest first quartile of all six policies was 4 minutes; the highest third quartile was 12 minutes.

One disadvantage to using just the time for the first question is that it underestimates because

we only look at one question, and a very basic question at that. When asked to identify why they

read privacy policies, our participants volunteered multiple interests ranging from data security,

to information sales, to spam, to opt-out policies. These are captured better in the range of times

reported in Figure 2.2. However, one advantage to using just the time for the first question is we

eliminate the unsatisfying situation that we can generate longer or shorter overall time estimates

just by varying the number of questions we ask.
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Figure 2.3: Median time to answer a basic question in one of six policies of different lengths,
bracketed by interquartile range

We elected to report the more conservative estimates from just looking at the times to answer

the first question, with the caveat that these numbers are lower estimates. If people were to read

policies regularly, presumably they would get faster at finding information, which is another

argument for a more conservative approach. We used the lowest first quartile and highest third

quartile for our low and high estimates. We averaged the policies medians as our point estimate;

see Table 2.2.

Table 2.2: Time estimates to skim one policy and answer a basic question

Skim and Answer One Question
Low Estimate 3.6 minutes
Point Estimate 6.3 minutes
High Estimate 11.6 minutes

2.2.2 Monthly Number of Unique Websites Visited

Nielsen Online reported the average number of unique websites that United States Internet users

visited at home and at work during March, 2008 as 66 unique sites from work and 119 from home
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[106]. The overall average number of unique sites visited per person for the same time period was

105 [105]. The overall figure is lower than the sum of sites visited from work and home because

there is duplication. For example, imagine someone who visits Google both at work and at home.

Google would appear once in the count of unique sites visited at work, plus once in the count of

the unique sites visited at home, yet only be one unique site overall. As depicted in Figure 2.4, on

average Internet users visit 52 different sites exclusively at work, 105 different sites exclusively at

home, and 14 sites at both work and home.

Figure 2.4: Locations where people read websites

We assume that if people read privacy policies, they would read them the first time they

encountered a given site. We do not know where people first see the sites they visit both at work

and at home. This uncertainty does not affect our time estimates but does affect our estimates
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for the value of that time, since time at work has a higher economic value than leisure time. As

a lower bound estimate, we assume all of the sites visited at both locations are first encountered

at home. As an upper bound estimate, we assume all of the sites visited at both locations are

first encountered at work. For our point estimate, we split the difference and assume half are first

encountered at work and half at home. These estimates are summarized in Table 2.3.

Table 2.3: Estimates of the monthly number of unique websites visited by U.S. Internet users

Estimate Policies read at work Policies read at home
Lower bound 52 / month 119 / month
Point estimate 59 / month 112 / month
Upper bound 66 / month 105 / month

2.2.3 Annual Number of Unique Websites Visited

Unfortunately, Nielsen does not collect data on the average number of websites people visit an-

nually. They do collect weekly statistics, as shown in Table 2.4:

Table 2.4: Unique monthly and weekly websites visited by U.S. Internet users show repeat visits
to many sites week after week

Location Unique sites / month Unique sites / week Scale factor
Work 66 25 66%
Home 119 40 74%

People visit some of the same sites each week: if not, we would see 100 unique sites per month

at home (25 * 4 weeks) rather than 66 (see Table 2.4). Ideally we would only count such sites once.

From the Nielsen data we computed a scale factor, which is the percentage of sites that Internet

users return to week after week. While our scale factor may not actually scale linearly over a full

year it is a reasonable starting point for estimation.

We are unaware of any scholarly work that measures how many websites people visit an-

nually. However, a 2008 study examined 25 subjects over a variable length of time and found

an average of 390 unique sites during 52 to 195 days of observation [155]. The mean length of

observation was 105 days. Using our point estimate of 112 unique sites per month, 390 unique

sites suggests nearly all new sites each month. It seems more likely that these 25 participants,
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drawn from the researchers acquaintances, simply visited more sites per month than the Nielsen

population. We can draw no firm conclusions. But this study does suggest, even if anecdotally,

that our scale factor is not absurdly low. If anything, we may be conservative in our estimates.

For all annual estimates, we first multiplied the monthly estimate by 12 to convert from

months to years, and then multiplied by the appropriate scale factor to account for visitors re-

turning to the same sites month after month. Scale factors varied by type of estimate. As a lower

bound estimate for the average annual number of websites visited we multiplied by our lower

observed scale factor, .66. As an upper bound annual estimate we multiplied our upper monthly

estimate by our higher observed scale factor, .74. For our point estimate we used a weighted av-

erage of the observed scale factors, multiplying the monthly average work sites by the observed

work scale factor of .66 and home by .74. The results are summarized in Table 2.5.

Table 2.5: Estimates of the annual number of unique websites visited by U.S. Internet users

Estimate Scale factor Read Read Total
at work at home

Lower bound .66 − > 412 / year + 942 / year = 1354 / year
Point estimate Weighted − > 467 / year + 995 / year = 1462 / year
Upper bound .74 − > 586 / year + 932 / year = 1518 / year

2.2.4 Opportunity Cost of Time

Just as the opportunity cost of time in school is a major part of the overall cost of education,

Becker argued we should consider the opportunity cost of time as an implicit cost of goods and

services [19]. The cost to see a play is not just the price of admission, but also the value that

audience members place on their own time [19]. Economics literature suggests that time should

be valued as salary plus overhead, which is the value corporations lose [89]. In the United States,

overhead is estimated as twice the rate of take home pay [82]. However, that approach may not

be an accurate reflection for those who work a fixed number of hours or are not in the workforce

[18]. Through revealed-presences and willingness-to-pay studies, studies estimate people value

their leisure time at one quarter of their take home pay [89].

Taken together, this suggests that reading privacy policies at work should be valued 2W while

reading privacy policies at home should be valued as 1/4W, where W is average wages. The
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Bureau of Labor Statistics finds an average hourly wage of $17.93 for March, 2008 [28]. That

gives us estimates of $35.86/hour for the opportunity cost of reading privacy policies at work

and $4.48/hour for the opportunity cost of reading privacy policies at home as seen below in

Table 2.6.

Table 2.6: Estimates for the value of time to read online privacy policies

Location Average value of time
Home $ 4.48 / hour
Work $ 35.86 / hour

2.3 Time and Economic Value to Read Privacy Policies

In this section we use the inputs from section 2.2 to estimate how much time it would take for

an individual to read the policies of each website she visits annually. We then use those time

estimates as the basis for calculating the value of that time. In both cases we look at national

figures as well as individuals.

2.3.1 Amount of Time to Read Privacy Policies

We multiplied the estimates for the number of unique sites American Internet users visit annually

(section 2.2.2) by the time to read or skim privacy policies (sections 2.2.1 and 2.2.1) and by the

estimated 221 million Americans online [105].

Table 2.7: Annual time estimates for reading and skimming online privacy policies

Estimate Individual Individual National National
time to read time to skim time to read time to skim

Lower bound 181 hrs / yr 81 hrs / yr 39.9B hrs / yr 17.9B hrs / yr
Point Estimate 244 hrs / yr 154 hrs / yr 53.8B hrs / yr 33.9B hrs / yr
Upper bound 304 hrs / yr 293 hrs / yr 67.1B hrs / yr 64.8B hrs / yr

We estimate that if all American Internet users were to annually read the online privacy poli-

cies word-for-word each time they visited a new site, the nation would spend about 54 billion

hours reading privacy policies (see Table 2.7.) To put these figures in perspective, using the point
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estimate of 244 hours per year to read privacy policies per person means an average of 40 min-

utes a day. This is slightly more than half of the estimated 72 minutes a day people spend using

the Internet [104]. This exceeds the combined percentage of Internet time devoted to shopping

(1.9%) dealing with spam (6.2%) and playing games (13%) in 2005 [104]. The estimated time to

read privacy policies exceeds the percentage of time online that people currently spend surfing

the web (45.3%) [104]. One study estimates the time lost to delays in booting computers with

adware as 60 hours per year per infected user, or about a quarter of the time we estimate to read

privacy policies [140]. In 2000, federal income tax payers spent an estimated average of 26.4 hours

completing their income taxes and nationwide, U.S. tax payers spent 3.4 billion hours completing

federal income taxes [62]—several times less than the amount of time we estimate for reading

online privacy policies.

2.3.2 Value of Time to Read Privacy Policies

We multiplied the time to read or skim policies by the number of websites visited at work and the

value of time at work, and added that value to the result from the same procedure for policies at

home. For national costs, we again estimated 221 million Americans online [105].

We estimate that if all American Internet users were to annually read online privacy policies

word-for-word each time they visited a new site, the nation would lose the value of about $781

billion from the opportunity cost value of the time to read privacy policies. Again, to put this

in perspective, in 2005 the average cost to connect to the Internet was $237/year for dial up and

$508/year for high speed access [125]. This suggests the value of time lost to reading privacy

policies would eclipse the cost of high speed Internet access, several times over. In 2007, United

States online sales were approximately $260 billion [37]—more than the cost to businesses if their

employees were to read privacy policies on corporate time.

2.4 Discussion

We estimate that reading privacy policies carries costs in time of approximately 201 hours a year,

worth about $3,534 annually per American Internet user. Nationally, if Americans were to read

online privacy policies word-for-word, we estimate the value of time lost as about $781 billion
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annually.

These estimates presume that people visit sites, read the policies once a year, and then carry on

their business as before. Yet the FTC vision of self-regulation presumes that, at least for consumer

sites, Internet users will visit multiple sites to comparison shop for acceptable privacy practices.

The true cost of adherence to the self-regulation vision is perhaps on the order of double the costs

we estimate, depending on which percentage of sites have ready substitutes and how many sites

people are expected to compare. True costs also include Internet connectivity fees, which we did

not attempt to quantify.

In the opposite direction, media consolidation means that multiple sites may share one pri-

vacy policy. While consolidation itself poses increased threats to online privacy, in some cases it

may actually reduce the cost of reading privacy policies because there are fewer unique policies

to read. We do note that the resulting privacy policy when companies merge may be more com-

plex and longer than either of the individual policies. Another issue is that people may not care

about all possible privacy threats. For instance, if they only care about credit card theft, and they

visit a site that does not collect credit card numbers, they may not feel the need to protect any

information. Thus, arguably, they do not need to read the policy at every site they visit, but only

a subset of sites.

The value of all online advertising in the United States was about $21 billion in 2007 [71].

Many, though by no means all, online privacy concerns stem from advertisers amassing informa-

tion about Internet users in order to present ads targeted to specific demographics. The current

policy decisions surrounding online privacy suggest that Internet users should give up an esti-

mated $781 billion of their time to protect themselves from an industry worth substantially less.

This is not to say online advertising should be banned. Sales from direct mail are approximately

an order of magnitude higher than advertising costs and the cost of online advertisements sim-

ilarly understates the full market [110]. But it appears the balance between the costs borne by

Internet users versus the benefits of targeted ads for industry is out of kilter, at least as envisioned

by the FTCs solution that Internet users read privacy policies.

Some Internet users may realize a benefit from targeted advertisements; for example Amazons

ability to suggest additional books they might enjoy based on prior purchase history. Yet on

the whole, advertisements are usually seen as an economic “bad” rather than a “good” because
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participants would pay money to eliminate ads from most types of media [20]. While an analysis

of the net social welfare changes created by online advertisement is beyond the scope of this work,

we do suggest that any such cost-benefit analysis should include the value of time for reading

privacy policies. Preliminary work from a small pilot study in our laboratory revealed that some

Internet users believe their only serious risk online is they may lose up to $50 if their credit card

information is stolen. For people who think that is their primary risk, our point estimates show

the value of their time to read policies far exceeds this risk. Even for our lower bound estimates

of the value of time, it is not worth reading privacy policies. This leads to two implications. First,

seeing their only risk as credit card fraud suggests Internet users likely do not understand the

risks to their privacy. As an FTC report recently stated, “it is unclear whether consumers even

understand that their information is being collected, aggregated, and used to deliver advertising

[52].” Second, if the privacy community can find ways to reduce the time cost of reading policies,

it may be easier to convince Internet users to do so. For example, if we can help people move from

needing to read policies word-for-word and only skim policies by providing useful headings, or

if we can offer ways to hide all but relevant information—and thus reduce the effective length of

the policies—more people may be willing to read them.

The privacy community and industry groups have responded with several attempts to im-

prove privacy policies. Layered privacy notices specify a few high-level and standardized topics

for a one-screen summary of the policy, then link to the full privacy policy for more information

[32]. The Platform for Privacy Preferences (“P3P”) is an XML-based specification that enables

policy authors to code privacy policies in machine-readable format [154] which fosters compar-

ison between policies in a standardized way, and provides a common format for user agents to

help Internet users find acceptable policies. Privacy Bird is a web browser add-on that uses P3P

to generate a short privacy report that presents information in bulleted lists with sections that

expand and contract to show and hide sections of the privacy policy [41]. The P3P Expandable

Grid is also built on P3P and uses icons to convey what information companies collect and how

they use it [118]. Icons in the Privacy Finder search engine convey how well a given P3P policy

matches users preferences. A Privacy Finder user study demonstrated that Internet users will

pay a premium for products from sites rated as more privacy protective [146]. Both education

and enhanced privacy policy formats may help Internet users gain the tools they need to protect



28 CHAPTER 2. VALUE OF TIME TO READ PRIVACY POLICIES

themselves online.

Finally, some corporations take the view that their users should read privacy policies and if

they fail to do so, it is evidence of lack of concern about privacy. Instead, we counter that websites

need to do a better job of conveying their practices in useable ways, which includes reducing the

time it takes to read policies. If corporations cannot do so, regulation may be necessary to provide

basic privacy protections. Disclosure legislation may be insufficient: adding more text to policies

that most consumers do not read does increase transparency, but may otherwise be of limited

practical utility.



Chapter 3

A Contrast of Formats and Lengths

Using One Company’s Privacy Policy

A subset of results in this chapter appear in a paper co-authored with Robert W. Reeder, Patrick Kelley, and

Lorrie Faith Cranor presented to the 2008 Workshop on Privacy in the Electronic Society (WPES) [118].

29
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3.1 Introduction

The United States relies on a self-regulation approach to Internet privacy. There are some Internet

privacy laws, for example the Children’s Online Privacy Protection Act of 1998 (COPPA), which

protects children’s privacy[39], and the Gramm-Leach-Bliley Act (GLB), which applies to financial

institutions [60] . But by and large the theory of Internet privacy hinges on two assumptions:

• Consumers will choose companies with acceptable privacy policies.

• Federal Trade Commission (FTC) action for deceptive practices will reign in egregious abuse.

In both cases privacy policies play a vital role in Internet privacy. Free market mechanisms

based in consumer choice will fail to protect privacy if consumers do not understand the choices

available to them.

Several studies frame willingness to read privacy policies as an economic proposition and

conclude that asymmetric information is one reason why people find it not worth their time to

read privacy policies [153][6] . Other studies show that privacy policies require a college reading

level to understand [65][127]. A study of ambiguities in privacy policies shows they contain

”weasel words” and language that downplays privacy issues [115]. These studies all support the

notion that increasing ease of readability will improve privacy policies usability and accessibility.

In response to these issues, privacy researchers have devised several standardized formats for

privacy policies based on the expectation that standardized formats would reduce confusion and

improve comprehension for consumers. This study is a comparative analysis to analyze how well

standardized policies work in practice.

In section 3.2 we describe the formats we contrasted as well as our study methodology. We

present our results in section 3.3. In section 3.4 we discuss implications from these results and

conclude in section 3.5.

3.2 Study Design

This section introduces attempts at improving privacy policies as well our methods. In addition

to a conventional natural language (NL) policy, we analyzed three standardized formats: layered
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policies, the Privacy Finder privacy report (PF), and the P3P Expandable Grid (EG), all of which

are described below. We also contrasted three different lengths, from long to short.

3.2.1 Formats

The Platform for Privacy Preferences (P3P) is a standardized format for privacy policies, and is

formally recommended by the World Wide Web Consortium (W3C)[154]. P3P provides a taxon-

omy in which privacy policies can be expressed in XML (eXtended Markup Language), which

is computer readable, and thus allows software tools to help people manage their privacy pref-

erences. In our study P3P formed the common basis for different forms of privacy policies we

presented in the Privacy Finder and the P3P Expandable Grid formats. By working from a com-

mon P3P source we know that participants are responding to differences in presentation, rather

than differences in content.

Privacy Finder

Privacy Finder was developed by AT&T and refined at the CMU Usable Privacy and Security

(CUPS) laboratory. Privacy Finder has many components including a privacy report which is the

section we tested. Privacy Finder’s privacy report was designed to avoid many of the problems

that stem from free-form natural language policies by generating standardized text from P3P poli-

cies. This avoids “weasel words” and ensures uniform presentation. Privacy Finder highlights

the most important information at the top of the report and provides links to expand details.

The P3P Expandable Grid

The P3P Expandable Grid is a format developed by CUPS and IBM. The P3P Expandable Grid

presentation is, like Privacy Finder, based on P3P. However instead of generating standardized

text, the P3P Expandable Grid presents a series of icons to denote which information is collected,

shared, and so forth, in a table. The P3P Expandable Grid format consolidates information and

users can click rows or columns to get more information.
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Figure 3.1: Privacy finder policy

Layered Notices

The law firm Hunton & Williams popularized the notion of layered notices [137] so privacy poli-

cies look more like nutrition labels: brief, standardized, and easy to compare directly. The first

layer provides a short overview. This layer requires standardized headings to ensure readers can

find important information. Although the text within each section is free form, layered policies

are typically only about a screen of text. As a result of this brevity the first layer omits many

details and links to the second layer, which is a full natural language policy.

Natural language

Most privacy policies today are in natural language format: companies explain their practices

in prose. One noted disadvantage to current natural language policies is that companies can

choose which information to present, which does not solve the problem of information asymme-
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Figure 3.2: The P3P Expandable Grid policy

try between companies and consumers. Further, companies use what have been termed “weasel

words” — legalistic, ambiguous, or slanted phrases — to describe their practices. Because this

format is the current status quo, natural language policies function similarly to a control condi-

tion.

3.2.2 Length

The Gramm-Leach-Bliley Act (GLB) requires financial institutions send annual notices about their

privacy policies to their customers [50] . In response to criticisms of GLB, six federal agencies com-

missioned a report from Kleimann Communication Group [119] . The Kleimann report concludes

“...when faced with complex information, they often won’t even bother to read.”[119] Their final

recommendation includes a standardized overview on the first page and further details on the

second page, keeping the length of the policy limited. Length appears to be a key factor for both

comprehension and willingness to read.

In order to test the hypothesis that policy length affects which presentation is most usable, we

selected a long policy and pared it down into medium and short versions. We chose to modify one

policy to isolate just changes in length. For example, if we had different policies that mentioned

cookies in different places within the policy, we might see different timing results due to ordering

within the policies.

All of the privacy policies we considered have a P3P policy as well as a natural language
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Figure 3.3: Layered policy

policy. Prior work finds “P3P policies are generally representative of all website privacy policies

and therefore provide a useful data source for website privacy policy studies.” [40] We obtained

the database of all of Privacy Finder’s cached P3P policies as of 4/15/07.1

Of 20,476 total initial P3P policies, we eliminated duplicates, policies with unrecoverable syn-

tax errors, those not written in English, sites not based in the United States, and sites from indus-

tries subject to privacy policy regulation (for example, medical sites are subject to HIPA). We did

this so we could examine non-regulated privacy policies in the United States. Our final database

contained 294 P3P policies, of which we selected one.

The policy that best fit our criteria for modular length with few changes needed to the remain-

ing text to make it shorter, and a good test of the P3P Expandable Grid format was the publishing

company O’Reilly. The O’Reilly policy has eight data statements, putting it in the top 99%, and we

1Privacy Finder matches Google and Yahoo! search results to visitors’ privacy preferences. See
http://www.privacyfinder.org/
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Figure 3.4: Natural language policy

used it almost verbatim with no substantive changes in content. We were able to edit it to shorter

versions just by reducing the number of statements and cutting to corresponding sections in the

natural language policies. We changed all occurrences of O’Reilly to Acme, and also changed the

opt-out link to point to a page we controlled so participants would not find it out was actually the

O’Reilly site. We also removed logos and used a generic color scheme and standard font choices.

3.2.3 Summary of Conditions

The number of participants for each of the ten conditions ranged from 77 to 95:

Note that while Privacy Finder and the P3P Expandable Grid have three variants, each corre-

sponding to a length from the Natural Language policies, we tested only one Layered policy. This

is because we would have identical Layered policies on top of any of the three Natural Language

variants, so there was little value in testing the Layered variant more than once.
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Length
Formats Long Medium Short
Natural Language (NL) n = 94 n = 95 n = 90
Privacy Finder (PF) n = 85 n = 84 n = 89
The P3P Expandable Grid (EG) n = 81 n = 77 n = 84
Layered n = 86

Table 3.1: Number of participants per condition,
∑

n = 865

3.2.4 Methods

We collected the data for this study from August 21 to October 1, 2007. 865 people completed an

on-line study. We posted advertisements on craigslist, sweepstakes websites, mailing lists, with

Google adwords, and used personal networks to recruit participants. We offered a lottery for a

$250 Amazon gift certificate as incentive for participating in the study.

While we limited advertisements to the United States to capture domestic views of privacy,

we did not use nationality or location as exclusion criteria. We were unable to accommodate

Internet Explorer on OS X; when we detected that combination we displayed a message asking

users to try again with a different browser. Participants who did not have a screen resolution of

at least 1024x768 were ineligible for the study, which excluded a small population with very old

hardware. The study required Javascript, so for all users with Javascript disabled we provided

directions to enable Javascript and at the end of the study provided directions on how to disable

Javascript again. While the Javascript requirement did not exclude any participants, some may

have self-selected out of the study rather than enable Javascript. We excluded participants under

18 years of age. Beyond these few exclusion criteria the study was open to all.

We ran a between-group design and assigned each participant to one of ten privacy policy rep-

resentations. We used a between-group design rather than within group design for two reasons.

First, in this context it is unrealistic to eliminate learning effects simply by reordering policies.

Second, it is unrealistic to expect participants to spend more than 20 minutes unless they are

highly compensated, which exceeded our budget. Questions remained constant over all condi-

tions; only the policy changed. The study was online, which is the most natural setting to study

online privacy policies.
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Study Questions

Study questions comprised several groups:

• Comprehension. Participants answered a series of multiple choice questions to determine

how well they were able to understand the policy. For example, we asked “Does the Acme

website collect your Social Security number?” These questions are realistic information

retrieval tasks based on typical privacy concerns, and are similar to questions used in a 2006

study by Cranor et al [41]. We conducted three rounds of pilot tests with over two dozen

people to ensure the questions were well-worded and understandable. We randomized the

order of these questions to mitigate learning effects and captured both accuracy and time

to respond. We also included a warm-up task which we did not score. This training task

helped participants gain familiarity with the privacy policy format so we did not unfairly

disadvantage unfamiliar approaches.

• Psychological Acceptability. Saltzer coined the term psychological acceptability to convey

that if people do not like a system they will not use it. He wrote, It is essential that the

human interface be designed for ease of use, so that users routinely and automatically apply the

protection mechanisms correctly. [124] Participants answered a series of questions about what

they thought of the privacy policy they saw. These subjective responses were on a seven-

point Likert scale to capture reactions to questions like “I believe Acme will protect my

personal information more than other companies.”

• Demographics. We collected basic information like gender, educational attainment, and in-

come so we could understand how closely our study population resembles Internet users

as a whole.

We also measured the time it took for participants to answer each of the comprehension ques-

tions.

Analysis

We performed a comparative analysis across all four formats (Natural Language, Privacy Finder,

the P3P Expandable Grid, and Layered) and all three lengths (Long, Medium, Short) to see if there
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were statistically significant differences in the mean scores for accuracy, time to completion, and

psychological acceptability questions.

Accuracy questions were categorical data so we used Chi Squared tests. We used a two sided

t-Test between the means of the long natural language policy and the layered policy because of

the natural pairing between these two conditions. We performed ANOVA analysis on the main

nine variants for time data and psychological acceptability, which we recorded as a seven point

Likert scale and treated as continuous variables. We performed all tests of statistical significance

at the α = 95% confidence level.

In addition to significance we also calculated effect size, which is a standardized measure of

how important an effect is [38]. While statistical significance establishes that the difference be-

tween two mean values is likely not due to random chance, effect size gets closer to answering

if that difference is large enough to be concerned with. Additionally, because effect size is di-

mensionless it allows comparison across multiple domains, in this case allowing us to contrast

accuracy to task completion and effect sizes even though these three measures do not use the

same scale. Several authors have suggested various cut off values for small, medium, and large

effect sizes; Cohen suggests .2, .5, and .8 respectively [38]. These thresholds appear to be reason-

able heuristics for our data.

3.3 Results

Of the four formats we tested, we found Natural Language and Layered were nearly indistin-

guishable. Privacy Finder performed almost as well with small effect sizes for most differences.

The P3P Expandable Grid trailed all other formats. While we expected large differences due to

policy length, we found few significant differences.

3.3.1 Overall

We found that none of the privacy policy variants scored well for psychological acceptability.

Accuracy varied from quite good (95% answering correctly) to just better than chance. In general,

participants were able to answer questions fairly quickly.
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Figure 3.5: Overall mean Likert scores for psychological acceptability across all conditions. Verti-
cal bars denote 95% confidence intervals around the point estimates.

Psychological Acceptability

Across all nine primary conditions,2 the mean scores for psychological acceptability reflect dis-

satisfaction with privacy policies. As shown below, the best score was for understandability and

it scored a neutral 4 on the Likert scale. A subsequent lab study employing a think aloud proto-

col finds that participants reason that since they do not read many policies and cannot tell if the

policy they saw is better, they tend to choose 4 in the absence of a strong opinion. The question

that had the lowest score cuts to the heart of psychological acceptability. Finding information was

pleasurable had an overall average of only 2.8, indicating disagreement with the statement.

Accuracy

Across all nine primary conditions,3 the mean scores for the accuracy questions show some tasks

were significantly more difficult than others.

All but one question was multiple choice with only three possible answers (Yes, No, The policy

2We omited the layered policy to avoid unfairly weighting the results toward the long natural language policy, which
would effectively be tested twice if we included layered.

3We omited the layered policy to avoid unfairly weighting the results toward the long natural language policy, which
would effectively be tested twice if we included layered.
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Figure 3.6: Overall mean percentage of participants who answered the question correctly, across
all conditions. Vertical bars denote 95% confidence intervals around the point estimates.

does not say). The worst performance on the question ”Does this privacy policy allow Acme to

share your email address with a marketing company that might put you on their email marketing

list?” (40%) barely outperformed random chance (33%). However, there were five options for

”How can you remove yourself from Acme’s email list?” and a correct answer selected three of

five.

Task Completion Times

Unlike other sections, task completion times posed issues with outliers. The longest time to an-

swer all of the six questions was nearly three days. Based on pilot studies and personal obser-

vation, we found most people take less than 30 minutes to complete the questions, so we used a

cut-off threshold of 40 minutes. We eliminated 12 participants out of 865, and removed all of their

timing data as outliers.

Across all nine primary conditions, the mean scores for the accuracy questions show most

tasks took about a minute. The question about cookies took half as long and the question about

social security numbers — which is not answered in the policies — took notably longer.
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Figure 3.7: Overall mean time to answer questions in seconds. Vertical bars denote 95% confi-
dence intervals around the point estimates.

3.3.2 Privacy Finder

Privacy Finder underperformed Natural Language on three of the six psychological acceptabil-

ity questions, with lower mean Likert values on information retrieval questions. Participants

responded less favorably when asked about easy of understanding, their confidence they under-

stood, and how easy it was to find information. In all three cases the effect sizes were small,

indicating that while there are significant differences they are not highly important. Participants

gave higher ratings for Privacy Finder than the P3P Expandable Grid on five of the six psycho-

logical acceptability questions, with no significant difference in the mean values for how well

protected participants felt by Privacy Finder or the P3P Expandable Grid formats.

Privacy Finder was indistinguishable from Natural Language for accuracy with one exception.

Participants answered more accurately with Natural Language than Privacy Finder when asked

if the privacy policy allowed the corporation to share their email address, with a medium effect

size. Privacy Finder outperformed the P3P Expandable Grid for questions about cookie settings
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and Social Security Number collection.

Privacy Finder was indistinguishable from Natural Language for task completion times and

outperformed the P3P Expandable Grid on all six times.

3.3.3 The P3P Expandable Grid

We tested an early prototype of the P3P Expandable Grid. All other formats fared better. Subse-

quent lab studies helped identify interaction issues and the P3P Expandable Grid is being revised.

The P3P Expandable Grid underperformed Natural Language for all psychological acceptability,

with large effect sizes on all six of the questions indicating this is an important difference. As

mentioned above, the P3P Expandable Grid underperformed Privacy Finder for five of six psy-

chological acceptability questions.

Topic Difference between... p value
Feel secure NLµ = 3.6, EG µ = 2.8 p < .001
Feel secure PF µ = 3.3, EG µ = 2.8 p = .003
Protect more NL µ = 3.4, EG µ = 2.9 p < .001
Pleasurable NL µ = 3.1, EG µ = 2.2 p < .001
Pleasurable PF µ = 2.9, EG µ = 2.2 p < .001
Explained NL µ = 3.4, EG µ = 2.9 p = .003
Explained PF µ = 3.3, EG µ = 2.9 p = .006
Confident understood NL µ = 4.3, PF µ = 3.8 p = .008
Confident understood NL µ = 4.3, EG µ = 3.1 p < .001
Confident understood PF µ = 3.8, EG µ = 3.1 p < .001
Easier to understand NL µ = 4.5, PF µ = 4.1 p = .004
Easier to understand NL µ = 4.5, EG µ = 3.0 p <.001
Easier to understand PF µ = 4.1, EG µ = 3.0 p < .001
Hard to find NL µ = 4.1, PF µ = 3.6 p = .002
Hard to find NL µ = 4.1, EG µ = 2.5 p < .001
Hard to find PF µ = 3.6, EG µ = 2.5 p < .001

Table 3.2: Statistically significant differences between mean Likert scores on psychological accept-
ability, by policy format. Higher Likert scores are better.

The P3P Expandable Grid underperformed both Natural Language and Privacy Finder for

accuracy questions about cookie settings and Social Security Number collection, and dramatically

underperformed Natural Language for accuracy on how to remove oneself from a mailing list,

with large effect sizes. We have since confirmed that the opt-out link for the P3P Expandable Grid

was hard for participants to find.

We found no significance for the time for participants to answer if the privacy policy allowed
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the corporation to share their email address. On the remaining five task completion times, the

P3P Expandable Grid underperformed both Natural Language and Privacy Finder, with the ex-

ception of the question about cookies where the P3P Expandable Grid underperformed Natural

Language and was indistinguishable from Privacy Finder. The question on encryption had a very

large effect size; encryption was not mentioned in any of the policies to see if participants could

correctly answer that the policy did not provide that information. It took participants longer to

determine the absence of information with the P3P Expandable Grid.

Topic Difference between... p value
Use cookies PF µ = 10, EG µ = 17 p = .002
Remove (opt out) NLµ = 37, EG µ = 59 p < .001
Remove (opt out) PFµ = 36, EG µ = 59 p < .001
Share email NL µ = 29, EG µ = 39 p = .043
Share email PF µ = 33, EG µ = 39 p = .171
SSN NL µ = 20, EG µ = 42 p < .001
SSN PF µ = 23, EG µ = 42 p < .001
Encryption NL µ = 31, EG µ = 88 p < .001
Encryption PF µ = 39, EG µ = 88 p < .001

Table 3.3: Statistically significant differences between mean completion times by policy format.

3.3.4 Layered

Layered was nearly indistinguishable from the long Natural Language policy. We found no sta-

tistically significant differences between the two for any of the seven psychological acceptability

questions, and no significance for completion time data.

We found two statistically significant differences in means between the long Natural Language

policy and the Layered policy out of the six accuracy scores, with a mixed result. Participants were

more likely to answer the cookies question correctly with the long Natural Language policy (99%

correct) than the Layered policy (89%; p = .008, large effect size of -0.9) but more likely to answer

the question about Acme’s email practices correctly from the Layered policy (83%) than the long

Natural Language policy (65%; emphp = .006, medium effect size of 0.4).
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3.3.5 Length

Our hypothesis was that shorter policies would have the highest levels of psychological accept-

ability. This was not supported. In all but two questions, there were no statistically significant

differences between lengths. Furthermore, the longer policies scored slightly more favorably for

the questions on protection (Short µ = 3.1, Long µ = 3.2, p=.039) and security (Short µ = 3.1, Long

µ = 3.3, p=.013). A study on EULAs also found that people trust longer texts[58]. However, the

effect sizes are small for these results, indicating the differences are not very important.

As expected, longer policies had longer response times.

Topic Difference between... p value
Use cookies Short µ = 11, Medium µ = 15 p = .028
Remove (opt out) Short µ = 38, Long µ = 52 p = .005
Remove (opt out) Medium µ = 39, Long µ = 52 p = .015
Share email Short µ = 27, Long µ = 44 p = .032
Encryption Short µ = 39, Long µ = 66 p = .009

Table 3.4: Statistically significant differences between mean completion times by policy length.

3.4 Study Limitations and Future Work

The CUPS lab is currently working on three related studies:

• A follow-up study to contrast different Natural Language policies. This will allow us to

confirm the Natural Language policy used in the present study was representative.

• A follow-up study and focus group with students who understand P3P. This will allow us

to understand issues with the P3P Expandable Grid format from the perspective of more

experienced users.

• A lab study with a think aloud protocol to determine where participants have trouble with

the P3P Expandable Grids format. We also tested a new format that is a hybrid of Natural

Language and the Privacy Finder format.

If successful, this work will result in ways to improve the readability of privacy policies. We

would also be interested in mental model work to understand what currently works, what people
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understand from privacy policies, and how they make trust decisions in the absence of reading

privacy policies.

3.4.1 Representativeness of Policies

While we deliberately selected a policy with a high number of P3P statements in order to test

the affect of differing lengths, in many other regards the original O’Reilly policy is typical. For

example, it scores 12 on the Flesch-Kincaid Grade level, indicating a college level text. Note that

Flesch-Kincaid is a right-censored score and terminates at 12: how much above college freshman

level cannot be determined with this instrument. Many studies have confirmed that privacy

policies require college reading level, including recent studies [59]. In this regard, the O’Reilly

policy is typical.

Pollach’s recent analysis of privacy policies examined five forms of textual ambiguity: down-

playing frequency (“From time to time we may send you marketing email,”) emphasizing qual-

ities (“If you do not want the benefits of advertising cookies,”) hedging claims (“We might use

cookies,”) obscuring causality (“When we have your permission,”) and removing agents (essen-

tially passive voice: “your data is shared.”) With the exception of hedging claims, policies typi-

cally have one to two occurrences of these types of textual ambiguity [115]. The O’Reilly policy is

typical in these four categories.

However, unlike most policies, the O’Reilly policy does not use any hedging claims. In con-

trast, typical policies have around 20 hedging claims [115]. That suggests the O’Reilly policy may

be easier to read and understand than a typical policy in this regard.

The O’Reilly policy does have some areas that appear designed to soothe rather than inform

readers. For example, the policy states “We use [analytics] to improve usability on our sites and

to help support our customers online needs.” Overall, our subjective judgment based on reading

hundreds of policies is that the O’Reilly policy is a little easier to read than average, but does

reflect a typical policy.

3.4.2 Length

Because P3P describes the structure and content of privacy policies, we were able to analyze each

policy’s P3P characteristics. At the highest level, P3P policies must have one or more STATE-
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MENT elements. For a properly written P3P policy, the more STATEMENTs it has the more

modular it is: multiple STATEMENTs indicate data is being collected and / or used in multiple

contexts.

To create the medium length policy, we eliminated half of the eight data STATEMENTs in

the P3P policy as well as the corresponding sections in the human readable policy. For exam-

ple, the original policy has a section on entering contests; that section is omitted in the medium

length policy. Note that the contest information is not something we asked questions about. We

performed similar editing to pare down to the short policy, which had one data STATEMENT.

3.5 Observations

Well-written Natural Language policies supported accurate decisions better than other variants.

There is a potential to improve other formats by borrowing from Natural Language. In particular,

Natural Language formats may succeed in part because they provide context around unfamiliar

concepts and jargon.

Length is by far less important than other factors. If anything, privacy experts’ attempts to

protect people from policies that appear long may cause more harm than good, since these at-

tempts typically result in more complicated interfaces to the policy and require users to click,

expand, scroll, and so forth to see the full details of the policy.

Overall, Layered policies and the Privacy Finder report format were fairly similar to Natural

Language. We would neither suggest companies remove those formats from use nor would we

suggest an aggressive push to adopt them. The P3P Expandable Grid format is currently under-

going revisions that should help address some of the difficulties participants had with them, and

we look forward to seeing that format evolve.

Many researchers start from the observation that privacy policies are not usable in their cur-

rent format, and suggest ways to fix the problem. These are laudable attempts. As this study

shows, the status quo is difficult to improve upon. Privacy policies may need to be seen as hav-

ing an educational component so readers understand what it means for a site to engage in a given

practice. Further, it may help to take a step back and use mental model protocols to more clearly

understand what does work in current policies to ensure new approaches are improvements and

not merely different.
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Financial privacy statements mandated by GLB are evolving. While they are narrowly tailored

to the financial industry, lessons learned may be more widely applicable. We have started to test

a new format for privacy policies that is similar to the recommendation in the Kleimann Report

[119]. While this is preliminary work, about half the study participants indicated they prefer the

new format to both Natural Language and the P3P Expandable Grid.

The Natural Language policy we used may be easier to read than other policies, and that

may limit or change our conclusions. A follow-up study to contrast different Natural Language

policies. This will allow us to confirm the Natural Language policy used in the present study was

representative.

This study examined only one privacy policy. One strength of standardized formats is that

they facilitate comparison between policies. Natural Language may not perform as well for con-

sumers who contrast two policies side-by-side.

Our population was older, better educated, more affluent, and more experienced with the

Internet than the population of United States Internet users[111],[150]. We would expect our

population to be better able to read and understand privacy policies, plus have more financial risk

from fraud and therefore greater privacy concerns. While this study does not paint an optimistic

picture of consumers’ ability to read and use privacy policies, a more representative sample could

generate even worse results.

3.6 Conclusions

Conveying privacy practices is a hard problem. All formats were unsatisfactory. Participants

universally disliked privacy policies of all types, and the highest mean score on the psychological

acceptability questions was neutral. While participants were able to answer simple questions very

well, with accuracy scores over 90% on several questions, they also struggled to find information

and in one case barely beat chance (40% accuracy on a question with three possible answers).

There is a difference — and a tension — between trust and performance. Participants trust

long, complicated policies slightly more yet have a little more trouble using and do not like long

policies. The goals of public policy makers are presumably to support good decision making, and

the goals of privacy policy authors are presumably to encourage customers to trust the site. These

two goals may come into conflict.
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Legislating standardized formats for online privacy policies, perhaps similar to GLB, appears

premature. We did not find a compelling format that improves upon Natural Language. Legisla-

tion might be useful if we can devise improved formats. We suggest more research and new or

revised standardized formats.

3.6.1 Accuracy

Participants answered a warmup question we did not score, followed by six questions in random

order:

• Does the Acme website use cookies?

• Does this privacy policy allow Acme to put you on an email marketing list?

• How can you remove yourself from Acme’s email list?

• Does this privacy policy allow Acme to share your email address with a marketing company

that might put you on their email marketing list?

• Does the Acme website collect your Social Security number?

• If you send your credit card number to Acme do they keep it encrypted to prevent data

theft?

3.6.2 Psychological Acceptability

After completing the initial information search tasks, participants answered a series of questions

designed to elicit their reactions to the policy. We sought to understand the psychological accept-

ability of the varied policy formats.

• I feel secure about sharing my personal information with Acme after viewing their privacy

practices

• I believe Acme will protect my personal information more than other companies

• Finding information in Acme’s privacy policy was a pleasurable experience

• I feel that Acme’s privacy practices are explained thoroughly in the privacy policy I read
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• I feel confident in my understanding of what I read of Acme’s privacy policy

• This privacy policy was easier to understand than most policies

• It was hard to find information in Acme’s policy

• If all privacy policies looked just like this I would be more likely to read them

Participants responded on a 7 point scale to indicate their agreement or disagreement with the

eight statements above. Note that question 7 above is reversed in analysis to keep a consistent

scale.

Representativeness

Our population was older, better educated, more affluent, and more experienced with the Internet

than the population of United States Internet users[111],[150]. We would expect our population

to be better able to read and understand privacy policies, plus have more financial risk from fraud

and therefore greater privacy concerns.
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Chapter 4

A Comparative Study of Six

Companies’ Privacy Policies

This chapter is largely a reproduction of a paper co-authored with Robert W. Reeder, Patrick Kelley, and

Lorrie Faith Cranor presented to the 2009 Privacy Enhancing Technologies Symposium (PETS) [99].

51
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4.1 Introduction

Self-reports show three quarters of Internet users take active measures to protect their privacy,

ranging from installing privacy protective technology to providing false information to web sites [6].

Yet only 26% read privacy policies during a recent study and readership outside of laboratory

conditions is believed to be far lower [74].

To study the effectiveness of various approaches to improving the readability of privacy poli-

cies, we investigated the performance of three different formats for privacy policies and compared

policies from six different companies.

4.2 Related Work

Several studies frame willingness to read privacy policies as an economic proposition and con-

clude that asymmetric information is one reason why people find it not worth their time to read

privacy policies [153, 6]. Other studies show that privacy policies and financial disclosures re-

quire a college reading level to understand [65, 127, 59, 11]. A study of ambiguities in privacy

policies shows they contain language that downplays privacy issues [115]. The 2006 Kleimann

report on GLB financial privacy notices found that subheadings and standard formats dramat-

ically improved readability [119]. In response to these issues, privacy researchers and industry

groups devised several standardized formats for privacy policies based on the expectation that

standardized formats would improve comprehension. Our study is a comparative analysis to

analyze how well standardized policies work in practice.

While not in the realm of privacy policies, Kay and Terry’s research on open source license

agreements includes testing multiple formats. Early work found modest improvements in like-

lihood to read well designed agreements but no improvement in retention of the material [76].

Tsai found when study participants searched for products to purchase and saw a single icon view

that evaluated the privacy practices for each site, they were willing to pay a small premium for

more privacy-protective sites [146, 48]. On the other hand, translating an entire privacy policy

into a grid that conveyed information by icons and colors did not improve comprehension [118].

Attempts at visualizing privacy are ongoing, including a set of icons modeled after Creative Com-

mons [21]. This study, in contrast, examines three text-based formats as described below.
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4.2.1 Privacy Finder

Privacy Finder (PF) is a privacy-enhanced front end to Yahoo! and Google search that was devel-

oped by AT&T and refined at the Cylab Usable Privacy and Security (CUPS) Laboratory. Privacy

Finder includes a privacy report that displays standardized text generated automatically from

Platform for Privacy Preferences (P3P) policies. P3P is a standardized format for privacy policies,

and is formally recommended by the World Wide Web Consortium (W3C) [154]. P3P policies

are encoded in XML (eXtended Markup Language), which is computer readable and thus allows

software tools to help people manage their privacy preferences.

Because Privacy Finder generates text from P3P tags, the Privacy Finder report avoids emo-

tionally charged language and ensures uniform presentation. However, Privacy Finder reports

allow a free-form text description of the highest level of policy statements. This can improve read-

ability by providing context for readers, but also means that companies with identical practices

may have different Privacy Finder reports.

4.2.2 Layered Notices

The law firm Hunton & Williams popularized the notion of layered notices [137] which include

a short one-screen overview with standardized headings which then links to the full natural lan-

guage policy. Although the headings for the first layer are standardized the text within each

section is free form.

By 2005, several large companies deployed layered policies including Microsoft (MSN), Proc-

ter & Gamble, IBM, and JP Morgan [86]. European Union Information Commissioner Richard

Thomas called for the use of layered policies in response to research showing nearly 75% of par-

ticipants said they would read privacy policies if they were better designed [109]. Article 29 of

European Union Directive created the “Working Party on the Protection of Individuals with re-

gard to the processing of Personal Data,” which issued guidance on how to create layered policies

[29]. Privacy commissioners in EU countries supported layered policies. In Australia, the Privacy

Commissioner released a layered policy for their own office, intending it “as a model for other

agencies and organisations” [138].
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4.2.3 Natural language

Most privacy policies are in natural language format: companies explain their practices in prose.

One noted disadvantage to current natural language policies is that companies can choose which

information to present, which does not necessarily solve the problem of information asymmetry

between companies and consumers. Further, companies use what have been termed “weasel

words” — legalistic, ambiguous, or slanted phrases — to describe their practices [115]. Natural

language policies are often long and require college-level reading skills. Furthermore, there are

no standards for which information is disclosed, no standard place to find particular information,

and data practices are not described using consistent language.

4.3 Methods

We conducted an online study from August to December 2008 in which we presented a privacy

policy to participants and asked them to answer questions about it. We posted advertisements on

craigslist and used personal networks to recruit participants. We offered a lottery for a chance to

win one of several $75 Amazon gift certificates as incentive for participating in the study.

We used a between subjects design and assigned each participant to one of 15 privacy policy

representations. We used a between subjects design rather than within group design because in

this context it is unrealistic to eliminate learning effects simply by reordering policies. Reading the

questions could affect how participants read subsequent policies. It is also unrealistic to expect

participants to spend more than 20 minutes completing an online survey. Questions remained

constant over all conditions; only the policy differed.

4.3.1 Study Conditions

We contrasted six different companies’ conventional natural language (NL) policies and their

corresponding Privacy Finder privacy report format (PF) plus three layered policies. We refer to

these companies as A through F. We analyzed 749 participants across 15 conditions, for an average

of 50 participants per condition. Note that we did not study layered policies for companies A, C,

and E. The study conditions are listed in Table 4.1.

We replaced all companies’ names with “Acme” to avoid bias from brand effects. For natural
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Table 4.1: Participants per Condition

Company Designation NL PF Layered
Disney A 41 50 N/A
Microsoft B 47 46 52
Nextag C 46 41 N/A
IBM D 47 47 49
Walmart E 52 51 N/A
O’Reilly F 62 55 63

language polices we used black text on white backgrounds regardless of the original graphic

design. We left other formatting that might aide comprehension (for example, bulleted lists)

intact.

Note that we did not study layered policies for companies A, C, and E. Of the six companies,

only B and D had layered policies. We followed the directions from the Center for Information

Policy Leadership [32] to create a third layered policy for company F as part of a prior study [118]

and used it here to facilitate comparisons between studies.

As deployed in practice, Privacy Finder highlights the most important information at the top

of the report and provides links to expand details. We discovered in earlier testing that people

rarely expanded the Privacy Finder report. We were interested in testing how well people are

able to use the information in the Privacy Finder report, not how well they are able to navigate

the user interface so in our research we presented all information in a single flat file.

We selected privacy policies from six popular websites that engage in e-commerce, and thus

must collect a variety of personal information as part of their business. We chose what we believe

to be a comparatively easy to read and a comparatively difficult to read policy with several typical

policies.

Examples from two policies follow. In the policy from company F, the text is fairly clear and

readable. Sentence structure is straight-forward. The bulleted list makes it easier to identify

important points:

We share customer information only with affiliated companies and as described

below:

• With third parties we retain to perform functions on our behalf, such as fulfilling

orders, processing credit card payments, managing mailing lists, and delivering
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packages. These parties are restricted from using your information for any other

purpose.

• We rent our snailmail list for one-time use to third parties we deem relevant and

appropriate. We do not rent or sell our email lists.

• We release personal information when we believe that release is appropriate to

comply with the law, or to protect the rights, property, or safety of Acme Incorpo-

rated, our users, or others. This may include exchanging information with other

companies and organizations for fraud protection and credit risk reduction.

In contrast, the policy from company A is legalistic. Familiar words are redefined to mean

something slightly different. Cross references to other sections in the policy require either a good

memory or flipping back and forth between sections to understand precisely what is going on.

Sentences are long and convoluted:

Subject to your opt-out choices (see A4 below), The Acme Family of Companies

may share your personal information with selected third parties so that they can send

you promotional materials about goods and services (including special offers and pro-

motions) offered by them. (We call this type of sharing “promotional sharing” or shar-

ing for “promotional purposes.”) When sharing your information for promotional

purposes, The Acme Family of Companies attempts to select only reputable compa-

nies that offer high quality products and services. Moreover, The Acme Family of

Companies will not share your e-mail address with third parties for promotional pur-

poses, except when you consent to such sharing in the course of your participation in a

Sponsored Activity as described below. When The Acme Family of Companies shares

your personal information with a third party under any circumstance described in

this “Third Parties Offering Promotions, Products, or Services” section, your personal

information will become permanently subject to the information use and sharing prac-

tices of the third party, and the third party will not be restricted by this Privacy Policy

with respect to its use and further sharing of your personal information.

We selected privacy policies from six popular websites that engage in e-commerce, and thus

must collect a variety of personal information as part of their business. We chose what we believe
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to be a comparatively easy to read and a comparatively difficult to read policy with several typical

policies. We selected policies guided by several measurements of readability summarized in Table

4.2. For each company, we noted the length of the natural language policy. We calculated the

Flesch-Kincaid Reading Ease Score, which ranges from a low of 1 to a high of 100 based on syllable

count and line lengths. High Flesch-Kincaid scores are more readable than low scores. In general,

experts suggest a score of at least 60—70, which is considered easily understandable by 8th and

9th graders [103]. Reader’s Digest has a readability index in the mid 60s, Time is in the low 50s,

and Harvard Law Review in the low 30s [69]. Note that while the policies we selected span a range

from 32 to 46, even the most readable policy is more challenging than is normally recommended

for a general audience.

We calculated the percentage of sentences written in the passive voice, which is both more

difficult for readers to understand and an indicator the company may not be comfortable taking

full responsibility for their privacy practices. We counted the number of cross references within

each policy; the more times readers are asked to refer to other parts of the document the more

difficult it is to understand. Finally, we note that the standardized Privacy Finder format also has

a range of lengths due to differing numbers of statements, how much information they collect,

and how much text the policy authors elected to supply.

Table 4.2: Attributes of six companies’ privacy policies

Co. NL Words NL Pages Flesch % Passive Cross ref.s PF Words
A 6329 13 31.8 11% 27 880
B 3725 7 35.5 22% 0 1964
C 2920 6 36.3 17% 7 2011
D 2586 8 42.8 18% 2 554
E 2550 8 44.9 11% 0 1373
F 928 3 46.3 9% 1 1843

4.3.2 Study Questions

Study questions comprised several groups:

• Comprehension. Participants answered a series of multiple choice questions to determine

how well they were able to understand the policy. These questions are realistic information
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retrieval tasks based on typical privacy concerns, and are similar to questions used in an

earlier study by Cranor et al [41]. We conducted three rounds of pilot tests with over two

dozen people to ensure the questions were well-worded and understandable. We random-

ized the order of these questions to mitigate learning effects and captured both accuracy

and time to respond. We also included a warm-up task which we did not score.

• Psychological Acceptability. Saltzer and Schroeder coined the term psychological acceptability

to convey that if people do not like a system they will not use it. They wrote, “It is essential

that the human interface be designed for ease of use, so that users routinely and automat-

ically apply the protection mechanisms correctly.” [124] Participants answered subjective

questions on a seven-point Likert scale.

• Demographics. We collected basic information like gender, educational attainment, and in-

come so we could understand how closely our study population resembles Internet users

as a whole.

We also measured the time it took for participants to answer each one of the comprehension

questions. When not engaged in a research study, few people even skim privacy policies let alone

read them to find answers to their concerns [76]. The times we measured do not reflect normal

practices, but they do allow us to compare performance between formats, which is our goal.

4.3.3 Research Questions

Standardized formats were designed with care to help readers make sense of online privacy poli-

cies. With all of the resources invested in standardized policies we expected they would help

people understand privacy policies. We held multiple hypotheses:

• Participants will have (a) higher accuracy scores, (b) shorter times to answer, and (c) greater

psychological acceptability with both of the standardized formats than with their natural

language counterparts.

• Participants will have (a) higher accuracy scores, (b) shorter times to answer, and (c) greater

psychological acceptability with highly readable natural language than they will on natural

language policies with low readability metrics.
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Understanding these issues contributes to determining the most effective ways to present poli-

cies to end users. This is particularly relevant given Gramm-Leach-Bliley regulations on paper-

based financial privacy policies; similar legislation could apply to online privacy policies in the

future. The FTC’s most recent report on behavioral advertising was described by the FTC Chair-

man Leibowitz as the last chance to make industry self-regulation work [53]. If we move away

from industry self-regulated content, what should we do instead? Do any of the standardized

approaches help enough to warrant considering regulation of policy formats?

4.3.4 Analysis

We performed a comparative analysis across all three formats (Natural Language, Privacy Finder,

and Layered) and from all six companies to see if there were statistically significant differences in

the mean scores for accuracy, time to completion, and psychological acceptability questions.

After we removed outliers1 we performed ANOVA analysis for both time data and psycho-

logical acceptability, which we recorded on a seven point Likert scale and treated as continuous

variables. Accuracy questions were categorical data (either accurate or false) so we used Chi

Squared tests. We performed all tests of statistical significance at the α = 95% confidence level.

For the sake of readability, all details of statistical significance tests are in Appendix A.

4.4 Accuracy and Speed Results

Accuracy scores are all reported as the percentage of people who answered the question correctly.2

As compared to natural language, we found that layered policies led to lower accuracy scores for

1We only included results from participants who completed all of the accuracy questions. Because this was an online
study to enter a drawing for a gift certificate, a few people just “clicked through” answers without engaging with the
material. We picked a fixed lower threshold of 1.5 seconds per question and removed participants entirely if they had two
or more questions they answered in under 1.5 seconds (7 participants removed out of an original 756 for a total of 749.)
For participants with only one time under 1.5 seconds, it is possible they accidently double-clicked once but answered
other questions properly. We removed the time and accuracy data for just the affected question (3 question/time pairs
out of 3000.) At the other extreme, sometimes people were diverted by other tasks while answering questions and we
recorded unduly long times to answer. We discarded question times in excess of 2.5 times the mean for their condition
along with their corresponding answers. This resulted in N = 723 for cookies, 728 for opt out, 726 for share email, and 723
for the telemarketing questions.

2Interpreting results is complicated by potential confusion of how participants answered when answers are inferred.
For example, we asked about opt out practices for policies where there is no opt out link. The straight-forward answer we
envisioned is “No.” However, participants may also have replied that the policy “Does Not Say,” intending to convey the
same information since there is no opt out link within the policy. Arguably, in that case the correct way to score responses
is to combine the correct answer with “Does Not Say.” We analyzed the combined percentage for each question and
found in all but one case there was no difference in the threshold for statistical significance. Further, the relative ranking
of formats and companies remained stable.
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topics not in the short layer. Privacy Finder was indistinguishable from natural language until

questions became harder, at which point Privacy Finder was slightly superior to natural language.

Table 4.3: Percentage correct and min-
utes to answer, cookies question.

Policy % correct Time

A NL 87% 3.6

A PF 96% 1.5

B NL 96% 2.0

B PF 98% 1.6

B Layered 86% 2.3

C NL 93% 2.4

C PF 98% 3.5

D NL 86% 2.6

D PF 91% 1.9

D Layered 69% 2.2

E NL 96% 2.6

E PF 96% 1.8

F NL 100% 2.3

F PF 94% 2.7

F Layered 80% 2.3

Accuracy spanned a wide range. An average of 91%

of participants answered correctly when asked about

cookies, 61% answered correctly about opt out links,

60% understood when their email address would be

“shared” with a third party, and only 46% answered cor-

rectly regarding telemarketing. With only three possible

answers, if participants guessed randomly we would

expect 33% accuracy.

All other things being equal, lower times are better

because they reflect participants were better able to com-

prehend the policy. Participants answered more quickly

with both layered and Privacy Finder formats. Times to

answer increased with question difficulty, with an aver-

age of 2.3 minutes to answer the question about cookies,

4.7 minutes to answer about opt out links, 5.3 minutes

for email sharing, and 6.7 minutes for telemarketing.

4.4.1 Cookies

We asked: Does the Acme website use cookies?

Answer: Yes for all policies.

Most participants got the cookie question right

(91%). This was an easy question to answer because our question is phrased with the same term

the policies use. All policies, in all formats, call out cookies use explicitly. For example, one pol-

icy has a heading of “Cookies and Other Computer Information” with a paragraph that begins:

“When you visit Acme.com, you will be assigned a permanent ‘cookie’ (a small text file) to be

stored on your computer’s hard drive.” There is no ambiguity. Even someone who has no idea

what a cookie is, or what the implications for privacy are, can skim through any of the natural

language policies to find the word “cookie” and answer correctly.
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Table 4.4: Percentage correct and min-
utes to answer for the opt out question.

Policy % correct Time

A NL 33% 5.7

A PF 85% 3.7

B NL 33% 9.3

B PF 91% 4.6

B Layered 18% 4.8

C NL 80% 3.2

C PF 73% 5.1

D NL 29% 6.1

D PF 71% 3.8

D Layered 19% 5.5

E NL 55% 5.4

E PF 51% 4.6

F NL 93% 3.4

F PF 79% 3.7

F Layered 92% 2.2

We found significant differences in accuracy for com-

pany and format. The six companies have a relatively

small span between the worst performance (D, 82%) and

best performance (E, 96%.) See Table 4.3 for a summary

of results.

Layered policies gave participants a little more trou-

ble (78%) than other formats. Cookie information was

under the heading “Personal Information” in F Layered

(80%,) which may not be where people expected to look.

In D Layered (69%,) the policy mentions in passing that

“You may also turn off cookies in your browser,” with-

out explicitly saying they use cookies. People must de-

duce that information or go to the full policy for a di-

rect statement that the site uses cookies. This highlights

two results we will see again: first, when participants

needed to think about an answer rather than just per-

form a search for information, accuracy dropped. Sec-

ond, it appears few people ventured beyond the first

page of the layered policies. Kay and Terry found simi-

lar issues with layered policies [76].

In another sign that this was an easy question for most participants, times to answer were

shorter than the other questions (2.3 minutes.) We found no significance for time based on com-

pany but format was significant. Privacy Finder (2.1 minutes) and Layered (2.3 minutes) sup-

ported faster responses than Natural Language, but the Layered condition was also had more in

incorrect answers.

4.4.2 Opt Out Link

We asked: Does the company provide a link to a webform that allows you to remove yourself

from Acme’s email marketing list?



62 CHAPTER 4. COMPARATIVE STUDY OF SIX PRIVACY POLICIES

Answer: Yes for all policies except: B NL, D NL, D Layered, E NL, which are No.3

This question is a little more difficult than the question about cookies. Policies refer to this

concept as “opting out.” For example, company C’s natural language policy phrases it as “To

opt out of receiving all other Acme mailings after you have registered, click here or click the

appropriate unsubscribe link contained within the email that you receive.” Participants need to

map the concept of removing themselves from an email marketing list to the technical jargon of

opting out. However, this question is again fairly straight forward. Either there is an opt out link

or there is not. See Table 4.4 for a summary of results.

We found significant differences for company and format. Natural language policy accuracy

rates are dissimilar, with averages ranging from 93% (F) to 33% (A). Finding the opt out link in

the A NL policy was looking for a needle in a haystack: there is one link halfway through the

policy in the middle of a paragraph without any headings or other cues—and the policy runs to

13 pages when printed.

It would seem Privacy Finder should have consistent results across all six policies, since an

opt out link is a standard part of Privacy Finder reports. However, companies with an opt out

default have additional links for each category of opt out data. As a result, policies with opt out

practices fared better, ranging from 85% correct (A PF) with less privacy protective practices and

many prominent opt out links, to 51% correct (E PF) which required opt out for all data collection

and had only one opt out link. Interestingly, the F PF policy (79%) has identical practices as E

PF (51%) yet different accuracy scores. The author of the F PF policy included an additional opt

out link in the text at the very end of the policy, which is prime real estate for readers’ attention.

Policy authors choices affect outcomes, even within the PF standardized presentation.

Since there is no requirement to discuss opt out choices within the layered format, once again

we see dissimilar results across a standardized format. B layered policy (18%) required clicking

the opt out link to see what it did, phrased as “For more information about our privacy practices,

go to the full Acme Online Privacy Statement. Or use our Web form,” with a link from “Web form”

to the opt out page. In contrast, results were quite good with F layered (92%), which contained

the same opt out text as at the end of the F PF (79%) policy.

We found significant differences in time to answer for company as well as format. We would

3Answers are not the same across a given company because the companies elected to provide different information in
different formats. P3P requires an opt out link, which is then included in Privacy Finder.
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expect longer times for longer policies since this is in many ways an information search task.

Instead, time appears to be based on the underlying practices: policies without opt out links took

longer. Since some of the policies with opt out links mentioned them at the end, it is unlikely the

difference in times is based on reading through the entire policy to determine the absence of a

link. Instead, participants likely re-read to satisfy themselves that they had not missed anything.

Once again participants completed the task more quickly with layered (4.0 minutes) and Privacy

Finder (4.2 minutes) than Natural Language (5.4 minutes,) but the wide variance and sometimes

poor performance for standardized policies reduces the strength of this result.

Table 4.5: Percentage correct and min-
utes to answer for the email sharing
question.

Policy % correct Time

A NL 76% 3.2

A PF 53% 5.4

B NL 49% 5.9

B PF 64% 5.9

B Layered 52% 4.8

C NL 80% 4.7

C PF 72% 6.9

D NL 67% 4.6

D PF 78% 4.0

D Layered 56% 4.7

E NL 53% 6.9

E PF 44% 6.2

F NL 50% 6.0

F PF 54% 4.4

F Layered 62% 5.0

We asked: Does this privacy policy allow Acme to

share your email address with a company that might

put you on their email marketing list (with or without

your consent)?

Answer Yes for all policies except: companies E and

F (all formats) which are No.

4.4.3 Share Email

We tested the wording of this question in multiple pilot

studies to ensure people understood it without asking

something pejorative or jargon-laden like “will Acme

sell your email address to spammers.” This question

requires participants to understand the question, read

the policy carefully, and make inferences for most poli-

cies. For example, C NL reads: “We may provide your

contact information and other personal data to trusted

third parties to provide information on products and

services that may be of interest to you.” Participants

need to understand that “contact information” includes

email, that “trusted third parties” are companies other

than Acme, and that “provide information on products

and services” means marketing messages, in order to correctly answer “Yes.” See Table 4.5 for a
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summary of results.

Overall accuracy was only 60%. We found significant differences for company but not format.

Times to answer averaged 5.3 minutes, which indicates people had a harder time completing this

task. We found no significant results for time based on company or format.

Table 4.6: Percentage correct and min-
utes to answer for the telemarketing
question.

Policy % correct Time

A NL 23% 8.7

A PF 43% 5.9

B NL 41% 6.7

B PF 67% 5.9

B Layered 16% 6.2

C NL 42% 9.2

C PF 68% 5.5

D NL 42% 7.6

D PF 82% 3.2

D Layered 33% 5.5

E NL 65% 10.2

E PF 56% 5.4

F NL 26% 7.1

F PF 55% 7.4

F Layered 34% 5.9

As the answers to our questions become more nu-

anced we would expect the more readable policies to

shine, yet that is not the case. Company A, with the

hardest to read policy, had a higher accuracy score (64%)

than F (55%) with the most readable policy and there

was no overall discernible pattern based on readability.

Similarly, we would expect standardized policies to con-

vey information better, especially the Privacy Finder for-

mat which avoids the emotion-rich wording of “trusted

third parties” and “valuable offers,” yet we did not find

significant differences between formats. Privacy Finder

summarizes “With whom this site may share your infor-

mation” as “Companies that have privacy policies simi-

lar to this site’s” which again requires participants to re-

fer to a separate section to determine if the parent com-

pany may engage in email marketing.

4.4.4 Telemarketing

We asked: Does this privacy policy allow Acme to use

your phone number for telemarketing?

Answer Yes for all policies except companies A, E

and F (all formats) which are No.

Participants struggled with this question as shown in Table 4.6. Except in the Privacy Finder

version where companies are required to provide information about their telemarketing prac-

tices, policies typically do not highlight telemarketing practices. The way to answer this question

correctly was typically to read through the entire policy for all mentions of when the company
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collects phone numbers, then see what policies they have around that data. For example, B NL

discloses telemarketing as: “You may also have the option of proactively making choices about

the receipt of promotional e-mail, telephone calls, and postal mail from particular Acme sites

or services.” Sometimes policies were even more vague, for example D NL, “The information

you provide to Acme on certain Acme Web sites may also be used by Acme and selected third

parties for marketing purposes. Before we use it, however, we will offer you the opportunity to

choose whether or not to have your information used in this way.” Not only is telemarketing

swept under the phrase “marketing purposes,” telephone numbers are not mentioned explicitly

either. It was necessary to deduce practices from a very careful and nuanced reading, frequently

referring to multiple sections of the policy and then putting pieces together like a jigsaw puzzle.

One could even make the case that answering “The policy does not say” is correct in cases as

above where “information you provide” may be used for “marketing purposes” is by no means

an explicit statement about telemarketing. However, we think it is important to note that the

company likely does believe they have conveyed their practices: privacy policies are vetted by

lawyers and are generally expected to be able to withstand a court or FTC challenge. If necessary,

companies can point to the language in their policy and show that they did not violate the text by

telemarketing.

We found significant differences in accuracy scores for company and format.4 We found no

significant results for time based on company but format does have significant differences. Once

again layered (5.7 minutes) and Privacy Finder (5.5 minutes) are an improvement over natural

language (8.2 minutes) but with the caveat that layered does not do as well for accuracy.

Even though we called out D NL as particularly indirect, it falls solidly in the middle of the

accuracy scores (42%.) When participants cannot find information in layered policies, by design

they should continue to the full policy for more details. In practice this appears not to happen,

with a very low accuracy of 28%.

Privacy Finder does support more accurate answers (61%) even in contrast to natural language

(39%.) Privacy Finder is the only format that requires a company to disclose, yes or no, if they

telemarket. For example, under the heading “The ways your information may be used” D PF

includes “To contact you by telephone to market services or products – unless you opt-out.”

4Accuracy scores for telemarketing are the single exception where including “Does Not Say” as a correct answer
changes whether we find significance between formats.
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Again there is a lot of variation between Privacy Finder policies based on the supplemental text

they provide. For example B PF, is particularly confusing by stating in free form text “While Acme

does not currently support telemarketing, it is possible that in the future Acme properties may

contact you by voice telephone,” directly above an automatically generated statement that they

may use information for telemarketing.

4.5 Psychological Acceptability Results

After completing the initial accuracy questions, participants answered a series of questions de-

signed to elicit their emotional reactions. Participants responded on a scale from 1 = strongly

disagree to 7 = strongly agree. Most answers hovered right around 4, which is a neutral reaction.

Higher numbers are always better.

4.5.1 Ease of Finding Information

We asked four questions about how easy it was to find information. We expected responses to

these questions to reflect how well participants were able to understand a particular policy, and

thus be related to the accuracy questions and times. However, we found few significant results.

Participants found layered easier to understand even though they were less accurate with the

layered format.

• “I feel that Acme’s privacy practices are explained thoroughly in the privacy policy I read”

(M = 4.7, s.d. = 1.5.) We found significant effects for company but not format. A, B, and F

(M = 4.8 for all) scored better than C, D, and E (M=4.4 for C and D; M=4.5 for E.)

• “I feel confident in my understanding of what I read of Acme’s privacy policy” (M = 4.7,

s.d. = 1.6.) We found no significant differences between companies or formats.

• “This privacy policy was easier to understand than most policies” (M = 4.5, s.d. = 1.5.)

We found no significant differences between companies but did find significant results for

formats. Layered (M=4.8) scored better than natural language (M=4.4) or Privacy Finder

(M=4.4.)
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• “It was hard to find information in Acme’s policy” (M = 3.8, s.d. = 1.6.) We found no

significant differences between companies or formats. (Note that based on the wording for

this question we had to report the inverse of responses to keep higher numbers as better.)

4.5.2 Trust

If a format conveys information well but results in lack of trust of the company, it is unlikely that

corporations will adopt the format. Participants trusted Privacy Finder formats slightly more

than other formats.

• “I feel secure about sharing my personal information with Acme after viewing their privacy

practices” (M = 4.0, s.d = 1.7.) We found significant effects for both company and format.

• “I believe Acme will protect my personal information more than other companies” (M = 4.0,

s.d = 1.6.) We found significant effects for both company and format.

4.5.3 Enjoyment

We asked two questions to gauge how much participants liked reading the privacy policy. If

people are unwilling to read policies then improving them does not provide much benefit. We

found no significant differences between formats.

• “Finding information in Acme’s privacy policy was a pleasurable experience” (M = 3.7, s.d.

= 1.7.) We found no significant differences between companies or formats. This was the

lowest score of all eight psychological acceptability questions.

• “If all privacy policies looked just like this I would be more likely to read them” (M = 4.2,

s.d. = 1.7.) We found significant effects for format but not company.

4.6 Demographics

We were interested in adult United States Internet users. Women were over-represented and

comprised 64% of our study population. Minorities and household income were in keeping with

the overall Internet population. See Table 4.7 for contrasts between the study population and
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estimates of the Internet population. All estimates are from Pew [111] except for self-reported

computer skill level, which is based on the 2005 AOL/NCSA study.

Table 4.7: Examples of skew for demographics

Our population Internet population
Age 18-29 49% 25% of over 18
Age over 50 10% 20% of over 18
No education beyond high school 10% 36%
Completed college 55% 39%
Self-reported computer novice 2% 30%
Self-reported computer expert 22% 8%

Overall, our sample was skewed toward slightly younger and better educated participants

who are more confident in their computer skills than the overall population. That suggests our

participants likely had a better than typical understanding of technical jargon and higher read-

ing comprehension. Our results may be optimistic: a non-biased sample might have even more

difficulty understanding policies.

4.7 Subsequent Work

Based in part on these findings, Kelley et. al. developed a new format for privacy policies [80].

They took a “nutrition label approach” to show the types of information a site collects, how that

information is used, and with whom they share that information. They use a standardized format

based on P3P, similar to the Expandable Grids idea. They present the most relevant information

on one page with the human readable policy available for more detail, similar to the layered

approach. Kelley et. al. tested this format and found it is an improvement upon prior attempts.

4.8 Discussion

Our hypotheses were not fully supported and in some cases were refuted. Both layered and

Privacy Finder formats did improve times to answer, but not by much, and at the expense of ac-

curacy for layered policies. Privacy Finder policies showed modest improvement in accuracy for

complex questions but no improvement for easy questions. While the accuracy scores for Privacy
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Finder were low in some cases, the format does represent a step forward from the status quo.

Readability did not determine outcomes for natural language policies. For natural language, in

some cases it appears the practices of the company were greater determinants than the words

they used to describe those practices. We found few statistically significant differences in psycho-

logical acceptability.

Many researchers start from the observation that privacy policies are not usable in their cur-

rent format and suggest ways to fix the problem. All of the formats were tested were unsatis-

factory with a low rate of comprehension on questions that required synthesis of information.

Participants did not like privacy policies of any type, and the highest mean score on the psycho-

logical acceptability questions was barely above neutral.

Privacy researchers tend to talk about policies as being uniformly bad. We expected that

more readable natural language policies would have higher accuracy scores, lower times, and

improved psychological acceptability than less readable policies, but that was not the case. These

results could suggest that readability metrics are not a good way to differentiate between policies.

This seems unlikely because the Flesch index has proven robust in many contexts and we do not

immediately see any reason why privacy policies should be dramatically different from other

types of textual analysis. It seems more likely that the range from 32 to 46 on the Flesch index is

too similar to see major variations in outcome: even the most readable policies are too difficult

for most people to understand and even the best policies are confusing.

Our results are robust across a variety of different policies, but our study does not concretely

identify what makes a given policy comprehensible. However, we can offer three observations.

First, results from the layered format suggest participants did not continue to the full policy when

the information they sought was not available on the short notice. Unless it is possible to iden-

tify all of the topics users care about and summarize to one page, the layered notice effectively

hides information and reduces transparency. Second, participants struggled to map concepts in

the questions to the terms used in policies. It may prove fruitful to research how people internally

represent privacy concepts: which terms do they currently use and which industry terms do they

understand? As suggested in the Kleimann report for printed financial statements, online pri-

vacy policies may need an educational component so readers understand what it means for a site

to engage in a given practice [119]. Third, the standardized formats we studied still offer policy
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authors quite a bit of leeway. Companies with identical practices conveyed different informa-

tion, and these differences were reflected in participants’ ability to understand the policies. The

flexibility of the standardized formats may undermine their expected benefits to consumers.

Our study used a between subjects rather than within subjects structure. We expect that we

would see larger differences, particularly in psychological acceptability, if we were to place poli-

cies side-by-side. Prior work[41] found that when participants have both the natural language

and the Privacy Finder versions available, Privacy Finder fares well. If people are reading mul-

tiple companies’ policies to compare them, Privacy Finder may be advantageous. However, for

just understanding a single policy, we find differences between formats are not as pronounced.

By only showing one policy, our study did not capture one of the potential advantages to stan-

dardized formats. Standardized formats should be more useful once readers understand where

to find information. Learning effects may play a role over time when people can take greater

advantage of standardized formats as they become more familiar with their layout.

At this time, we do not recommend regulating the format of online privacy policies. While we

did not find substantial benefit from the standardized formats we tested, that is not an inditement

of the concept of standardized formats. Early results testing a new format for privacy policies

based around a nutrition label concept are encouraging [80]. Ideally, future formats will identify

problems with existing approaches and attempt to improve upon what has come before. In the

future, we encourage rigorous testing for new formats before their supporters encourage wide-

spread adoption.
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Chapter 5

An Empirical Study of How People

Perceive Online Behavioral

Advertising

This chapter is largely a reproduction of a paper co-authored with Lorrie Faith Cranor to appear at the 2010

Research Conference on Communication, Information and Internet Policy (TPRC) [98], which substantially

expands upon a paper co-authored with Lorrie Faith Cranor to appear at the 2010 Workshop on Privacy in

the Electronic Society (WPES) [97].
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5.1 Introduction

This chapter presents empirical data on American adult Internet users’ knowledge about and

perceptions of Internet advertising techniques. We present the results of in-depth interviews and

an online survey focusing on participants’ views of online advertising and their ability to make

decisions about privacy tradeoffs. We find users hold misconceptions about the purpose of cook-

ies and the effects of clearing them, which limits cookie management as a self-help mechanism

enabling user choice. Only 11% of respondents understood the text description of NAI opt-out

cookies, which are a self-help mechanism that enables user choice. 86% believe ads are tailored to

websites they have visited in the past, but only 39% believe there are currently ads based on email

content, and only 9% think it is ok to see ads based on email content as long as their email service

is free. About 20% of participants want the benefits of targeted advertising, but 64% find the idea

invasive, and we see signs of a possible chilling effect with 40% self-reporting they would change

their online behavior if advertisers were collecting data. We find a gap between people’s will-

ingness to pay to protect their privacy and their willingness to accept discounts in exchange for

private information. 69% believe privacy is a right and 61% think it is “extortion” to pay to keep

their data private. Only 11% say they would pay to avoid ads. With the exception of contextual

advertisements, we find most participants would prefer random ads to tailored ads, but approxi-

mately 20% of participants would rather tailored ads. We find participants are comfortable with

the idea that advertising supports free online content, but they do not believe their data are part

of that exchange. We conclude with observations for public policy, technologists, and education.

Real-time mass media was born with national radio networks in the 1920s. As mass media

gave rise to mass advertising, advertisers’ campaigns became national. However, typically only a

subset of people are interested in any given product or service advertised. As the old advertisers’

lament has it, “We know we’re wasting half our ad dollars, we just don’t know which half” [44].

Online advertising can be targeted to users most likely to be interested in a particular product or

service. Customers may benefit from ads targeted to their personal interests, reducing irrelevant

ads and the time it takes to find products.

Behavioral advertising, which is one form of targeted advertising, is the practice of collecting

data about an individual’s online activities for use in selecting which advertisement to display.

Behavioral advertising creates profiles for Internet users based on a variety of different data types
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and inferences drawn from those data. Third-party cookies are one of several mechanisms used

to enable behavioral advertising: a central advertising network with ads across thousands of

websites can set and read cookies, noting every time a given user visits any of the sites in the

network. By correlating which sites an individual visits, ads clicked, inferences about age range

and sex, and approximate physical location based on the computer’s IP address, advertisers build

profiles of that individual’s characteristics and likely interests. Profiles indicate if a given user is

a good target for certain ads, with interest categories like “cars” or “Hawaiian travel.” Google

and Yahoo! both use behavioral advertising and made their interest categories public at the end

of 2009.

The Internet is a form of mass media with targeted advertisements dependent on massive data

collection on a tremendous scale. The Yahoo! ad server reaches over half a billion unique people

each month, with 9.7% of the market [14]. Google’s DoubleClick and AdSense ad servers have a

combined total of 56% of the market and reach at least 1.5 billion unique users each month [14].

Google web beacons are on 88% of nearly 400,000 sampled websites and 92 of the top 100 most

popular sites [57]. Google is reported to track approximately 90% of global Internet users [34].

The collection, storage, and use of the data that drives advertising has tremendous potential for

privacy harm, as illustrated in the release of AOL search terms [17] and social networking infor-

mation exposed by Gmail users trying Google Buzz [102]. There are four public policy domains

that can benefit from understanding user perceptions of Internet advertising:

1. Legislation. State and Federal legislatures are considering new regulations around Inter-

net privacy, including proposals from Representatives Boucher, Stearns, Rush, and Senator

Kerry. Understanding what constituents know can help define legislative priorities: in areas

where people are already able to protect their privacy interests, there is reduced justification

for new laws.

2. Industry self-regulation. The Federal Trade Commission (FTC) and industry groups con-

tinue their efforts to improve corporate privacy practices without the burdens of regulation.

Self-regulation presumes Internet users can make decisions to enact their privacy prefer-

ences, which makes understanding preferences, knowledge, and behavior a valuable con-

tribution to evaluating self-regulation.

3. Consumer expectations. The FTC and privacy professionals within companies increasingly
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look to issues of surprise to decide which practices are acceptable [16]. With users’ subjec-

tive responses to privacy loss being used as guidance, rather than formal approaches like

privacy rights frameworks, it is crucial to know how users react to current online practices.

4. Education. The first “principle” in the Self-Regulatory Program for Online Behavioral Advertis-

ing is education [2]. Establishing a baseline of user knowledge before campaigns begin will

help establish their successes and any short comings.

In this chapter we review related work in section 5.2 and describe our methods in section .

We present our findings regarding using cookie management as a self-help mechanism, partici-

pants’ views of tailored advertising, and their willingness to pay for privacy in sections , , and

respectively. We conclude in section .

5.2 Background and Related Work

Targeted advertising has received a lot of scrutiny in the past few years. There are questions about

consumer’s online privacy, how easily seemingly anonymous information can be re-identified

[107], and the legality of some behavioral advertising business practices. The advertising indus-

try favors continuing an “industry self-regulation” approach. The Federal Trade Commission has

held workshops and released guidelines for self-regulation [55, 53], and there are legislative pro-

posals at the Federal [25] and State [13] level, including proposals from Representatives Boucher,

Stearns, Rush, and Senator Kerry.

In 2008, TRUSTe commissioned a report on behavioral advertising, finding 57% of respon-

dents are “not comfortable” with browsing history-based behavioral advertising, “even when

that information cannot be tied to their names or any other personal information” [143]. In 2009,

TRUSTe found that even if it “cannot be tied to my name or other personal information,” only

28% of Internet users would feel comfortable with advertisers using web browsing history, and

35% believe their privacy has been invaded in the past year due to information on the Internet

[145]. Anton, et. al., performed some of the earliest work on behavioral advertising in 2002, with

a follow up study in 2009 [12]. They found the types of privacy concerns remained stable, but

the level of concern has increased around information used for behavioral advertising. Gomez et

al. estimated that Google Analytics tracks at least 329,330 unique domains, and found confusion
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in privacy policies containing “conflicting statements that third-party sharing is not allowed but

third-party tracking and affiliate sharing are” [57]. Turow et. al. conducted a nationally represen-

tative phone survey in 2009. They found 66% of adults do not want tailored advertising, which

increased to as high as 86% when participants were informed of three common techniques used

in advertising [148]. In 2003, Turow found that when offered a choice between paying for their

favorite website with cash or with their personal information, over half of respondents said they

would rather stop using the site all together [147]. Several experiments investigated under which

conditions people will pay more to purchase from websites offering better privacy protections

when privacy information is presented in search results and in other salient ways [146, 48].

Much of the current self-regulation approach to online privacy is grounded in the Fair In-

formation Principle of notice. Notice, by its nature, requires communication. As Morgan et al.

wrote, “An effective communication must focus on the things that people need to know but do

not already. This seemingly simple norm is violated remarkably often in risk communication”

[101]. We investigated people’s mental models — beliefs about how a system works, interacts,

or behaves. Incorrect mental models may form a view of the world that undermines decision

making. For example, if people hold the mental model that any company with a privacy policy is

bound by law not to release data, the existence of a link to a privacy policy would seem sufficient

in and of itself with reduced reason to read the policy. Research shows that people do, in fact,

believe the words “privacy policy” mean they are protected by law [67].

Economics literature suggests that the most someone is willing to pay (WTP) to buy some-

thing should be equal to the minimum they are willing to accept (WTA) in payment for it: there

should be a point of indifference between the good and cash. A difference between WTP and

WTA may be indicative of an endowment effect, a phrase coined by Richard Thaler to describe

when people place more value on an object that they own. The canonical example is that if two

groups are asked to put a value on a coffee mug, people answering without owning the mug will

generally suggest a lower price than people who first receive the mug as their own property. The

endowment effect does not always occur with abstract items. For example, giving people a token

that they can redeem for a mug does not have the same effect as giving them the actual mug [46].

Prior work shows a gap between WTP and WTA for revealing private data (for example, number

of sexual partners) in an offline experiment [61]. Acquisti et. al. found substantial differences



78 CHAPTER 5. ONLINE BEHAVIORAL ADVERTISING

between WTP and WTA with gift cards and inexpensive tangible goods, including “subjects who

started from positions of greater privacy protection were five times more likely than other sub-

jects to forego money to preserve that protection” [7]. We examine the Acquisti hypothesis in an

online context. If there is also a gap between WTP and WTA online, then the way privacy choices

are framed may affect the decisions people make about online privacy.

5.3 Research Methods

We followed a two-part approach. First we performed a laboratory study to identify a range of

views through qualitative interviews. Then we conducted an online survey to test and validate

our qualitative results.

In the first study we performed a series of in-depth qualitative interviews with 14 subjects

who answered advertisements to participate in a university study about Internet advertising.

Subjects were not primed for privacy. We followed a modified mental models protocol of semi-

structured interviews, using standard preliminary questions for all participants, then following

up to explore participants’ understanding. Our study ran from September 28th through October

1, 2009 in Pittsburgh, PA. We recruited participants with a notice on a website that lists research

opportunities. Participants were compensated $10 for an hour of their time.

In the second study, we recruited 314 participants from the Mechancal Turk1 website at the end

of April, 2010. We paid participants $2 for what we advertised as a 20-30 minute study. Median

completion time was 24 minutes, which is skewed slightly high by participants who likely started

the survey, put it aside, and came back to it later. We saw a drop-out rate of 37%. We deliberately

started the study with short-answer questions to encourage people not to take the survey unless

they were willing to invest some time, and used the reasonableness of responses to short-answer

questions to screen participants. We removed two outliers from our dataset; they had unusually

short response times and response patterns that suggested they had not read the questions. We

coded free-form responses to tabulate categories of responses, or “unclear” when we were unsure

what participants had in mind.

1Mechanical Turk is crowd-source web portal run by Amazon. See www.mturk.com for details. Mechanical Turk
users tend to be better educated, less likely to be working, and more likely to be female than our target population of
adult US Internet users. However, the Mechanical Turk population may be “more appropriate” for Internet research, as
mturk studies can be closer to representative of Internet users than a random sampling of the full US population [122].
There is a growing literature on how best to use Mechanical Turk in research; see [81], [83], [79], [42]

www.mturk.com
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We asked 64 questions split over nine screens. The screen first asked about purchases online (9

questions), the second about willingness to pay for privacy (6 questions), and the third was a mix

of information about their computing environment and views on cookies (3 questions). The forth

page showed depictions of how cookies and data flows might work. The next two pages only

appeared for participants who answered the questions on the third page correctly, and asked

participants questions about ads based on screen shots (we had inconclusive answers to these

sections and omit them in this work). The fifth page (or 7th page for those who answered page

3 correctly) showed a screen shot of the NAI opt-out page, which we removed many member

companies from in order to fit on one page (4 questions). The sixth page presented hypotheticals

about behavioral advertising and advertising based on email (8 questions). The final page asked

demographic questions with a ”secret code” to paste in to Mechanical Turk to get paid (9 ques-

tions). Some questions, especially Likert questions, were multi-part. We randomized the order of

options within questions.

5.3.1 Demographics

Of the 14 subjects we interviewed, 8 were male and 6 female. Half were age 21–29 and half

were age 30–59. Participants had diverse professional backgrounds including health, architecture,

photography, marketing, and information technology.

For the online study, we slightly over-represented women and our population was notably

skewed younger than the adult American Internet population, as seen in Table 5.1. To estimate

the demographics for US Adult Internet Users, we combined Pew data [112] with Census data

[151]. Because Pew and the Census data record race differently, we cannot estimate the portion

of Internet users by race. Instead we contrast to national race statistics from the Census. We

under-sampled black and hispanic populations. Our respondents were 74% were white (con-

trast to 81% nationally), 9% American Indian or Alaskan Native (v. 2%), 6% Asian (v. 5%), 4%

Black or African American (v. 14%), and 2% Latina/Latino or Hispanic (v. 16%).2 We contrast to

Quantcast’s estimates for operating systems [116] and Axon’s for web browsers [15]. Our sam-

ple is skewed toward Firefox users at the expense of Internet Explorer, which suggests a more

technically sophisticated sample.

2Both our survey and the Census allow more than one selection for race which is why results sum to more than 100%.
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Table 5.1: Demographics for online study

Category Our respondents US Adult Internet Users
Male 41% 49%
Female 59% 51%
Age 18-29 55% 28%
30-49 33% 40%
50-64 10% 23%
645+ 2% 9%
Windows 85% 87%
Macintosh 11% 11%
Other 4% 2%
Firefox 48% 25%
Internet Explorer 34% 60%
Chrome 10% 6%

Our online survey participants have been using the Internet for an average of 13 years, with

15% online for over 15 years and 2% online less than five years. We asked online survey par-

ticipants an open-ended question of “If you use more than one web browser on your primary

computer, why do you do so?” For those who do, the overwhelmingly most popular reason was

that not all websites are fully compatible with all browsers (70%). 18% mentioned switching be-

tween browsers when they need more speed. Only one person mentioned security, saying “Safari

is safer” than Internet Explorer.

Our participants most commonly check two email accounts (44%). 29% check one email ac-

count, 20% check three email accounts, and 7% check four or more email accounts. Most use at

least one remotely-hosted and professionally-managed email service: Yahoo Mail (50%), Gmail

(50%), Hotmail (23%), or AOL mail (16%). Only 9% of participants reported they do not check at

least one email account of this type.

5.3.2 Transferability

Early in the online study, before we asked questions that might affect participants’ views, we

asked the same three questions Turow et al. asked in their study designed to be representative

of the US population [148]. As our sample is not a statistically representative sample of United

States Internet users, we contrasted to the Turow work to understand the transferability of results

to other contexts [64]. We found similar results for two of their three questions, as shown in Table
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5.2.

Table 5.2: Percentage of respondents who want tailored content

Do you want websites you visit to show
you. . .

Turow Our

et al.’s results
ads that are tailored to your interests? 32% 45%
discounts that are tailored to your interests? 47% 80%
news that is tailored to your interests? 40% 41%

Our respondents’ differ demographically from the Turow population in an important way:

our sample is skewed younger. Where the representative Turow sample is comprised of 35% of

people aged 18 – 34, our sample is 69% in that age range. However, despite age-linked differences

in responses, our younger sample does not explain why we saw a substantially higher percentage

interested in tailored discounts. We had approximately 20% more interest in tailored discounts

in all of our age categories as compared to the Turow work, as seen in Figure 5.1. One possible

explanation: we recruited participants willing to spend 20 minutes to answer our survey for $2 on

the Mechanical Turk website. Our participants may be unusually sensitive to financial incentives.

For tailored ads and news, our findings mirrored the Turow paper: most respondents are not

interested in tailored advertisements or news.

5.4 Perceptions About Cookies

A variety of technologies help facilitate online behavioral tracking for targeted advertising. Third-

party cookies are used by advertising companies to set cookies associated with ads embedded in

first-party sites; when browsers load advertisers’ ads, they also get advertisers’ third-party cook-

ies. Beacons are associated with invisible or hidden page elements, and again may be first- or

third-party. Flash cookies were designed to store information like volume levels for flash content,

but are now used in tracking [129]. Browser fingerprinting is a technique that uses information

from web browsers’ user agents (for example, the specific version number and operating system)

plus potentially other information available from javascript (for example, the specific order fonts

load on the system.) By using small bits of seemingly unidentifiable information in concert, ap-

proximately 80% of browsers are uniquely identifiable[45]. We planned to survey participants
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Figure 5.1: Percentage of respondents interested in targeted ads, discounts, and news by age
groups in the Turow study, as contrasted with our results

about what they understood about each of these tracking mechanisms.

Our lab study quickly disabused us of any idea of studying user perceptions of beacons, flash

cookies, session cookies, or browser fingerprinting: these techniques are invisible to users to the

point we would be wasting our time and theirs to ask about them. A few people had heard of

session cookies or third party cookies, and those who had were able to give mostly accurate an-

swers. No one had heard of flash cookies, with participants guessing things like they are cookies

that “appear in a flash and are gone.” We focused on first- and third-party cookies in part because

they are such a popular mechanism in advertising, but also because they are the only technology

users are even passingly familiar with. Cookies have been around, discussed, and studied across
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decades [3, 63]. If users understand behavioral advertising well enough to attempt to enact their

privacy preferences, they are most likely to be able to do so via cookie management. We asked

questions to study participants’ knowledge of cookies, how they manage cookies, and see if they

understand the industry self-regulation approach of setting cookies to opt out of viewing behav-

ioral advertising.

All participants in the interviews had heard of cookies before but we observed widespread

confusion. When asked, “What is a cookie?” nearly a third of participants replied immediately

that they were not sure. Slightly more than a third of participants gave an answer that was at least

partially correct without also saying something factually incorrect. Only one person articulated

that a cookie can contain a unique identifier.

5.4.1 Misperceptions of First Party Cookies

While interview participants generally did not understand what cookies are, perhaps it is more

important that they understand the effects of cookies rather than their mechanism. We asked

follow up questions of “are there ways cookies can help you?” and “are there ways cookies do

not help you?” Over a third of participants said that cookies can be related to saving passwords.

Similarly, three participants answered that cookies allow them to remain logged in to websites

without retyping a password, though during follow-up questions they did not actually know if

cookies were involved (as opposed to Apple’s Keychain Access., etc.). Three participants believed

cookies store their preferences for websites, including details like preferred colors and placement

of site elements.

Only three participants said that cookies are related to personalized advertisement. They ex-

pressed three very different perspectives. One participant said she has no choices about cookies,

because if you “say no then you don’t get to go to the site. That’s not much of an option.” She

could not think of any way cookies help her. For ways cookies do not help, she said sites use

cookies to personalize, and that “could mean more personalized advertising. It makes me feel

like they expect me to be gullible.” A second said cookies are things “that programs use to gather

information about sites [visited], functionality, and demographics for an ad.” He said that “if

asked for information [people] would say no,” and believes he has “no choices” about cookies.

He said that cookies are good when “a set pattern of behaviors, sites, topics, or hobbies” can give
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“information on products and services that are more interesting,” but “some [cookies] are used

negatively to exploit a person’s history,” and “cookies open pools of information one might pre-

fer to stay private.” Drawing an analogy to shopping offline, he said “you may be shopping in

a public place but there is a privacy issue” with companies “knowing where you spend money

and time.” Even with a computer collecting and storing the data, there still must be a “person

manipulating and interpreting that.” A third participant said advertisers use cookies to “find out

as much as [advertisers] can without asking for names,” to gain an “idea of what sort of person”

you are. He mentioned ISPs trying to “find ways to catalog this wealth of information,” to pair

ads to an audience. He described this practice as a “smart thing” and “reasonable.” He then vol-

unteered that he believes ISPs are constrained by law not to share information. When asked what

the law entails, he answered he was not sure and perhaps constraints were not from law but that

there would be a “public uproar” and a “bad image” for any company sharing even anonymous

customer data. He made the analogy to phone service where recording conversations can be ille-

gal, and said there are “certain cultural norms and expectations” to privacy. Notice the analogies

to off-line settings as participants form their views of how privacy works online. Legal protection

of privacy in telephone conversations and postal mail are often assumed to carry over to Internet

communications as well.

5.4.2 Knowledge of Cookies

Based on the responses we heard in interviews, we asked questions in the online study to under-

stand participants’ knowledge of cookies with options of True, False, or Unsure. See Table 5.3 for

details.

Participants understand that cookies are stored on their computers, rather than stored re-

motely (91% correct.) Participants also mostly understood how cookies are used in not needing

to re-enter passwords, and personalizing advertising and websites. Three quarters of participants

understand advertisers can use cookies across multiple websites to understand which sites they

have visited, and half believe cookies can be combined with data that identifies them by name.

This suggests a working understanding of cookies and advertising. However, participants held

other views that show they are confused, including half of participants who believe if they do

not accept cookies their location can not be identified, and half believe cookies contain informa-
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Table 5.3: Responses to factual questions about cookies — correct answers in bold

Description True False Unsure
Cookies are small bits of data stored on my com-
puter

91% 1% 8%

Cookies let me stay logged in over time without
needing to enter my password every time I visit a
site

77% 8% 15%

Cookies enable personalized advertising based on
my prior behavior online

76% 5% 19%

Advertisers can use cookies on multiple websites to
learn which sites I visit

74% 5% 21%

Cookies may be combined with other data that iden-
tifies me by name

53% 11% 37%

If I do not accept cookies, websites cannot tell where
I am physically located

12% 51% 37%

Cookies enable personalized content like color
schemes or what type of information I want to see
on a website

51% 14% 35%

Cookies contain information from when I first pur-
chased my computer, including my name and home
address

13% 48% 39%

Cookies let web browsers’ forward and backward
arrows work correctly

19% 44% 38%

Cookies are a type of spyware 39% 33% 28%
A website I visit can read every cookie I have, no
matter which website the cookie is from

19% 34% 47%

Cookies let people send me spam 38% 29% 33%
Cookies change the color of hyperlinks to websites
I have already visited

43% 25% 32%

Cookies let websites display more quickly 60% 19% 22%
By law, cookies may not contain credit card infor-
mation

30% 11% 59%

The PATRIOT ACT allows law enforcement officials
to read my cookies if I exchange email with some-
one on the terrorist watch list

38% 6% 56%

tion from when they purchased their computer, including their name and home address, with

more than another third unsure if this is true or not. Neither of these beliefs is true, and shows

a lack of understanding of how cookies work and what they are. Similarly, 44% incorrectly be-

lieve cookies enable the forward and backward arrows in their browser, a third incorrectly believe

all websites can read all cookies, and a quarter confuse cookies and history, incorrectly thinking

cookies change visited hyperlinks to a different color. There is nearly an even split in thirds be-

tween participants who believe cookies are a type of spyware, are not a type of spyware, or are
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unsure — which is not unreasonable, as there is disagreement within the technical community

as to whether some cookies, all cookies, or no cookies should be seen as spyware. 29% believe

cookies are responsible for spam, which is not the case, with another 33% unsure. The greatest

confusion is around legal protections. 30% incorrectly believe cookies may not contain credit card

information by law, with 59% uncertain. 38% incorrectly believe the PATRIOT ACT allows law

enforcement to read cookies if they exchange email with “someone on the terrorist watch list,”

with 56% unsure. This very last question is the only one we wrote ourselves: all of the rest come

directly from perceptions from our lab study participants. Several participants expressed concern

that the government could read cookies, but used vague language; we tested a specific example.

5.4.3 Managing Cookies

There are three ways people manage cookies: by not letting them save to their hard drive in the

first place, by deleting them automatically, or deleting them “by hand.” We asked about all three

methods in our online study.

Several major web browsers offer a “private browsing” feature that allows users to toggle

to a private mode that never saves cookies, history, and cache data. When finished, users exit

private browsing and have access to their normal set of cookies, history, and cache data. Only

23% reported they ever use private browsing, 50% do not use private browsing, and 27% are not

sure if they use private browsing.

17% use software that deletes cookies for them, 23% are not sure, and 60% answered no. Those

who answered yes predominately use either anti-malware software or CC Cleaner, though some-

times they had trouble naming the specific product they use (e.g., “malware by anti-malware.”)

Some may delete cookies via anti-malware programs without understanding they are doing so.

One participant answered “TACO, NoScript, & Firefox,” which is a sophisticated approach.

9% said they never clear cookies, 9% believe they clear cookies themselves annually or less

than once a year, 16% a few times a year, 10% monthly, 17% a few times a month, 16% a few times

a week, 12% daily, and 8% clear cookies every time they close their browser. This is self-reported

data, but about 70% believe they clear cookies at least once a year.
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5.4.4 Unclear on Clearing Cookies

Why do people clear cookies? Interestingly, they are not always sure themselves. Nine partici-

pants in our lab study self-reported that they clear cookies. Only one of those nine said they clear

cookies on their own computer for privacy. Three clear cookies on shared machines out of privacy

concerns.

Participants had a vague notion that too many cookies are bad. They are not sure under

which conditions they should delete or retain cookies. Though they do not understand about

how cookies work, they do understand some of the benefits of cookies, such as not needing to log

in again.

For the online study, we asked an open-ended question about why they deleted or saved

cookies and coded the responses. Participants wrote answers that reflect an underlying lack of

knowledge like “Someone recommended it to me once and I have done it ever since,” or “I’m not

very sure what [cookies] are. I have cleared them before because it was suggested to me that I

do.” Family is sometimes mentioned as the source of advice, including “Mom told me to,” “My

daughter told me to,” and “My husband doesn’t want them.” Similarly for why people do not

clear cookies frequently, participants gave answers like “I don’t really know” or “No particular

reason.” We coded these vague responses along with a variety of other non-reason or unclear

answers as “Other,” which comprised 8% of all responses. In total, our 314 participants gave 390

reasons to delete or not delete cookies. Of 80 reasons not to delete cookies:

• 31% were some form of apathy, either that cookies do not bother participants or they do not

care about cookies.

• 27% have software that deletes cookies automatically.

• 20% were not sure what cookies are, or why they would delete them.

• 19% were unsure how to delete cookies.

• 3% (two people) wrote that they do not care about being tracked online.

Of 278 reasons given to delete cookies:
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• 33% were based on the idea that “many cookies slow down my computer.” This seems

unlikely in practice.3

• 30% had to do with privacy and security. About a fifth of the privacy and security reasons

mentioned deleting history; history is commonly confused with cookies. The remaining

four-fifths of privacy and security reasons generally reflected some understanding of how

cookies work, for example, “I wouldn’t want someone being able to get on my computer

and remain logged into my accounts. Also, I don’t want a website tracking me through

them.”

• 28% had to do with freeing up hard drive space, reducing clutter, or a notion of hygiene and

cleanliness. Answers included “[I] like having a clean slate on the computer all the time,”

“[to] clear up clutter,” and “to make space on my computer.” Few modern computers will

run into space problems due to cookies.4

• 8% mention viruses, spam, or malware. Some tracking cookies are classified as spyware by

Norton Anti-virus and other anti-malware programs.

User confusion is high. Some do not know how to delete cookies and might wish to do so,

which limits self-help mechanisms in privacy decision making. Some participants reported what

seems to be over-clearing of cookies: they delete cookies to avoid issues that cookies do not cause.

Cookie deletion creates uncertainty in measuring the number of people — and unique people —

who have seen a given online ad, or have visited a given website. Disagreement over ad impres-

sions has slowed the growth of web ads. Counting impressions often depends upon cookie data.

Over- and under-counting ad impressions causes economic harms to members of the advertising

community, with hundreds of thousands of dollars disputed in large ad campaigns [132]. When

users delete their cookies for reasons that do not match their actual preferences, it causes harm

without the gains users expect.

3For DSL users, a webpage with a 3000 byte cookie takes approximately 80 milliseconds longer to load [139] so users
are not wrong to associate cookies with delay. However, just deleting all cookies without blocking them does not improve
time to load the page: websites would simply download new cookies to replace the deleted cookies. Participants may be
confusing cookies with cached images.

4RFC 2109 suggests browsers implement a maximum size of 4k per cookie and a maximum number of cookies per do-
main to avoid denial of service attacks from malicious servers filling hard drives [84], and hard drives today are typically
measured in gigabytes.
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5.4.5 Cookies and Browser History

More than half of our interview participants confused cookies with browser history. Participants

did not understand that browser history is stored independently of cookies, which may make

it difficult for people to enact their privacy preferences. One participant in our lab study told

us cookies contain a “history of websites” visited and when he deletes cookies, “hyperlinks in

different colors goes [sic] away, that’s what it does. It clears the navigation history.” When he was

a child he lost his computer privileges because his mother could see where he had been based

on the color of web links, which he blamed on cookies. Cookies mean “someone else can follow

your previous path, and can see what you’ve read before...” In his view, cookies were only an

issue on computers where he shared a single account with multiple people. At work, where he

signed into his computer account with his own password, he believed cookies could not provide

details of his browsing history because he was the only one with access to the account. Notice

the confusion around password-protected accounts and privacy protections: several participants

had confusion in similar areas and believe they cannot be tracked unless they log in to a website.

Browser user interfaces in which clearing cookies, clearing history, and clearing cache data

settings are intermingled may contribute to user confusion. One component of this confusion

is temporal: participants reported they delete cookies and clear history at the same time, which

leads them to misattribute properties of browser history to cookies. The reason participants clear

cookies and history together likely stems from the way they are swirled together in the user in-

terfaces of web browsers. For example, Firefox presents choices about cookies, history, and book-

marks on the same tab, as shown in Figure 5.2a. There is no visual hint that these three topics

are distinct. To the contrary, cookies are in the middle of options for history, which serves to con-

vey history and cookies are related. Moreover, Firefox does not expose any cookie options unless

users know to change a setting from Remember history to Use custom settings for history. Any-

one looking through preference tabs for cookies will not find them in the default configuration. In

Internet Explorer, users must select the Tools menu and then choose Delete Browsing History in

order to get to the cookie dialog, shown in Figure 5.2b. The easiest way to delete cookies in Safari

is to select Reset Safari from the Safari menu, which then presents options to delete cookies and

history together as shown in Figure 5.2c. The exception is Opera, shown in Figure 5.2d. Cookies

are not mixed in with history. The Opera dialog attempts to define cookies and avoids jargon.
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(a) (b)

(c) (d)

Figure 5.2: Four browsers’ interfaces for deleting cookies: Firefox, Internet Explorer, Safari, and
Opera.

In the online study, we asked “Sometimes you hear about web browser history. Are cookies

and history the same?” 35% of participants incorrectly answered yes. Those who answered no

generally had a good working understanding of the difference between cookies and history, with

responses like “History is a list of your previous browsing, and cookies are files that registered

each site visited.” Of those who correctly answered no, 79% were able to give at least partially cor-

rect answers explaining how cookies and history differ, 12% gave clearly incorrect answers, and

8% gave answers that were so unclear we were not able to tell if they understood the difference

or not.
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5.4.6 Lack of Understanding of Cookies and Data Flows

We knew from our lab studiy that the phrase “third-party cookie” left participants confused, not

because they do not understand what a third-party is but rather because they do not understand

what cookies are. We are less interested in definitions of jargon than we are in users’ abilities to

make privacy decisions for themselves, so we tried using pictures to elicit participants’ models

of how the web works. In particular, behavioral advertising based on third-party cookies works

in large part because advertising companies can set and read cookies due to ads hosted on a

multitude of websites. If people do not understand these basic mechanics, they will not be able

to make informed decisions about accepting, blocking, or deleting third-party cookies.

We asked: “Please refer to the images below to answer questions at the bottom of this page.

Imagine you are using a standard web browser to visit The Times website, which has ads as

depicted in the diagrams. There are no other non-visible components to the webpage.” and gave a

choice of four different figures, shown here as Figures 5.3a, 5.3b, 5.3c, and 5.3d, along with a brief

text description of each image. We followed up by asking “Which, if any, of the diagrams above

could not happen?”

• 22% selected Figure 5.3a, described as: “The Times’ web server sets and reads cookies for

all elements on the webpage, including cookies associated with specific ads.” While adver-

tising could work like this, with each host storing and displaying all ads from just the host’s

server, modern websites are usually more complicated. 9% answered, incorrectly, that this

configuration could never happen.

• 20% selected Figure 5.3b, described as: “Multiple web servers set and read cookies from

The Times’ web page.” This graphic introduces the concept of multiple actors with multiple

servers, but incorrectly depicts them all being able to read and write cookies from the same

section of the website. Servers cannot set and read cross-domain cookies, so this configu-

ration is unlikely, especially in practice. 18% answered that this configuration could never

happen, which is a reasonable answer.

• 18% selected Figure 5.3c, described as: “Only the Times’ server can set and read cookies on

the Times web page.” This graphic does emphasize the lack of cross-domain cookies, but

also shows ads that do not set cookies. While this is possible, it is highly unlikely on modern
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(a) (b)

(c) (d)

Figure 5.3: Four possible mental models of how advertising cookies work.

sites. 15% answered that this configuration could never happen.

• 40% selected Figure 5.3d, described as: “Different servers set and read cookies from different

parts of the Times’ web page.” This is the best choice. It shows common relationships

between hosts and advertisers. 10% answered, incorrectly, that this configuration could

never happen.

• 48% answered that all four figures are possible.

Participants were most likely to select the graphic that reflects the state of modern third-party

cookie use, but not even half gave the best answer. Especially when combined with the majority

of respondents confused on what is impossible, it seems people do not understand how cookies

work and where data flows. Incorrect mental models of how the web works will make it exceed-

ingly difficult for people to understand what options are available to them, and how to enact their

privacy preferences online.
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Figure 5.4: Screenshot of the NAI Opt Out page

5.4.7 Consumers Do Not Understand NAI Opt-Out Cookies

None of our interview participants had heard of cookie-based methods to opt-out of tracking

cookies, including TACO5 and NAI opt-out cookies.6 At the end of the protocol, we showed four

participants a text description of NAI opt-out cookies from the NAI opt-out website (see Figure

5.4.)7

All four participants understood they would continue to see at least some online advertise-

ments. However, there was substantial confusion about what the NAI opt-out does. The text

does not disclose that companies may choose to continue all data collection and profiling, and

that in some cases the only thing that changes is the type of ads displayed [10]. One participant

understood this but the other three did not.

5Targeted Advertising Cookie Opt-Out (TACO) is a plugin for the Firefox browser that stores persistent opt out cookies,
available from: https://addons.mozilla.org/en-US/firefox/addon/11073

6The Network Advertising Initiative (NAI) offers non-persistent opt out cookies for all browsers, available from:
http://www.networkadvertising.org/managing/opt_out.asp.

7Our study used printed materials so we did not test the NAI video, which may communicate more clearly. The degree
to which the video’s clarity is important hinges on how visitors engage the NAI site.

https://addons.mozilla.org/en-US/firefox/addon/11073
http://www.networkadvertising.org/managing/opt_out.asp
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The first participant believed the NAI opt-out “sets your computer or ethernet so information

doesn’t get sent.” She still expected to see ads, but now the ads would be “random.” She said it

might “sound old fashioned” but in a choice between “convenience and privacy, I’m going to pick

privacy.” She was afraid that opt-out meant “all these people get your information” and there-

fore “this could be a phishing expedition.” A second participant began his comments by saying

“Where do I click? I want this!” He believed the NAI opt-out to be an “opt-out tool so users opt

out of being tracked.” He thought “the ads are still there, they just get no data.” A third partic-

ipant thought it would “reduce the amount of online advertising you receive.” He understood

data collection was also involved, but not how, just “some sort of control over what companies

use that information.” He would choose to opt-out of companies where “the information they

would seek would be too personal to share with a group.” Our final participant understood the

NAI text. At first he said if you use Gmail, the opt-out cookie means “stop reading my email and

tailoring ads.” He later clarified “What you search is Google property, it’s theirs. They’re going

to profile you but not show you that they are.”

During interviews we learned that not only did our participants fail to understand the NAI

opt-out page, several of them thought it was a scam. In our online study we learned that is not a

widely held view, but neither is the correct explanation for the page’s function. We showed the

same screenshot and asked “Based on the image above, if you visited this web site, what would

you think it is?”

• 34% answered “A website that lets you tell companies not to collect data about you.” There

are some companies for which this is the case. However, some NAI members like Yahoo!

continue to collect data exactly as before; they just do not tailor ads to reflect that data.

• 25% answered “A website that lets you tell companies you do not want to see ads from them,

but you will still see as many ads overall.” This is incorrect because companies continue to

serve ads, just not targeted ads. The ad source is unchanged.

• 18% answered “A website that lets you see fewer online ads.” This is both wrong and

prominently disclaimed in the NAI text.

• 11% answered “A website that allows companies to profile you, but not show you ads based

on those profiles.” Correct answer.
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• 6% answered “A scam website to collect your private information.”

• 5% answered “A scam website to find out which websites you have visited.”

These results paint a bleak picture of users’ abilities to make sense of opt-out cookies. Our

largest group of respondents misunderstood the NAI text and believed their information would

not be collected if they opted out. NAI visitors may think they are selecting which ads they see,

rather than targeted v. random ads from the same sources, and make choices that do not reflect

their actual preferences. People think the site is a scam at the same rate they understand what it

is for. NAI opt-out cookies may not currently be working well as instruments of self-regulation.

5.5 Tailored Content and Privacy Concerns

Advertisers claim consumers are clamoring for more interesting and relevant advertisements,

while privacy advocates claim citizens’ rights are being trampled. We found support for both

views: there are sizable groups of people with each of those views. In the middle, we found a

large group of people who are disinterested in better ads since their goal is to ignore ads in the

first place. They see no benefit to targeted advertising, so they do not see reason to share data

with advertisers. While they accept the idea that ads support free content, but do not expect data

to be part of the exchange.

5.5.1 Mixed Identification of Internet Advertising

Contextual search advertisements are well understood. All participants in our lab study said

Google is their search engine of choice. When asked if Google has ads, all participants answered

“yes” correctly. Participants knew there are ads down the right hand side of the results page,

that “sponsored” links frequently appear at the top of results pages, and that these links are also

advertisements. They were all able to recall these details of Google’s advertisements with no

prompting beyond asking if there are ads and where they are located. We did not need to show

them screen shots of Google search results.

We asked how advertising on Google works. All participants understood that advertisers

pay Google to run ads. Participants were less clear on the mechanics of payment. Some thought

Google charges for all ads displayed, and some thought Google only charges for ads when people
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click on them. No one described beliefs that were technically impossible; everything described

has occurred at one time. All told, this is a fairly sophisticated understanding of Google’s contex-

tual advertising during search tasks.

In contrast, when we gave participants a printout of a webpage from the New York Times and

asked them to identify the advertisements, answers varied widely. At one extreme, some partic-

ipants looked at the graphics only, and discounted anything that came from the Times itself (e.g.

home delivery and subscriptions) as well as any ads that were text-based. At the other extreme,

one participant counted every single item on the page as an advertisement, including hyperlinks

in the article to other Times articles — and even the article itself. She reasoned the article text was

likely a press release and therefore an advertisement. Even while asking specifically about ads,

a few people suffered from “ad blindness” and simply did not notice smaller ads that were in

unexpected places (e.g. flush against the masthead instead of the right-hand column.) But much

of the difference was definitional. While they did not phrase it this way, some participants saw

advertisement as strictly a third party endeavor. Anything from the Times itself was therefore not

an ad.

More interestingly, some participants also discounted all text as a potential source of adver-

tisement. Clearly participants do understand that text can be advertising, or they would not all

have been able to answer correctly about Google search ads. Why do some people then discount

text as a source of advertisement on the Times? We have two hypotheses. First, it could be that

Google is uncommonly good at communicating with their users. Ads are always in the same

place, the “sponsored” label and yellow background are understood, and the right side is the

place people expect to find ads. Second, it could be that people’s pre-existing mental models

of print media come into play with the Times. People have learned with experience that ads in

printed newspapers and magazines are usually graphics. To look for text ads on the Times peo-

ple must first unlearn what they already knew, where Google was a blank slate with no direct

offline analog. Or it may be a combination of factors that people react to in different ways, which

might account for why participants reacted uniformly to Google but with great variance to Times

advertisements.
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Inability to Distinguish Widgets

Regardless of the cause, what the Times advertising identification results suggest is that even

absent any confusion over technology, participants may have different mental models of adver-

tising. We found participants have a wide range of expectations on the simple question of what

is or is not an advertisement on a given web page.

Widgets are another part of a web page, for example an embedded clock or the weather. Wid-

gets are often designed to be customizable to match the look and feel of the web site they are

dropped into. Industry guidelines assume people can distinguish third party widgets from first

party content and assume that people understand that data flows differently to third party ad-

vertisers. Therefore they treat third party widget providers as first party data collectors, subject

to fewer guidelines [2]:

In addition, in certain situations where it is clear that the consumer is interacting with

a portion of a Web site that is not an advertisement and is being operated by a different

entity than the owner of the Web site, the different entity would not be a Third Party

for purposes of the Principles, because the consumer would reasonably understand

the nature of the direct interaction with that entity. The situation where this occurs

most frequently today is where an entity through a “widget” or “video player” en-

ables content on a Web site and it is clear that such content is not an advertisement

and that portion of the Web site is provided by the other entity and not the First Party

Web site. The other entity (e.g., the “widget” or “video player”) is directly interacting

with the consumer and, from the consumer’s perspective, acting as a First Party. Thus,

it is unnecessary to apply to these activities the Principles governing data collection

and use by Third Parties with which the consumer is not directly interacting.

Instead, we find some people are not even aware of when they are being advertised to, never

mind being aware of what data is collected or how it is used by a widget. It appears that self-

regulatory guidelines may assume an unrealistic level of media literacy on the part of Internet

users.
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5.5.2 Mixed Understanding of Current Practices

When we described current advertising practices in our lab study, participants told us they did

not believe such things happened. One participant said behavioral advertising sounded like

something her “paranoid” friend would dream up, but not something that would ever occur

in real life. We asked our online participants about two pervasive current practices described as

hypotheticals. First we asked about behavioral ads with the following description:

Imagine you visit the New York Times website. One of the ads is for Continental airlines. That ad does not

come to you directly from the airline. Instead, there is an ad company that determines what ad to show to

you, personally, based on the history of prior websites you have visited. Your friends might see different ads

if they visited the New York Times.

We asked about ads based on content in hosted email, which describes systems in use like Gmail:

Imagine you are online and your email provider displays ads to you. The ads are based on what you

write in email you send, as well as email you receive.

Table 5.4: Perceived likelihood of practices occurring

Response Behavioral Email
Ads Ads

This happens a lot right now 51% 25%
This happens a little right now 35% 14%
This does not happen now but could happen in the
future

11% 28%

This will never happen because it is not allowed by
law

1% 16%

This will never happen because there would be con-
sumer backlash against companies that engaged in
this practice

1% 13%

Other 1% 5%

As shown in Table 5.4, participants seem to have a high degree of understanding that be-

havioral advertising happens, with only 13% of respondents casting doubt that current practices
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occur. Yet only 40% believe advertising based on email content is happening today, and 29%

believe this common practice will never occur.

Recall 41% of our participants reported that they check gmail accounts. We found statistically

significant differences between gmail users and non-gmail users for the email scenario (χ2=20.1,

d.f.=5, p<.001). Gmail users were far more aware that this practice occurs today, with 51% of

gmail users saying it happens either a lot or a little now, in contrast to 30% of non-gmail users. It

is encouraging to see gmail users are more likely to understand the practices gmail follows, but

surprising that half of gmail users do not understand how gmail works. This suggests a lack of

informed consent for gmail’s business model and a potential for surprise. Gmail users were half

as likely to think ads based on email would never happen due to backlash (8% v. 16%) but equally

likely to think ads based on email are barred by law (15% v. 16%).

For both scenarios we asked, “How would you feel about this practice?” (Participants were

able to select more than one answer.) As shown in Table 5.5, the most popular answer is that 46%

of participants find behavioral advertising “creepy,” but a small group of 18% welcome targeted

advertisements. Responses on how people feel about advertising based on email are markedly

more negative, with 62% saying email should be private and that they find ads based on email

creepy. Only 4% of respondents saw email-based advertising as a benefit, and only 9% supported

the trade off of data and advertising for free services. This matches what we heard in interviews:

people understand ads support free content, but do not believe data are part of the deal.

Table 5.5: Attitudes toward current practices

Response Behavioral Email
Ads Ads

No one should use data from email because it is pri-
vate like postal mail

N/A 62%

It’s creepy to have advertisements based on my emails N/A 62%
It’s creepy to have advertisements based on sites I’ve
visited

46% N/A

Wouldn’t even notice the advertisements, just ignore
them

38% 18%

No one should use data from Internet history 30% 28%
Glad to have relevant advertisements about things I
am interested in instead of random advertisements

18% 4%

It’s ok as long as the email service is free N/A 9%
Other 3% 5%
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We again contrasted our gmail users to non-gmail users for the email scenario. We did not

find statistically significant differences between gmail users and non-gmail users for the email

scenario (χ2=9.96, d.f.=5, p=.076). This means gmail users are as likely as non-gmail users to find

the practices predominately creepy, and believe their email should be private like postal mail.

Those who choose to use gmail are not doing so out of lack of concern for privacy in comparison

to non-gmail users.

5.5.3 Reasons to Accept or Reject Tailored Advertising

Based on discussions in the laboratory study, we compiled a list of reasons participants gave for

being for or against behavioral advertising. We presented online participants with a seven point

Likert scale from Strongly Agree (7) to Strongly Disagree (1), summarized in Table 5.6.

Table 5.6: Mean Likert scores to accept or reject behavioral advertising (Strongly Agree = 7,
Strongly Disagree = 1.)

Description Mean Agree Disagree
Someone keeping track of my activities online
is invasive

5.7 64% 4%

Behavioral targeting works poorly and I get ads
that are not relevant to me, even when they are
supposed to be

4.8 34% 7%

I would watch what I do online more carefully
if I knew advertisers were collecting data

4.7 40% 15%

I ignore ads, so there is no benefit to me if ads
are targeted to my interests

4.7 36% 11%

I ignore ads, so I do not care if ads are targeted
to my interests or if ads are random

4.4 31% 16%

I ignore ads, so there is no harm to me if ads are
targeted to my interests

4.2 24% 17%

I want the benefits of relevant advertising 4.1 21% 21%
I would stop using any site that uses behavioral
advertising

3.6 15% 29%

I am protected by law against advertisers
collecting data about me

3.6 16% 34%

I do not care if advertisers collect data about
my search terms

2.9 10% 51%

I do not care if advertisers collect data about
which websites I visit

2.8 12% 53%

Privacy concerns are top priorities. Nearly two-thirds of our participants agreed or strongly

agreed that “someone keeping track of my activities online is invasive,” with only 4% disagreeing
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or strongly disagreeing. This phrase comes directly from a participant we interviewed in the lab

study, and reflects the way she thought about behavioral advertising. It is phrased in a way that

would likely garner maximum response by mentioning an unnamed, but presumably human,

“someone” and using the possessive “my.” We suggest the way to understand this result is that

if behavioral advertising is framed this way in the press, most Americans will respond poorly to

it.

Again expressing privacy concerns, 40% agreed or strongly agreed they would be more care-

ful online if they knew advertisers were collecting data. The wording of this question limits data

use to advertisers, which may reduce concern. It also explorers the notion of a chilling effect.

Respondents at least believe they would self-censor if they knew advertisers were collecting data.

While self-reported data is not always indicative of actual behavior, it appears people are consid-

ering leaving FaceBook in response to publicity about data flows to advertisers [134]. Advertiser’s

practices have the potential to reduce Internet adoption and use, and may already be doing so.

Despite claims that users do not care about privacy, half of participants disagreed or strongly

disagreed that they do not care if advertisers collect search terms, or if advertisers collect data

about websites visited, both of which occur regularly for behavioral advertising and analytics

data. Only around a tenth of respondents agreed that they do not care. However, only 15%

self-report that they would stop using sites with behavioral advertising.

In our laboratory study we heard two conflicting attitudes from people who ignored ads.

Several people told us that because they ignore ads, they get no benefit from targeted advertising

and would therefore rather not have any data collected about them. Other people told us that

because they ignore ads, they do not care if ads are targeted or random and they do not care if

data is collected. We also wondered if there might be people who just do not care at all, and are not

particularly cognizant of data collection as an issue. In the online study we found the strongest

agreement with the statement “I ignore ads, so there is no benet to me if ads are targeted to my

interests ” (36% agree or strongly agree,) the weakest agreement on “no harm to me” for targeted

ads (24% agree or strongly agree,) with the most strictly apathetic option of not caring if ads are

targeted or random in the middle (31% agree or strongly agree.)8 This suggests that of those who

ignore ads, they are likely to prefer data not be collected about them, since they do not see any
8We found statistically significant differences in means between “no benefit” and “no harm” as well as “do not care”

and “no benefit” (p < .05, df=312, paired two-tailed t-Test, α = .05). We did not find significance between “no harm” and
“do not care” (p = .060).
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benefit. However, just because someone claims to ignore ads does not mean that is always the

case. Advertisers may still gain benefit from targeting these users. But an argument that targeted

ads are a benefit will likely fall flat with the people who are not interested in any ads, let alone

better ads. Interestingly, when we put that question to participants directly, we saw an even

split. 21% agree or strongly agree that they want the benefits of relevant advertising while 21%

disagree or strongly disagree, with a neutral Likert mean of 4.1. What emerges is neither a strong

clamoring for nor a backlash against behavioral advertising, but rather several distinct groups

with quite different preferences.

5.5.4 Privacy and Security Among Top Priorities for Buying Online

98% of our participants indicated they make purchases online. More than half said they never

make purchases based on Internet ads or email advertising, as summarized in Table 5.7. This is

self-reported data; people may make buying decisions based on ads without being aware they are

doing so. Banner ads serve a billboard-like function for those who eventually buy online, even

months later [91].

Table 5.7: Respondents who buy online

Frequency Buy Buy based on Buy based on
online Internet ads email ads

Never 2% 52% 54%
A few times / month 42% 7% 6%
A few times / year 52% 38% 38%

We asked participants how sellers could entice participants to purchase more products on-

line, and listed 13 possible approaches with responses on a four point Likert scale of “Matters a

lot,” “Matters,” “Matters a little,” and “Does not matter.” We created our 13 categories based on

responses to a pilot test with an open-ended question. See Table 5.8 for results.

The most popular item was free shipping.9 The next three most popular were clustered around

privacy and security: not sharing data with advertisers, a policy against spam, and fraud protec-

tion. In contrast, the remaining privacy and security item on data retention scored near the very

bottom. This may be a function of the specific description, or due to lack of understanding of
9The word “free” often gets a strong response. It would be interesting to see if this result is robust when phrased as

“discounted shipping.”
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Table 5.8: How sellers can entice more online purchases (Matters a lot = 4, Does not matter = 1)

Description Mean Matters Does not
a lot matter

Free shipping 3.7 75% 1%
Will not share your data with advertising
partners

3.6 70% 3%

No spam policy 3.6 70% 3%
Improved fraud protection for credit card
transactions

3.6 68% 3%

No hassle return policy 3.6 67% 2%
Clear information about products 3.6 66% 2%
Web discounts 3.5 57% 1%
Easy-to-use website 3.4 55% 2%
Online coupons 3.2 46% 4%
Local pickup 2.4 18% 26%
Will only retain data about your purchases
for three months

2.3 14% 24%

Products recommended based on your past
purchases

2.3 10% 23%

Products recommended based on your
friends’ past purchases

1.8 7% 47%

how data retention limits reduce privacy and security risks, but suggests data retention is not

currently a major concern for users.

Return policies and clear information about products scored higher than discounts, all of

which scored better than an easy-to-use website or online coupons. No clear story emerges about

usability vs. financial incentives. Recommending additional products did not interest our respon-

dents, regardless of whether recommendations came from their own purchasing history or their

friends. From the discussions we had during our lab-based study, many people find it “creepy”

to get suggestions based on friends’ purchasing history. However, we are surprised to see their

own purchasing history score nearly as low, when well-known companies like Amazon have suc-

cessful services in production. This may suggest users do not think about the mechanics behind

such recommendations, or just that they think themselves more immune to advertisements than

they are in actual practice.
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5.6 Payment for Privacy

We have observed that some people who are highly concerned with privacy are strongly disin-

clined to spend money to preserve privacy. This can seem counterintuitive, especially since in

many domains the amount someone is willing to pay for something indicates how highly it is

valued. Instead, some people who believe privacy is a right respond negatively to the idea of

paying to protect their privacy.

5.6.1 Gap Between Willingness to Pay and Willingness to Accept

We split our participants into two groups. First we asked them to name their favorite online news

source, and answer how frequently they visit it to make our next questions more salient. Then

one group answered the question “Would you pay an additional $1 per month to your Internet

service provider (ISP) to avoid having your favorite news site collect your data for behavioral

advertisements?” The second group answered a similar question of “Would you accept a discount

of $1 per month off your Internet service provider (ISP) bill to allow your favorite news site

to collect your data for behavioral advertisements?” In theory, there should be no difference

between the price someone is willing to pay (WTP) to protect privacy and their willingness to

accept (WTA) payment for revealing information.

We did find a gap between WTP and WTA. Only 11% of respondents were willing to pay $1

per month to keep their favorite news site from collecting data, while 31% of respondents were

willing to accept a $1 per month discount to disclose the information. Thus, 11% said they were

willing to pay $1 extra to gain privacy while 69% said they were unwilling to accept a $1 discount

to give up privacy. In the privacy sphere this could have two very interesting effects. First, people

who think they have already lost the ability to control private information — that privacy is not

something they are endowed with — may value privacy less as a result. Those who believe they

have control over information may value privacy more as a result. Second, the difference between

opt-in and opt-out rates for online privacy may not just be due to the well-documented tendency

for people to keep defaults unchanged. If a service collects data by default and users must opt-

out of data collection, that suggests users are not endowed with privacy, and they may respond

to that cue by valuing their privacy less.

One limitation in our study is that we did not control for participants’ ex ante beliefs. Al-
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though we assigned participants randomly to both conditions, it is possible that one group was

skewed by more participants who believe that payment still will not protect privacy, or a variety

of other views that could affect their willingness to pay.

5.6.2 Reasons to Pay or Refuse to Pay for Privacy

We followed up by asking questions to better understand why people would decide to pay or

accept $1, based on reasons we heard from our lab study participants. We asked “Some websites

may offer you a choice of paying for content or receiving content for free in exchange for letting

them send you targeted advertising. How strongly do you agree or disagree with the following

statements?” with a seven point Likert scale from Strongly Agree (7) to Strongly Disagree (1). See

Table 5.9 for details.

Table 5.9: Reasons to pay for privacy or accept a discount

Description Mean Agree Disagree
Likert

Privacy is a right and it is wrong to be asked
to pay to keep companies from invading my
privacy

5.9 69% 3%

Companies asking me to pay for them not to
collect data is extortion

5.6 61% 5%

It is not worth paying extra to avoid targeted
ads

5.5 59% 5%

Advertisers will collect data whether I pay or
not, so there is no point paying

5.4 55% 4%

I hate ads and would pay to avoid them 3.3 11% 36%

Only 3% of respondents either disagreed or strongly disagreed that privacy is a right and

it is wrong to be asked to pay for privacy online, even in exchange for free content. The top

two ranking replies suggest that one reason people will not pay for privacy is because they feel

they should not have to: that privacy should be theirs by right. Yet when phrased as an economic

proposition, that it is “not worth paying extra,” participants also predominately agree. One might

expect that participants who highly value privacy would disagree, and would think it is worth

paying for privacy even if they also believe they should not have to do so, but only 5% did.

Distrust of the advertising industry, or perhaps of actors on the Internet as a whole, is another

reason people may not be willing to pay for online privacy with just over a majority agreeing or
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strongly agreeing that data will be collected even if they pay companies not to collect data. Finally,

we can rule out dislike of advertising as a major factor in online privacy decision making, with

only 11% willing to pay to avoid ads because they “hate” them. Most participants are accustomed

to advertising. Mass media advertising has been part of life since before they were born. It is the

data collection that is new, and, to many, a troubling aspect of online advertising.

5.7 Conclusions and Discussion

From what we have observed to date, it appears behavioral advertising violates consumer expec-

tations and is understood as a source of privacy harm. While we do not attempt a full analysis

of possible policy responses here, we note several things. First and foremost, consumers cannot

protect themselves from risks they do not understand. We find a gap between the knowledge

users currently have and the knowledge they would need to possess in order to make effective

decisions about their online privacy. This has implications for public policy, commerce, and tech-

nologists. One younger participant said in frustration that she did not learn about how to protect

her online privacy in school, she was just taught typing. We believe there is a serious need not

just for improved notice of practices, but for the education requisite to understand disclosures.

Most non-regulatory approaches require consumers to understand tradeoffs and to know enough

to take whatever actions will enable their privacy preferences. At the current moment that seems

unrealistic, but the outlook could improve in the future.

In general, users do not appear to want targeted advertisement at this time, and do not find

value in it. However, a small but vocal subset of users are genuinely eager for relevant ads. They

are matched by a subset of users vehemently against the practices that enable targeted ads. In

the middle, the majority attempt to ignore ads and see no benefit to giving data to advertisers.

Ideally, users could choose for themselves but at present they lack the knowledge to be able to

make informed decisions.

Most users understand that cookies store data on their computers, enable tailored ads, and

allow tracking across sites. They are unclear on important details like whether cookies may be

combined with other data, what data is stored in cookies, if blocking cookies preserves geoloca-

tional privacy, and they are particularly unclear about laws and law enforcement. Web browsers

may contribute to users’ confusion. Browsers may also be an avenue to help with user under-
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standing and decision making in the future. Thus far, browser makers have been largely absent

from behavioral advertising issues, and some do not directly profit from behavioral advertising.

Microsoft has been involved with behavioral advertising for years, and their adoption of P3P in

Internet Explorer changed the third-party cookie landscape. Google’s Chrome browser may be

another opportunity to welcome browser makers as major stakeholders with tremendous abil-

ity to help Internet users make privacy decisions. However, the Wall Street Journal reported that

Microsoft re-designed Internet Explorer 8 specifically to enable third party tracking for business

reasons [156]. It may be naive to expect browser makers to support user privacy at their own

expense. The NAI is as a major player in behavioral advertising but their opt-out cookie page

is very confusing, with only 11% understanding what it is for. With their leadership role in self-

regulation, the NAI may not be supporting Internet users’ ability to avail themselves of self-help

options.

We found people generally unwilling to pay for privacy, not because they do not value it, but

because they believe it is wrong to pay. Paying to keep data private was termed “extortion” by

some participants. We also found a gap between willingness to pay to protect data and willing-

ness to accept a discount in exchange for releasing the same data. People may ascribe more value

to what they possess. People may value their privacy less when presented with an opt-out for

data collection, which suggests data belongs to the company collecting it, rather than an opt-in

choice for data collection, which suggests data belongs to the individual.

One of the questions posed by the advertising industry is “where’s the harm” in behavioral

advertising, with a suggestion that a formal benefit cost analysis should occur before regulation.

This question seems to ignore privacy loss as a distinct harm. In contrast, our participants spoke

frequently about their privacy concerns. 40% of participants in our online study agree or strongly

agree they would watch what they do online more carefully if advertisers were collecting data,

which suggests advertising may cause a chilling effect. In our lab study, one technically-savvy

participant even described withdrawing from online life as a result of privacy concerns.

With lack of understanding of and a lack of interest in tailored content, unless industry moves

rapidly towards an effective self-regulatory solution, regulation may be needed. One possible

path for regulation is to require opt-in for all forms of advertising other than contextual. How-

ever, opt-in systems are not a panacea: they can be designed so users click them away without
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understanding them, and once users opt-in it may be difficult to reverse the choice. If industry

elected to, they could use self-regulation mechanisms to improve decision making through educa-

tion, improved technology and tools, and more privacy-protective policies far more quickly than

regulators could act. These tasks will be challenging no matter which parties take the initiative.
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6.1 Introduction

In this chapter we contrast reactions to contextual advertising to four types of targeted advertise-

ments:

• Behavioral advertising creates profiles for Internet users based on a variety of different data

types and inferences drawn from those data [92]. For example, Alice visits her local news-

paper, The Newtown Bee. She loads the newspaper and also its ads into her browser. When

her browser loads the image for an ad, she gets a cookie from the advertising network

that placed the ad on the newspaper’s site. Alice later visits her favorite hobbyist site, The

Quilting Bee, and they use the same advertising network. When her browser loads an ad

on The Quilting Bee site, the advertising network can read the cookie it set before at The

Newtown Bee and update it with information about her visit to The Quilting Bee. In this

way the advertising network can learn about Alice’s interests, the ads she clicks, make good

guesses about her age range and sex, and combine this with her approximate physical lo-

cation based on her computer’s IP address. This information is summarized into a profile

that indicates if Alice is a good target for certain ads, with interest categories like “cars” or

“Hawaiian travel.” Google and Yahoo! both use behavioral advertising, and made their

interest categories public at the end of 2009 [35]. The Yahoo! ad server reaches over half a

billion unique people each month, with 9.7% of the market [14]. Google’s DoubleClick and

AdSense ad servers have a combined total of 56% of the market and reach at least 1.5 billion

unique users each month [14]. More recently, Gomez et. al. found Google web beacons on

88% of nearly 400,000 sampled websites and 92 of the top 100 most popular sites [57].

• Affiliate marketing stems from the observation that an individual’s buying habits are similar

to the people he spends time with. If Bob is friends with three people who just bought SUVs,

Bob is more likely than average to be in the market for an SUV himself. The most famous

example of affiliate marketing was the Facebook Beacon program. Beacon displayed items

that people had purchased to their Facebook friends. In Facebook’s case, people supply the

data themselves on who they are connected to, and Facebook worked with specific partners

using javascript and iframes to tie purchases and reviews on external sites back to Facebook

users [126]. Other methods might include data mining to determine social connections,
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rather than relying on user-supplied data.

• Cloud computing allows users to upload content to a remote host, and access it over the

Internet. Users do not have to worry about backing up the data or transmitting it between

computers. Companies can match keywords in hosted content or its metadata to ad topics

[100]. For example, Eve sends email to her sister about an upcoming beach vacation, and

based on the words “beach” and “tan,” she sees ads for suntan lotion next to her email

messages. Popular examples of end-user cloud computing include email services (hotmail,

gmail,) and image hosting (flickr, snapfish.)

• Deep packet inspection (DPI) refers to looking beyond just the information in headers required

to determine how to route a packets of information across the Internet, and inspecting the

data content as well [22]. Based on users’ content, ISPs create profiles, or does keyword

matching in real-time, and injects related ads into websites. ISPs are able to intercept all

traffic from a given user, putting them in an even more comprehensive position to create

profiles than large advertising networks. In the United States, NebuAd partnered with half

a dozen ISPs before coming under Congressional scrutiny.1

These categories are not always confined to separate silos. For example, Google Buzz mixes

behavioral, affiliate, and cloud-based advertising strategies. Profits vary in each case, not just by

amount but by which type of entity they accrue to. Legality and regulation differs for each, with

complicated and sometimes yet unknown status. But the basic idea is the same: by cataloging

users’ actions online, advertisers can move closer to their goal of getting the right ad to the right

person at the right time, and users may benefit from this too.

We studied how Internet users perceive five different types of advertising — contextual, be-

havioral, affiliate, cloud-based, and DPI-based — via an online survey. Because most Internet

users are not familiar with these types of advertising, we pilot-tested multiple descriptions paired

with illustrative examples before settling on two different sets of examples, one centered around

cancer and the other around scuba.

In this chapter we begin with a look at related work in section 6.2. In section 6.3 we describe

the research questions that informed our approach, which we outline in section 6.4. We summa-

1Comcast also famously used DPI and received regulatory scrutiny, but that was to reduce peer-to-peer traffic, and not
to inject advertisements.
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rize our results in section 6.5, and conclude in section 6.6.

6.2 Related Work

Anton, et. al., performed some of the earliest work on behavioral advertising in 2002, with a

follow up study in 2009 [12]. They found the types of Internet users’ privacy concerns remained

stable, but the level of concern has increased around the type of information used for behavioral

advertising. This includes “websites collecting information about previously visited websites,”

and data like “purchasing patterns, and targeted marketing and research” [12]. TRUSTe commis-

sioned two studies using stratified samples in 2008 and 2009, and found a 6% decrease in concern

about behavioral advertising over one year. TRUSTe found that even if it “cannot be tied to my

name or other personal information,” only 28% of Internet users would feel comfortable with ad-

vertisers using web browsing history, and 35% believe their privacy has been invaded in the past

year due to information on the Internet [145].

In prior work, we conducted in-depth studies with a small sample to understand participants’

mental models of online adverting, and found participants were unable to describe how cookies

work, did not agree on which parts of a website are advertisements, and misunderstood how NAI

opt out cookies function [94]. We also found browser’s user interfaces may contribute to wide-

spread confusion about cookies [95]. Turow et. al. conducted a nationally representative phone

survey in 2009. They found 66% of adults do not want tailored advertising, which increased to as

high as 86% when participants were informed of three common techniques used in advertising

today [148]. The Progress & Freedom Foundation published a paper critical of the Turow et. al.

work, in part because PFF appear to disagree with the concept of survey results informing public

policy issues, and in part because PFF believed study participants should have faced an economic

tradeoff for declining targeted ads [136].

The last two years have seen tremendous activity from government and industry. AOL con-

ducted a study on behavioral privacy and launched a user education campaign featuring a car-

toon penguin [117]. The FTC released and revised behavioral advertising guidelines [53] and held

numerous events. The Interactive Advertising Bureau (IAB) and other industry groups released

behavioral guidelines to their membership [2]. The Network Advertising Initiative (NAI) went

one step further and prohibits their member companies from using flash cookies for targeted
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advertising [70]. Many customer-facing changes have happened recently: the Future of Privacy

Forum unveiled their “power I” icon to denote targeted ads [36], Google and Yahoo! published

their behavioral categories [78], and the IAB rolled out their “Privacy Matters” ad campaign [120],

TRUSTe released a widget for advertisers to provide user notice and choice about targeted adver-

tising [144], and Better Advertising, which formed to help advertising companies comply with

FTC guidelines, now offers the Ghostery plugin to alert users to web bugs [23]. Press releases

around all of these changes lead to increased media coverage of behavioral advertising.

6.3 Research Questions

Behavioral advertising has received a great deal of attention, primarily from the FTC. Do users

share the FTC’s concern? We hypothesized that users would be even less accepting of other forms

of advertising, particularly cloud- and DPI-based. This hypothesis was supported.

The advertising industry asserts users prefer relevant behavioral ads, even though there is

anecdotal evidence that clumsy targeting actually makes ads appear less relevant [131]. Do users

prefer behavioral advertising to random ads, and do users self-report willingness to pay for ran-

dom ads rather than targeted ads? While, as we discuss further, we cannot answer from this

study whether people would pay for random ads in practice, we can contrast the differences be-

tween how these five forms of advertising are valued. We hypothesized users would strongly

prefer contextual advertisements to random ads, which was not fully supported: contextual was

most popular, but only by a narrow margin. We further hypothesized that cloud- and DPI-based

advertising would be less valued than random ads, which was supported.

Privacy is frequently described as “highly contexual.” Do users have stable privacy prefer-

ences even when the contemplated context changes? We used two different sets of illustrative

examples, with half of our participants reading about examples related to cancer, and half about

scuba. We hypothesized that the cancer condition would evince greater concern about data col-

lection. We are unable to draw a strong conclusion at this time, but surprisingly, we did not see

many statistically significant differences between the cancer and scuba conditions.
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6.4 Methods

We conducted an online studie in January, 2010 with a total of 300 participants. We used a between

subjects design with participants randomly assigned to two conditions, one with examples about

cancer (n=148) and the second with examples about scuba (n=152). In the cancer condition we

defined terms and used examples centered around a cancer diagnosis. In the scuba condition we

used the same definitions, but changed the examples to be about scuba. A priori power analysis

showed we would need 105 participants in each condition to have a 95% chance of identifying

a medium effect size (d=0.5), which we exceeded to ensure we would have sufficient statistical

power even after eliminating outliers [49].

We recruited participants from Mechanical Turk2 and paid them fifty cents to complete the

study. Because privacy laws and norms differ between countries, we wanted to eliminate nation-

ality as a possible confound. We used Mechanical Turk to limit participants just to those in the

United States, which we later verified in demographic questions.

We had a substantial drop out rate with 42% of respondents who loaded the survey electing

not to complete it. This was by design, in accordance with research on how to elicit high-quality

responses in Mechanical Turk [81]. We wanted to screen out the portion of Mechanical Turk users

who might just “click through” the study without engaging the material, so we placed essay

questions on the front page. The first screen signals that this is a study that will take some time

and thought to complete. We expected to then eliminate respondents who had implausibly low

response times, but did not have any: our fastest participant took five minutes for a study with

a median time of eleven minutes. Subjectively, the quality of responses was quite high, with

participants writing substantial answers in response to essay questions at the start and end of the

study.

6.4.1 Study Questions

Study questions comprised several groups:

• Open-ended definitions. We began the study by asking questions asking participants to define

common Internet technologies. We also asked how participants read email and which ISP

2Mechanical Turk is crowd-source web portal run by Amazon. Mechanical Turk serves as a market place for tasks that
require human judgement or are expensive to automate. See www.mturk.com for details.

www.mturk.com
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they use.

• Advertising sections. We randomized the presentation order of the different advertising sec-

tions. We described each advertising practice with an example, then asked the same set of

questions for each practice. We also asked about trade offs for the practice: would partici-

pants prefer random ads, and would they pay to avoid a given type of advertising practice?

We followed up with an open-ended question of “Why?”

• Demographics. We concluded with basic demographic questions to help us understand our

sample population.

6.4.2 Analysis

We used ANOVA to test differences in means between Likert variables. Since we used a seven-

point Likert scale, we are able to treat it a continuous variable. We also used ANOVA to test for

significant differences between the responses we coded to why participants would or would not

pay $1 per month to avoid targeted advertising, and if there is a difference in the proportion of

participants in the cancer and scuba conditions who prefer random ads. ANOVA tests may be

used with dichotomous variables provided the proportions measured are under 80% [90], which

our data fulfill. We performed all statistical tests at the α =.05 significance level.

We coded free-form responses to why participants would or would not pay $1 per month to

avoid targeted advertising into one of twelve categories of response, or “unclear” when we were

unsure what participants had in mind. We found no significant differences in “unclear” responses

across conditions, with 6% eliminated from further analysis. To verify our coding is repeatable

and robust, a second researcher coded 20% of the “why” responses, with a high 95% replication

rate.

6.5 Results

6.5.1 Definitions

We asked for definitions of cookies, third party cookies, and behavioral advertising in essay for-

mat. Participants were instructed not to look up answers but rather to provide their own, and
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that it was ok to say they do not know.

Participants were most familiar with cookies. We asked, “Some websites use ‘cookies’. What

is a cookie?” Only 5% of respondents were unable to answer at all, ranging from the simple

“I don’t know,” to “I am not sure what a cookie is, I know to clear them out on my computer

every now and then but I have no real idea as to what they are.” However, many definitions

were vague, confused, or simply wrong. While participants generally were not able to describe

what cookies are, they were at least sometimes able to explain what cookies do. For example,

participants may understand cookies can be involved in storing login credentials even while also

mistakenly believing cookies are commonly used to store IP addresses. As we have seen in prior

work, participants confused cookies, history, and occasionally bookmarks [94].

Participants were less familiar with third party cookies and 28% of participants answered they

do not know what they are. Those who attempted to answer did fairly well, providing answers

like “Information that a site sends you that originates from a different site; for example, when

visiting site A, I get cookies from A and from B. The cookies from B are third-party cookies.” Many

participants mentioned “tracking” or “advertisers” as part of their answer. While participants

understood what a third party is, their lack of knowledge about cookies themselves carried over

and diminished their ability to understand third party cookies. For example, one participant

defined cookies as “like a bookmark” and third party cookies as “A bookmark from another

website.”

Similarly, 23% of participants did not know what behavioral advertising is. Answers given

were usually correct, for example, “In behavioral advertising, the ads that you see are selected

based on the things that you are clicking on and the pages you are viewing. This ensures that you

see adds that would be of more interest to you and you will pay more attention to them.” The

few wrong answers were similar to “Using some sort of psychology to try to get consumer to buy

a product—maybe like showing beautiful, thin, fun woman playing a sport to sell beer.”

62% of respondents stated they did not know what cloud computing is. Most answers were

vague with a few that had the right idea like “Cloud computing is computing based on the inter-

net instead of computing based on your hard drive” and others far afield like “Using pop-ups,”

or even speculation about marijuana use.
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6.5.2 Advertising Sections

We asked questions about different methods of advertising. We asked about contextual ads and

contrast those results to targeted advertising including behavioral, affiliate, cloud computing, and

DPI-based. We presented each section on its own page, shown in random order.

We pilot tested our descriptions of advertising and learned it was very difficult to explain these

concepts without using examples. Examples might influence what people think of advertising

practices. We incorporated this into our study design by using examples about scuba or about

cancer. We selected scuba as an innocuous hobby that would have comparatively few privacy

concerns. Cancer, however, is something people would want to maintain control over information

and tell loved ones and employers carefully. Cancer has the advantage that it is a condition that

can happen to anyone regardless of lifestyle choices and has no moral approbation attached to it.

For example, the text to describe contextual advertising for the scuba condition was:

Some websites use contextual advertising to change the ads they display in response to your current

actions online. For example, if you search for the word “scuba,” you might see ads for scuba gear. You

would not see ads for scuba gear again while searching for other topics.

And the text to describe contextual advertising for the cancer condition was:

Some websites use contextual advertising to change the ads they display in response to your current

actions online. For example, if you search for the word “cancer,” you might see ads for medical clinics. You

would not see ads related to cancer again while searching for other topics.

To evaluate reactions to a given type of advertising, we presented eight adjectives: Concern-

ing, Creepy, Desirable, Entertaining, Helpful, Invasive, Pushy, and Reasonable. We selected these

adjectives by collecting a month of online news reports about behavioral advertising and look-

ing at word frequencies in the news coverage, which included both press releases from industry

and pieces critical of industry practice. We selected words with clear antonyms, and balanced

the adjectives as half positive and half negative traits. We presented the adjectives in random

order and asked a question like, “Please indicate how much you agree or disagree that the words

below describe contextual advertising,” with a seven point Likert scale from “Strongly Agree” to

“Strongly Disagree.” We presented the adjectives in a random order each time.

We found only two of the eight adjectives had significant differences in means between the

cancer and scuba conditions: pushy (p < .033) and reasonable (p = .022.) As expected, cancer
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shows greater concern with more people agreeing advertising practices are pushy in the cancer

condition (cancer µ = 5.1, scuba µ = 4.9.) However, not as expected, fewer people disagree that ad-

vertising practices are reasonable in the cancer condition (cancer µ = 3.5, scuba µ = 3.3.) The split

result and few significant differences between cancer and scuba could suggest that people have

stable privacy preferences independent of the examples selected. However, we do not feel confi-

dent offering a strong conclusion at this time. We ran a very similar study eight months prior and

we did find significant differences, with participants in the cancer condition expressing greater

privacy concerns as we would expect if participants do not have stable privacy preferences. We

plan to continue longitudinal studies to understand differences over time.

In contrast, we found significant differences between the mean Likert scores for adjectives de-

scribing all five of the advertising types (p < .001 for all.) Overall, we found participants were

fairly neutral on contextual advertising, with mean scores close to neutral for all adjectives. They

were more likely to agree with negative adjectives than positive adjectives for behavioral adver-

tising. They were even more negative toward behavioral, DPI, and cloud-based advertising. This

ranking remained stable across both the cancer and scuba conditions.

We found a predominately stable order of adjectives across conditions and advertising types.

Participants most strongly agreed a given advertising practice was invasive (µ = 5,) followed by

pushy (µ = 5,) creepy (µ = 4.9,) and concerning (µ = 4.8.) Participants most strongly disagreed

that a given practice was entertaining (µ = 3,) followed by desirable (µ = 3.1,) reasonable (µ = 3.4,)

and helpful (3.5.) We averaged the mean Likert scores for the four positive adjectives and four

negative adjectives into an easier-to-visualize combination in Figure 6.1.

6.5.3 Preferences for Random Advertisements

We asked if participants would prefer seeing randomly selected ads, or each of the types of ad-

vertising we studied. For example, we asked:

If a website you visited frequently told you they used contextual advertising and offered you a choice of

receiving contextual advertising or randomly chosen ads, which would you chose?

This question gets to the heart of the issue of whether Internet users find target ads to be

beneficial. If they have to see ads, would they prefer ads that are relevant to their interests? We

expected participants would prefer contextual ads to random ads, particularly since contextual
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Figure 6.1: Level of agreement with positive and negative adjectives describing advertising prac-
tices, ranging from strongly disagree (1) to strongly agree (7.)

search ads are pervasive and not particularly controversial today. And indeed, contextual ads

are favored by 53% of respondents. What surprises us is that this is so close to an even split.

Behavioral ads were only favored by 35% of respondents. Affiliate, cloud, and DPI were similar,

with only 21% to 25% favoring them over random ads. This result strongly suggests the majority

of Internet users do not want targeted ads. However, a sizable minority do want targeted ads.

Ideally this minority will be able to gain the benefits they see from targeted ads, perhaps by an

opt-in system.

We found significant differences between advertising types. As seen in Figure 6.2, affiliate,

cloud, and DPI were significantly different from behavioral and contextual, but not distinguish-

able from each other. We found no significant differences between the cancer and scuba condi-

tions.
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Figure 6.2: Percentage of respondents who prefer random ads to different types of targeted ads.
Scuba and cancer conditions had no significant differences so their average is shown. Affiliate,
cloud, and DPI are not statistically different from each other, but do significantly differ from
contextual and behavioral.

6.5.4 Tradeoffs with Targeted Advertisement

From our pilot tests, we anticipated participants would prefer not to see targeted advertisements.

We followed up on the Turow et. al. work in 2003 that found people self-reported they were not

willing to participate in targeted advertising, even when it would cost them $6 to avoid targeted

ads [147]. We tried proposing a lower price point of $1 per month, even though this is likely

below what the market will pay for serving targeted ads. Note that our research is not an attempt

to determine willingness to pay: we are using self-reported data, and willingness to pay $1 may be

affected by the anchor of paying Mechanical Turk users 50 cents to participate in the study. This

should also not be taken as an estimate of absolute numbers of people willing to pay to avoid

targeted ads, which would require a different study design and a more experimental approach.

We studied the relative differences between conditions. We asked questions like:

Would you pay $1 per month to avoid having your ISP collect data about you for DPI-based advertise-

ments?
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Figure 6.3: Percent who self-report they would pay $1 per month to avoid ads

We found no significant differences between the cancer and scuba conditions. We did find

significance for ad types, nearly exclusively between contextual ads and the other four targeted

types, rather than between types of targeted ads, as shown in Figure 6.3.

These results are difficult to interpret because they capture two different competing tenden-

cies. Participants reported they were more willing to pay to avoid data collection they feel is

invasive. However, they also refuse to pay to avoid data collection “on principle,” as we discuss

further in the next section. People may have greater expectation for privacy with medical data,

which would decrease willingness to pay. This is reasonable, as medical data is afforded greater

protection by law and industry groups have recommended against creating medical categories

for behavioral targeting.

6.5.5 Rejection of Payment for Privacy

After we asked participants if they would pay $1 to avoid specific types of advertising, we asked

them simply “Why?” This gives us interesting qualitative data about privacy decision making.

Originally, we asked “why” in an early pilot test, with the expectation we would find common
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themes and offer them as multiple choice answers. However, a subsequent pilot test found par-

ticipants were selecting every answer they believe is true, rather than providing their reasoning

for why they would or would not pay a dollar to avoid a type of advertising. The open-ended

format of asking “why?” elicited more useful, though less quantifiable, data.

We found a dozen different clusters of common answers, which we describe and follow with

illustrative statements from participants in italics:

Want Benefits — Participants want relevant advertisement, find the ads helpful, or like that they

get free content. I prefer to have information presented to me that is relevant to what I care about or

It’s sometimes helpful or If I’m searching for something, I don’t mind having suggestions offered at

that particular time. I have found this to be helpful in the past. A person could spend hours searching

for a subject. Also, sometimes it mentions good discounts or Ads on pages I’m looking at don’t really

bother me. I know that having them there keeps most of the services I use free.

Don’t Care — Participants do not mind ads and/or data collection. It doesn’t bother me so much or

I am not embarassed by my searches. If they want to collect my data, go ahead or I just don’t care.

My expectation of privacy is not that great for most activities online.

Unaffected — Participants believe the type of advertising does not apply to them, either because

they do not use the type of service selected as an illustrative example (social networks,

hosted email) or because they use technological measures that they believe protect their

privacy (cookie management, anti-virus software.) Social networking doesn’t appeal to me or

Major search engine contextual advertising can be easily blocked with Hosts file entries pointing to

127.0.0.1 or It would depend if the virus protection program I have prevents such tracking. I believe

it does.

Ignore Ads — Participants will never buy from online ads, so see no reason to pay money to

change the type of ads they ignore. I will live with it....I am not going to pay any more just to

avoid something that I can ignore.

Financial Concerns — Participants do not have money for extra expenses, feel they pay too much

for Internet services and software as it is, or do not believe it is worth the money. I don’t have

the money! or Not paying to remove ads...its a stupid concept to get your money. The internet is a

free environment, people always think they have to make money and take advantage of others while
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doing it... or It is a nuisance, but not worth paying extra to avoid or Not worth a dollar a month to

keep it from occuring.

Targeting Fails — Participants believe targeting results in such poor matches to their interests

that they do not see targeted ads as a concern or as a benefit, and will do their own research

if they wish to buy something. Affiliate ads are even more irrelevant. I’m not sure how affiliate

ads differ from random ones, in terms of what I’m actually likely to click on or Because IMO it’s

invasive. It’s like having a not very astute person eavesdropping on your conversation and every

time he hears you say something food related he pops out with an egg salad sandwich.

Stop Use — Participants will self-censor, give up using sites with that type of advertising, choose

a different ISP, or stop using the Internet all together. I would start censoring what I say and

do online or I don’t like it. Think I will go back to writing letters or I would rather stop using the

internet then pay to keep my info private. It is taking advantage of their customers.

Pointless — Participants believe data would be collected regardless of what they pay, there is

no point paying for privacy when you cannot trust guarantees given and/or asking not

to be tracked could lead to greater threats. They would still collect my web surfing data, just

not putting ads on my screen based on that or Having my activities on the internet tracked is less

concerning than giving out my credit card information to not have them track me. or I don’t want

someone who is planning to do something illegal to be able to hide their intentions by paying the $1.

or Because how would I know they actually stopped for the $1. I would think they would take the

dollar and keep doing whatever they do.

Ethically Wrong — Participants think it is wrong to be asked to pay money to avoid data collec-

tion when they have a right to privacy, or believe the practice described should be prohib-

ited. I don’t think I should have to pay to protect myself from such an invasion of my privacy! It

should be illegal! or It should be a basic privacy right to not deal with this issue. My information

should be kept private and not used for anything. Monitoring like that leads to no good or I think all

people should have the right to privacy, not just the wealthy! or That’s not a choice, that’s extortion.

Invasive — Participants find the practice disconcerting or do not want to be part of it, regardless

of whether they are willing to pay to avoid it or not. For this type of advertising online com-

panies/ISPs must keep track of your internet browsing, and I don’t like the idea of someone keeping
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a file of my activities. It feel[s] too ”Big Brother” to me or STAY OUT OF MY COMPUTER or I

share my pc and ads popping up that indicate what I’ve been doing on my pc would be invasive and a

disregard of my privacy or Privacy. The company I use to send personal email should not be looking

through my emails. Sounds like communist China.

Pay for Privacy — Participants value their privacy and are willing to pay to protect it. It’s worth

$1 per month to me to not have my browsing data available somewhere out there where I don’t have

control over it or ISP’s already can range wildly in price, if a decent ISP is offering a less invasive

service for a small markup it would seem acceptable.

Hate Ads — Participants are willing to pay to avoid some types of advertising. I don’t like ads. I

do anything to avoid them or Would rather not have advertising at all, and would pay to rid myself

of it.

Of these categories, only the last two were strongly associated with willingness to pay $1:

people will pay for privacy or because they hate advertising. The Invasive category spanned

people who would and would not pay. The remaining reasons are almost exclusively reasons

why people would choose not to pay.

We found no significant differences between the cancer and scuba conditions. For advertising

types, we found no significant differences in the proportion of people who reported they have

Financial Concerns (21%,) believe payment is Ethically Wrong (15%,) Ignore Ads (6%,) think it is

Pointless to pay (4%,) Hate Ads (4%,) and believe Targeting Fails (3%.) Again, our results should

be taken in the context of comparisons between conditions, rather than an accurate measure of

representative results from the Internet population as a whole. For example, as we discuss in

the Demographics section, our sample is heavily comprised of students and the unemployed,

which may skew the percentage of those expressing Financial Concerns to be higher. We are also

in the middle of an economic downturn, and recruited by paying 50 cents, which may serve to

anchor participants, or at the very least, screen for participants willing to see 50 cents as worth ten

minutes of their time. Other than Financial Concerns, there are no obvious demographic skews to

this data. Interestingly, the relatively high proportion of people who volunteered that paying for

privacy is Ethically Wrong did so at statistically indistinguishable rates across all five advertising

types. Our respondents did not see privacy rights on a sliding scale: for many, charging money

for privacy is simply wrong. “Extortion” was a more popular response than allusions to Big
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Brother. Some responded angrily, thinking the study was designed to determine market size for

a new product, and chided us for lack of ethics. The remaining four categories were around the

same size. A small subset of people volunteered that they hate ads, but this does not seem to

drive decision making nearly as much as privacy concerns. A similarly small subset have lost

all trust online and believe companies will invade their privacy even if explicitly paid not to. 3

In nearly the opposite direction, another small subset believe advertising is so mis-targeted that

there is no need to worry about seemingly inept companies. A third small subset expressed the

view that there is no reason to pay to avoid specific types of advertisement since they ignore

all ads anyway. In some cases this overlapped with people who answered the Don’t Care and

suggested, or outright stated, data collection is not an issue. In other cases, participants seemed

not to think about implications for data collection.

The remaining six categories have at least one significant difference between means for adver-

tising types, as shown in figure 6.4.

• 9% of respondents volunteered they find contextual advertising Invasive, growing to 28%

for DPI-based advertising. We found no significant differences between behavioral and af-

filiate advertising, and cloud-based advertising only had a significant difference with con-

textual advertising. With an overall average of 22%, respondents were more likely to com-

ment that practices were invasive than any other type of response. However, unlike other

categories, Invasive was more of a commentary than a reason: both those willing and those

unwilling to pay $1 gave their view that practices are invasive.

• Overall, 14% self-reported that they would pay to protect their privacy, ranging from 3%

for contextual to 21% for DPI-based advertising. This does not mean that 21% of Internet

users would pay their ISP an extra dollar every month not to use DPI — self-reports in

a survey do not translate well to actions in practice. What this finding does capture is a

large difference in concern regarding advertising types. We found statistically significant

differences between contextual and all other types of ads, between affiliate/behavioral and

cloud/DPI, but not between affiliate and behavioral or between cloud and DPI.

• A small but concerning proportion reported that if faced with advertising technologies,
3This study occurred not long after Facebook changed their policies to publish previously private data. In pilot studies

closer to Facebook’s action, Facebook was frequently mentioned by name as a reason to mistrust Internet companies. In
the final study, Facebook was only explicitly mentioned once.
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they would Stop Use and withdraw from online life. Only 1% indicated they would not

use sites with contextual advertising, climbing to 11% for behavioral advertising. This does

not mean that in practice, a tenth of Internet users would either constrain their behavior or

abandon the Internet if they found out they have a behavioral profile. However, it points

to a substantial degree of concern. Further, we only surveyed Internet users. If people are

choosing not to go online for privacy concerns, they would never appear in our sample.

While we did find affiliate marketing significantly different from DPI, cloud and behavioral

advertising for those who would stop using part or all of the Internet, this may be due to a

higher portion of people not using social networking.

• Affiliate marketing is the highest in the Unaffected category at 7%, dropping to 2% for DPI-

based advertising.

• Overall, 8% of respondents said they Want Benefits from advertising technologies such as

free content or relevant advertising, ranging from about 4% for DPI, cloud, and affiliate

marketing to 11% for behavioral, to a high of 20% for contextual advertising. As advertisers

maintain, there are Internet users who want tailored advertising. They are a minority, and

our research does not address how well they understand tradeoffs of data privacy, but they

can be an enthusiastic market. They find value in advertising as an economic good, rather

than an economic bad they would pay to avoid.

• More prevalent than those who want the benefits of advertising, but less prevalent than

those who find techniques invasive, is the group of people who report they Don’t Care,

ranging from a low of 10% for DPI to 29% for contextual advertising. Again, just as we

do not expect everyone who said they would stop using the Internet would actually do

so in practice, if we were to speak with users right after they learned their ISP used DPI

to sell advertising, we would probably find far fewer than 10% saying they do not care

about the practice. What we do find is that people care more about DPI, cloud, affiliate,

and behavioral technologies than about contextual. We did not find statistically significant

differences within the four non-contextual advertising types.
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Figure 6.4: Percentage of respondents who volunteered a given category of answer when asked
why they would, or would not, spend $1 per month to avoid a type of advertising.

6.5.6 Demographics

Overall, 58% of our respondents were female and 41% male. 74% of participants were white, 10%

Asian, 7% Latino, 6% African American, and 4% Native American, Hawaiian, or Alaskan. All

conditions were similar.

We asked how long participants have used the Internet. The mean and median answer was 13

years, with a standard deviation of 3.8 years. The most common occupations were unemployed

and student, with 18% each. Most respondents were professionals outside the information tech-

nologies fields, which were 7% of the sample.

Income was generally bell-shaped, centered on the $25,000 - $37,499 and $37,500 - $49,999

categories with 16% each. Larger tails of less than $12,500 and more than $125,000, with 13%

and 5% respectively, reflect our unemployed and student population on the low end and our

primarily professional population on the high end.
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6.6 Discussion

As with other studies, we find a small subset of Internet users welcome behavioral advertising,

but the majority reject it as a privacy invasion. Given a choice they would rather see random ads

than targeted ads. Ideally, Internet policy will allow users who derive benefit from behavioral

advertising to do so, but in a way that does not adversely impact the privacy of other users. One

possibility is to make all targeted advertising opt-in, rather than opt-out. Advertisers fear they

would be subject to low opt-in rates, below users’ actual preferences for targeted ads, because

many people accept defaults without changing them. That is a valid concern. One potential

technological solution is to force a choice. For example, web browsers could query about opt-

in or opt-out status and store persistent data that does not go away when users clear cookies.

Many other solutions are possible, each with different tradeoffs. A good solution may require

architectural changes and technical solutions, rather than exclusively viewing privacy as a policy

problem.

People do find behavioral targeting concerning, but less so than other similar advertising ap-

proaches. We hope behavioral is the first step, not the end, to the FTC’s interest in targeted ad-

vertisement. If the FTC heavily regulates behavioral but not other forms of targeted advertising,

it is likely to push advertisers to what users consider to be more invasive practices. Our analy-

sis suggests that the FTC might be better served to think in terms of privacy outcomes and data

flows, not just specific technologies or approaches, since specific implementation details are not

the FTC’s goal. However, we agree there are times when concrete guidelines are vastly preferable

to overly-broad, open-to-interpretation principles. This is always a difficult balance. Ideally the

FTC will devise both principles and operational guidelines that work together, and evolve with

technological innovation.

Medical data is particularly sensitive, but we did not see much difference between the cancer

condition and the scuba condition. Our results suggest that users’ expectations are to have all

data protected by an opt-in only system, not just medical or other sensitive data. However, we

caution this finding is preliminary, and we plan to do more work in this area.

We welcome multiple online user education campagins. Once people understand what cook-

ies are, they likely will understand third party cookies too “for free” because they already under-

stand the phrase third party. Our results suggest education should focus on cookies first, which
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people still do not understand, rather than focus on third party cookies in particular. Explana-

tions of how targeting works and how decisions about opting in or out work would also help

users make privacy decisions. We found in prior work that the NAI opt-out cookie description

created user confusion [94]. We recommend continued careful testing of education materials be-

fore reaching out to millions of Internet users.

A perennial question is “why won’t people who care about privacy pay for it?” As Tsai et.

al. found, people will pay a premium for privacy if they have clear information at an actionable

time [146]. But our work finds multiple barriers to paying for privacy, including for those who

value privacy most. A substantial minority feel privacy is a right and trading money for privacy is

wrong. They found even the idea of paying for privacy offensive. These people will not take steps

to protect themselves because they already expect to be private and safe online. In contrast, half

as many people think they cannot be private online, so they will not pay for privacy either, seeing

it as a waste of money. A much larger third group will not pay for anything online beyond what

their ISP charges. Some of this is purely financial, perhaps transitory during a tough economic

climate, but other answers reflected the belief that the only valid price on the Internet is free. The

idea of paying for online activity of any sort baffles them. Finally, a small number of participants

erroneously think their anti-virus software protects them from all unexpected data collection.

This demonstrates that even those who will pay for privacy and do take action to protect their

privacy require more education in order to be effective. Combined, these four groups of people

who will not pay money for online privacy are far larger than the group who will. This does not

mean people are indifferent to privacy, as the large proportion who labeled targeting practices are

invasive establishes. Presenting privacy as an economic tradeoff is in opposition to how people

think the world works. This has implications for anyone trying to sell privacy protections, paid

for either with cash or in time, since many people expect legal protections. And it suggests privacy

is more complex and nuanced than is able to be understood exclusively by watching people’s

actions and treating people as black boxes.

Finally, we have concerns about participants who report chilling effects from targeted ad-

vertising. People indicated they would use the Internet less, or give up on it all together. This

conflicts with the goals of, and public investment in, a national broadband plan. It also conflicts

with profits for advertisers. Driving potential customers away is counter-productive. Since we
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only studied people who are current Internet users, we do not know to what extent late adopters

are avoiding the Internet due to privacy concerns, or how many people use the Internet less than

they used to. This seems a fertile area for future work.
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7.1 Introduction

Adobe sells several products related to Flash technologies. Some of Adobe’s customers are cur-

rently being sued for using Flash to store persistent data on Internet users’ hard drives, allegedly

contrary to users’ knowledge and as a way to bypass users’ privacy choices. In this chapter we

set out to quantify current use of Flash technology and measure the prevalence of “respawning”

deleted HTTP cookies. We review related work in section 7.2 and describe our methods in section

7.3. We present our findings in section 7.4. We conclude in section 7.5.

7.2 Background and Related Work

Flash is used to create multimedia applications including interactive content and animations em-

bedded into web pages. An estimated 99% of desktop web browsers have the free Flash Player

plugin enabled [8]. Flash programs cannot read and write HTTP cookies directly, but can use

JavaScript to do so [30]. However, while JavaScript is built into all major browsers, users can

choose to disable JavaScript and thereby disable Flash’s ability to interact with HTTP cookies.

In 2005, Adobe acquired Macromedia, which had itself acquired FutureWave in 1996, and

in doing so purchased Flash. Flash 6 was released in 1996, prior to Adobe’s involvement, and

introduced an analog of HTTP cookies called Locally Stored Objects (LSOs) or Flash cookies. Flash

cookies let Flash programs save things like volume settings or game players’ high scores to their

local hard drives. In addition to not depending on JavaScript to access HTTP cookies, Flash

cookies are attractive to developers because they hold more data and support more complex data

types than HTTP cookies, giving developers more flexibility and control. See Table 7.1 for a

summary of some of the differences between HTTP cookies and Flash cookies.

Table 7.1: Technical differences between HTTP cookies and Flash cookies

HTTP Flash
Scope Just the browser that set it All browsers on the computer
Longevity Default: until browser closes Permanent unless deleted
Maximum size 4 KB 100 KB
Data types Simple Name/Value pairs Complex data types

Aside from technological differences, users interact with HTTP cookies and Flash cookies in
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different ways. Most users do not fully understand what HTTP cookies are but at least they have

heard of them; few users have heard of Flash cookies [97]. Users have access to HTTP cookie

management though browsers’ user interfaces, but until recently the only graphical interface to

manage Flash cookies was to set their maximum file size to 0 KB on Adobe’s website. Several

privacy enhancing technologies (PETs) manage HTTP cookies including anti-spyware packages,

Internet Explorer’s cookie controls through P3P, browser-specific plugins, CCleaner, and private

browsing options built into browsers. Until recently, PETs did not address Flash cookies. So long

as Flash Cookies stored innocuous data, these differences were primarily technical details, largely

uninteresting to anyone but software engineers. That changed as advertisers started to use Flash

cookies to store data that has nothing to do with Flash.

Advertisers use persistent identifiers in cookies to help them understand a given customer’s

browsing history. This data is used to build interest profiles to command premiums for ads

matched to given interests or demographics. Advertisers also use cookies to contribute to an-

alytics data about which customers have viewed ads, clicked on ads, and purchased from ads.

Analytics data helps advertisers determine if a given ad is effective with a particular audience.

More importantly, without at least basic analytics, advertising networks would not know how

much to charge. Meanwhile, many users prefer not to be tracked and express that preference by

deleting their HTTP cookies. This caused tremendous problems for analytics data, where even a

small error rate can result in incorrectly billing thousands of dollars in a single advertising cam-

paign.

Because users did not know about Flash cookies, and tools did not delete Flash cookies, ad-

vertisers discovered Flash cookies solved their data quality problems. Even better for advertisers,

Flash cookies do not expire. Under Windows, Flash cookies write to hidden system folders, away

from most users’ notice or technical ability to delete. Flash cookies are cross-browser, eliminat-

ing advertisers’ problem with HTTP cookies that a user using Internet Explorer and Firefox is

miscounted as two different users. Rather than write a lot of new code to work with Flash cook-

ies, in some cases advertisers simply used Flash cookies to identify a user and then re-create

(“respawn”) that user’s previously deleted cookies, enabling advertisers to continue to use their

existing code base. Users did not have to bother re-entering data or to be pestered with informa-

tion about behind-the-scenes internal processes. Indeed, Flash cookie use sounds like the “best
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practices” put forward in a W3C document on mobile web use:

Cookies may play an essential role in application design. However since they may be

lost, applications should be prepared to recover the cookie-based information when

necessary. If possible, the recovery should use automated means, so the user does not

have to re-enter information [133].

As a technical response to the technical problem of poor quality analytics data, Flash cookies

are a good engineering solution. However, problems collecting analytics data are not just a tech-

nical glitch: users intentionally delete HTTP cookies as an expression of their desire for privacy. In

the United States we rely upon an industry self-regulation approach to privacy, built on a notice-

and-choice theory. Using Flash cookies to respawn or to track users who have deleted HTTP cook-

ies completely undermines user choice, and violates the underlying principles of self-regulation.

Users had no visible indication that Flash cookies existed or that HTTP cookies respawned.

That started to change in 2009 with the publication of Soltani et. al.’s paper investigating the

use of Flash cookies [129]. They found over half of the sites they studied used Flash cookies to

store information about users. Several things changed after this article was published: the press

popularized their findings, privacy advocates raised awareness, a few companies using Flash

cookies announced new practices, the NAI published guidelines that their member companies

must not use Flash to respawn HTTP cookies, some PETs added Flash cookie management, web

browsers added Flash cookies to the files they manage during private browsing, and the FTC

requested more information from Adobe. In 2010, the Wall Street Journal ran a series of articles

about Internet privacy including findings from another Soltani-led study of 50 websites’ use of

Flash cookies and other tracking technologies using date collected at the end of 2009 [1]. Several

class action lawsuits are currently pending [33].

This chapter provides another data point in the rapidly changing realm of Flash cookies. We

investigated more sites than the Soltani studies, though we did not investigate sites as deeply. We

also extend knowledge about Flash practices by investigating a random sample in addition to the

most popular sites on the web where prior studies focused.
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7.3 Research Methods

We investigated three different data sets, all based on Quantcast’s list of the million most popular

websites:

• 100 most popular sites as of July 8, 2010

• 100 most popular sites from July, 2009 to match the first Soltani study

• 500 randomly selected sites

Looking at the 100 most popular sites captures data about the sites users are most likely to

encounter. This is the same method Soltani et. al. used in their study. We revisited the same sites

in the initial Soltani paper in order to perform a direct comparison. During the course of the year,

31 sites that had been in the top 100 in 2009 were displaced with different sites in 2010. Because

the most popular sites may not follow the same practices as the rest of the web, we also sampled

a random population of 500 sites. We list all URLs in Appendix D.

We used two identically configured Windows laptops (XP Pro, version 2002, service pack 3)

with Internet Explorer 7 configured to accept all cookies and reject pop ups. We used the most

recent version of Flash Player, 10.1. Our two laptops were on different computer networks so

they would not have similar IP addresses, eliminating IP tracking as a potential confound. Flash

cookies are stored in a binary format. We used custom code from Adobe to save the content of

Flash cookies in a text file, which allowed us to automate comparisons of log files rather than

open each Flash cookie in a SOL editor. We followed the following automated protocol:

1. Delete all cookies and cached data on both laptops

2. On laptop A, for each site:

(a) Launch Internet Explorer

(b) Visit the site

(c) Wait 60 seconds to allow all cookies to download

(d) Move all HTTP cookies, flash cookies (*.sol and *.sor) and log files to another directory

(e) Visit the site and move all cookies two more times to get a rotation of ads
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(f) Quit Internet Explorer

(g) One final move of all cookies to get anything cached that was saved on exit

3. On laptop B, same procedure as for A above.

4. Identify sites that have any Flash cookies on either laptop (no need to investigate sites with

only HTTP cookies, since by definition they cannot be respawning.)

5. On laptop A:

(a) Copy the final set of Flash cookies only (not HTTP cookies) that had been on laptop B

for that site into the ..\Application Data\Macromedia directory

(b) Visit the site

(c) Wait 60 seconds to allow all cookies to download

(d) Move all HTTP cookies, flash cookies (*.sol and *.sor) and log files to another directory

At the end of this procedure, we compared HTTP cookies on laptops A and B, noting which

cookies had not been identical before, but were after using the same Flash cookies. This suggests,

but does not establish, that the information in the HTTP cookie propagated from the Flash cookie.

See Figure 7.1 for a graphical depiction of how we classified sites.

We collected data during July, 2010, prior to new press coverage and lawsuits. We visited each

site three times on both laptops. We did not clear cookies or Flash cookies during these three

sweeps. We did copy HTTP cookies and Flash cookies after each sweep so we could determine

when they had been set. After we completed the three sweeps per site, then and only then we

deleted all HTTP and Flash cookies.

We did not traverse websites; we only visited the top level of any given domain. As an ex-

ample of where that would affect results, some sites start with login pages and only have flash

content after users login. We did not do any logins or deep links, which puts our counts as a

minimum bound. We also did not interact with any Flash objects. This is less of a concern for

quantifying Flash respawning, as sites using them for tracking would typically not want to re-

quire user interaction before setting LSOs. Similarly, if companies are using LSOs to uniquely

identify visitors to their sites, we expect they would do so immediately and not require inter-

action with Flash content. However, do expect that we undercounted the total number of sites
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Figure 7.1: Flow chart of website classification based on SharedObjects

using LSOs. We also only reported cookies saved, not cookies set: we logged several sites that set

LSOs but then deleted them. Transient LSOs can not be used in uniquely identifying users over

time or for respawning, so they are not our concern. Finally, we turned on popup blocking in

the browsers to reduce caching issues, which could also undercount the prevalence of LSOs from

blocked popups.
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7.4 Results

As described in the Methods Section, we visited each site in three “sweeps” for a total of nine

times:

• Sweep 1, three visits from laptop A

• Sweep 2, three times from laptop B

• Sweep 3, three times on laptop A with the Flash cookies from laptop B

For quantifying HTTP cookies on sites there was no advantage to any sweep in particular;

we arbitrarily chose to report results from the final sweep. We did see a small variation between

sweeps, for example HTTP cookie use ranging from 92% to 95% of the 2009 top 100 sites. Similarly,

we report statistics from the final sweep in the discussion of the Flash activity in the sys directory.

In our discussion of the SharedObjects directory we contrast sweep 1 and sweep 2, and then

check against results from sweep 3 to look for respawning.

7.4.1 Use of HTTP Cookies

Cookies are ubiquitous. Of the 2010 top 100 sites, only two never used cookies (wikipedia.org

and craigslist.org). Similarly, 95% depending of the 2009 top 100 sites use cookies. Cookie use

drops to only 59% of the random 500 sites.

Not only do fewer randomly selected sites use cookies, they also set fewer cookies than popu-

lar sites. We used Internet Explorer, which stores cookies in text files grouped by the name of the

domain that set them. For example, the list of cookie files from a popular site might look like this:

cupslab@ad.yieldmanager[2].txt

cupslab@www.yahoo[2].txt

cupslab@doubleclick[1].txt

cupslab@yahoo[1].txt

cupslab@voicefive[1].txt

Here we see five different domains that set cookies (ad.yieldmanager, doubleclick, voicefive,

www.yahoo, and yahoo). There is some overlap here — www.yahoo and yahoo are from the
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same company. But as is the case in this example, in general the number of domains setting

HTTP cookies is roughly equal to the number of different entities setting HTTP cookies on the

computer.

The contents of an HTTP cookie might include something like this:

fpms

u_30345330=%7B%22lv%22%3A1279224566%2C%22uvc%22%3A1%7D

www.yahoo.com/

1024

410443520

30163755

2720209616

30090329

*

fpps

_page=%7B%22wsid%22%3A%2230345330%22%7D

www.yahoo.com/

1024

410443520

30163755

2720209616

30090329

*

This is a snippet that shows two different HTTP cookies, fpms and fpps, served by Yahoo. In

Internet Explorer’s implementation each cookie file may contain multiple cookies separated by

asterisks.

As we summarize in Table 7.2, we found an average of 6.7 files for the 2010 top 100 sites, 5.8

for the 2009 top 100 sites, and 2.5 for the random 500. We observed a maximum of 34 different

cookie files on the 2010 top 100 sites. We observed a maximum of 24 with the 2009 top 100, and 30

with the random 500. Users might be surprised to learn that a visit to their favorite site registers

with dozens of different entities.
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Table 7.2: HTTP Cookies

Data set % sites with
cookies

Avg. # domains Max. # do-
mains

2010 Top 100 98% 6.7 34
2009 Top 100 95% 5.8 24
Random 59% 2.5 30

7.4.2 Use of LSOs

69% of the 2010 top sites had some LSO activity, by which we mean at least created a directory to

store Flash cookies, even if they never actually wrote any files. Similarly, so did 65% of the 2009

top sites, and half as many of the random sites with 33%. There are two directories that LSOs may

be written to, sys and #SharedObjects.

sys directories

68% of the 2010 top sites wrote Flash cookies in the sys directory, as did 65% of the 2009 top

100 sites, and 33% of the randomly selected sites. Flash cookies in the sys directory are highly

structured. Every website writing to the sys directory had a settings.sol file at the top level,

which contains standard variables and settings for them, for example setting defaultklimit to 100,

or allowThirdPartyLSOAccess set to true. There is nothing in any top level settings.sol file that

suggests these files are used for tracking or re-spawning.

43% of the top 2010, 33% of the top 2009 sites, and 10% of the randomly selected sites have

additional settings.sol files, usually named after the site itself. These files are also innocuous,

containing fewer variables and settings. There is nothing that appears to be used in tracking or

re-spawning in the sys directories at this time.

#SharedObjects directories

20% of the 2010 top 100 sites stored Flash cookies in the #SharedObjects directory, as did 16%

of the 2009 top 100 sites and 8.2% of the randomly selected sites. These are the sites we are

most interested in as sources of either respawning HTTP cookies due to LSOs, or as ways to

individually identify users. We discuss these in more detail below.
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7.4.3 Mismatched Sites

We compared the contents of Flash cookies in #SharedObjects directories on two identically con-

figured laptops. However, we did not always find identical files on both laptops. For example,

one site contained two Flash cookies on Laptops A and B, but contained an additional two Flash

cookies just on Laptop B. In cases like this we could and did compare the Flash cookies in com-

mon, and in some cases could make some good guesses about tracking in the mismatched Flash

cookies, but we could not follow the protocol we outlined in the methods section. Our results are

necessarily more subjective in this section.

The 2010 top 100 sites included 20 sites with #SharedObjects, of which six did not have match-

ing file names. Of these six, we believe four are individually identifying. The 2009 top 100 sites

included 16 sites with #SharedObjects, of which four did not have matching file names. Of these

four, we believe two are individually identifying. The random 500 sites include 41 sites with with

#SharedObjects, of which nine did did not have matching file names. Of these nine, we believe

five are individually identifying.

Why do we see so many mismatches between the two laptops? First party #SharedObjects re-

mained stable. Third party #SharedObjects come from advertisers, and advertising rotates. Even

though we collected data on both laptops only a few days apart, advertising — and advertising

partners — can change over the course of a few minutes.

7.4.4 Prevalence of Unique Identifiers and Respawning in LSOs

We found paired LSOs with matching file names on 14 of the 2010 top 100 sites, 12 of the 2009 top

100 sites, and 32 of the random 500 sites. Tracking requires unique identifiers. Any LSO that set

identical content on both laptops could not use that content for tracking or for respawning. For

example, we found a variable named testV alue set to test on both laptops, which is not cause for

concern. Because test is identical on both laptops, it cannot be used to distinguish computers on

future visits. Not all unique identifiers are used for tracking, but all tracking via LSOs requires

a unique identifier. We found matching conent on both laptops for six of the 2010 top 100 sites,

four of the 2009 top 100 sites, and twenty of the random 500 sites. These sites are neither tracking

nor respawning. See Figures 7.2, 7.3, and 7.4 for details.

We found a few sites where there were differences in content on the two laptops, but we did
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Figure 7.2: Analysis of the 100 most popular websites in 2010. Purple circles contain the number
of sites that fall into a given category.

not believe the LSOs were used for tracking. For example, one LSO contained a Unix epoch-

formated time stamp with millisecond precision. It could be used for tracking — the odds of

collisions with multiple users visiting a server at the same millisecond are low. But we expect it

is just an exceedingly precise time stamp. This is a subjective judgement. We classified two LSOs

in the 2010 top 100, one LSO in the 2009 top 100, and one LSO in the random 500 as innocuous.

Variable names like userId helped us theorize that many LSOs are used to identify users,

rather than identifying creative content, but without knowledge we cannot conclude why LSOs

contain unique identifiers, only to quantify how many do. We further investigated to see if con-
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tent in LSOs matched content in HTTP cookies. If so, we performed analysis to see if respawning

occurred, where LSOs are used to reinstate data after a user has deleted an HTTP cookie. For

example, we found one LSO that contains a variable named uID set to a unique a 10 digit integer.

After we deleted all HTTP cookies and migrated LSOs from one laptop to the other and then

revisited the site, the same 10 digit integer now appears in the new HTTP cookies. These are

clear-cut cases of respawning.

In the 2010 top 100, we found four LSOs with unique identifiers that did not match HTTP

content, and two that respawned. In the 2009 top 100, we found six LSOs with unique identifiers
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that did not match HTTP content, and one that respawned. In the random 500, we found eight

unique identifiers that did not match HTTP content, three that did match HTTP content but did

not respawn, and no respawning.

7.5 Discussion

With the methodology we used, it appears respawning is less substantially prevalent now than

it was a year ago during the first Soltani paper, or even half a year ago for data collected in the
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Wall Street Journal series. However, we should highlight a few ways in which we cannot directly

compare results:

• We visited just the top level of a domain. The Soltani work loaded 20 pages per site. It is

possible that additional interaction would find more respawning.

• We did not interact with Flash content.

• We relied exclusively on files saved to disk, and did not analyze network traffic.

Essentially, we took a wholesale approach investigating 630 sites while the Soltani research

took a deeper look at 100 or 50 sites per study. Our approaches have different strengths and

weaknesses, and we recommend looking at them as complementing each other.

While we found only two documented cases of respawning, unique identification remains

vibrant. Respawning allowed software engineers to easily reuse existing code. With a little more

work, a company using LSOs for unique identification can save the exact same data on their

servers they would have with respawning. There is no functional difference: they still use LSOs

to subvert users’ attempts to manage cookies for privacy.

Unique identifiers usually came from third-party advertisers, especially for the random sites

where we saw 100% of unique identifiers were third-party. 7% of web users delete Flash cookies,

which sounds low, but leads to over-counting ad views by 25% — and this is substantially more

reliable than the 30% deletion rate for HTTP cookies [27]. Advertisers may argue that tracking via

Flash cookies is the same as tracking via HTTP cookies. Clearly this is not the case: user education

lags for Flash cookies, tools are not as developed, and the furor in the press demonstrates user

surprise. Moreover, the whole reason advertisers use LSOs for tracking is because HTTP cookies

are not the same: if they were truly the same, advertisers should have no objection to exclusively

using HTTP cookies for tracking and analytics.

One of our challenges with data analysis is that we received different cookies on the same

site at different times, often because advertising rotates over time. Our experience with rotating

advertisement is not unique to sites using Flash cookies and highlights an interesting problem.

If a user visits a site, say the New York Times, it is possible her data will only go to the New

York Times. But then reloading the site, with a new advertising partner, could create an entirely

different set of data flows to tens of companies, and link to previously and subsequently collected
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data in entirely different ways. Yet users are supposed to understand their privacy risks by read-

ing privacy policies, which remain static regardless of the actual data flows occurring. Privacy

practices are so fluid that first party sites frequently have no idea what their partners are doing

— or indeed, who their partners are, as ads are subcontracted out to the highest bidder. Privacy

policies do not actually reflect how data is collected and where it is used in practice. Can users

make informed decisions in this environment?

Finally, as an observation, it is difficult to find calls for a purely industry self-regulation to

Internet privacy credible when industry demonstrates such willingness to violate user intent and

privacy. No malice is required anywhere in the chain: it is easy to imagine advertising engineers

using a clever tactic to avoid data loss with an esoteric data store designed by a company prior to

Adobe’s purchase in 1996, long before the Internet was a household word. But the effects on user

privacy are the same regardless of how decisions are made.

7.6 Recommendations

We have several recommendations to reduce Flash cookie abuse. Two are comparatively easy to

implement, and are in Adobe’s hands. As an immediate stop-gap measure, we suggest Adobe

improve the user interface on the Flash opt out page.1 As one journalist wrote, “the controls are

so odd, the page has to tell you that it actually is the control for your computer, not just a tutorial

on how to use the control” [128].

Second, Adobe could add clear language to their terms of service barring Flash cookie use for

any data that is not necessary for Flash components. Those who violate the terms of service could

lose their developers’ licenses. Since it appears large advertisers are the ones most at issue, this

could be a highly effective measure.

Cached Flash cookies pose a threat to privacy. Occasionally we quit Internet Explorer, deleted

the directories containing Flash files, yet the next time we opened Internet Explorer we had

cached content from the previous site we visited save to our disk. Even with pop-up blocking

and quitting the browser between each site we visited we still had cached data persist about 6%

of the time. We did not test any PETs or any in-browser tools, but we expect cached data gets past

1http://www.macromedia.com/support/documentation/en/flashplayer/help/settings_
manager03.html

http://www.macromedia.com/support/documentation/en/flashplayer/help/settings_manager03.html
http://www.macromedia.com/support/documentation/en/flashplayer/help/settings_manager03.html
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them and users who attempt to delete Flash cookies are not always successful in doing so. We

recommend a well-documented method to flush all Flash cookies, and recommend PETs authors

invoke it prior to clearing Flash cookies.

Browser makers could dramatically improve privacy by effectively turning Flash cookies into

session cookies, and providing better user controls. However, unless users know to look for

settings, this only helps a very small minority. Asking browser makers to expending engineering

resources for problems they did not create seems unsatisfying, but they do have the ability to

improve user experience. Flash cookies are only one of many types of tracking technologies and

browser vendors may need to keep adjusting to prevent new approaches from being used to track

users without users’ knowledge. However, since major browser makers also own advertising

networks, they may lack incentives to act.

Finally, since a comparatively small number of sites use #SharedObjects LSOs, it might be

worth making just those variety of Flash cookies opt-in by default. This would require substan-

tially more effort, and opt-in is not a panacea, as it can be difficult for users to understand what

they are being asked to do or to undo decisions later.
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Should the United States continue the current policy of industry self-regulation for online

privacy? In the sections that follow we consider three different possible approaches: retaining the

status quo (abbreviated as S below), modifying self-regulation (M), or replacing self-regulation

(R). We present arguments on both sides of these approaches from proponents (P) and opponents

(O). We explore how the research in this dissertation contributes to understanding these issues.

8.1 Status Quo

The first option we consider is continuing the policies already in place: notice and choice, with

FTC action against transgressing companies. We have heard or read each of the arguments for

and against that we highlight below. These are not exhaustive lists, which could fill several books,

but rather an attempt to capture some of the most familiar arguments at this time. Most debate

centers on whether we should keep the current approach.

8.1.1 Proponents

Some of the arguments from those in favor retaining the status quo include:

• SP1: The status quo is fine as it is, as demonstrated by the millions of people who use the

Internet. There is nothing broken so there is no need to fix anything.

• SP2: A libertarian, hands-off approach to the Internet is the reason why it has thrived.

Regulations would stifle innovation, and by the time legislation can be enacted it is already

out-of-date.

• SP3: We need more time for self-regulation to work. FTC and industry guidelines for be-

havioral advertising are not even a year old.

• SP4: Privacy is a harm. Protecting privacy causes damage in one (or more) ways: by re-

ducing efficiency in the market place; by alienating people who would learn they have no

need to be embarrassed if only they knew their neighbors are just as human as they are; by

fostering anti-social or illegal behaviors that thrive in secrecy.

• SP5: Privacy is dead. Attempting to regulate online privacy is a naive waste of time and re-

sources that could better be applied to understanding and navigating a post-privacy world.
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• SP6: Privacy is only a problem for old people. Rather than addressing concerns of a shrink-

ing minority, it is effective to just wait for older generations to die off.

• SP7: Privacy preferences are so individual that there is no way to pass laws that suit every-

one. The best approach is to build Privacy Enhancing Technologies (PETs) and empower

users to implement their own decisions.

8.1.2 Opponents

Some of the arguments for changing the status quo include:

• SO1: Notice and choice only works if users have the knowledge, ability, and willingness to

engage in informed consent. This has not been the case in practice.

• SO2: Industry self-regulation has fallen into disrepute with examples of problems due to

lack of regulation including Enron, Lehman Brothers, and Deepwater Horizon. Privacy

issues are largely invisible, and trusting corporations has not worked out well in other con-

texts.

• SO3: The status quo is causing market failures due to information asymmetries. For ex-

ample, Microsoft believes they could find more customers for their Health Vault product if

only they were able to convey their privacy and security practices.

• SO4: Public outrage when people learn about practices is one sign that people are surprised

by and do not accept current data practices. Backlash against Facebook’s Beacon is one

example.

• SO5: A philosophical or ethical view that privacy is a basic right, meriting full protection.

Treating what is sometimes exceedingly personal data as a commodity is at odds with hu-

man dignity.

8.1.3 Research

Our research does not address all of the views above. However, we can contribute in several areas.

Our user studies on behavioral advertising (Chapters 5 and 6) argue against SP1, that Internet use

equates to a lack of problems. Although millions of people use the Internet, that does not mean
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they understand or endorse current data practices. Instead, we found a mix of views. A subset of

users welcome relevant advertising, though sometimes due to the mistaken belief that their data

is protected by law, as others have also found [67]. We interviewed one participant who described

withdrawing from online life due to privacy concerns and 40% of participants in our behavioral

advertising study said they would be more careful online if they knew advertisers were collecting

data. 15% in the behavioral advertising study and 11% in our study contrasting advertising types

self-reported that they would not use sites with targeted advertising. This echos findings in 2003

that half of users self-reported they would prefer to stop using sites with targeted advertising

rather than paying for privacy or allow data collection [147], and a study in 2009, finding that

over two-thirds of Americans would prefer not to have targeted ads [148]. We are concerned

that advertising can create a chilling effect online, and may reduce the desirability of broadband

access at the same moment we are investing public funds to build out additional infrastructure.

We only studied current Internet users so we do not know if privacy concerns are slowing the

rate of Internet adoption. If so, if those concerns may not match actual practices, as we saw

with people who clear cookies in a misguided attempt to avoid spam (Chapter 5). How views of

Internet privacy affect adoption rates would be an interesting area for further study.

SP2, the claim that regulation is too slow and law makers know too little, contains a tacit

assumption that therefore industry moves quickly and with knowledge. There are certainly times

this is true, and any approach that can harness industry’s ability to innovate has a tremendous

advantage. However, our research touches upon examples where industry has responded slowly

and with the clunky touch of design by committee. In Chapters 3 and 4, we studied formats built

upon P3P, and noted that Internet Explorer makes cookie decisions based on P3P. Few people

have any idea that Internet Explorer uses P3P Compact Policies: the settings are buried deep

within the IE user interface [74]. Most users simply inherit default settings and do not realize they

could configure their browser settings to match their personal privacy preferences. Furthermore,

IE does not implement full P3P parsing, only compact policies dealing with cookies. Microsoft

technical support web pages even advise P3P Compact Policy authors to use policies that do not

reflect their practices as a work-around for an iFrame bug in IE, and many Compact Policies are

crafted in ways that bypass IE controls [88]. As another example of usability issues with industry

solutions, in Chapter 5 we find that 89% of respondents do not understand the text description
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of the NAI Opt-Out page. And no wonder: different member companies have different practices.

Opting-out of behavioral advertising means, variously, that all tracking stops, or tracking moves

from an individual level to aggregate data with others who have opted out, or that tracking is

completely unchanged. We did not even test the mechanism of opt-out cookies, whereby users

must accept cookies and not delete them in order to eliminate seeing behavioral ads based on

cookies. Again, this is hard to describe to users because it is a rather counterintuitive idea, and on

the surface makes all the sense of clicking the “Start” button to shut down a Windows computer.

Could Congress do worse? Quite possibly: one current proposal is a cookie-based “do not track”

list, where once again we have a Through the Looking Glass suggestion that users must register

themselves with advertisers in order to avoid tracking.

Our research does not directly address the conflicting arguments in SP3 and SP5, that we

need to give privacy self-regulation more time to work or that privacy is already dead with noth-

ing further to do. We found user perceptions that some advertising methods are concerning, with

privacy and security ranking among the top ways sellers could attract more purchases. Users ap-

pear to believe there are differences between sites, and have not yet given up on the idea of online

privacy. However, our work on Flash cookies (Chapter 7) is only one recent example of research

showing technologies that allow advertisers to collect data in ways consumers do not understand

[57, 45]. Users still struggle to understand first-party cookies and do not understand the rich and

broad data collected about them. Online privacy may not be dead, but it is diminished beyond

what users’ perceive.

Similarly, we cannot speak directly to SP4 or SP6, that privacy is a harm or only of concern to

old people, but we see no evidence to suggest that is how users perceive things. We heard quite

a bit about privacy invasion as a harm, or about advertisements as a harm (including a subset of

people who wished for better-targeted ads). We never heard anyone express the view that they

had too much privacy or that society would benefit from a reduction in privacy. Our user studies

skew toward younger populations, and we do not have statistical significance to contrast to, say,

people over 50 years of age. However, this means that if theories of privacy concern dying off

over time are true, there is a long wait for the demise of the primarily 20- and 30-year-olds we

studied. It would also suggest even more concern in older populations than we observed with

younger participants. Other studies find comparatively little difference in privacy values between
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age cohorts with high levels of privacy concern among young people [68, 87].

Our research supports the basis for SP7, the notion that privacy preferences are not monolithic.

We found a wide variety of preferences for behavioral advertising (Chapters 5 and 6). If there

were a uniform, optimal level of privacy we could make a bright line rule and be done, but our

research finds an even split between people who welcome the advantages of targeted advertising

and those who very much want to avoid it as a harm, with a middle group who are uninterested

in providing data to advertisers because they see no advantage to “better” ads when they prefer

to ignore ads in the first place. Moreover, even individual users have nuanced preferences, for

example, yes to targeted ads but only when not searching for gifts for family members who use

the same computer. PETs sound like a fantastic solution. However, there are a few important

obstacles to PETs. First, designing usable PETs is hard, requiring a mix of technical and design

skills, plus an understanding of mental models of privacy (see Chapter 5 for discussion of some

misperceptions, and Chapters 3 and 4 for attempts to communicate privacy information that we

found did not work well) [66]. Second, funding usable PET design is difficult. For-profit models

like TRUSTe are met with suspicion, academic funding is currently scarce, and open source vol-

unteer efforts rarely attract people with design and interaction skills. Third, PETs often require

cooperation from the technologies they attempt to protect against, which can hinder adoption.

Fourth, most PETs require educated users. At the very least, users typically have to be aware

there is an issue and take proactive measures to enable PETs. Finally, PETs become a privacy

arms race. There have been gaps when PETs did not exist to meet privacy threats, as we mention

in Chapter 7, so relying on PETs includes an acceptance that there may be periods of inadequate

protection. When PETs work, they can be transformative: TOR, built on US military technology,

helped Iranian protestors get their voices heard around the world while reducing risk of death at

home. IE’s adoption of P3P compact policies changed the privacy landscape even without users

being aware of how IE handles third party cookies. The Tsai et. al. work on providing salient pri-

vacy indicators during search showed people will even pay a premium for privacy, if information

is conveyed in a useable way [146].

Each chapter of this thesis in some way supports SO1, the assertion that notice and choice are

not working in practice. In Chapters 3 and 4, we found that even when people are instructed to

read privacy policies, they dislike the process and have a difficult time answering basic questions
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about how their data are collected and used. This is congruent with studies that show participants

did not understand when terms of service informed them they were about to install malware [58]

and many studies that highlight how difficult it is to use privacy policies for decision making

[59, 73, 115, 123]. Privacy policies also take a long time to read, which may itself be a barrier to

usability (see Chapter 2). The good news from this is that subsequent privacy policy formats are

now improved [80, 77]. Since notice is unlike to go away, even if self-regulation undergoes seri-

ous change, it is worthwhile to seek improvements to privacy policy formats. However, people

misunderstand the phrase “privacy policy” and believe it means they are protected [147] which

may reduce their incentives to read privacy policies. Further, as we discuss in Chapter 2, if users

read the privacy policies for each site they visit annually, they would spend about as much time

reading policies as they currently do visiting websites. Even reducing the time to read privacy

policies by an order of magnitude may be too much of a time burden on users. If users do not read

policies and make decisions based upon them, the notice and choice framework fails. Reading

is not sufficient. As we detail in Chapter 5, at this moment users are not clear on how even first

party cookies work, confuse cookies and history, and make choices to clear or keep cookies based

on misunderstandings, thereby not enacting their privacy preferences. This strongly suggests

readers lack the background knowledge required to understand privacy policies, and suggests a

need for education if we are to ratain the notice and choice approach. A majority of users believe

online privacy is a right, which may also undermine their willingness to read policies (see Chap-

ters 5 and 6). Finally, we find industry self-regulation attempts do a poor job of communicating

with users (Chapter 5) and we confirm companies are using Flash cookies to subvert attempts at

user control of privacy (Chapter 7).

We have no research-based response on the efficacy of self-regulation, SO2. Industry practices

such as using Flash cookies to track users (Chapter 7) and setting P3P compact policies to avoid

IE cookie management [88] create the impression that industry does not take self-regulation se-

riously. However, the FTC may take action in the future, which would be in keeping with the

enforcement aspect of self-regulation.

We also have no research to establish or refute SO3, that information asymmetries are causing

market failures. We document some of the difficulties reading privacy policies (Chapters 2, 3 and

4) as well as misconceptions and lack of basic knowledge (Chapter 5). While we can establish
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some of the conditions required for SO3, we have no counterfactual to study.

User surprise, SO4, does surface in our user studies (Chapters 5 and 6). Due to reactions of

disbelief in lab studies, we presented common scenarios as hypotheticals. We found that most

participants understand behavioral advertising is happening now or can happen in the future,

though only 18% welcome behavioral ads. 40% believe there are ads based on email content, but

29% think such a thing would never happen. Only 9% think it is ok to have ads based on email

as long as the service is free, yet 41% have Gmail accounts. Our research does not establish any

causal links between user surprise and potential user rejection of technologies, but we do see

reduced acceptance for email-based advertising and for less well-known types of targeted ads

like DPI-based.

We find many people do see online privacy as a right, SO5, and they may be less likely to

take affirmative steps to protect their privacy because they already believe it is protected by law

(Chapter 5). How people perceive privacy may contribute to a debate of whether privacy should

be a right, but not whether it is or is not a right, which our research does not address.

8.2 Modify Self-Regulation

As an alternative to continuing the current self-regulation approach, some suggest keeping the

same general framework but attempting to improve specific aspects.

8.2.1 Proponents

Some of the arguments from those in favor modifying self-regulation include:

• MP1: Companies innovate when threatened with regulation. There is no need to actually

pass new laws, since a climate of legislative uncertainty provides ample motivation. New

laws would reduce incentives for innovation by establishing exactly what is minimal re-

quired.

• MP2: Privacy policies are the right approach, but we should mandate better formats for

privacy policies.
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• MP3: Redefine success: rather than expect individuals to read privacy policies, instead rely

on a few people to read policies and bring problems to public attention.

8.2.2 Opponents

Generally the same critiques of the status quo carry over into discussions of marginal changes,

plus we have heard one rebuttal:

• MO1: Data breach notification was supposed to change user behavior, but instead the per-

vasiveness of data breach convinced people they are powerless and have no better alterna-

tives. Similarly, improving privacy disclosure will not change user behavior.

8.2.3 Research

Our research does not investigate how the pace of privacy innovation changes in response to

laws, MP1. This would be an interesting area for future work, perhaps by looking at changes in

response to state privacy laws, both after they were enacted and during consideration.

Our research does not speak to whether privacy policies are the “right” approach, MP2. We

did find that some formats designed to improve usability failed to do so (Chapters 3 and 4). We

again refer to other work that shows promise in this area [80, 77]. We offer the following three

suggestions, borne from observation rather than research. First, if formats are to be mandated, it

is better to test them for usability issues first rather than after the fact as happened with financial

notices [119]. Second, users may have already been “trained out of” clicking the privacy policy

link, aware the link leads to painful legalese. Something similar has happened with online help

systems, with users ignoring help buttons just as they would skip over ads. It would be interest-

ing to perform eye tracking studies to see if users notice privacy policy links. Finally, one of the

most contentious and useful functions of standardized formats is to highlight specific information

and de-emphasize the rest. The things people are interested in learning have already changed as

technology changes. For example, there were no social media sites at the time P3P became a W3C

specification. We recommend that if formats are mandated, that mandate include a process of

periodic review and updates.

We find it novel to think of the free rider problem as a feature, as with suggestions to depend

on a small number of readers to flag problems, MP3. It might be interesting to estimate how
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many people read policies, understand where there are problems, and have the time and ability

to communicate those findings broadly. We have no research insights as to how practical this

approach is, though we have seen it work in practice upon occasion.

While privacy breaches do not convince users to migrate en mass to different vendors, MO1,

others have found they do have small negative effects on breaching companies [4]. Perhaps more

importantly, data breach laws may affect companies’ internal practices [121]. This suggests two

areas of interesting future research: first, are there any consequences for companies named in

Flash cookie lawsuits? We find that much Flash tracking came from third party sites (see Chapter

7) so even an organized consumer boycott would not have an effect, but first party sites could

cut ties with accused advertising networks. Second, how, if at all, does the act of writing a pri-

vacy policy change internal corporate practices? It may be that privacy policies are exceedingly

valuable, just not as mechanisms of consumer notice.

8.3 Replace Self-Regulation

As a third broad approach, some call for an end to the industry self-regulation approach by creat-

ing new laws or regulations. Those who wish to end self-regulation believe it has failed to protect

privacy, or that is unlikely to provide sufficient protection in a reasonable time frame. People who

believe self-regulation is working, or who think privacy is not something society needs to protect,

tend to oppose the imposition of new protections.

8.3.1 Proponents

Possible new approaches could stem from:

• RP1: Regulation from the FTC. The FTC has the institutional history and staff to best under-

stand current data practices, and is empowered to protect consumers.

• RP2: Legislation from states. State laws enacted to protect online privacy can led the way

on privacy, as they have with other online topics like spam. Creating a patchwork of laws

can lead to benefits from quick evolution to a model law. Multiple laws can create pressure

for a preemptive federal law.
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• RP3: Legislation from Congress. The Internet is unquestionably involved in interstate com-

merce and it makes sense to have unified, national laws. If industry power is too strong to

create meaningful legislation, it is still worthwhile to have something weak in place that can

be readily modified during the next legislative window.

8.3.2 Opponents

Most of the arguments in favor of the status quo are also arguments against new regulation. We

do not repeat them here.

• RO1: Any legislation limited data use is unconstitutional due to free speech protections.

• RO2: The FTC lacks the authority to act.

• RO3: Privacy laws may create a “ceiling” instead of a “floor” — once companies learn the

minimum they must do for privacy protections, there will be no incentive to do more.

• RO4: Uncertainty on an optimal level of privacy means it is premature to craft new laws.

8.3.3 Research

Our research does have implications for specifics in various legislative and regulatory proposals,

but little to say about the advisability or viability of new laws. As discussed, we find many flaws

with the status quo, but that does not mean legislation or regulation as contemplated in RP1 – RP3

would therefore necessarily be an improvement. Similarly, we have no research-based insights

about the likelihood of courts upholding legislative or regulatory authority as in RO1 – RO2, or

about the likely effects of law as a “ceiling” or “floor” as in RO3. We do note other research that

finds within companies privacy concerns are not limited to only following current law, and we

have better corporate policies as a result [16].

We have less concern over uncertainty about privacy preferences, as in RO3, than we do with

our finding that different people want different things (Chapters 5 and 6). It may not be econom-

ically viable to have advertising networks that exclusively work with data from the roughly 20%

who want targeted advertisements. Economic analysis for the long-term economic viability for

advertising networks, advertisers, and first party sites hosting behavioral advertisements would

be an interesting area for future work.
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8.4 The Road Forward

Courts see privacy as a boolean: something is secret or it is known. Our study participants have

a different concept. People distinguish between at least three categories of secret, published, and

a middle area where knowledge is held by a trusted few or even a community. Internet privacy

runs headlong into the difference between the these conceptions of privacy.

It seems most likely that we will have a patchwork quilt of privacy regimes on top of our

patchwork quilt of some data types protected more than others: self-regulation based around pri-

vacy policies and FTC enforcement, plus new regulations, plus new legislation, plus a race between

privacy enhancing technologies and privacy invading technologies. More and different actors are

likely to get involved in setting policy: the FCC due to the broadband plan, the Department of

Commerce via the NTIA, the military’s interest in civilian Internet security may implicate pri-

vacy issues, and so forth. Internet privacy has international dimensions, as seen when the State

Department found itself issuing statements about Google’s decision to turn off search filtering

in China in retaliation for Chinese efforts to gather information from dissidents’ Gmail accounts.

Internet privacy is likely to become more complicated as more interested parties seek ways to

influence policy.

P3P received great attention as an example of free-market innovation that demonstrates the

lack of need for regulation, yet government sites have substantially higher adoption rates than

corporate sites [40]. Unlike industry, federal and many state government websites have legal

requirements to provide privacy policies in machine-readable format. This illustrates one case

where a mix of corporate innovation plus a legal requirement was more effective than just a

purely free market solution. Adoption of technological solutions appear to require either mar-

ket incentives or mandates. With consolidation, most of the stakeholders in a position to enact

privacy protections have financial incentives not to. A recent account details how Microsoft di-

minished and eliminated new privacy features in IE after acquiring the aQuantive advertising

network for $6 billion dollars [156]. One possible hybrid approach is to mandate adoption of

mature PETs, since it appears adoption lags if it is purely optional.

In this thesis we have established several areas where industry self-regulation is failing to

meet user’s preferences for privacy. How can online privacy needs be met? That is an area for

future work — and will likely be several people’s life work.
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This appendix expands upon Chapter 4 and includes supporting statistical details.

A.1 Statistical Significance

As mentioned in Chapter 4, we performed all tests of statistical significance at the α = 95% confi-

dence level. We performed ANOVA analysis for both time data and psychological acceptability,

which we recorded on a seven point Likert scale and treated as continuous variables. Accuracy

questions were categorical data (either accurate or false) so we used Chi Squared tests. Details of

that analysis follows.

A.1.1 Accuracy

As mentioned in Chapter 4, accuracy scores are all reported as the percentage of people who

answered the question correctly. Answers are always either Yes, No, or the policy Does Not Say

(DNS). In some cases participants may have been confused about when to use Does Not Say, so

we also reported and tested statistical significance for the combined percentage of participants

who answered correctly with those who answered Does Not Say for all questions except the

question on cookies. We tested for statistically significant differences in mean accuracy rates by

company (Table A.1) and by format (Table A.2).

Table A.1: Statistical Significance Tests for Accuracy Questions by Company

Question d.f. χ2 value p Significant?
Cookies 5 12.16 .033 X
Opt Out Link 5 108.31 < .001 X
Opt Out Link with DNS 5 53.44 < .001 X
Share Email 5 22.43 < .001 X
Share Email with DNS 5 37.05 < .001 X
Telemarketing 5 24.99 < .001 X
Telemarketing with DNS 5 44.34 < .001 X

A.1.2 Time

We recorded time in milliseconds and reported it in minutes to assist readability. With such a fine

grain unit of measure time is nearly continuous and we used ANOVA for analysis. We tested
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Table A.2: Statistical Significance Tests for Accuracy Questions by Format

Question d.f. χ2 value p Significant?
Cookies 2 28.95 < .001 X
Opt Out Link 2 40.80 < .001 X
Opt Out Link with DNS 2 53.44 < .001 X
Share Email 2 1.90 .387
Share Email with DNS 2 0.20 .903
Telemarketing 2 50.08 < .001 X
Telemarketing with DNS 2 0.20 .217

for statistically significant differences in mean times to answer by company (Table A.3) and by

format (Table A.4).

Table A.3: Statistical Significance Tests for Time to Answer by Company

Question d.f. F value p Significant?
Cookies 5 1.18 .320
Opt Out Link 5 5.58 < .001 X
Share Email 5 1.81 .109
Telemarketing 5 1.75 .122

Table A.4: Statistical Significance Tests for Time to Answer by Format

Question d.f. F value p Significant?
Cookies 2 4.50 < .012 X
Opt Out Link 2 3.59 .028 X
Share Email 2 0.15 .864
Telemarketing 2 8.59 < .001 X

A.1.3 Psychological Acceptability

As described in Chapter 4, we asked a series of questions to capture subjective impressions of

the privacy policies. Responses were on a seven point Likert scale which is sufficient granularity

to treat them as continuous variables. We performed ANOVA analysis to test for statistically

significant differences in mean Likert scores by company (Table A.5) and by format (Table A.6).
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Table A.5: Statistical Significance Tests for Psychological Acceptability by Company

Topic Question d.f. F value p Significant?
Finding Info. Explained thoroughly 5 1.9 .038 X
Finding Info. Confident understood 5 1.9 .099
Finding Info. Easier to understand 5 1.6 .148
Finding Info. Hard to find 5 .75 .589
Trust Feel secure 5 7.0 < .001 X
Trust Protect more 5 3.9 .020 X
Enjoyment Pleasurable 5 1.7 .135
Enjoyment Likely to read 5 2.4 .096

Table A.6: Statistical Significance Tests for Psychological Acceptability by Format

Topic Question d.f. F value p Significant?
Finding Info. Explained thoroughly 2 1.6 .203
Finding Info. Confident understood 2 .33 .722
Finding Info. Easier to understand 2 2.89 .051
Finding Info. Hard to find 2 .60 .549
Trust Feel secure 2 14.4 < .001 X
Trust Protect more 2 8.0 < .001 X
Enjoyment Pleasurable 2 .62 .539
Enjoyment Likely to read 2 2.4 .032 X



Appendix B

Behavioral Advertising Study

165



166 APPENDIX B. BEHAVIORAL ADVERTISING STUDY

This is the Willingness To Accept (WTA) version of the user study described in Chapter 5.

These questions appeared slightly differently to online participants than they do here in a ver-

sion formatted for the printed page. For example, the page titles shown were never shown to

participants, and were purely for the researchers’ convenience.

In the Willingness to Pay (WTP) version, question 14 reads: “Would you pay an additional $1

per month to your Internet service provider (ISP) to avoid having your favorite news site collect

your data for behavioral advertisements?” Otherwise the two versions are identical.



Online Advertising
Page One

1. How frequently do you buy things over the Internet? (Required)
A few times per week
A few times per month
A few times per year
Never buy things online
Other (please explain)

2. How frequently do you buy things based on Internet advertisements? (Required)
A few times per week
A few times per month
A few times per year
Never buy things based on Internet advertisements
Other (please explain)

3. How frequently do you make purchases based on advertising in email? (Required)
A few times per week
A few times per month
A few times per year
Never buy things based on advertising in email
Other (please explain)

4. What is a computer "cookie"? (Please answer on the basis of your own knowledge. Do not look
up answers. We want to know what you think, not what someone else thinks! It is ok to say you are
not sure.) (Required)
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5. What could sellers do to entice you to purchase more products online? (Required)
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Free shipping
Online coupons
Local pickup
Web discounts
Improved fraud protection for credit card transactions
Will not share your data with advertising partners
Easy-to-use website
Clear information about products
No hassle return policy
Products recommended based on your past purchases
Products recommended based on your friends' past purchases
Will only retain data about your purchases for three months
No spam policy
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Free shipping
Online coupons
Local pickup
Web discounts
Improved fraud protection for credit card transactions
Will not share your data with advertising partners
Easy-to-use website
Clear information about products
No hassle return policy
Products recommended based on your past purchases
Products recommended based on your friends' past purchases
Will only retain data about your purchases for three months
No spam policy

6. Is there something else sellers could do to encourage you to buy online?

7. Do you want websites you visit to show you ads that are tailored to your interests? (Required)
Yes
No
Other (please explain)

8. Do you want websites you visit to show you discounts that are tailored to your interests?
(Required)

Yes
No
Other (please explain)

9. Do you want websites you visit to show you news that is tailored to your interests? (Required)
Yes
No
Other (please explain)
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Untitled Page

10. What is your favorite news website? (Required)

11. How frequently do you visit this website? (Required)
A few times per day
Once a day
A few times per week
A few times per month
Once a month
Less frequently than once a month
Other (please explain)

12. Some websites use behavioral advertising to change which ads they display in response to your
online activities over time and across multiple websites. Imagine your favorite news website offered
you a choice of receiving behavioral advertising or randomly chosen ads, which would you chose?
(Required)

Behavioral advertising
Random advertising

13. How strongly do you agree or disagree with the following statements: (Required)
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I want the benefits of relevant advertising
I do not care if advertisers collect data about my search terms
I ignore ads, so I do not care if ads are targeted to my interests or if ads are random
I am protected by law against advertisers collecting data about me
Behavioral targeting works poorly and I get ads that are not relevant to me, even when
they are supposed to be
I would stop using any site that uses behavioral advertising
I would watch what I do online more carefully if I knew advertisers were collecting data
Someone keeping track of my activities online is invasive
I do not care if advertisers collect data about which websites I visit
I ignore ads, so there is no benefit to me if ads are targeted to my interests
I ignore ads, so there is no harm to me if ads are targeted to my interests
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I want the benefits of relevant advertising
I do not care if advertisers collect data about my search terms
I ignore ads, so I do not care if ads are targeted to my interests or if ads are random
I am protected by law against advertisers collecting data about me
Behavioral targeting works poorly and I get ads that are not relevant to me, even when
they are supposed to be
I would stop using any site that uses behavioral advertising
I would watch what I do online more carefully if I knew advertisers were collecting data
Someone keeping track of my activities online is invasive
I do not care if advertisers collect data about which websites I visit
I ignore ads, so there is no benefit to me if ads are targeted to my interests
I ignore ads, so there is no harm to me if ads are targeted to my interests

14. Would you accept a discount of $1 per month off your Internet service provider (ISP) bill to allow
your favorite news site to collect your data for behavioral advertisements? (Required)

Yes
No
Other (please explain)
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15. Some websites may offer you a choice of paying for content or receiving content for free in
exchange for letting them send you targeted advertising. How strongly do you agree or disagree
with the following statements? (Required)
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It is not worth paying extra to avoid targeted ads
Advertisers will collect data whether I pay or not, so there is no point paying
Privacy is a right and it is wrong to be asked to pay to keep companies from invading my
privacy
Companies asking me to pay for them not to collect data is extortion
I hate ads and would pay to avoid them
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It is not worth paying extra to avoid targeted ads
Advertisers will collect data whether I pay or not, so there is no point paying
Privacy is a right and it is wrong to be asked to pay to keep companies from invading my
privacy
Companies asking me to pay for them not to collect data is extortion
I hate ads and would pay to avoid them
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20. If you use more than one web browser on your primary computer, why do you do so?

21. About how frequently do you clear cookies from the computer you typically use? (Required)
Never
Less than once a year
About every year
A few times a year
Monthly
A few times a month
A few times a week
Daily
More frequently than daily
Whenever I close the web browser
Other (please explain)

22. Why? (Required)

23. Do you use any software that deletes cookies for you? (Required)
Not sure
No
Yes (please name or describe)

24. Do you use a "private browsing" mode in your web browser? (Required)
Not sure
No
Yes
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25. People make different decisions about cookies. Please indicate if the following statements
reflect decisions you make. (Required)

Tr
ue

Fa
lse

Do
es

 n
ot

ap
pl

y 
to

 m
e

I delete cookies so no one else can see which links I have visited on my computer
I delete cookies to avoid malware (viruses, spyware, phishing, etc.)
I delete cookies to save space
I delete cookies out of habit
I delete cookies but only on shared computers
I do not delete cookies because they make web pages load faster
I do not delete cookies because they keep me signed in to websites
I do not delete cookies because I want to see which links I have visited before
I accept cookies because sites do not work otherwise
I accept cookies because saying "yes" or "no" to each cookie takes too long or is a hassle
I reject cookies from sites I don't trust
I delete cookies so companies cannot track me over time

Tr
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I delete cookies so no one else can see which links I have visited on my computer
I delete cookies to avoid malware (viruses, spyware, phishing, etc.)
I delete cookies to save space
I delete cookies out of habit
I delete cookies but only on shared computers
I do not delete cookies because they make web pages load faster
I do not delete cookies because they keep me signed in to websites
I do not delete cookies because I want to see which links I have visited before
I accept cookies because sites do not work otherwise
I accept cookies because saying "yes" or "no" to each cookie takes too long or is a hassle
I reject cookies from sites I don't trust
I delete cookies so companies cannot track me over time

26. Sometimes you hear about web browser history. Are cookies and history the same? (Required)
Yes
No (please explain how they differ)

27. Please indicate if the following statements about computer cookies are true, false, or if you are
not sure. (Required)
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Cookies are small bits of data stored on my computer
A website I visit can read every cookie I have, no matter which website the cookie is from
Cookies let me stay logged in over time without needing to enter my password every time I visit a site
Advertisers can use cookies on multiple websites to learn which sites I visit
Cookies let web browsers' forward and backward arrows work correctly
Cookies store a history of websites I have visited in the past 
Cookies change the color of hyperlinks to websites I have already visited
By law, cookies may not contain credit card information
Cookies contain information from when I first purchased my computer, including my name and home address
The PATRIOT ACT allows law enforcement officials to read my cookies if I exchange email with someone on the
terrorist watch list
Cookies are a type of spyware
Cookies let people send me spam
Cookies let websites display more quickly
Cookies enable personalized advertising based on my prior behavior online
Cookies may be combined with other data that identifies me by name
If I do not accept cookies, websites cannot tell where I am physically located
Cookies enable personalized content like color schemes or what type of information I want to see on a website

Tr
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Cookies are small bits of data stored on my computer
A website I visit can read every cookie I have, no matter which website the cookie is from
Cookies let me stay logged in over time without needing to enter my password every time I visit a site
Advertisers can use cookies on multiple websites to learn which sites I visit
Cookies let web browsers' forward and backward arrows work correctly
Cookies store a history of websites I have visited in the past 
Cookies change the color of hyperlinks to websites I have already visited
By law, cookies may not contain credit card information
Cookies contain information from when I first purchased my computer, including my name and home address
The PATRIOT ACT allows law enforcement officials to read my cookies if I exchange email with someone on the
terrorist watch list
Cookies are a type of spyware
Cookies let people send me spam
Cookies let websites display more quickly
Cookies enable personalized advertising based on my prior behavior online
Cookies may be combined with other data that identifies me by name
If I do not accept cookies, websites cannot tell where I am physically located
Cookies enable personalized content like color schemes or what type of information I want to see on a website
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Model of Cookies

Please refer to the images below to answer questions at the bottom of this page. Imagine you are
using a standard web browser to visit The Times website, which has ads as depicted in the
diagrams. There are no other non-visible components to the webpage. 
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28. If you were visiting The Times website, which diagram do you think best illustrates how cookies
usually work? (Required)

Figure 1
Figure 2
Figure 3
Figure 4
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29. With the diagram you selected, what would happen when a web browser loads the page?
(Required)

All the cookies shown in the illustration will be transmitted automatically when a user visits
this page.
Some of the cookies shown in the illustration will be transmitted automatically when a user
visits this page and some won't be transmitted until a user clicks on the ads on this page.
None of the cookies shown in the illustration will be transmitted until a user clicks on links or
ads on this page.
Not sure
Other (please explain)

30. Which, if any, of the diagrams above could not happen? (Please check all that apply.)
(Required)

Figure 1 could not happen
Figure 2 could not happen
Figure 3 could not happen
Figure 4 could not happen
All figures are possible
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Untitled Page
Complete this section only if: "If you were visiting The Times website, which diagram do you think best illustrates
how cookies usually work?" matches: 'Figure 4'

The image below shows search results on a popular website. We have added red boxes and letters
A through F to identify portions of the web page. Please refer to the image to answer the questions
below.
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31. How many ads are there in each section in the image above? If there are any ads in a section,
please describe what the ads are for. It's ok to say you aren't sure.

# Ads Description of ads (it's ok to say you aren't sure)

A 

B 

C 

D 

E 

# Ads Description of ads (it's ok to say you aren't sure)

A 

B 

C 

D 

E 

32. Imagine you visited google.com and performed the search shown above. Assume you do not
have any ad blocking software and have your browser configured to accept all cookies. In section B
shown above, are there any companies able to set cookies on your computer? If so, which company
or companies? (Required)

No
Yes (which company or companies?)

33. Imagine you visited google.com and performed the search shown above. Assume you do not
have any ad blocking software and have your browser configured to accept first party cookies, but
reject third party cookies. In section B shown above, are there any companies able to set cookies on
your computer? If so, which company or companies? (Required)

No
Yes (which company or companies?)
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Advertising Identification
Complete this section only if: "If you were visiting The Times website, which diagram do you think best illustrates
how cookies usually work?" matches: 'Figure 4'

The image below is the home page for a popular website. We have added red boxes and letters A
through G to identify portions of the web page. Please refer to the image to answer the questions
below.
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34. How many ads are there in each section in the image above? If there are any ads in a section,
please describe what the ads are for. It's ok to say you aren't sure.

# Ads Description of ads (It's ok to say you aren't sure)

A 

B 

C 

D 

E 

F 

G 

# Ads Description of ads (It's ok to say you aren't sure)

A 

B 

C 

D 

E 

F 

G 

35. The Mazda ad in box D can set a cookie on my computer, but only if I click on the ad. If I do not
click on the ad, it cannot set a cookie. (Required)

True
False
Other (please explain)

36. Imagine you visited yahoo.com as shown above. Assume you do not have any ad blocking
software and have your browser configured to accept all cookies. In section D shown above, are
there any companies able to set cookies on your computer? If so, which company or companies?
(Required)

No
Yes (which company or companies?)

37. Imagine you visited yahoo.com and as shown above. Assume you do not have any ad blocking
software and have your browser configured to accept first party cookies, but reject third party
cookies. In section D shown above, are there any companies able to set cookies on your computer?
If so, which company or companies? (Required)

No
Yes (which company or companies?)
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38. From section B shown above, if your browser accepts all cookies, which of the following
companies can set cookies on your computer?  (Required)

Ca
n

se
t

co
ok

ies

Ca
nn

ot
se

t
co

ok
ies

Yahoo!
Facebook
Google
HotJobs
AdWords
A weather company

Ca
n

se
t

co
ok

ies

Ca
nn

ot
se

t
co

ok
ies

Yahoo!
Facebook
Google
HotJobs
AdWords
A weather company

39. In box B, the last item in "MY FAVORITES" is Weather. Imagine you visited yahoo.com and did
not log in to Yahoo! Would the weather report be customized for your city? Please explain why or
why not. (Required)

Yes (please explain why)
No (please explain why)

40. In box D, what does the top image show? (Required)
Printers
Cars
Guitars
Penguins
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NAI opt out

The image below is the home page for a popular website. Please refer to the image to answer the
questions below.
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41. Based on the image above, if you visited this web site, what would you think it is? Check as
many as apply. (Required)

A scam website to collect your private information
A scam website designed to find out which websites you visit
A website that lets you see fewer online ads
A website that lets you tell companies you do not want to see ads from them, but you will still
see as many ads overall
A website that lets you tell companies not to collect data about you
A website that allows companies to profile you, but not show you ads based on those profiles
Other (please explain)

42. What would happen if you checked the opt out box for Yahoo! Ad Network? (Required)

43. What would happen if you clicked the opt out box for Vibrant Media? (Required)

44. If you saw this website like this, would you use it? (Required)
Yes
No
Not sure (please explain)
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Untitled Page

For the following questions, please read the description of a possible scenario and then answer if
you think this is something that could happen or will not happen.

45. Imagine you visit the New York Times website. One of the ads is for Continental airlines. That
ad does not come to you directly from the airline. Instead, there is an ad company that determines
what ad to show to you, personally, based on the history of prior websites you have visited. Your
friends might see different ads if they visited the New York Times. (Required)

This happens a lot right now
This happens a little right now
This does not happen now but could happen in the future
This will never happen because it is not allowed by law
This will never happen because there would be consumer backlash against companies that
engaged in this practice
This will never happen because it would not be profitable
Other (Please explain)

46. How would you feel about this practice? Choose as many as apply. (Required)
Glad to have relevant advertisements about things I am interested in instead of random
advertisements
Wouldn't even notice the advertisements, just ignore them
It's creepy to have advertisements based on sites I've visited
No one should use data from Internet history
Other (please explain):
It's ok as long as the New York Times is free

47. Imagine you are online and your email provider displays ads to you. The ads are based on what
you write in email you send, as well as email you receive. (Required)

This happens a lot right now
This happens a little right now
This does not happen now but could happen in the future
This will never happen because it is not allowed by law
This will never happen because there would be consumer backlash against companies that
engaged in this practice
This will never happen because it would not be profitable
Other (Please explain)

48. How would you feel about this practice? Choose as many as apply. (Required)
Glad to have relevant advertisements about things I am interested in instead of random
advertisements
Wouldn't even notice the advertisements, just ignore them
It's creepy to have advertisements based on my emails
No one should use data from email because it is private like postal mail
Other (please explain):
It's ok as long as the email service is free
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49. Please indicate how much you agree or disagree with the following statements (Required)
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Online advertising is annoying
Online advertising is necessary for the Internet 
Online advertising lets me read sites without paying money
Online advertising is beneficial because ads are a source of information
Online advertising is better than television or billboards because it is easier to ignore
online ads
Online advertising tends to be related to the website it is on
Online advertising tends to be for products or services I am interested in
Compared to other types of advertising like television or magazines, online
advertisement has more to do with what I want and is less random
Online advertising is insulting
Online advertising makes the Internet slower
Online advertising is distracting
Online advertising has too many unrelated and off topic ads
Online advertising based on my actions online is creepy
Online advertising for medical products should be regulated
Online advertising is just a fact of life
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Online advertising is annoying
Online advertising is necessary for the Internet 
Online advertising lets me read sites without paying money
Online advertising is beneficial because ads are a source of information
Online advertising is better than television or billboards because it is easier to ignore
online ads
Online advertising tends to be related to the website it is on
Online advertising tends to be for products or services I am interested in
Compared to other types of advertising like television or magazines, online
advertisement has more to do with what I want and is less random
Online advertising is insulting
Online advertising makes the Internet slower
Online advertising is distracting
Online advertising has too many unrelated and off topic ads
Online advertising based on my actions online is creepy
Online advertising for medical products should be regulated
Online advertising is just a fact of life

50. Imagine you are using a standard web browser (configured to accept third party cookies with no
ad blocking.) You go to the Yahoo website and it contains an advertisement directly from Amazon.
Which cookies can be set on your computer? (Required)

None at all
None at all unless you click something
None at all unless you login to Yahoo
None at all unless you login to Amazon
Yahoo only, regardless of whether you are signed in to Yahoo
Yahoo regardless of whether you are signed in to Yahoo, and Amazon only if you click the
Amazon ad
Yahoo regardless of whether you are signed in to Yahoo, and Amazon only if you login to
Amazon
Yahoo and Amazon, regardless of whether you are signed in or click anything
Not sure
Other (please explain)

51. Now imagine the ad for Amazon comes from an ad server that displays different ads each time
you visit the Yahoo! site. Can the ad server set a cookie on your computer? (Required)

Yes
Yes, but only if I click the ad
No
Not sure
Other (please explain)
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52. Can the ad server read cookies set by Yahoo? (Required)
Yes
Yes, but only if I am logged in to Yahoo
Yes, but only if I click the ad
No
Not sure
Other (please explain)
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Untitled Page

53. What is your current occupation?
Administrative Support (eg., secretary, assistant)
Art, Writing and Journalism (eg., author, reporter, sculptor)
Business, Management and Financial (eg., manager, accountant, banker)
Education (eg., teacher, professor)
Legal (eg., lawyer, law clerk)
Medical (eg., doctor, nurse, dentist)
Science, Engineering and IT professional (eg., researcher, programmer, IT consultant)
Service (eg., retail clerks, server)
Skilled Labor (eg., electrician, plumber, carpenter)
Student
Other Professional
Not Currently Working/Currently Unemployed
Retired
Other (please specify)
Full-time parent or home maker

54. What is your gender?
Female
Male

55. What is your age?

56. Please select your race (check as many as apply)
American Indian or Alaska Native
Asian
Black or African American
Latina/Latino or Hispanic
Native Hawaiian or Other Pacific Islander
White

57. Which of the following best describes your highest achieved education level?
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Some High School
High School Graduate
Some college, no degree
Associates degree
Bachelors degree
Graduate degree (Masters, Doctorate, etc.)



58. What is your total household income?

59. In which country do you live?
United States
Other (please specify)

60. How many years have you been using the Internet?

61. How would you describe your computer use? Please check all that apply:
Surf the web
Send and read email
Maintain a blog
Use general office productivity programs (Word, Excel, PowerPoint, etc.)
Use specialized programs (Photoshop, R, etc.)
Web programming (HTML, CSS, AJAX, etc.)
All other types of programming (Java, C, Lisp, etc.)
Other (please describe)

62. Please provide any comments you may have about this study below [optional]
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Less than $12,500
$12,500 - $24,999
$25,000 - $37,499
$37,500 - $49,999
$50,000 - $62,499
$62,500 - $74,999
$75,000 - $87,499
$87,500 - $99,999
$100,000 - $112,499
$112,500 - $124,999
$125,000 or More
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192 APPENDIX C. TARGETED ADVERTISING COMPARISON

This is the “cancer” version of the user study described in Chapter 6. The “scuba” version

used examples about scuba with the following changes:

Prior to question 7, “For example, if you search for the word ”scuba,” you might see ads for

scuba gear. You would not see ads for scuba gear again while searching for other topics.”

Prior to question 13, “For example, if you purchase scuba gear from an online site, over time

your friends might see ads for wetsuits.”

Prior to question 19, “For example, if you read an online article about scuba on a news site,

then searched for ”best reefs,” on a different website, next week you might see an ad for a scuba

vacation.”

Prior to question 26, “For example, if you uploaded a photo of yourself diving, plus purchased

a pair of pants online, your ISP might show you ads for wetsuits in your size.”

Prior to question 32, “For example, if you used an online mail service and exchanged email

with a friend about your new interest in scuba, you might see ads for scuba instructors.”



Online Advertising Study

Page One

Thank you for taking our survey. Please note that it is only open to you once. If you take it a second
time (even months later) we will have to reject the second HIT. At the end of the study you will get a
secret code to enter into mturk so you can get paid.

Important: Please do not consult reference material (google, wikipedia, etc.) Just answer on the
basis of your current knowledge. We are not interested in what someone else thinks - we want to
know what you think! You may give an incomplete answer or say you do not know. 

1. Some websites use "cookies". What is a cookie? (Required)

2. Some websites have "third party cookies". What is a third party cookie? (Required)

3. What is "behavioral advertising"? (Required)
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Contextual

Some websites use contextual advertising to change the ads they display in response to your
current actions online. For example, if you search for the word "cancer," you might see ads for
medical clinics. You would not see ads related to cancer again while searching for other topics.

4. Please check all of the ways you have heard about contextual advertising in the last 30 days.
(Required)

Not at all

TV

Radio

Magazine (online or paper)

Newspaper (online or paper)

From a friend

Blog

A website describing the practice in general (please list the website(s) here)

A website describing their own practices (please list the website(s) here)

Other (please describe)

5. Please indicate how much you agree or disagree that the words below describe contextual
advertising: (Required)
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Concerning

Creepy

Desirable

Entertaining

Helpful

Invasive

Pushy

Reasonable
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Concerning

Creepy

Desirable

Entertaining

Helpful

Invasive

Pushy

Reasonable
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Affiliate

Some websites use affiliate marketing to change which ads they display in response to online
activities within a group of friends. For example, if you purchase a book about brain cancer from an
online site, over time your friends might see ads for home nursing care. Similarly, you may see ads
related to your friends' purchases or websites they visited.

6. Please check all of the ways you have heard about affiliate marketing in the last 30 days.
(Required)

Not at all

TV

Radio

Magazine (online or paper)

Newspaper (online or paper)

From a friend

Blog

A website describing the practice in general (please list the website(s) here)

A website describing their own practices (please list the website(s) here)

Other (please describe)

7. Please indicate how much you agree or disagree that the words below describe affiliate
marketing: (Required)
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Helpful

Invasive

Pushy

Reasonable
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Behavioral

Some websites use behavioral advertising to change which ads they display in response to your
online activities over time and across multiple websites. For example, if you read an online article
about a link between cell phones and cancer on a news site, then searched for "brain cancer," on a
different website, next week you might see an ad for a drugs that reduce side effects from
chemotherapy.

8. Please check all of the ways you have heard about behavioral advertising in the last 30 days.
(Required)

Not at all

TV

Radio

Magazine (online or paper)

Newspaper (online or paper)

From a friend

Blog

A website describing the practice in general (please list the website(s) here)

A website describing their own practices (please list the website(s) here)

Other (please describe)

9. Please indicate how much you agree or disagree that the words below describe behavioral
advertising: (Required)
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Invasive

Pushy

Reasonable

10. The Children's Online Privacy Protection Act of 1998 (COPPA) went into effect on the twenty
first of April in 2000 to protect children under the age of 13. On what date did COPPA go into effect?
(Required)

4/13/00

4/21/00

4/13/98

4/21/98
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DPI

Some websites use deep packet inspection (DPI) to change the ads they display in response to all
of your actions online. For example, if you exchanged email with a friend about your Aunt's death
from cancer, you might see ads for genetic testing to assess your own cancer risk.

11. Please check all of the ways you have heard about deep packet inspection (DPI) in the last 30
days. (Required)

Not at all

TV

Radio

Magazine (online or paper)

Newspaper (online or paper)

From a friend

Blog

A website describing the practice in general (please list the website(s) here)

A website describing their own practices (please list the website(s) here)

Other (please describe)

12. Please indicate how much you agree or disagree that the words below describe deep packet
inspection (DPI): (Required)
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Demographics

13. What is your gender?

Female

Male

14. What is your age?

15. Please select your race (check as many as apply) 

American Indian or Alaska Native

Asian

Black or African American

Latina/Latino or Hispanic

Native Hawaiian or Other Pacific Islander

White

16. Which of the following best describes your highest achieved education level?

17. What is your total household income?
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Some High School
High School Graduate
Some college, no degree
Associates degree
Bachelors degree
Graduate degree (Masters, Doctorate, etc.)

Less than $12,500
$12,500 - $24,999
$25,000 - $37,499
$37,500 - $49,999
$50,000 - $62,499
$62,500 - $74,999
$75,000 - $87,499
$87,500 - $99,999
$100,000 - $112,499
$112,500 - $124,999
$125,000 or More

Under 18
18 - 24
25 - 34
35 - 44
45 - 54
55 - 64
65 - 74
75 or over



18. In which country do you live?

United States

Other (please specify)

19. Please provide any comments you may have about this study below [optional]

Important! To prevent fraud, you must enter your secret code and the last four digits of your phone
number here and when you return to mturk to get paid. Please copy and paste the code below.

Your secret code:

20. What is your secret code (shown above)? (Required)

21. What are the last 4 digits of your phone number? (Required)
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202 APPENDIX D. FLASH COOKIE SITES

We analyzed three data sets based on Quantcast’s list of the million most visited websites.

Two were top 100 most visited sites as of July 2009 and 2010. They differed by 31 sites, shown in

bold. The final data set is 500 sites we randomly selected from the Quantcast list of one million.

Table D.1: Quantcast’s Top 100 most visited websites as of July 8, 2010

about.com, adobe.com, amazon.com,
americangreetings.com, answers.com, aol.com,
ap.org, apple.com, ask.com,
associatedcontent.com, att.com, bankofamerica.com,
bbc.co.uk, bestbuy.com, bing.com,
bizrate.com, blinkx.com, blogger.com,
blogspot.com, bluemountain.com, break.com,
careerbuilder.com, causes.com, chase.com,
chinaontv.com, city-data.com, cnet.com,
cnn.com, comcast.com, comcast.net,
craigslist.org, dailymotion.com, digg.com,
drudgereport.com, ebay.com, ehow.com,
evite.com, examiner.com, facebook.com,
flickr.com, formspring.me, go.com,
godaddy.com, google.com, hp.com,
hubpages.com, huffingtonpost.com, hulu.com,
ign.com, imdb.com, latimes.com,
legacy.com, linkedin.com, live.com,
mapquest.com, match.com, merriam-webster.com,
metacafe.com, microsoft.com, monster.com,
msn.com, mtv.com, mybloglog.com,
myspace.com, netflix.com, nytimes.com,
optiar.com, pandora.com, paypal.com,
people.com, photobucket.com, reference.com,
reuters.com, simplyhired.com, suite101.com,
target.com, thefind.com, tmz.com,
tumblr.com, twitpic.com, twitter.com,
typepad.com, usps.com, walmart.com,
washingtonpost.com, weather.com, weatherbug.com,
webmd.com, wellsfargo.com, whitepages.com,
wikia.com, wikipedia.org, windows.com,
wordpress.com, wunderground.com, yahoo.com,
yellowpages.com, yelp.com, youtube.com,
zynga.com

Table D.2: Quantcast’s Top 100 most visited websites as of July, 2009

about.com, adobe.com, amazon.com,

Continued on Next Page. . .
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Table D.2 – Continued
answers.com, aol.com, apple.com,
ask.com, att.com, bankofamerica.com,
bestbuy.com, bizrate.com, blogger.com,
blogspot.com, capitalone.com, careerbuilder.com,
chase.com, city-data.com, classmates.com,
cnet.com, cnn.com, comcast.com,
comcast.net, craigslist.org, dailymotion.com,
dell.com, digg.com, discovery.com,
ebay.com, ehow.com, evite.com,
expedia.com, ezinearticles.com, facebook.com,
flickr.com, geocities.com, go.com,
google.com, homedepot.com, hp.com,
huffingtonpost.com, hulu.com, imdb.com,
jcpenney.com, linkedin.com, live.com,
lowes.com, mapquest.com, merriam-webster.com,
metacafe.com, microsoft.com, mlb.com,
monster.com, msn.com, mtv.com,
myspace.com, netflix.com, nih.gov,
nytimes.com, oprah.com, pandora.com,
paypal.com, people.com, photobucket.com,
pogo.com, pronto.com, reference.com,
reuters.com, scribd.com, sears.com,
shopzilla.com, simplyhired.com, smarter.com,
tagged.com, target.com, ticketmaster.com,
time.com, tripadvisor.com, tripod.lycos.com,
twitter.com, typepad.com, ups.com,
usmagazine.com, usps.com, verizon.com,
verizonwireless.com, vzw.com, walmart.com,
weather.com, webmd.com, wellsfargo.com,
whitepages.com, wikimedia.org, wikipedia.org,
windows.com, wordpress.com, wunderground.com,
yahoo.com, yellowpages.com, youtube.com,
zimbio.com

Table D.3: Random selection of 500 sites

24hourpet.com, 350smallblocks.com, 411webdirectory.com,
72712.com, 787787.com, aalas.org,
aartkorstjens.nl, abbottbus.com, accutronix.com,
ad-mins.com, adaholicsanonymous.net, adamscountyhousing.com,
adorabubbleknits.com, advanceexpert.net, agnesfabricshop.com,
air-land.com, alignmed.com, allstarsportspicks.com,
almostfrugal.com, amandabeard.net, amazingamberuncovered.com,
amigofoods.com, ancestryhost.org, appcelerator.com,
ar-10-rifles.com, arcadianhp.com, archerairguns.com,
ariionkathleenbrindley.com, arizonabattery.com, arizonahealingtours.com,
asbj.com, asiainc-ohio.org, askittoday.com,
askmd.org, asla.org, astonhotels.com,
atbfinancialonline.com, athenscountyauditor.org, auburncountryclub.com,
auctioneeraddon.com, autorepairs-guide.info, avistarentals.com,
awildernessvoice.com, azbiz.com, babygotfat.com,

Continued on Next Page. . .
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backwoodssurvivalblog.com, badvoter.com, bargainmartclassifieds.com,
battlestargalactica.com, beaconschool.org, beatport.com,
beechwoodcheese.com, benedictinesisters.org, best-hairy.com,
bestshareware.net, bethpage.coop, bf1systems.com,
bibleclassbooks.com, bibleverseposters.com, bird-supplies.net,
blackopalmine.com, bladesllc.com, blogmastermind.com,
bluetoothringtones.net, body-piercing-jewellery.com, bookjobs.com,
boulevardsentinel.com, boyntonbeach.com, bradcallen.com,
brealynn.info, brill.nl, broncofix.com,
buckstradingpost.com, bucky.com, buyhorseproperties.com,
bwcnfarms.com, cabands.com, cabins.ca,
cafemomstatic.com, capitalgainsmedia.com, cardiomyopathy.org,
careerstaffingnow.com, carrollshelbymerchandise.com, cashloanbonanza.com,
cateringatblackswan.com, cdcoupons.com, charterbank.com,
charterco.com, chashow.org, cheapusedcars.com,
childrensheartinstitute.org, christmas-trees-wreaths-decorations.com, clarislifesciences.com,
claytonihouse.com, clcofwaco.org, clean-your-pcc1.com,
cloningmagazine.com, clubdvsx.com, codeproject.com,
coltbus.org, coltranet.com, columbusparent.com,
complxregionalpainsyndrome.net, computervideogear.com, conservativedvds.com,
cookbooksforsale.com, coolatta.org, corvettepartsforsale.com,
countrymanufacturing.com, cpainquiry.com, crazyawesomeyeah.com,
crbna.com, creatupropiaweb.com, credit-improvers.net,
creditcaredirect.com, crowderhitecrews.com, culttvman2.com,
curepeyronies.net, curiousinventor.com, dansdidnts.com,
dardenrestaurants.com, datingthoughts.com, dcso.com,
de.ms, dealante.com, dealsoutlet.net,
delti.com, desktops.net, detroitmasonic.com,
digitalmania-online.com, disasterreliefeffort.org, dividend.com,
dmvedu.org, dobbstireandauto.com, dodgeblockbreaker.com,
donlen.com, donnareed.org, dorpexpress.com,
dukeandthedoctor.com, dvdsetcollection.com, easypotatosalad.com,
educationalrap.com, elmersgluecrew.com, emailfwds.com,
emailsparkle.com, empty.de, ereleases.com,
escapethefate.net, eurekasprings.org, evanity.com,
expowest.com, eyesite.org, fashionreplicabags.com,
fast-guardcleaneronpc.net, fatlove.net, fearrington.com,
fitnesshigh.com, flatpickdigital.com, fleetairarmarchive.net,
florahydroponics.com, floridafishinglakes.net, flyingbarrel.com,
foodtimeline.org, foreclosuredlist.com, foreclosurepulse.com,
forzion.com, fourreals.com, free-party-games.com,
freepetclinics.com, freshrewardscore.com, fretwellbass.com,
fukushima.jp, fullertontitans.com, fundmojo.com,
fusioncrosstraining.com, ga0.org, gaara.ws,
ganstamovies.com, gemission.org, genesearch.com,
gerdab.ir, getanagentnow.com, girlfights.com,
globalfire.tv, gmeil.com, gogivetraining.com,
gold-speculator.com, goldenstaterails.com, gomotobike.com,
goodseed.com, googgpillz.com, gordonbierschgroup.com,
gotostedwards.com, goutresource.com, graceandtruthbooks.com,
grooveeffect.com, hairybulletgames.com, hallfuneralchapel.com,
hallmarkchannel.tv, hammondstar.com, happyshoemedia.com,
healthcaresalaryonline.com, hills.net, historyofnations.net,
hoover-realestate.com, horseshoes.com, hostpapa.com,
hoveringads.com, howyouspinit.com, hp-lexicon.com,
hsbc.com.mx, hvk.org, icdri.org,
idxcentral.com, ieer.org, iflextoday.com,
indianapolis.com, infinitiofdenver.com, inhumanity.com,
inria.fr, intelos.com, iphonealley.com,
iris-photo.com, itmweb.com, itvs.com,
itw.com, ivanview.com, jacksoncountygov.com,
japanautopages.com, jesus-passion.com, jetbroadband.com,
jimmycanon.com, josejuandiaz.com, joybauernutrition.com,
junohomepage.com, jwsuretybonds.com, kbduct.com,
kimballarea.com, kitten-stork.com, knittingpureandsimple.com,
kpcstore.com, lacosteshoes.us, lafarge-na.com,
lakeareavirtualtours.com, latinrank.com, layover.com,
life-insurance-quotes-now.com, lifepositive.com, liftopia.com,
like.to, lintvnews.com, logodogzprintz.com,
lstractorusa.com, ltwell.com, lydiasitaly.com,
madisonindiana.org, magnetworks.com, marketminute.com,
mastiffrescue.org, maurywebpages.com, mayoarts.org,
mcpherson.edu, mcswain-evans.com, measurebuilt.com,

Continued on Next Page. . .
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meiselwoodhobby.com, menalive.com, merbridal.com,
michiganford.com, microcenter.com, miltonmartintoyota.com,
minki.net, mirdrag.com, missourimalls.net,
mistercater.com, mitutoyo.com, mmodels.com,
modbee.com, moforaja.com, moldingjobs.com,
moneytip.com, moselhit.de, motomatters.com,
motosolvang.com, movefrontlistencom.com, mule.net,
mundofree.com, my-older-teacher.net, mycomputerclub.com,
mylexia.com, mypickapart.com, mystic-nights.com,
mysticalgateway.com, mysticlake.com, mytableware.com,
nationalcoalition.org, naturalmedicine.com, ncbeachbargains.com,
ncgold.com, nec.jp, nekoarcnetwork.com,
newcracks.net, newlawyer.com, newmacfurnaces.com,
newscoma.com, nexstitch.com, nhlottery.com,
nittygrittyinc.com, nobledesktop.com, nottslad.com,
npg.org.uk, nscale.org.au, nwlanews.com,
ocharleydavidson.com, offscreen.com, oixi.jp,
olympus-imaging.com, omahaimpound.org, onelasvegas.com,
onepaycheckatatime.com, optimost.com, orchidphotos.org,
outbackphoto.com, ownacar.net, ownthenight.com,
p2pchan.info, parkcityinfo.com, parksandcampgrounds.com,
paulrevereraiders.com, pedalmag.com, pennhealth.com,
performancehobbies.com, perthmilitarymodelling.com, pet-loss.net,
petworld.com, pgamerchandiseshow.com, planfor.fr,
plantronics.com, pngdealers.com, polapremium.com,
policespecial.com, pphinfo.com, promotersloop.com,
promusicaustralia.com, prophecykeepers.com, prostockcars.com,
psychprog.com, puppyluv.com, puppystairs.com,
q102philly.com, qdobamail.com, quickappointments.com,
quickertek.com, quickfinder.com, raleyfield.com,
raphaelsbeautyschool.edu, rareplants.de, rax.ru,
readingequipment.com, realtracker.com, rentonmclendonhardware.com,
restaurantsonlinenow.com, resveratrol20.com, reu.org,
revengeismydestiny.com, ripcordarrowrest.com, rpmrealty.com,
rrrmusic.com, rumc.com, russellrowe.com,
russianbooks.com, sacramentoconventioncenter.com, salonhogar.net,
santaslodge.com, scalemodeltoys.com, scanner-antispyh4.com,
sccmo.org, scgsgenealogy.com, scottpublications.com,
sdchina.com, search4i.com, searchgenealogy.net,
section4wrestling.com, seelyewrightofpawpaw.net, seewee.net,
sheisladyboy.com, shipleydonuts.com, shootangle.com,
shouldersurgery.org, simcomcity.com, simplesignshop.com,
socalmls.com, sohojobs.org, southwestblend.com,
spanderfiles.com, spatechla.com, squireparsons.com,
srtk.net, standup2cancer.org, start-cleaning-business.com,
statenotary.info, stimuluscheck.com, stjosephccschool.net,
stmaryland.com, storagedeluxe.com, stranges.com,
sud.org.mx, sudzfactory.com, summer-glau.net,
sungardpsasp.com, sureneeds.com, sweetdealsandsteals.com,
sweettattianna.com, swingstateproject.com, syque.com,
tackletog.com, tamusahr.com, tasteequip.com,
tecnocino.it, tempgun.com, texasthunder.com,
the-working-man.com, theacademic.org, theacorn.com,
theauctionblock.org, thedailymaverick.co.za, thedigitalstory.com,
theelator.com, thegardenhelper.com, thegriddle.net,
thegunninghawk.com, theinductor.com, theliterarylink.com,
themainemarketplace.com, themodelbook.com, thenextgreatgeneration.com,
thepromenadebolingbrook.com, therichkids.com, threebarsranch.com,
thunderracing.com, tickledpinkdesign.net, tj9991.com,
todayswebspecial.com, top-forum.net, toponlinedegreechoices.com,
tracksideproductions.com, trafficinteractive.com, transfermarkt.de,
treadmillstore.com, tri-une.com, tropicalfishfind.com,
trycovermate.com, ttsky.com, twaa.com,
twtastebuds.com, ualpaging.com, uniquetruckaccessories.com,
univega.com, unon.org, uprius.com,
usaplforum.com, uscoot.com, v-picks.com,
vacuumtubeonline.com, valueoasis.com, vandykerifles.com,
vcbank.net, vet4petz.com, vidaadois.net,
videocelebs.org, visitshenandoah.com, vitamin-supplement-reference.com,
vitruvius.be, walmartdrugs.net, wcha.org,
weddingnet.org, wefong.com, wegotrecords.com,
weplay.com, wetzelcars.com, wi-fihotspotlist.com,
wiara.pl, wildfoodadventures.com, willyfogg.com,
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windsorhs.com, wippit.com, womantotal.com,
woodauto.com, woodenskis.com, woollydesigns.com,
woolrichhome.com, worldcrops.org, worldmapfinder.com,
worlds.ru, wwwcoder.com, wxc.com,
ymcatriangle.org, youthoutlook.org, ywcahotel.com,
zabaware.com, ziua.ro
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