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Abstract

In this thesis, we study the structure of epitagiephene formed on polar faces of SiC - the
(0001) face, also known as the Si-face, and 69®1) face, known as the C-face. On both polar
surfaces, graphene films are prepared in ultra-kegtuum (UHV), in environments either of
argon or cryogenically purified neon, or in a lovegsure background of disilane.
Characterization of graphene is done by using atdimice microscopy (AFM), low-energy
electron diffraction (LEED), and low-energy electranicroscopy (LEEM). In addition, a
dynamical LEED structure calculation is performedanalyze the interface structures formed

between graphene films and the C-face of SiC.

When SiC is heated at high temperature, Si atoefefntially sublimate from the surface,
leaving behind excess C atoms that self-rearramderin graphene on the surface. We find, in
agreement with other reports, that the structuik the electrical properties of graphene films
formed on the two polar faces are very differemt, nnany aspects. For example, in all
environments we have employed, the graphene foomaéite is slower on the Si-face than that
on the C-face under the same preparation condifitan, graphene films formed on the Si-face
are generally more homogeneous and the domain aizdarger, compared to those formed on
the C-face (by “domain”, we mean a surface areh wonstant thickness of multilayer graphene).
On the Si-face, graphene lattice vectors are rdta@® with respect to the SiC lattice vectors as
observed by LEED, while on the C-face, graphenedilare usually rotationally disordered
which gives rise to streaking in the diffractiontteen. In addition, the electrical properties of
graphene films are also quite different betweerséhevo polar surfaces. These differences
between the two polar surfaces, we believe, camttybuted to the differences of interface
structures between graphene films and the underlgirbstrate. In this thesis, we report our
interpretation of these differences in terms of tetailed interface structures that form for

graphene on the two polar surfaces.

For the Si-face, graphene films preparedvatuum are of moderate quality; thickness
uniformity e.g. for a film with average thicknes$ two graphene monolayer (ML) ranges
between about 1 and 3 ML, and the surface morplotigthe underlying SiC is found to
contain numerous small pits. In this thesis, weorepmprovements in the morphology of

graphene films for the Si-face utilizing environrterof disilane, 1 atm of argon or 1 atm



cryogenically purified neon. The presence of dislaargon, or neon gas decreases Si
sublimation rate, thus increasing the temperatacgiired for graphene formation. The higher
graphitization temperature enhances the mobilitgififising species, which in turn results in an

improved morphology of the graphene films.

For the case of the C-face, graphene prepareddauva is of considerablworse quality
than for the Si-face; a film with average thickne$2 ML will contains areas covered by 0 — 5
ML of graphene. In order to improve the qualitygsbphene, the same preparation techniques
(graphitization in 1 atm of argon, 1 atm purifiegon, or in disilane) as we have used for the Si-
face are employed for the C-face. When graphengrepared in argon on the C-face, the
morphology is found to become much worse (unlikeeithprovement found for the Si-face). We
find that the surface becomes unintentionally @adi before the graphene formation (due to
residual oxygen in the argon), and hence becomstaes to graphitization. This unintentional
oxidization results in inhomogeneous islands otkhgraphene forming over the surface. In
contrast, utilizing purified neon can eliminate thaintentional oxidation while permitting
increased preparation temperatures, and thus mglftuimprove the morphology of graphene on
the C-face. Use of a low-pressure background dfadis yields a similar improvement. The
morphology of graphene on both polar surfaces GfiBithese various environments is reported
in detail in this thesis.

In terms of interface structure, the situationnesently well understood for the Si-face: the
interface consists of a C-rich layer havifg3 x 6v/3 — R30° symmetry, which is covalently
bonded to the underlying SiC substrate. This iatarfon the Si-face acts as an electronic “buffer”
layer between graphene films and substrate andidaewa template for subsequent graphene
formation. It is noteworthy that this interface thre Si-face occurs for all growth conditions. In
contrast, formation of interface structures on@hface is sensitive to both the starting surface of
SiC and graphene preparation conditions. In thesitf) the graphene/SiC interface on the C-face
is studied by varying the preparation conditionan{ple temperature T, and silicon partial
pressure §). In vacuum, & x 3 reconstruction is found before and after grapaiion. At
relatively low R; of 5 x 10° Torr, a2 x 2 reconstruction is found, both before and after
graphene formation. When graphene is formed orCtfece using 5 10° Torr of disilane (or

using 1 atm of neon), a new interface structurenfobetween the graphene films and the



underlying substrate, which display&t3 x V43 — R + 7.6° (V43 for short) symmetry as
revealed byin situ LEED immediately after graphitization. When suhs&gf oxidation of the
surface is performed, the interface structure faanss to one with/3 x V3 — R30° symmetry.
Electron reflectivity measurements coupled with thecent published first-principles
computations indicate that the new interface stmest consists a graphene-like layer that forms

between the graphene and the underlying subssimdar to that found on the Si-face. This
graphene-like layer has th&3 symmetry due to bonding to the underlying SiC, bpbn

oxidation, these bonds are broken and the layeorbes “decoupled” from the SiC. The
decoupled graphene-like layer then becomes a gnepleyer. From a dynamical LEED
structure calculation for the oxidized C-face scefait is found that the interface structure
transforms to that of a graphene layer sitting @m df a silicate ($03) layer, with the silicate

layer having the well-known structure as previoustlydied on bare Si@©001) surfaces.

A separate project discussed in this thesis isrohation of size, shape, and composition
of InAs/GaAs quantum dots (QD) by scanning tunrelmicroscopy (STM) and finite-element
calculation. Cross-sectional STM images and fieiemnent calculations reveal individual InAs
QDs having a lens shape with maximum base dian@tel0.5 nm and height of 2.9 nm.
Comparison between the STM data and the compugdtresults of the displacement of the dot
profile out from the cleavage surface, togethehwiteasurements of its local lattice parameter,
leads to an accurate determination of the cationposition as varying from 65% indium at the
base of the QD to 95% at its center and back to &6 apex.
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Chapter 1

| ntroduction



1.1 Introduction to graphene

Graphene is defined as a single layer of stronglydled carbon atoms arranged in a hexagonal
lattice, as shown in Fig. 1.1. One layer of graghisndenoted as single-layer graphene, and two
or three graphene layers are known as bilayerilayér graphene, respectively. The atomic
structure of graphene can be used as a basic fiildiock for many other carbon-based
materials, such as fullerenes, nanotubes or gegHit]. For many years, graphene was
considered as a purely academic material, sincer dlteories predicted that pristine two-
dimensional graphene would be unstable in reality @ thermal fluctuations that prevent long-
range crystalline order at finite temperatures Rjr this reason, 2D materials were presumed
not to exist without a 3D base. However, in 2004phene and other free-standing 2D atomic
crystals were experimentally discovered [3,4]. Bitlcose discoveries, a lot of research effort
has been devoted to understand the properties agfhgne. Many interesting properties of
graphene, such as unusual half-integer quantum eéf@dtt, a non-zero Berry’'s phase and a
strong ambipolar electric field, have been unvejg@]. Some basic properties of graphene will

be discussed in detail in Section 1.2.

(a) (b)

Fig. 1.1 Schematic view of graphene structure:d@bon atoms arrange in a hexagonal lattice; (b)
different graphene layers commonly arrange in Blestaeking.

Motivated by potential future applications usingsh unique properties of graphene, a lot of
novel graphene devices have been investigated.ekample, graphene was proposed to be
utilized as the channel in field effect transistesisce graphene has a high electron (or hole)
mobility as well as low Johnson noise [7]. Nowadaysphene has been successfully used to
fabricate high-speed graphene-based transistomatopge with outstanding cutoff frequencies
[8,9]. However, pushing graphene-based technologya commercial status is still restricted by

difficulties in mass production and limited repredthility in device performances. A lot of



research effort is also devoted to reproducibly in@kvafer-scale high-quality graphene. Some

common graphene production techniques will be dised in Section 1.3.

1.2 Basic electronic properties of graphene

A single carbon atom has four valence electronsh vat ground-state electronic shell
configuration of 22p°>. When carbon atoms form solids, the total energgrehses due to
overlap of the electron wave functions and formmatad energy bands. This energy gain is
sufficient to promote a 2s electron into a 2p sthli@rmally, carbon is tetravalent, in which four
electrons are in the states of 2s,,2p, and 2p and hybridize to form hybridized $plectron
states [10].

In the case of graphene, three electrons in thesstd 2s, 2pand 2p form hybridized sp
electron states. These planar orbitals form thegetieally stable and localizettbonds with the
three nearest-neighbor carbon atoms in the hondydattice. The last electron with the .2p
orbital perpendicular to the graphene sheet form$and. The overlap of the 2prbital states
between neighboring atoms plays a major role inelbetronic properties of graphene. For this
reason, the electronic structure of graphene cateberibed by a good approximation using an
orthogonal nearest-neighbor tight-binding approxiom in which the electronic states are
simply represented by a linear combination of tpe R2ates [11]. The electronic structure of

graphene derived by this tight-binding approximaii® described below.

Graphene sheet has a honeybomb crystal latticch@snsin Fig. 1.2(a). The lattice is

triangular, with the lattice vectors
al = %(3,\/§), (_1)2 = %(3,—\/§),
wherea = 1.424A is the distance between nearest carbon atoms.

The honeycomb lattice contains two atoms per eléangncell. They belong to two
sublattices, A and B. Each atom from sublattices Aurrounded by three atoms from sublattice

B, and vice versa, as shown in Fig 1.2(a). Theorsdtetween nearest-neighbor atoms are
8, =51V3), 8 =5(1,-V3), & =a(-10).

The reciprocal lattice is also triangular. Theitattvectors of the reciprocal lattice are



by =2 (1,V3), by =2 (1,—V3).

The Brillouin zone is shown in Fig. 1.2(b). Highrsyetry pointsk, K’ andM are also
shown in Fig. 1.2(b), with the vectors

21 = 21

1 _ 2T 271)
T \3q’3y3a’’

= 21
K=G -

3\/§a)' - (5’0)'

Fig. 1.2 (a) Honeycomb lattice of graphene. On¢ egll contains two nonequivalent atoms labeled\by
and B. (b) First Brillouin zone of graphene. Reoial lattice vectors and some special high-symmetry
points are shown in the figure. (c) Band structurtained by the tight binding approximation.

Using the nearest-neighbor approximation for thetates only, the wave function contains
two 7 states belong to the atoms from sublattices ABarld the nearest-neighbor approximation,
there are no hopping processes within the subdattibopping occurs only between them. The
tight-binding Hamiltonian is therefore describedag x 2 matrix

ﬁ(E):( 0 tS(E))

tS*(k) 0

wheret is the hopping parameter and

S(k) = 23 ek = 2 exp (ik;a) cos (ky;wg) + exp(—ik,a).

The energy is

E(k) = +t|S(k)| = +t /3 + F k),



where
f(E) =2 cos(\/§kya) + 4 cos (? kya) cos(% k.a).

The band structure calculated by this simple tightting method is shown in Fig. 1.2(c).
One can see that graphene has symmetric conduatidrvalence bands with respect to the
Fermi energy set at 0 eV. At poiritsandK’, one can see tha(K) = E(K') = 0, so graphene
valence and conduction bands are degenerate ah® pacated on the corners of the Brillouin
zone. These 6 points are often called Dirac poiStace the Fermi surface of graphene is
composed of a finite set of 6 points on its Brilloaone, graphene is usually termed a semimetal

material with no overlap, or a zero-gap semiconaiujdtl].
To study the band structure in detail near the ®paints, one can expand the Hamiltonian
near the point& andK’. The effective Hamiltonians near the poiktandK’ are

0 q. T iqy>

HK,K’(Q) = hv (qx i lqy 0

whereq = k — K, andv = % is the electron velocity at the conical points.

The energy dispersion near the Dirac points ex¢ébitircular conical shape, as displayed in
the Fig. 1.2(c), unlike the quadratic energy-momentelation obeyed by electrons at the band
edges in conventional semiconductors. Comparirgy lthear energy relation of graphene with
the dispersion of massless relativistic particlesimed from the Dirac equation, one can see that
graphene charge carriers can behave as Dirac fesmiuih an effective Fermi velocity that is

about 300 times smaller than the speed of lighigJ11

Additional band features can be obtained when weeaumodel that goes beyond the nearest-
neighbor tight-binding approach. Sophisticated enpgntations that consider interactions up to
the third-nearest neighbor atoms can result in aenazcurate description of the electronic
properties [12]. More robust techniques, suclaasnitio methods, predict that the conduction

and valence bands are asymmetric about the Diratsgd3].

The amazing electronic properties of graphene hgreatly motivated the scientific
community to apply them for real-world applicatiohfowever, the absence of an energy band

gap greatly restricts graphene’s use in digitalicks: So, strategies for inducing a band gap are



being sought. Several strategies have already Iseeoessfully employed to modify the
electronic band structure of graphene, such as icénioping, application of mechanical force
or external electric/magnetic field, and stackimgpdene layers in the form of bilayers [14,15].
Since lateral confinement of charge carriers caenopp a band gap, advanced lithographic
techniques have also been employed to tailor gregpbeets into narrow graphene structures.
Such narrow graphene structures are known as grnapha&noribbons (GNR) and it has been

demonstrated that their energy gap varies withwiléh [16].

Despite these successes, pushing graphene-badmublteyy into a commercial status
requires methods to produce wafer-scale high qugtdphene reproducibly. In section 1.3, we

will discuss some graphene production techniques.

1.3 Graphene production techniques

The exceptional electrical properties of graphene attractive for future applications in

electronics, such as ballistic transistors, fiattteers, integrated circuits, transparent conduggtin
electrodes, and sensors [17]. Most of these irtiageapplications require single-layer graphene
on a suitable substrate with controlled and pratt@nd gap, which is very difficult to achieve
and control [17]. To date, several graphene pradactechniques have been established:
mechanical cleaving, chemical exfoliation, chemisghthesis, chemical vapor deposition, and
epitaxial growth on a SiC substrate are the mostngonly used methods [17]. Some other
technigues, such as unzipping nanotube [18] andomave synthesis [19] are also reported;
however, these techniques require further resef@fh. Graphene synthesis methods are
summarized in section 1.3.1. Epitaxial growth 08i@ surface, which is studied intensively in

our group, will be discussed in detail in sectioB.2 to section 1.3.5.

1.3.1 Overview of graphene synthesis methods.

Single-layer graphene was first produced by medahrexfoliation in 2004. In this method
adhesive tape was used to repeatedly slice dowgrdphene layers and they were placed on a
silicon wafer using dry deposition [4]. This techné was found to be relatively easy to employ
and is capable of producing different thicknesdenudti-layer graphene. Mechanical exfoliation
using an AFM cantilever was found capable of prasygraphene from bulk graphite. In this

method, a very sharp AFM tip is used to penetmate ithe graphite source to exfoliate layers

6



[21,22]. Graphene synthesis by catalytic thermaDQ\as proved to be one of the best processes
for wafer-scale graphene fabrication. In this pesceghermally dissociated carbon is deposited
onto a catalytically active transition metal sugaand forms graphene at elevated temperature
under atmospheric or low pressures [23,24,25]. mutihe reaction, the metal substrate works as
a catalyst to lower the energy barrier of the reactand ultimately affects the quality of
graphene [23]. When the process is carried out rasgstive heating furnace, it is known as
thermal CVD, and when the process consists of @aassisted growth, it is called plasma-
enhanced CVD or PECVD [11].

As a whole, all the above techniques are well distaal in their respective research fields.
However, all synthesis methods have their own atdwms as well as disadvantages depending
on the final application of graphene. For examalthough the mechanical exfoliation method is
easy to use for fabricating different thicknesskegraphene (from monolayer to few-layer), it is
not reliable for reproducibly obtaining a givendkness and it is not suitable for large scale
production, which limits the feasibility of thisqwess for industrialization. Using AFM tips to do
the exfoliation may be feasible for mass produgthort the process is limited to producing thick
graphene (about 30 layers of graphene) [21,22Fkdmtrast, thermal CVD methods are more
advantageous for large-area device fabrication famdrable for future complementary metal-
oxide semiconductor (CMOS) technology. Howeverdpiming graphene on metals suffers from
the essential disadvantage that many electroniticagipns require graphene on an insulating
substrate. Transferring graphene from a metal tdnanlating substrate inevitably leads to

contamination and degradation of graphene [11].

Thermal graphitization of a SiC surface is anotpephene synthesis method capable of
producing large-area single-layer graphene [17]. N#we intensively studied this type of
graphene synthesis in the past several years, amtl tiscuss this method in detail in the

following sections.

1.3.2 Epitaxial growth of graphene on SiC surface

Epitaxial thermal growth on a single crystallineCSsurface is one of the most promising
methods of graphene synthesis and has been expidesgively for the last 7 to 8 years [17].
The term epitaxy can be defined as a method tlavsldeposition of a crystalline overlayer on

a crystalline substrate, where there is registriyvben the overlayer and the substrate. The
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deposited film is referred to as an epitaxial fim the substrate, and the process is known as
epitaxial growth [26]. Research dealing with epigdgraphene on SiC has attracted attention
both academically and industrially due to its calggbof producing high-quality and scalable
graphene. The major advantage of this process iability of producing wafer-scale graphene
films on an insulator or semiconductor surface. (il SiC surface), which can be used for
CMOS-based electronics directly [27,28].

SiC is known to have at least 200 crystallographéciants called polytypes. These
polytypes all have equal numbers of Si and C atonad are covalently bonded and are
distinguished by different C-Si bilayer stackingjgsences. The most common polytypes that are
considered for electronic applications are cubf€)(®exagonal (4H and 6H), and rhombohedral
(15R). High quality 4H- and 6H-SiC wafers are comer@dly available, which are used in most
of our experiments. Wafers can bype doped or semi-insulating and are availabldifierent
orientations. Typical orientations are basal plasreslightly misoriented from the basal plane by
a miscut towards eithgn 120) or (1100) directions for various angles. SiC has two poaes
perpendicular to the c-axis, as shown in Fig. TBe face with outward normal in [0001]
direction is the SiC(0001) surface, also called $héace. The face with outward normal in
[0001] direction is the Si@001) surface, also known as tfeface [29].

v 1Si-face

...........“mm

® Si @ Carbon
Fig. 1.3 Two inequivalent polar faces of SiC.

On both polar surfaces of SiC, graphene can beddrby heating the surface to 1100 —
1600 °C, which causes preferential sublimation iochtSms whereby leaving behind excess C

atoms which self-assemble into graphene, as showigi 1.4.



Fig. 1.4 Schematic view of graphene formation. Budion of vapor species leaves behind excess C
atoms which self-assemble into graphene.

Graphene growth on SiC depends on several growthnpers, including gas pressure,
temperature, and growth time. Thus, epitaxial gemehcan be formed over a wide range of
process conditions. As shown in the pressure-teatyer diagram of partial pressure of Si over a
SiC substrate (Fig. 1.5), for a given temperatarbuildup of excess C will occur on the surface
for pressures of Si above the surface that arettessthe indicated Si vapor pressise.[Under
UHV conditions, graphene growth can be accomplisitddmperatures as low as about 1200 °C
since the sublimated Si can be swept away by tleiwa system. In intermediate vacuum
conditions, higher temperature is required. Inex$eg such as argon can be added to further
increase the required temperature, since the gatincreases the Si partial pressure near the
surface. This pressure-temperature relationshipiaiplies that the growth rate will increase as
the temperature increases, since more Si atomsraibland thus more C atoms are left on the
surface to form graphene. Therefore, the graphemwtly can be controlled through the choice
of temperature, growth time and pressure [30].



s S| pressure

s Si,C pressure /
1e+0

Chemical Vapor
Deposition

Pressure (mbar)
T
A

Ultrahigh Vacuum
Conditions

1e-10 T T T T T T
1400 1600 1800 2000 2200 2400

Temperature ( °C)

Fig. 1.5 The vapor pressure of Si angCSover SiC as a function of temperature. For argteenperature,

a buildup of excess C will occur on the surfacepi@ssures of Si above the surface that are lasstiie
indicated Si vapor pressure. The chemical vapoosigpn and ultrahigh vacuum conditions are shown i
colored zone [30]. For a given temperature, theesgary vacuum conditions near the surface can be
determined from the curves.

The above simple model gives us a general pictbigraphene growth on SiC. However,
the model only considers the growth parametersredqure, temperature and growth time, and
makes use of the assumption that the surface reaohens of SiC before graphene growth does
not depend on these parameters. It is found thatstirface reconstructions of SiC before
graphene growthare quite different for the two polar surfaces of SjC7,31,32]. These
differences of surface reconstructions greatly cffboth the structure and the electrical
properties of graphene films formed on the two pdd@es. So, we need to discuss graphene
growth on the two polar surfaces of SiC separately.

In the next subsections, | will discuss the thremngrowth approaches employed in our
group, which are differentiated by process pressukV (1072 Torr), 1 atm of gas (argon or
cryogenically-purified neon), and a background isflane (at typically 10 Torr — 10 Torr). As
mentioned previously, the properties of graphemsvgron the two SiC polar surfaces are very
different, and so they are discussed separatelyfiMtedescribe the preparation of the surface

used to remove polishing damage, using a hydrogdmeag procedure common to both surfaces,
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and we then give an overview of the graphene faonaibserved for each surface. My research

work on the graphene formation is discussed in nmche detail in Chapters 3 and 4.

1.3.3 SIC preparation

Since SiC is a very hard material, it is diffictdt polish it without leaving defects, i.e. polisgin
scratches. A typical approach to remove these tiefeo as to prepare a smooth surface with
uniform orientation before graphene growth, is log#gm etching. Hydrogen etching of SiC
surface is performed using 99.9995% purity hydrogeth a flow rate of 10 Ipm and at a
temperature of 1550 °C [33,34]. During the H-etghitlamaged surface layers are removed from
the substrate. For the Si-face with nominally Ordegnisorientation, the resulting surface shows
a terrace and step morphology with the step heiggitsg full unit-cell high [35]. For the C-face,
morphology similar to that of the Si-face is obsshbut with steps half unit-cell in height [35].

An example of the terrace and step morphologyasvehin Fig. 1.6(a).

However, we do sometimes observe less well ordetegul arrays following H-etching. This
can occur for either the Si-face or the C-face,ibuhore of a problem for the latter. For the C-
face, surfaces that do not form a regular ste@terrarray also tend to display a significant
number of etch pits on the surface after H-etching. 1.6 compares the typical morphology of a
C-face sample displaying few etch pits after H-gtgl{Fig. 1.6(a)] with one having many etch
pits after H-etching [Fig. 1.6(b)]. We cannot aggent say what aspect of the sample or surface
produces a regular step-terrace array, or nottHmibbservation of Robinsaat al. [36] that a
slight miscut (>0.2°) leads to a more regular sd&@ngement is consistent with our own
experience. It is also possible that a greater murabdislocations on certain wafers might lead
to a higher number of etch pits, but we have notate independently measured these two
variable for a range of samples [41]. After hydmog#ching, the sample is then heated at a high

temperature to produce graphene.
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surface with very few etch
pits, and (b) a surface with many etch pits (matei pits were observed by optical microscopy, oitle
shown here). Gray scale ranges are 2 nm and 3@espectively.

1.3.4 Epitaxial graphene on the Si-face

For graphene growth under UHV conditions on thefaBe, graphitization begins at a
temperature of about 1300 °C [37,38,39,40,41]. Ndism higher temperature and/or longer
annealing time results in thicker graphene filmaribg graphene formation, the Si-face
undergoes several surface reconstructions, asisadfED. These surface reconstructions have
been studied by a number of other groups [42,4834and also observed by us. After H-
etching, the surface shows a Si& 1 pattern along with a weak3 x V3 — R30° pattern as
shown in Fig. 1.7(a). This/3 x /3 —R30° pattern is associated with a small amount of
unintentional oxidation of the surface [46,47]. ther heating the sample to 1400 °C results in a
carbon rich6+/3 x 6+/3 — R30° reconstruction (denotesl/3 for short) and graphene, as shown
in Fig. 1.7(b). On further heating the sample & same temperature for another 30 min, the
graphene spots becomes more intense as compatesl$iC spots and thea/3 spots, indicating

thicker graphene formed on the surface, as shownginl.7(c).
(a) () _— ()

' s 9 L IR

L o LI o

.

(1/3.1/3) xc - féi "= sic 4 ‘ Sic
(2/3,2/. 3)/ (1.0) . séruphene graphene
Fig. 1.7 LEED patterns at 100 eV. (a) LEED patteegquired from a sample after 3 min of H-etching. In
addition to the SiC(1,0) spots, we have marked (18,1/3) and (2/3,2/3) spots associated with a
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V3 x /3 — R30° reconstruction, that arises from residual oxidatas the surface. (b) LEED pattern
acquired after heating the sample in vacuum foiirbah 1400 °C. Additional 1 x 1 spots associatetth wi
graphene appear. They are rotated from the Si@ byk30°. The 6 fold satellite spots around the &i@

the graphene spots arise from 88 x 61/3 — R30° reconstruction. (c) LEED pattern acquired after
further heating of the sample in vacuum for 30 atii400 °C.

On the Si-face, thév/3 reconstruction begins at about 1150 °C (priorreplgene formation)
and it continues after graphene formation. Usirgneig tunneling microscopy (STM), it has
been demonstrated that th¢3 reconstruction persists beneath the graphene [8{sevet al.
mapped out the valence band structure of 6W8 reconstruction using angle-resolved
photoemission spectroscopy (ARPES) [32,49]. Thaynébthat thesv/3 reconstruction shows
graphene-likes bands implying that the arrangement of atoms is $tructure is similar to that
of graphene, but it fails to exhibit graphene-likdands near the Dirac points implying strong
covalent bonding with the underlying substrate [3% graphene films form on top of the/3
reconstruction, thern-band becomes prominent and the graphene electrivaitsport is
manifested and is accessible, implying that 688 reconstruction electrically isolates the
graphene layer from the substrate. So, 6hl8 reconstruction on the Si-face is covalently
bonded to the underlying SiC substrate, and actaralectronic “buffer” layer between
graphene films and SiC substrate [32]. By the tbuffier layer here, we mean a layer that has
nearly the same structure as graphene, but is eayalbonded to the underlying material and
therefore has different electronic structure thaapbene. Schematic side views of thé3

reconstruction and graphene layers are shown inlE8g

(0)
< 6V3 Buffer layer

; —SiC bilayer

®)
00 0000000000000 (i

~— 6v3 Buffer layer

} —SiC bilayer

@ c ® s
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Fig. 1.8 (a) Side view of they3 layer. It is a graphene-like layer bonded to thbssrate. (b) Further

heating of the sample results in additional grapHagers on top of théy3 layer. LEED pattern of such
structure is like that of Fig. 1.7(b).

Since the structure of th®/3 layer is close to the structure of graphene, dvijoles a
template for subsequent graphene formation andcegotice graphene layers to be azimuthally
aligned with respect to the underlying substrat2].[2\fter the formation of th&+/3 layer,
further annealing leads to sublimation of Si atdmetow the6+/3 layer. The excess C atoms
beneath the originaly/3 layer rearrange to form covalent bonds with thesgnate, thus forming
a new6+/3 layer. The originaby/3 layer decouples from the substrate to form a neaptgene
layer. It should be mentioned that thig¢3 layer not only forms on the vacuum-prepared Séfac

samples, but also forms on the Si-face samplesapedpunder nearly all of the preparation

conditions investigated to date.

Since thesV/3 layer is covalently bonded to the substrate, foisd to significantly affect
the transport properties of graphene films on téptoThe influence of theésv/3 layer is
responsible for the intrinsic doping and somewhat Imobilities of Si-face graphene.
Eliminating the covalent bonds between 6R& layer and the underlying substrate would result
in quasi-free-standing graphene with superior ed@at properties. So, it would be desirable to
decouple theé+/3 layer from the substrate. In order to achieve tiosl, some groups have
reported on the exposure of Si-face graphene toolggeh [50,51]. It is found that the hydrogen
could pass through the interface layer and makealeavbonds with the Si atoms of the topmost
SiC bilayer. This intercalation process is illugin Fig. 1.9. The decoupléd/3 buffer layer
when studied by ARPES showed thebands of graphene, confirming that it had become a
graphene layer [52]. This method of decoupling@@ buffer layer could potentially lead to an
improvement in the performance of graphene basetteke [17]. Since the original work on
hydrogen intercalation, it has been shown that stecalation can also be achieved with other

elements like oxygen [53], lithium [54,55], germami [56], silicon [57], gold [58], etc.
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Fig. 1.9 Side views for thé+/3 buffer layer before and after hydrogen intercatati(a) Before

intercalation, the+/3 buffer layer bonds to the substrate. (b) Afteeinalation, theé/3 buffer layer
decouples and becomes a graphene layer.

Sheets of graphene are known to stack in a nunfb@aygs to produce graphite. The three
most common stacking arrangements are: hexagomeh or stacking, Bernal or AB... stacking,
and rhombohedral or ABC... stacking [17], as showrrign 1.10. The lowest energy stacking
and most abundant form (80%) in single crystal bitapis Bernal stacking [17]. The Bernal
stacking is formed by stacking two graphene shepttop of each other and rotating one 60°
relative to the other about a z axis (in tha@irection through any atom) [17]. Charrigral. used
STM to demonstrate that graphene layers formed rnealing the Si-face have the Bernal
stacked structure [59]. The Bernal stacked stredsialso confirmed by theoretical calculations.
Ohtaet al. calculated the expected band structure for bilaygayer, and quadlayer graphene
for both Bernal and rhombohedral stacking. By conmggathe band structure predictions to band
structure measurements obtained by ARPES on sampigsred in UHV, they showed that
multilayer graphene grown on the Si-face is Bestatked [60].
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O
AA Stackmg AB Stacking ABC Stacking
Fig. 1.10 Structure of graphite in different staxtkarrangements. Unit cells are shown as shaded.qe
Hexagonal AA... stacking. (b) Bernal AB... stackingl Rhombohedral ABC... stacking. From Ref. 17.

As mentioned in Section 1.3.3, substrates are Iggnireetched before graphene formation
and the hydrogen etching process produces a uniéoray of steps and terraces on the surface.
When thin graphene (1-3ML) forms on the surface, rttorphology of graphene shows vestiges
of the original substrate step and terrace straectline terrace width are up to several hundred
nm in extent and the step heights reported ranged 0.25 to 0.75 nm (this is variable with
reports) [17,38,39,40,45]. At higher annealing temapure near 1350 °C, the steps undergo
considerable motion and the ordered step-terraeg ao longer exists. The surface transforms
into one with quite large>0 pum) terraces separated by step bunches [3%{ddition, it has
been demonstrated by STM that graphene coverddpe kke a carpet [45,61].

However, despite these somewhat ideal aspecteauitiace structure, graphene formed on
the Si-face in vacuum 3ot so ideal, with surface pits forming naturally twe surface [62] and
some variation in graphene thickness occurring ¢hversurface. We found that, for graphene
thicknesses less than or equal to 2 ML, the uniityrraf the graphene is rather poor. The
nonuniformity in the film thickness appears to Ioeigherent property of the vacuum formation,
and our results are similar to those reported hgrogroups [17,62,63,64]. Annealing at elevated
temperatures and/or increased times leads to gnaafermity in the surface morphology, albeit
with an increase in the average thickness. Sométsesre published in Ref. 39, where nearly

layer-by-layer growth of the graphene is foundtfocknesses greater than about 2 ML.

Uniform coverage of thinner films, e.g. single M§,very difficult to achieve by annealing

in vacuum. However, it was shown that the use o&mgon inert-gas environment during the
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annealing greatly improved the morphology of graggh81], since the collisions between the
desorbed Si atoms and the argon atoms will refleztSi atoms back to the surface [65], thus
effectively increases the Si partial pressure tigarsurface. The higher Si partial pressure leads
to higher graphitization temperature. And this leigtemperature enables reconstruction of the
surface to be completed before graphene growth iacgtases carbon diffusion distances.
Emtsevet al. used 100 — 900 Torr argon pressures and tempesatd 1500 — 2000 °C and
found improved morphology over UHV results excemt the lowest pressure used [31]. We
have produced graphene in one atmosphere of aagdnour results are consistent with those of
Emtsevet. al. [39,41]. Our results will be discussed in detailhapter 3.

Aside from improved morphology, the structure ohmgjtene grown under Ar is similar to
that of the samples prepared in vacuum. Em#teal. reported that the X-ray photoelectron
spectroscopy (XPS) spectra for graphene films pegpe Ar contain the same interface peak as
report for UHV [31,66]. In addition, LEED patterrier argon-prepared samples show the
diffraction spots consistent with thé/3 reconstruction and in which the graphene film is
epitaxial and rotated 30° with respect to the Sifide [31]. In general, the electron mobility for
argon-prepared samples was increased and the dtage density was decreased as compared
to vacuum-prepared samples. Tedesco et al. repihread sample grown at 1600 °C for 120 min
in 100 Torr Ar has the best 77 K mobility of 2647 s [67].

The use of disilane can also increase the Si pamté&ssure in the chamber, since disilane
(Si,He) decomposes into Si and H on the surface at heghperature [85]. We have found
improvement in the morphology of graphene producedisilane, as discussed in Chapters 3
and 4.

1.3.5 Epitaxial graphene on the C-face

Similar to graphene growth on the Si-face, graphem® be grown on the C-face using the
previously described surface preparation recipes amealing processes. However, graphene
prepared on the C-face is quite different from tiatthe Si-face in many aspects. The growth
rate of graphene on the C-face is over an ordenafnitude faster than that on the Si-face
[42,40]. For UHV preparation, areas of graphenérwitnstant thickness on the Si-face extend

laterally over many microns or more. In contralsg domain size on the C-face is up to only a
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micron or so, much smaller as compared to thathen Si-face. Importantly, the thickness
variation between domains on the C-face is larpantthat on the Si-face. For an average
thickness of 4 ML, the thinnest and thickest region the C-face differ by 5 ML, while on the
Si-face the variation in thickness over the suriademited to 1 ML [40]. Thus, graphene is seen
to form in a 3-dimensional manner on the C-facegn@hs it forms in a layer-by-layer manner on
the Si-face [40]. Tedescet al. also reported similar results for the C-faceemahg to the
growth mechanism on C-face graphene as island atimteand coalescence [68]. Creetlal.
explored growth conditions from 1250 °C to 1450&t@ found “granular” morphology for low
temperatures and increased grain sizes at 1450r%@€uum-prepared graphene [69]. We have
seen similar morphology in our lab, and we attehilese areas of the surface to the presence of
nanocrystalline graphite (NCG) [70,71]. We beli¢kat this formation of the NCG is related to
the inhomogeneous nucleation of graphene. Camtaal discussed both intrinsic and extrinsic
graphene formation. Their extrinsic graphene forman ordered manner, whereas we found
disordered NCG, but the growth temperature empldyeGamaraet al. are considerable higher

than ours and we believe that the higher temperaiould account for this difference [72,73,74].

These differences in the growth modes for the tao®$ is surely influenced by the different
temperatures used in the two cases in vacuum, dld&i@ °C for the C-face but 1300 °C for the
Si-face. Another contributing factor is the diffetenterface structures for the two faces: a
6v/3 x 6+/3 — R30° interface layer forms between Si-face SiC and dgtaphene, acting as a
template for the formation of graphene, as disaigsehe previous section, whereas on the C-
face there ar@ x 3 and(2 x 2). structures that variously occur but do not seenadb as
templates (This difference in interface structutigely affects the formation temperatures
themselves [41]). The subscript “C” on thex 2 label denotes that this reconstruction is more

carbon rich than a differe@tx 2 structure that occurs on the same surface.

When the C-face is heated in vacuum, it undergeeyg different surface reconstructions
than the Si-face. Wide-area LEED patterns obtafn@u various C-face surfaces are shown in
Fig. 1.11. From a surface following H-etching, Flgll(a), a X 1 pattern is obtained, together
with weak+/3 x V3 — R30° spots arising from residual oxidation of the soef§75]. When the
sample was further heated in vacuum at 1330for 15 min, graphene formation began. As

shown in Fig. 1.11(b), weak graphene streaks ahea & pattern from the C-face reconstruction
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are seen [32,40,76,77]. Some groups reported s€@ing2). in addition to the3 x 3
reconstruction [78,79,80], as mentioned in the ey paragraph. Further heating the sample
another 30 min results in multilayer-graphene,res in Fig. 1.11(c). The multilayer-graphene
displays predominantly graphene streaks. Thesehgrepstreaks indicate that graphene layers
on the C-face do not stack in the Bernal mannet,réther, considerable rotational disorder
occurs [42,79]. Significantly, it was demonstrated Hasset al. that this disorder produces a
band structure (even for these multilayer filmsattitlosely resembles that of single-layer
graphene [28]. Hence these multilayer films on @xéace can properly be called multilayer-
graphene, rather than graphite. It should be ndtived, the graphene layers are not totally
disordered, because a strong intensity modulationthe streaks indicates that there are
preferential rotational angles. This disorderedpbesme is sometimes referred to as turbostratic

graphene [81].

(a) ; (b) (c) p——

e Sic

b,

~graphene graphene

Fig. 1.11 LEED patterns acquired at 100 eV from @éace: (a) following H-etching, (b) following
heating in vacuum at 1130 °C for 15 min, (c) follogvheating in vacuum at 1130 °C for another 30. min
The black lines in (c) indicate a 60° angular range

An STM study found that th€ x 2). and3 x 3 structure survive also at the interface
between graphene and SiC (i.e. in analogy to&k8 layer for the Si-face) [32,76,77]. Even so,
it is not expected that th@ x 2). or3 x 3 structure would act as a template for subsequent
graphene formation, since there is no simple cdemie between their unit cell size and that of

graphene. Thé2 x 2). structure is known to consist of 1/4 ML Si adatoars the surface
[82,83]. Side views of th&2 x 2), and3 x 3 structures are shown in Fig. 1.12.
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Fig. 1.12 Side views for (a) thi@& x 2). and (b) the x 3 interface structures. ThH@ x 2). and3 x 3
structures, which appear on a bare SiC surfacejveuwhen graphene forms on the surface. These
reconstructions interact only weakly with the grapé, so they do not constitute a good template for
producing rotational alignment of subsequent graphayers.

For both thg2 x 2). surface and tha x 3 surface, it was found by Hiebel al. by STM
that graphene forms simply on top of the recongtdisurface, i.e. in the sense of a carpet
covering the surface [76]. Emtsetal. reported that the XPS C 1s core levels show twdy
peaks, one of which is attributed to the SiC bulll ¢he other is attributed to the graphene [32].
Both ¢ and = bands are noted by ARPES measurements and SiC Haullls are almost
completely attenuated with nearly a monolayer ofecage. The observed lack of perturbations
of the spectra of graphene from the substrate @aplieak coupling between the graphene and
the underlying(2 x 2), and/or3 x 3 surface [32]. Transmission electron microcopy (TEM
studies [84] and STM studies [76,77] from some groalso suggested weak interaction between

graphene and th@ x 2). surface or th8 x 3 surface.

The dependence of C-face graphene/SiC interfagetstes on preparation conditions will
be discussed in detail in chapter 4. Particulanygi-rich environments, utilizing either disilane
at pressure of ~I0Torr or cryogenically purified neon at 1 atm press we observed a new
interface structure with'43 x /43 — R + 7.6° symmetry, not seen in vacuum-prepared C-face
samples. When this new interface structure is ardli the surface changes to that of a graphene
layer on top of a $D; silicate layer. It is also noteworthy that thepgirane layer thus formed
has a much larger grain size than for grapheneailgiformed on th€2 x 2). or the 3 x 3

surfaces.

As discussed in the previous section, independemtira@ over temperature and Si

sublimation can be achieved, either by performiagtimg in an inert atmosphere such as argon
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or using a Si-containing environment such as disilgs6,85]. These techniques have improved
the morphology of graphene films on the Si-facet fr the C-face a similar level of
improvement hasot been obtained. Whereas heating the Si-face innaiggéound to improve
the quality of single-layer graphene, heating tha€2 in argon produces relativehyck islands

of multilayer graphene due to unintentional oxidatof the C-face in the argon environment.
This unintentional oxidation of the C-face will loéscussed in detail in Chapter 3. Graphene

formed on the C-face in other Si-rich environmemitsalso be discussed in detail in Chapter 3.
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Chapter 2

Experimental Setup
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2.1 Graphene Prepar ation and Char acterization System

We produce graphene by heating SiC at high tempest(>1000 °C) under different
environments, such as vacuum, 1 atm argon, 1 atm,me 5 x 10 Torr of disilane. Graphene
samples are prepared in a custom-built ultra-higtuum (UHV) system, with a base pressure of
1 x 10° Torr, pumped by scroll pumps, turbo pumps, an@arpump. As shown in Fig. 2.1, the
whole system has two parts. The right-hand sideetystem is a graphene preparation chamber.
It is a double-walled chamber. Liquid,Nan flow between the walls to cryogenically purify
neon gas filled into the chamber. The left-hande sodl the system is a LEED measurement
chamber, in which we can do situ LEED measurements. A dedicated manipulator ist baiil

pick up samples inside the chambers and trandpam between the two chambers.

4™ Preparation
‘ ¥
_ hamber [ °
G "Wl A
> .4‘-,.: A /s

T:ig. 2.1 Grf)'hene preparation and LEED meaurea}emm.

| designed and built the system; it is the “secaetheration” of graphene preparation
systems in our group. There are several advantagéss new system. First of all, we can itio
situ LEED measurements. With such measurements, westcaly surface reconstructions at
every stage of graphitization, i.e., we can do LEBBasurements after an annealing and then
transport the sample back to the preparation pattperform further graphitization. All these
procedures are performed inside the same systerthatove avoid contamination from air.

Secondly, gas introduction procedures are redegjgmethat fewer contaminants can go into the
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system when we are filling the chamber with gabesally, the preparation chamber is a double-
walled chamber. We can obtain a very clean inestagavironment by flowing liquid Nbetween
the walls of the double-walled chamber. With thesvnsystem, samples were produced for my
own studies, for some other group members, andcexternal collaborators [86,87,88]. In all
cases, it was possible to obtain much cleaner aock rmonvenient LEED observations for
characterizing the graphene formation than in trevipus system (where LEED observation

required transferring the sample through air te@asate vacuum system).

The heating is accomplished by using a graphiip.stthe material used to fabricate the
graphite heater strip is semiconductor grade gtagitoduced by Poco Graphite (some material
other than graphite could in principle be employedthe heater, but graphite turns out to be
guite robust even at the high temperatures thatugect it to). No measurable contamination is
found to be emitted from the graphite heater dugnaphitization. As shown in Fig. 2.2, the
graphite heater has a bow-tie shape, with a nanmeek of 0.8 inch length and 0.55 inch width.
The graphite heater is mounted on two large copf@mps at the ends of the graphite heater.
Two thick water-cooled copper feedthroughs are usdgdhnsmit current and prevent melting of
the copper clamps from high temperature. Currensuigplied by a transformer capable of
supplying up to 250 A. The heater strip is foundbéoquite robust; it can survive tens of heating

cycles before breaking.

Fig. 2.2 Top view of the graphene preparatio chenmh bow-tie shaped graphite heater is in the feidd
of the chamber, and the sample is placed on thdlenaf the heater.
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Most of our experiments were performed on nominaltyaxis, n-type 6H-SIC or semi-
insulating 4H-SIiC wafers purchased from Cree Compth no apparent differences between
results for the two types of wafers. The wafers been mechanically polished and they are epi-
ready (i.e. with chemical-mechanical polishing)heit on the(0001) surface or thg0001)
surface. The wafers were cut into 1 x 1°’camples. To remove polishing damage, the samples
were cleaned by hydrogen etching or annealingsitadie. Hydrogen etching is performed using
99.9995% purity hydrogen with a flow rate of 10 lamd at a temperature of 1600 °C for 3 min
[89]. Cleaning using disilane is performed by hegtihe samples in 5 x £0rorr of disilane at
850 °C for 5 min. For making graphene in vacuune, ¢thamber is being pumped until the
pressure reaches 1 x 3 orr, and the annealing to form graphene is therfopmed. For
making graphene in an argon environment, all theegaconnected to the preparation chamber
are quickly closed to isolate the chamber whes &till under vacuum. Argon gas is filled into
the chamber, and then a vent valve is openedthtgoressure inside is a little higher than 1 atm.
When argon gas is slowly flowing through the chamiiee heating to form graphene is then
performed. Making graphene in neon environment tisessame procedure as that for argon,
except that liquid MNis flowing between the walls of the preparatiomamiber during annealing.
For making graphene in disilane, disilane gadledfinto the chamber through a leak valve. The
chamber is still being pumped during annealingigil@he, and the pressure inside is controlled

by the leak valve. The pressure we used for disimvironment is up to about 4 x“1Torr.

Temperature is measured using a disappearing filarpgrometer. The pyrometer is
directed at the sample. Since the sample is traespat is mainly the heater strip that is seen.
There is a large discrepancy between the heatgreteture and the actual sample temperature,
especially for the case of vacuum. Some experimbate been performed by other group
members to evaluate these discrepancies. Normadlyyse correction factors of 450 °C and 350
°C for semi-insulating samples and conducting sesplespectively, for the cases of vacuum
and disilane. A correction factor of 150 °C is ugadl atm argon and neon environments (the
presence of the gases leads to better thermalatdrgtween the heater and the sample in these

cases).
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2.2 Low-energy electron diffraction (LEED)

LEED is a technique for determination of surfaceidures of crystalline materials [90]. In
LEED measurements, a beam of low-energy electrotisel range of 10 to 300 eV is incident on
the surface and the elastically backscattered relestgive rise to diffraction spots on a

fluorescent screen [90].
LEED may be used in one of two ways:

(1) Qualitatively, by recording and analyzing diétion patterns, LEED can be used to
study the symmetry of surface structures, sincalitfiaction patterns correspond to the surface
reciprocal lattice [91]. Similarly, in the presenckadsorbates, LEED diffraction patterns may
also reveal information about the size, symmetny @tational alignment of the adsorbate unit

cell with respect to the substrate unit cell [91].

(2) Quantitatively, LEED can be used to determirecise atomic positions on the surface.
The intensities of diffracted beams are recordea famction of incident electron beam energy to
generate the so calldeV curves.I-V curves are then calculated theoretically for saveral
atom arrangements. By comparing the experimentdl the theoretical-V curves, accurate

information on atomic positions on the surface lsamevealed.

LEED measurements should be performed in an UHWeBysn order to keep the studied
sample clean. The sample itself must be a singigtarwith a well-ordered surface structure in
order to generate distinguishable spots in a difiva pattern. A typical LEED apparatus is
shown in Fig. 2.3. Monochromatic electrons are tdiby an electron gun. The electrons are
accelerated and focused into a beam, typically ool to 0.5 mm wide, by a series of
electrodes serving as electron lenses. The electinoident on the sample surface are
backscattered both elastically and inelasticaliyt & me energy-filtering grids placed in front of
the fluorescent screen are employed to screenheutnelastically scattered electrons, so that

only the elastically scattered electrons are deteby the florescent screen.
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Fig. 2.3 A typical LEED apparatus. It contains anpke holder, an electron gun and a display system
having a hemispherical fluorescent screen and someentric grids.

2.2.1 LEED Patterns

The high surface sensitivity of LEED is due to faet that low-energy electrons interact with
solid and electrons very strongly. Upon penetrasirggystal, the intensity of the primary electron
beam decays exponentially [92]. This effectiveratiegion means that only a few atomic layers
are sampled by the electron beam and as a consmqtiea contribution of deeper atoms to

diffraction progressively decreases [92].

Because most of the electrons detected by theefigent screen are elastically scattered

from the surface, kinematic theory with only onatsering event is sufficient for qualitatively
explaining LEED patterns. For an incident electlmam with wave vectd?t)0 = 2r /1 and

scattered electrons with wave veckdr= 2m/A, the conditions for constructive interference are

given by the Laue conditions
E, - EO = 5,

whereG is a vector of the reciprocal lattice.
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Since only the first few atomic layers contributethe diffraction, there are no diffraction
conditions in the direction perpendicular to thengke surface. As a consequence, the Laue

conditions reduce to a 2D form:
Ky = kjj = ky = Gy,
i.e. the scattering vector component parallel t® shrface IZ’)“ = E(l — EH) must equal to the

vector of the 2D surface reciprocal Iattﬁ:ﬁa It is apparent that the pattern observed on the

fluorescent screen is a direct picture of the mecal lattice of the surface.

The Laue conditions can readily be visualized usihg well-known Ewald’'s sphere
construction. In order to extend the Ewald congtoancto a 2D problem, we must relax the
restriction of the third Laue equation (perpendicub the surface). This is done by attributing to
every 2D reciprocal lattice poilik, k) a rod normal to the surface. In a 3D problem we us
discrete reciprocal lattice points in the third dimsion rather than rods; the rods in the 2D

problem can be considered as regions where thegroeall lattice points are infinitely dense.

As shown in Fig. 2.4, the possible elastically srad beam&’ can be obtained by the
following procedures. According to the experimenggometry, the wave vectd?r0 of the
incident electron beam is positioned with its entha (0,0) reciprocal lattice point. The Ewald’s
sphere with radiu§0| is then drawn with its origin at the beginningtioé incident wave vector.
As shown in Fig. 2.4, the conditidﬂ = 5” is fulfilled for every point at which the sphere
crosses a rod. By constructing every wave vectgmipeng at the origin and terminating at an
intersection between a rod and the sphere, werpbiai diffraction pattern for the surface. The

loss of the third Laue condition in our 2D problemsures a LEED pattern for every scattering

geometry and electron energy [91].
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Fig. 2.4 Ewald sphere construction in two dimensidrhe dots are reciprocal lattice points on théase
indexed by their coordinates. The rods representiegc, values of the reciprocal lattice are drawn
perpendicularly to the surface for each latticenpdihe spots detected by the fluorescent screx=fram
the intersections between the rods and the sphbus. the diffraction pattern is a map of everypental
lattice point on the surface.

2.2.2 LEED for guantitative structure determination

From the discussion of the previous section, itmseéhat the intensities of spots in diffraction
pattern will not change as a function of energywieer, that discussion is exact only in the
limit of scattering from a true 2D network of atan¥his approximation is good enough to
gualitatively interpret LEED patterns; however, doantitatively understand the intensities of
scattered electron beam, we need to consider etestrattering processes in more detail. In a
real LEED experiment, electrons do penetrate adeatomic layers into the crystal. The higher
the energy of incident electron beam, the morertayd the crystal the electron beam can
penetrate, and the third Laue condition (perperdicio the surface) becomes more and more
important. Experimentally, the intensity of a pautar spot depends on the energy of the incident

electron beam.

These modulations of the intensities of the Bragfiections with respect to the incident
electron energy can also be visualized by the Ewaltstruction. However, in this case, rods
perpendicular to the surface have thicker or thinmgions. A Ewald construction for the
intermediate situation where periodicity perpentdicio the surface enters the problem to a
certain extent is shown in Fig. 2.5. When the Evwsgdbere crosses a thicker region of the rods,
the corresponding Bragg spot has stronger intensitgreas thinner regions give rise to weaker

spots [91]. Changing the energy of the incidenttebm beam is like changing the radius of the
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Ewald sphere. So, when we change the energy ahtigent electron beam, the Ewald sphere
passes successively through thicker and thinneonmegof the rods, and the intensity of a
particular Bragg spot varies periodically [91]. Ttesulting curves of the spot intensities as a

function of the electron energy are called curves.

Il

(3.0) (Z0) (1L0) (0,0) (L,0) (2,0) (3,0)
Fig. 2.5 Ewald sphere construction for a quasi-2Hase lattice. The thicker regions of the rodseri
from the third Laue condition which cannot be coetgll neglected. When the Ewald sphere crosses a
thicker region of the rods, the corresponding Braggt has stronger intensity, whereas thinner nsgio
give rise to weaker spots [91].
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[-V curves contain much more information about surfatactures than simple LEED
patterns. Analyzing theV curves can reveal accurate crystallographic inftonabout a given
surface [93]. However, since multiple-scatterinfgets in LEED are strong, there is no general
method to extract the desired information direétym thel-V curves [93]. Instead, the exact
atomic configuration of a surface can only be deieed by a trial and error process, where
computer-calculated spectra for many plausible sodé the surface are compared to the
experimental-V curves. From an initial reference structure, aoéétial structures is created by
varying the model parameters. The parameters amgaig routinely, and the comparisons keep

going until an optimal agreement between the catedland experimentkV curves is achieved.

The agreement between the experimental and the wemgalculatedl-V curves is
characterized by a reliability factor (Bfactor). A commonly used reliability factor is tlo@e

proposed by Pendry [94]. It is expressed in terfrieelogarithmic derivative of the intensity

_ 1 diE)
L(E) = I(E) dE '’
where the intensity is expressed as a sum of essefiLorentzian peaks= Zw_;ﬁ [94].
] oi
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TheR-factor is then calculated as:
R = (Zg f(Ygth - Ygexpt)sz)/(Zg f(ngth + ngexpt)dE)i

whereY (E) = L™Y/(L™2 + V%) andV,; is the imaginary part of the electron self-engj@4j. In
generally,R, < 0.2 is considered as a good agreem@pt= 0.3 is considered mediocre and

R, = 0.5 is considered as a poor agreement [94].

[-V curves are typically calculated by dynamic LEEDcugktions, with a muffin tin
potential model [95]. However, it is not practical calculate every trial-V curves by
conventional full dynamic LEED calculations, sintee time needed to compute the electron
wave diffracted from a surface scales essentiadlyNa with N the number of independent
scattering centers in the unit cell [93]. For sysewith many atoms in a unit cell and a large

parameter space, the computational time becomesisant.

Tensor LEED was developed to reduce the computdtiome by avoiding full LEED
calculations for each trial structure. It is based the idea that, since low energy electron
diffraction from a surface is governed by multigieattering, a small modification of a given
reference surface structure will only cause a srob#inge in the diffracted electron wave
functions and may be treated as a perturbation.[96& time needed for calculating the
perturbations scales only linearly with the numbgatoms. So, once the wave function for a
reference surface is calculated by a full dynamiED calculation, the wave functions of

geometrically similar surfaces are deduced by dalitiyg approximate amplitude changes.

To summarize, the process of obtaining accuratstatggraphic information of a surface
by LEED is as follows: (1)-V curves are measured experimentally from the difioa patterns
of the surface under investigation. (2) A referersceface is defined, anttV curves are
calculated by the full dynamic LEED calculation3) I-V curves from small modifications of the
reference surface are calculated by the Tensor L&kidoximation, an&-factors are calculated
for each trial structures. (4) Steps 2 and 3 arfopaed iteratively until a satisfactoR:factor is
obtained. The Erlangen Tensor LEED package [93]) wislight modification by us, is used for

the calculations in my studies.
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2.3 Low-energy electron microscopy (LEEM)

2.3.1 LEEM instrumentation

LEEM is a surface science technique invented bytHBauer in 1962, and then fully developed
by Ernst Bauer and Wolfgang Telieps in 1985. LEEdsielastically backscattered electrons to
image atomically clean surfaces and thin films. Duehe large electron backscattering cross
section of most materials, LEEM is an ideal techri¢p image surface dynamic processes such
as surface reconstructions, epitaxial growth, sigpamics, etc. LEEM is a true imaging
technique, as opposed to scanning techniquest &ag a high spatial resolution of about 10 nm
[97,98,99].

The LEEM setup in our lab is a commercial LEEMdfparatus built by Elmitec, as shown
in Fig. 2.6. It consists of (from left to right iRig. 2.6): (1) Electron gun, used to generate
electrons by thermionic emission from a source(&p Condenser lenses (CL), used to focus and
manipulate electrons leaving the electron gun. tEdetagnetic quadruple electron lenses are
used, the number of which depends on how muchutsoland focusing flexibility the designer
wishes. (3) lllumination aperture, used to conth@ area of a sample which is illuminated. (4)
Magnetic beam separator, used to separate theindtimg and imaging electron beams. The
imaging electron beam scattered from the samptieitected by the separator to the imaging
column on the right. (5) Objective lens, used torf@ real image of the sample. The uniformity
of the electrostatic field between the objectivesl@and sample determines most of the LEEM
performance. (6) Contrast aperture, located incdrger of imaging column. An image of the
diffraction pattern is created by the objectivesleand the contrast aperture can be used to
choose the desired spot to image. (7) Illuminataptics, used to magnify the image or
diffraction pattern and project it onto the imagiplgte or screen. (8) Imaging plate or screen,

used to image the electron intensity.
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Fig. 2.6 LEEM setup and ray diagram. From Ref. 100.

In LEEM, a beam of high energy electrons (10-20keY)itted by the electron gun, are
focused at the back focal plane of the objectives lby the condenser lenses. The high energy
electrons travel through the objective lens andrbdgcelerating to low energies near the sample
surface because the sample is held at a poteidisé ¢o that of the electron gun. The highly
collimated electron beam impinges normally on t@gle surface, with energy in the range of 0
to few hundred eV. The energy of the electronsdieici on the surface is varied by adjusting a
bias voltage between the sample and the electranwese low-energy electrons interact with
the sample and are back scattered elastically ftoen sample surface. The backscattered
electrons are then reaccelerated through the olget#ns, and are reflected to the imaging
column by the beam separator. The objective leadymes a magnified image of the sample in
the beam separator, which is further magnified byesal additional lenses in the imaging
column. This image is projected onto an imagingeder with microchannel plate and

phosphorous screen, and finally acquired by a céenmontrolled CCD camera [97,98,101].

Besides the real space imaging, LEEM can be usad &ED. An illumination aperture can
be inserted just before the objective lens. Thisrtape blocks out a fraction of the incoming
beam, allowing only a certain area of the samplddoilluminated. The diffraction pattern
formed on the channel plate will only arise frore #pecifically illuminated area of the sample,
so that we can obtain diffraction patterns from aalected region on the sample. This is called

micro-diffraction (L-LEED) and we make use of tbépability to study graphene films.
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Prior to LEEM measurement, samples are outgassedtamperature of 700 °C. For the
alignment of illumination and imaging columns, st better to get started with photoelectron
emission microscopy (PEEM) since it allows us taknvan a wide area of the sample. In order to
get a good intensity in PEEM, lead (Pb) is depdstte the sample. Once the alignment is done,
the Pb is removed by heating the sample to a tagipérature (> 1000 °C) for a few minutes.
The LEEM results presented in this thesis are danbright-field mode, in which the (0,0)
diffracted beam is used for imaging. The selecisotione using the contrast apertures in the first
diffraction image. Use of the contrast aperture &lslps in cutting down the secondary emission

and leads to sharp LEEM images, but at the coatrefluction of intensity in the image.

2.3.2 Graphene thickness determination by LEEM

Besides imaging of sample surface, LEEM can alsaded to determine the number of graphene
layers on a surface. As described by Hibmtoal. [102], areas of graphene with different
thickness interact differently with incident elexts, thus producing varying contrast as a
function of electron energy. To illustrate thisamgent from Hibino, a LEEM image obtained for
multilayer graphene on the Si-face is shown in Rig(a), and the intensities of the reflected
electrons as a function of electron energy are showig. 2.7(b), for the specific locations A —
E indicated in Fig. 2.7(a) [39].

Fig. 2.7 (a) LEEM image at an electron-beam enefg®.7 eV with 15 um field of view for Si-face
graphene prepared by heating in vacuum at 132@P@d min. (b) Intensity of the reflected electrons
from different regions marked in (a) as a functidrelectron-beam energy (curves are shifted vélfica
for ease of viewing).
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Hibino et al. calculated the band structure of bulk graphiténgisa first-principles
calculation based on local density functional tiewith ultra-soft pseudo-potentials, as shown
in Fig. 2.8 [102]. The bands circled by the redh#asline in Fig. 2.8(a) are the ones that were
identified by Hibinoet al. to be responsible for the LEEM reflectivity spacof graphene. The
reflectivity in the energy range of 1 to 7 eV, smoim Fig. 2.7(b), arises from this conduction
band [102]. The oscillations in this energy windoan bephenomenologically explained by
guantization of energy levels in the conductionddne to finite thickness of graphene films.
When the energy of the incident electrons matchés ene of the quantized energy levels, the
reflectivity is reduced and a dip occurs in thdemivity curve. Phenomenologically, Hibireb
al. estimated the quantized levels using a tightibipctalculation, in which the molecular
orbitals on the graphite sheets were assumed asig $et [102]. According to Hibira al., for

m-layer-thick film, energy levels are given by:

E=¢-— 2tcos[mn—1],

wheree is the band center energyis the transfer integral ang=1 to m. The bandwidth ist4
which is estimated to be 6.4 eV from the first-pijrbes calculation. Thusmlayer-thick

graphene films thus would producedips in the reflectivity [102].
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Fig. 2.8 (a) The band dispersion relation of bulpipite calculated using the first-principles cédtion,
from Ref. 102. (b) The calculated conduction bantheI-A direction, which corresponds to the region
indicated by the dotted circle in (a).

It should be noted that Hibino did not count té3 buffer layer as a graphene layer.

Recently, by using additional first-principles camgtions, we have obtained a more quantitative
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understanding of the reflectivity minima. The figinciples computations demonstrate that a
free standing-layer graphene slab actually produaes 1 reflectivity minima [103,104,105].
The minima in the reflectivity curves are actuadlysociated with electronic states localized
between the graphene layers (noh the layers, as assumed by Hibigtoal.). These states are
known agsnterlayer states, and they had been identified in earlier studiegraphite [106]. Fon
graphene layers (including the buffer layer), tharen — 1 spaces between them and, hence,
n — 1 interlayer states. Coupling (in a tight-bindingnse) between all the interlayer states then
produces a set of coupled states, and reflectmityima are observed at the energies of these
coupled states, in agreement with experiment. pné¢ation of LEEM reflectivity curves will be

discussed in more detail in Chapter 4.

2.3.3 Data analysis

While taking LEEM data, a sequence of images isnded starting with electron-beam energy
of 0 eV and incrementing it 0.1 eV as we go frone amage to another. As discussed in the
previous section, the reflectivity oscillation etebus to determine local graphene thickness. To
obtain local graphene thickness, we analyze theatefity curves by the following procedure
[40,107,108,109]:

(1) At each pixel a reflectivity curve extendingtlween about 2.0 and 6.5 eV is extracted

from the images.

INTENSITY

15 20 25 30 35 40 45 50 55 60 65
ENERGY (eV)

(2) A quadratic background is subtracted.
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(3) A sinusoidal function with adjustable frequeri@y and phaseq), Asin(wE + @), is fit
to the curve. The process is repeated for all pikethe sequence of images, and a scatterplot of
the phaserss. frequency is constructed. Reflectivity curvesoassted with different number of

monolayers are seen to occupy distinctly differegions in the scatterplot.
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(4) The number of counts in the different regiohshe scatterplot then gives the fraction of

the surface covered with the different integer miayer of graphene. From this we can calculate
the average graphene thickness for a given sarAfde, we can construct a color map of the
local graphene thickness by assigning each pixederimage a specific color associated with the

region that its reflectivity curve falls in [107].

2.4 Atomic for ce microscopy (AFM)

Atomic force microscopy is one of the foremost sodbr imaging solid surfaces, with
demonstrated resolution in the order of a nanomé#eM has the advantage of imaging almost
any type of surface, including polymers, ceramasnposites, glass, and biological samples
[110,111].
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As shown in Fig. 2.9, most AFMs today use a lagamb deflection system, where a laser
beam is reflected from the back of a reflective tibtewer and onto a position-sensitive

photodiode detector.

Detector and Feedback

Electronics

Photodiode

Laser

Cantilever & Tip

Sample

PZT Scanner

Fig. 2.9 Diagram of an atomic force microscope Watker beam deflection system.

AFMs operate by measuring force between the pratiethe sample. The force is not
measured directly, but calculated by measuringd#éfeection of the cantilever and knowing the
stiffness of the cantilever. To acquire images shmple surface, the tip is brought in contact
with the sample. The tip experiences a force frovm atoms on the surface that leads to a
deflection of the cantilever. The deflection isrthreeasured using a laser beam that is reflected
from the cantilever and detected by a positionitgasphotodiode. The tip is positioned with
high resolution by using piezoelectric ceramicsiclrltan expand or contract with a presence of

voltage gradient.

AFM operation is usually described as one of thmemdes, according to the tip-sample

distance and the nature of the tip motion, as shawng. 2.10.
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Fig. 2.10 Force between the tip and the samplefasction of tip-sample separation.

(a) Contact mode is the foremost mode of operatiothis mode, the tip is almost always at
a depth where the overall force is repulsive. As tip is dragged across the surface, it is
deflected as it moves over the surface corrugationcontact mode, the tip is continually
adjusted to maintain a constant force against tinface (constant spring deflection), and then
the surface profile is calculated from the adjustimne vertical sample position needed for this.
However, the resolution in this manner is limitedthe feedback circuit. Sometimes the tip is
allowed to scan without this adjustment, and onasuees only the deflection. This is useful for
small, high-speed atomic resolution scans. Bectngsép is in hard contact with the surface, the
stiffness of the cantilever needs to be less thatdffective spring constant holding atoms

together.

(b) Another commonly used mode is tapping modeckvis also referred to as intermittent-
contact or dynamic force mode. In this mode, thestimple distance is larger than that in the
contact mode and the cantilever is oscillated ar nes resonance frequency. Part of the
oscillation extends into the repulsive regime, Be tip intermittently touches or “taps” the
surface. When the tip comes closer to the surfsttenger interaction between the tip and the
sample cause the amplitude of the oscillation toreese. The height of the tip is continually
adjusted to maintain constant oscillation amplitadethe tip scans over the surface, and these
adjustments are then converted to a surface prdfie advantage of tapping the surface is
improved lateral resolution on soft samples. Sangamage can also be prevented, because

lateral forces such as drag, common in the comacke, are virtually eliminated [112].
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(c) AFMs can also operate in a noncontact modéithmode, a stiff cantilever is oscillated
in the attractive regime. The forces between thatid sample are quite low, in the order of pN.
The detection scheme is based on measuring chémgies resonant frequency or amplitude of

the cantilever.

Most of the AFM work presented in this thesis isielan tapping mode using a Digital
Instruments Nanoscope Ill. The cantilevers used ifoaging are made of Si doped with

antimony.
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Chapter 3

Mor phology of grapheneon SIC prepared in
argon, neon or disilane environment
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For graphene formation in vacuum, the formationgerature is determined by the preferential
sublimation rate for Si as compared with C from Hugface. It has been demonstrated that
independent control over temperature and Si subilbmarate can be achieved, either by
performing the heating in an inert atmosphere sashargon or using a Si-containing
environment such as disilane [31,66,85]. The mdagaical evolution of graphene on the Si- and
C-face of SiC in vacuum or argon has been prewgugsented in a number of papers published
by our group [38,39,40,70]. In this chapter, | prasadditional, new data for graphene prepared
in argon, cryogenically purified neon, or disilane.

3.1 Experimental Methods

Our experiments were performed on nominally on-éxisntentional miscut0.2°),n-type 6H-
SiC or semi-insulating 4H-SiC wafers purchased filoree Corp., with no apparent differences
between results for the two types of wafer. Theemsafwere cut into 1 cm x 1 cm samples.
Samples were chemically cleaned in acetone andametlbefore putting them into the custom
built preparation chamber which uses a graphitp beater for heating the samples. To remove
polishing damage, the samples were heated in €itaén of hydrogen at 1600 °C for 3 min or 5
x 10° Torr of disilane at 850 °C for 5 min.

Before graphitization, the hydrogen is pumped avrayn the chamber until a desired
pressure of 18 Torr is reached. The samples were then eitheretaatder 1 atm of flowing
argon (99.999% purity) or 1 atm of neon. For theparation in neon, the neon was
cryogenically purified by flowing liquid Nbetween the walls of the double-walled chamber. A
vacuum chamber connected to the graphitization blearpermitsn situ LEED measurements,

using a VG Scientific rear-view LEED apparatus.

For quantitative LEED analysis, diffraction spotensities were measured at different
energies in the range of 100 — 300 eV. For a Sifase of specific termination, a single domain
with only one orientation would give rise to a #fiadd symmetric LEED pattern in which the
(1,0) and (0,1) spots have different intensity seSince a six-fold symmetric LEED patterns
are indeed observed, both possible domains wiflerdift orientations, i.e. rotated by°6@ith
respect to each other, are present on the sur§ps. intensities from two rotational domains

were averaged and the resultiny curves were compared to theoretical LEED calooiestiin
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order to retrieve details about atomic arrangeroémterface structures. TheoretidaV/ curves
are calculated by full dynamical LEED calculaticared optimization was carried out by tensor
LEED, using a calculation package from Bletal. [93] The Pendry-factor, R, [94] was used

for comparison between the experimental and cakedllaV curves.

Following graphitization our samples were trangfdrto an Elmitec Il system for LEEM
measurements. Samples were initially outgassed@t°C, and then as part of the alignment
procedure in the LEEM a few ML of Pb were deposibedthe sample to enable photoemission
electron microscopy (since Pb has a relatively Woork function). This Pb was then removed
from the sample by heating it to 1050 °C prior tBBM measurements. During LEEM
measurement, the sample and the electron gun vemteat a potential of -20 kV and LEEM
images were acquired with electrons having eneegyy varying the bias on the sample, in the
range of 0-10 eV. The intensities of the reflectdettrons from different regions of the sample
were measured as a function of the beam energyseTh&EM reflectivity curves show
oscillations, which is associated with the numbérgmaphene layers on the surface. From
sequences of images acquired at energies varyin@.byeV, color-coded maps of graphene
thicknesses were generated using the method dedchib Section 2.3.3. The surface of our
graphene films were also studied by AFM using aitBignstruments Nanoscope Il in tapping

mode.
3.2 Resaults

3.2.1 Argon Environment

Graphene formation on tH&-face of SiC in a vacuum environment has been well salidiy
many groups and is nowadays quite well understblogvever, graphene formed in this manner
is not so ideal. As mentioned in Section 1.3.4, we fimaktfor graphene thicknesses less than or
equal to 2 ML, the uniformity of graphene is ratipeor. Annealing at elevated temperatures
and/or increased times leads to greater uniformityhe surface morphology, albeit with an
increase in the average thickness. Nearly laydepgr growth of graphene is found for
thicknesses greater than about 2 ML (although nthidker graphene is contained in the pits
that are still present on the surface [113,114]).
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Uniform coverage of thinner films, e.g. single Mg,very difficult to achieve by annealing
in vacuum. However, use of an argon inert-gas enwment during annealing permits the use of
higher temperatures for an equivalent thicknesgraphene, since the sublimation rate of Si is
reduced by the argon [31,66]. Higher temperatunes permit a more equilibrium form of the

surface structure, i.e. more uniform thicknessfemd if any, of surface pits.

Figure 3.1 shows results for graphene on the ®-faumed in 1 atm of argon. This sample
is annealed at a temperature=@#70 °C for 15 min. As a result of the argon anngathe steps
undergo considerable motion, and we see in the Aflige in Fig. 3.1(a) large flat terraces
separated by step bunches. A LEEM image of thisosgnacquired at 4.4 eV, is shown in Fig.
3.1(b). As discussed by Hibireb al., the reflectivity of electrons in the range of ¥ €V shows
distinct oscillations arising from the existencedafcrete energy levels in the conduction band of
graphene with wavevectors normal to the surfacehEach state produces a minimum in the
reflectance, and for amlayer thick film there ar@ such minima [102]. Reflectivity curves as a
function of electron-beam energy from areas marked — E are shown in Fig. 3.1(c). The
color-coded map of graphene thickness is showngn31(d), with this surface area having an
average graphene thickness of 1.1 ML. Importanhtlg, thicker regions of graphene are found
near the step bunches. Between the step buncleesyriace is covered by uniform monolayer of
graphene. It should be pointed out that, for tlaigipular sample, the starting wafer has a miscut
of =0.3°, larger than typical for our nominally on-awafers [39]. The larger miscut leads to a
significant number of step bunches forming during graphene formation (consistent with the
report of Virojanadarat al. [115]).

Fig. 3.1 Results for graphene on the Si-face, pegpbay annealing at 1470 °C for 15 min in 1 atm of
argon, producing an average graphene thicknessldfilL. (a) AFM image, displayed using grey scale
range of 16 nm. (b) LEEM image acquired at electseam energy of 4.4 eV. (c) Intensity of the
reflected electrons from different regions markedh) as a function of electron-beam energy. (dpfo
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coded map of local graphene thickness; blue, reldyafiow correspond to 1, 2, and 3 ML of graphene,
respectively. Small white or black crosses marldations of the reflectivity curves.

LEED patterns obtained from Si-face surfaces aosvehn Fig. 3.2, for a surface following
H-etching and for the argon-prepared graphene dilrrig. 3.1. In the former case the pattern
consists of a 1 x 1 arrangement of SiC spots tegethth very weak (1/3,1/3) and (2/3,2/3)
spots associated withv8 x /3 — R30° arrangement that arises from residual oxidatiothef
surface [116]. For the graphitized surface there additional 1 x 1 spots associated with
graphene (rotated 30° relative to the SiC spotg) aatellite 64/3 x 64/3 — R30° spots
surrounding both the primary SiC and graphene sfdisses satellite spots are attributed to the
underlying buffer layer [32,48,117,118,119,120]pbrtantly, these LEED patterns from argon-
prepared samples are almost the same as that fEonum-prepared samples (shown in Fig. 1.7).
The similarity of Fig. 3.2 and Fig. 1.7 illustratdsat graphitization in 1 atm of argon greatly
improves the morphology of graphene while maintairthe structure of graphene on the Si-face.
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Fig. 3.2 LEED patterns acquired at 100 eV from &sief surfaces: (a) following H-etching and (b)
following graphitization, for the sample of Figl13.

Another important quantity to consider with respéztthe monolayer graphene is the
crystallographic grain size [121]. Although the minane on the Si-face maintains essentially
perfect rotational orientation with respect to B (i.e. rotated by 30°), there still may be
translational domain boundaries as well as 18@ftioytal boundaries in the film [122]. Studies
of vacuum-prepared graphene by surface X-ray soadteeveal that graphene on the Si-face has
mean grain size of 40 — 100 nm [59,121,123], whsecan the same scale as (or slightly smaller
than) the morphological disorder of such sample8].[3Ve are not aware of similar

measurements for graphene prepared under argorertNeless, by LEEM, domains on the
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several-um length scale or larger have been obdenvenonolayer graphene films [39,66,115],

which likely represents the grain size for argoaparred graphene.

For the C-face, to increase the formation temperature, one carthie same method of
performing the annealing in argon, as used folSikkce. Unfortunately, this technique is found

not to be successful for the C-face.

We have attempted in eight experimental runs tofthrin graphene on the C-face under 1
atm of argon, using nominally similar preparatianditions £1600 °C for 15 min) each time.
About half of those attempts resulted in nearlygnaphene at all, and the other half produced
very thick (>15 ML) graphene films. However, in twases for samples that displayed no
graphene over most of their surface, there werewai$olated 0.1-mm-sized areas that were

graphitized. These areas are easily visible undepsical microscope [40].

AFM and LEEM studies near the edge of such arealayen in Fig. 3.3. In the AFM image,
Fig. 3.3(a), there are many ridges (white linesatous angles) extending over the surface on
the right and left sides of the image. These festare well known to be characteristic of the
presence of graphene on the surface, and they faose the thermal expansion difference
between graphene and SIiC as the samples are ramdlgd after graphitization [40,124].
However, near the center of the image (to the ragfithe step bunch) no such ridges are seen,

thus suggesting that no graphene is present théte [
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Fig. 3.3 Results of graphene on the C-face, prepayeannealing at 1600 °C for 15 min in 1 atm gjoar;
yielding an average thickness of 3.0 ML of graphéioe this image, including only the areas where
graphene covers the surface). (a) AFM image, disglausing grey scale range of 16 nm. (b) LEEM
image at beam energy of 5.2 eV and with 25 um fiéldew. (c) Intensity of the reflected electrdnsm
different regions marked in (b) as a function afotlon-beam energy and (d) color-coded map of local

graphene thickness. (This data was obtained by Ltnom Prof. Feenstra’s research group) [40].

Fig. 3.3(b) shows a LEEM image acquired at 5.2 aNd reflectivity curves from the

associated sequence of images are shown in Fig).3Gurves C — G correspond to 1 — 5 ML of
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graphene, respectively. Curve C actually has antiaddl shallow minimum, marked by the
dashed line at 6.8 eV, and this same feature i&lywsaen in curve D. A color-coded map of the
graphene thicknesses is shown in Fig. 3.3(d), teaxgean average graphene thickness (over the
area covered by graphene) of 3.0 ML [40].

On the left-hand side of the LEEM image of Fig. (B)3is seen a black region, with
reflectivity given by curve A. The reflectivity seen to be nearly featureless over the range 3 —
10 eV, without the characteristic oscillations ofghene. It should be noted in this regard that,
in addition to the oscillations in the range 2 eV, the reflectivity from graphene also increases
over the energy range 8 — 10 eV because of addltlmand-structure effects [125]. This increase
at higher energies is also not seen for curve A Jdmme reflectivity as in curve A was found
over the vast majority of the surface. Thus, we lsarcertain that the surface, at location A in

Fig. 3.3(b) and over the vast majority of the saamnd not covered with any graphene at all [40].

The reflectivity curve B has a shape never befeenson vacuum-prepared samples. The
origin of this new reflectivity as well as the extminima seen in the curves C and D are
attributed to the existence of an oxidized SiC tagelow the graphene. | will discuss such

reflectivity curves from the C-face in more detailChapter 4.

LEED patterns obtained from areas of the argongrezp samples that daot have any
graphene display clear SiC 1 x 1 spots togetheln V8tx +/3 — R30° spots (the latter vary in
intensity over the surface). In Fig. 3.4, we digpd@e of these patterns and compare it to the 3 x
3 LEED pattern formed by annealing a C-face samplgacuum. The surfaces prepared in
vacuum or argon are clearly very different. We haneasured LEED intensitys energy spectra
(I-V curves) for the/3 x V3 — R30° pattern, as shown in Figs. 3.4(c) and (d). Thestsa
agree very well with the known spectra for a stecgsSpOs) layer on the C-face of SiC [116].
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Fig. 3.4 LEED data acquired from C-face surfaca¥:3(x 3 pattern acquired at 100 eV from a sample
prepared by annealing at 1000 °C in vacuum, wighptimary SiC (1,0) spot indicated; @3 x v/3 —
R30° pattern acquired at 100 eV from a sample preplayeghnealing in 1 atm of argon at 1400 °C, with
the (1,0) and (2/3,2/3) spots indicated; (c) andlftensity vs energy characteristics for the twots
marked in (b).

A quantitative LEED analysis, demonstrating thaB x v/3 — R30° pattern in Fig. 3.4
indeed arises from a silicate {8%) layer on the C-face, are shown in Fig. 3.5. LHEWDcurves
for the various spots of this pattern are shownheysolid line in Figs. 3.5(a) — (e). Also shown
in those panels are the results of the dynamic& . Ealculations, which were carried out using
a model consisting of one layer of silicate,(®) and six layers of SiC bilayer. The geometry
parameters of the fdz;layer are the same as those used by Stirée [116,126]. We note that
their analysis was done for various different stefeerminations of the 6H-SiC surfaces, i.e., S1,
S2, and S3, referring to one, two, or three Si@yeits stacked in cubic manner before the first
orientation change associated with the hexagonakistg. Starkest al. found a best fit between
experiment and theory for a 45%, 40%, and 15% coatigin of S1, S2, and S3 stacking, and we
employ the same combination (no structural parametee given for the S3 stacking by Starke
et al. [116], but we use the same parameters for thed®®in as the S1 domain, i.e., shifted by
one bilayer). The Pendifg-factor for the fit between the theory and the expent in Fig. 3.5 is
0.26, indicating good agreement between the exjeartimh and theoreticatV curves [94]. From
this analysis, we conclude that the residual oxygessent during the argon annealing has
oxidized the SiC surface, thereby inhibiting themation of graphene over the majority of the

surface.
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Fig. 3.5 (a) - (e) Set of experimental LEED spadeinsity spectra (solid lines), together with théicedly
calculated spectra (dashed lines). Spectra aretfiersame sample in Fig. 3.4(b).

However, regarding our interpretation that the akiwh of the C-face surface is inhibiting
the formation of graphene, it should be noted thmatwacuum, the silicate layer is unstable at
temperature above about 1200 °C, at least for ii@c8 [127]. This fact raises the possibility
that the oxidation observed on our argon-prepaaegpte might have occurred while the sample
was cooling down to room temperature, or duringcea#ion of the argon gas. To investigate
this, we have taken a C-face 3 x 3 surface fornyeanmealing in vacuum, exposed it for 10 min
at various temperatures to a 1 atm argon envirohraed measured the resulting LEED pattern.
For room-temperature annealing we find that the DEfttern becomes noticeably dimmer but

that the 3 x 3 spots are still faintly visible; tiace of anw/3 x +/3 — R30° spots are seen. But,
after annealing in the Ar to >1000 °C, i@ x V3 — R30° spots appear. This pattern grows

markedly in intensity as the temperature is in@dat 1200 °C, and then it maintains an
approximately constant intensity as the temperasiri@creased to 1550 °C. For annealing at
1640 °C we find that the surface is graphitizedrawest of its area, although a few regions of
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intensev3 x V3 — R30° remain. Thus, we find that the silicate is stabethe C-face, in the

argon environment, for temperature up to ~1600 °C.

Now, the main conclusion from the data of Figs, 3.3 and 3.5 is clear: this C-face surface,
prepared at high temperatures under 1 atm of aigamvered only in a few areas by graphene,
and there the graphene is many layers thick. Eleesvbn the surface no graphene is present.
The absence of the graphene is attributed to umioteal oxidation of the surface, and this
mechanism would seem to account also for the isignoff the graphene on the C-face reported
by both Camarat al. [73] and Tedescet al. [68]

For the C-face in vacuum we found that it grapbgizasier than the Si-face, indicating a
higher surface energy (i.e. less stable surfacéhefC-face. Now, in argon, we find that the C-
face surface is more resistant to graphitizatieantthe Si-face, indicative of a lower surface
energy for the C-face. The presence of the oxigerlan the C-face surface accounts for this
difference in the surface energies between theuracand argon environments, thus providing
an explanation for the difficulty in graphitizinge C-face in argon. Apparently the C-face is

more sensitive to this type of contamination thathe Si-face.

3.2.2 Purified Neon Environment

As argued in the previous section, graphitizationan argon environment is affected by
unintentional oxidation, especially for the C-faCEhe C-face appears to be more susceptible to
oxidation than the Si-face, which we interpretemts of the difference in structures for the two
surfaces: the terminating layer on the Si-face %Va x 6v/3 — R30° reconstruction, which
apparently has good stability and quite low enemgyereas the C-face is terminated in many
cases with a 2 x 2 or 3 x 3 reconstruction, whigpears to be less stable). Thus, to restrict the
sublimation rate of Si, while simultaneously minomig any unintentional oxidation, it is
necessary to perform heating in a cleaner envirobm&e accomplished this utilizing
cryogenically purified neon at 1 atm pressure. Vaeuum chamber that we use for graphene
preparation is actually a double-walled one. Weavfl@uid nitrogen between these two walls
during the graphene preparation, and in this wayaygen impurities in the neon stick to the
walls of the chamber. (This procedure would notkvmr argon, since the argon itself will

condense at the liquid-nitrogen temperature of .7 K

50



At a test of this purified neon environment, weffiprepared graphene on teface. Figure

3.6 shows results for a Si-face sample preparedelbying at 1630 °C in 1 atm of purified neon
for 20 min. The surface morphology as shown inAR® image of Fig. 3.6(a) consists of step
bunches distributed over the surface, very simadawhat occurs for preparation in argon [40].
The graphene thickness is found to be mainly 1ML for this preparation condition, along
with a few 3 ML areas (likely near the step edgaggin similar to what occurs for argon. LEED
patterns at 100 eV of this surface (not shown) regarly identical to those seen for argon-
prepared graphene, as in Fig. 3.2(b), with intén&® satellite spots surrounding the main SiC
and graphene spots. These similarities betweemarggpared and neon-prepared samples again

confirm that the Si-face is less susceptible talation.

INTENSITY (arb. units)
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Fig. 3.6 Results for graphene on the Si-face, pezbly annealing at 1600 °C for 20 min in 1 atmexdn.
(&) AFM image, displayed with gray scale range oh& (b) LEEM image at beam energy of 3.8 eV. (¢)
Intensity of the reflected electrons from differémtations marked in (b) as a function of electb@am
energy. (d) Color-coded map of local graphene ttésk; the color blue, red, and yellow corresport] to
2, and 3 ML of graphene, respectively.

Graphitization on the&-face in the purified neon environment is then performaadd the
results are shown in Fig. 3.7. Figure 3.7(a) shawsAFM image of the surface. One notable
feature of the result of Fig. 3.7(a) is the netwofkaised (white) lines prominently seen in the
figure. We attribute these ridges to the strainioet features arising from the different thermal
expansion coefficients between graphene and Si§ € emphasized by Hass al., the
presence of such features is an indicator of atsirally ideal graphene film [17]. These ridges
could be seen on most of the sample surface, imdgcthat the graphene films cover most of the
surface uniformly, not as islands sitting on thefae. (These ridges appear somewhat broken
up in some locations, but that effect follows tloars direction of the AFM and is surely an

artifact of the scanning).
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A LEEM image of this sample acquired at 4.0 eVhiewen in Fig 3.7(b). Reflectivity curves
from areas marked B — D in the LEEM image show @t 2 minima, thus demonstrating that the
surface is covered with graphene of 1, 2 or 3 RyeEEM images from other locations of the
sample show similar images, again indicating thastof the sample surface is covered by one
or two layers of graphene, not islands of grapheshappear on the argon-prepared sample. As
compared to the argon-prepared sample in Fig.g8ehhitization in purified neon environment
eliminates the unintentional oxidation, leadinghowner and more uniform graphene films. We
interpret this difference in terms of a cleaneriemment. Our C-face work in argon displayed
ample evidence for the existence of background emyduring the graphene formation, and

apparently the amount of oxygen is substantiallyeloin our purified neon environment.

It is important to note that the reflectivity curgein Fig. 3.7(c) has a shape never before
seen on vacuum-prepared samples [40], demonstridtaiga new structure is present. We have
found that these unique reflectively curves ansenfa newly discovered graphene-like interface
layer on the C-face. The formation of this inteefdayer will be discussed in detail in Chapter 4.

(O R

_ v ‘ ' ENERGY (eV)
Fig. 3.7 Results for graphene on the C-face, pegphy annealing at 1450 °C for 10 min in 1 atmexdm

(a) AFM image, displayed with gray scale range bhin. (b) LEEM image at beam energy of 4.0 eV. (c)
Intensity of the reflected electrons from differémtations marked in (b) as a function of electb@am

energy.

3.2.3 Disllane Environment

As an alternative to the graphene preparationgoraor neon, we have also formed graphene in
disilane on the C-face. The disilane ;t&) used here plays the role of Si source. At the
temperatures and pressures used in our studidandislecomposes on the surface into Si and H.
The advantage of using disilane is that the amotbi@i near the surface could be tuned, since

the disilane gas is introduced into our chambea ligak valve. A low pressure of disilane was
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used here, 5 x T0Torr, but even so the annealing temperature nefmtegraphene formation
was about 100 °C higher than in vacuum and a nmhicmdr film was formed on the surface.
Graphitization using lower disilane pressut8 & 10° Torr) had been performed, but the results
are quite similar to those prepared in vacuum. Jiméace morphology measured by AFM, as
shown in Fig. 3.8(a), again displays raised lirs#sa{n-induced ridges) on the surface, indicating
the presence of structurally ideal graphene filhg].[ An additional feature of our disilane-
prepared samples is that, unlike the case for wvacpteparation, they doot display any
nanocrystalline graphite (NCG) on their surfacepantly the presence of the additional Si on

the surface acts to provide an incorporation meshafor that carbon.

The electron reflectivity curves C and D shown ig.B.8(c) display a minimum near 3.5
eV, similar to that seen for vacuum-prepared fillng, they also contain a minimum near 6.7 eV
which is a new feature. This new feature is evenenmtitensely seen (at 6.4 eV) for surface areas
that do not display any simple oscillations over Z eV, as shown by curves A and B of Fig.
3.8(c). Curves A and B are similar to curve A ig.FB.7(c), which are associated with a
graphene-like interface layer. The formation otmterface layer will be discussed in detail in
Chapter 4. What we can conclude from Fig. 3.8 it thraphitization of the C-face in a
background of disilane leads to thinner and moiium films at disilane pressure of about 5 x
10° Torr. As shown in Fig. 3.8(d), most of the surféageovered by uniform 1 ML of graphene

(blue color).
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Flg 3. 8 Results for graphene on the C- face prephyeannealing in 5 x 10Torr of d|S|Iane at 1276C
for 15 min, producing an average graphene thickn&€€s64 ML. (a) AFM image, displayed using grey
scale range of 3 nm, (b) LEEM image acquired atted@-beam energy of 4.5 eV. (c) Intensity of the
reflected electrons from different regions markedh) as a function of electron-beam energy. (dpzo
coded map of local graphene thickness; blue cooretpto 1 ML of graphene, sitting on top of an
interface layer denoted by white. Small white aadl crosses mark the locations of reflectivity estv
(This data was obtained by Nishtha Srivastava frRvof. Feenstra’s research group.)
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3.3 Discussion

In contrast to the Si-face, the reproducibilityvbeen research groups regarding mode or growth
morphology of graphene on the C-face is somewmaitdd. Work of other groups revealed
either islanding in the initial stages of the Cdapaphene formation, or an apparent inhibition in
the initial growth followed by rapid growth at teematures above some critical temperatures
[68,128]. An important factor for graphene formation the C-face is, we believe, the
cleanliness of the surface (and surrounding enwment). In our group, the presence of a silicate
(SikO3) on the C-face formed under argon is identified b&#sng due to the unintentional
oxidation. A number of the vacuum systems usedtbgragroups for graphene formation under
vacuum have only moderate base pressures (bet@®eantl 10° Torr) [17,68,128]. We believe
that unintentional surface oxidation of the SiC Kng it resistant to graphitization) is a

significant factor in many of the previous reports.

The role of oxygen in our own observations of Cefaygraphene formation is definitely
established by its characteristic signature in ititensity vs. voltage measurements of the
V3 x +/3 — R30° LEED patterns, as shown in Fig. 3.5. Neverthelesdjrect measure of the
partial pressure of oxygen during our argon-prepara procedure is lacking (such a
measurement is difficult in the 1 atm argon enviment). However, we have obtained indirect
information about the presence of oxygen from ttetrhH environment during our H-etching,
with analogous results expected for the argon enwient. To describe these results, we first
note that the normal base pressure in our preparatistem of 5 x IDTorr is sufficiently low
to prevent any significant oxidation of both thef&e and the C-face surfaces, as revealed by
the very faint (1/3,1/3) and (2/3,2/3) spots in.Aig/(a) and Fig. 1.11(a). However, over a certain
period of time we used our system under conditafmeduced pumping speed (when our 150 |/s
main turbo pump was not operating) provided onlyabg0 I/s load-lock pump with the valve to
the load-lock left open. In that case our basespmeswas significantly higher, about 2 x"10
Torr. Under these conditions the outgassing rat¢hefchamber walls was also significantly
higher than usual; if the valve to the load-lockmpuwas closed (i.e. as done just prior to
introducing H or Ar) then the chamber pressure rms@ x 10° Torr within a few seconds,

whereas the rise for our normal operating condtimmmore than an order-of-magnitude less
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than that. Hence, under these conditions of redpoeaping, we have higher than usual oxygen

partial pressures in the 1 atm H or Ar environments

Performing surface cleaning by H-etching under éhesnditions of reduced pumping is

found to vyield relatively intensé3 x v3 —R30° LEED spots on the H-etched surface (not
shown). The (1/3,1/3) spots of those patterns Inate@sity greater than the (1,0) SiC spots, and
even the (2/3,2/3) spots are clearly seen. Intengitsus energy analysis of these spots reveals
that they do indeed arise from an oxidized surfa& Subsequent graphene formation at 1250
°C on this sort of C-face surface yielisgraphene, even though, for a nonoxidized SiC surface
(i.,e. made with our usual higher pumping speedgatihg at the same temperature typically
yields >4ML of graphene. Thus, the influence obaide layer on the surface is established once
again, in agreement with our conclusions for trgoarprepared surfaces. Although we do not
know the actual partial pressure of oxygen in thancber during 1 atm H or Ar procedures, we
do find that, for the conditions of restricted pungpin our preparation chamber, the resulting
oxygen partial pressure is sufficiently high to athe surface oxidation during both the H and

Ar procedures.

For the Si-face, results for purified neon-prepasathples are in good agreement with the
results employing argon, as shown in Fig. 3.1, Bi§, and in our previous reports [40,66]. The
use of neon as compared with argon does not appesggnificantly affect the situation for the
Si-face. But for the C-face, our results using fiedlineon are in contrast to our work in argon:
we find graphene with relatively uniform coverageothe surface using purified neon, whereas
severe islanding of graphene occurred with argoe. ikerpret this difference in terms of a
cleaner environment for the cryogenically purifieglon. Apparently the amount of oxygen is

substantially lower in our neon environment.

When we employ disilane for surface cleaning ratian H, we find that the resulting
LEED patterns from the surface dot reveal any significan¥'3 x /3 — R30° LEED pattern.
This is the case even when restricted pumping efpteparation chamber (i.e. prior to, and
during the disilane cleaning) is employed. We tfoeee suggest that the disilane (or Si) itself
may act to scrub oxygen from the system, e.g. kyfthmation of volatile SiQspecies. This

type of reaction may be significant in systems vattly moderate or low vacuum environment,
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such as the confined-controlled sublimation (CO®gess employed by de Heer and co-workers
[129].

In the CCS process, a small SiC sample is gragkitizhile contained within a graphite
container that is nearly closed except for a simall in its cap [129]. The silicon pressure in the
container during the heating is expected to betankal, estimated at10° Torr [129]. The
resulting quality of the graphene layer appearsbé& quite good, both structurally and
electronically [129]. However, to scale up the msx to larger wafer sizes (and to ensure
reproducibility between graphitization systems)g omould like to perform this process in an
open vacuum system with known partial pressureb@ivarious gaseous constituents. It is this
goal that we have pursued in the work describethim thesis. As mentioned in the previous
paragraph, the chemical role of Si in the environtmaay be a significant one not only for its
impact in reducing the Si sublimation rate, butalsr its possible effect in maintaining an

appropriate (i.e., reduced oxygen content) backgiaas.

3.4 Summary

We have studied the graphene formation on thec®-timder 1 atm of argon or 1 atm of purified
neon. In both cases, as compared to vacuum-preparegles, the samples prepared in argon or
purified neon are found to have much larger domahsniform graphene thickness. For
nominally on-axis Si-face samples, the layer-byetagrowth mode is more firmly established,
with the growth of a single monolayer of graphemerotens or hundreds of microns being
relatively easy to achieve. For graphene prepanethé purified neon, results are in good
agreement with the results employing argon, thailghpurified neon environment provides a
cleaner environment. The graphene formed on tHac®i4s found to be relatively insensitive to
the preparation conditions (unlike the situation flee C-face), with this insensitive perhaps
arising from the6+v/3 reconstruction of the surface forming a stabley-émergy surface

termination.

One the C-face, graphitization occurs at a lowepierature than on the Si-face and so it is
common to get thick (>10 ML) graphene films. To gohthis graphitization and hence achieve
thinner films, we graphitized in 1 atm of argonemtical to the procedure on the Si-face.

However, results on the C-face are quite diffefemin that on the Si-face. Instead of uniform
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layer-by-layer growth as seen on the Si-face wesidesi 3D formation of islands in the initial
stage of graphene formation, with these islandsvigq@ relatively thick 5 ML) before
complete graphene coverage is achieved. We atrithus islanding process to unintentional
oxidation of the C-face in argon, which makes th&ace resistant of graphitization (so that
when the graphitization finally starts, it proceedsry quickly because of the elevated
temperature). In contrast, for the neon-preparddcg-samples, we find graphene with relatively
uniform coverage over the surface. We interpret difference in terms of a cleaner environment.
Our C-face work in argon displayed ample evideraretlie existence of background oxygen
during the graphene formation, and apparently theumt of that oxygen is substantially lower
in our purified neon environment. For the C-facengkes made in disilane we obtain films that

are thinner and have a larger grain size than thagke in vacuum.
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Chapter 4

| nterface Structure for Grapheneon
C-face SIC
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4.1 Introduction

For graphene on SiC, it has been demonstrateséwagraphene layers are formaa on top of
existing ones, but rather, they form iaterface between existing graphene layers and the
underlying substrate [32]. Hence, the starting atefof SiC and the later interface structure

between graphene films and SiC substrate play@atnwle for subsequent graphene formation.

To date the graphene/SiC interface on the Si-facguite well understood: the interface

consists of a graphene-like layer hava@B x 6+/3 — R30° symmetry (denoteéh/3 for short),
which is strongly bonded to the underlying SiC srais [32,48,130,131]. This interface on the
Si-face acts as a “buffer” layer between graphelmesfand SiC substrate and provides a
template for subsequent graphene formation [323481B1]. By the terntuffer layer here, we
mean a layer that has nearly the same structugraggene, but is covalently bonded to the
underlying material and therefore has differentetmic structure than graphene. On the Si-face,
a number of groups have succeeded in forming slagkr graphene, with good reproducibility
between groups [17,31,39,66].

For the C-face, in contrast, the formation of ifdee structures and subsequent graphene
films is found to be more complex than for the &id, for several reasons: (i) there exist more
than one way to form graphene on the surfacemioge than one interface structure that has been
observed between graphene and SiC substratehdiiyttuctural quality of graphene on the C-
face is oftentimes much worse than for the Si-facel (iii) employing an inert gas environment
to improve the quality of graphene on the C-facenae problematic than for the Si-face. The
reason for the latter issue was determined to ee@unintentional oxygen contamination of the
inert gas (Ar), as discussed in Chapter 3.

Despite these complexities, one important aspegtayhene formation on the C-face to be
noted is that several research groups have actaeliieved very good quality graphene on this
surface (better in certain respects than on thfac®), albeit using growth conditions that are not
so well understand [129,132]. Those growths aréopmed with the SiC sample in a confined
space, so that a background Si pressure is formadthe surface, but the accurate value of this
partial pressure is not known. To scale up the geedo larger wafer sizes (and to ensure
reproducibility between graphitization systems)e amould like to perform this process in an

open vacuum system with known partial pressurglefarious gaseous constituents. With this
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goal, the formation of graphene in an open vacuystesm is studied by varying the formation

conditions (sample temperature, T, and siliconsares ;).

In this chapter, we will demonstrate that, indeted, interface between graphene and the C-
face depends on the means of forming graphenefoFmiation in vacuum, we observe3a< 3
interface structure, in agreement with that seemlayy other groups [17,32,76]. At relatively
low Ps; (~5 x 10° Torr), the well-known(2 x 2), interface structure is found, consisting of 1/4
monolayer of Si adatoms on the surface [133,13H¢ Jubscript “C” on th& x 2 label for this
structure denotes that this reconstruction is ncareon rich than a differe@tx 2 structure that
occurs on the same surface, but neverthelessSit (iIsot C) adatoms that terminate this surface.
When graphene is formed by using 80° Torr of disilane (or using 1 atm of purified nepwpe
find a new interface structure withd3 x V43 — R + 7.6° symmetry (denoted43 for short).
This interface structure is somewhat similar toak/@ buffer layer for the Si-face, but with the
supercell for the C-face being rotated by only 27réther than 30 relative to the SiC axes. We
find that this new interface consists of a grapHéwee layer that terminates the SiC crystal,
analogous to thév/3 buffer layer on the Si-face, and hence we alsotiseerm “buffer layer”
to refer to this graphene-like layer on the C-faden thisyv43 structure is oxidized, it changes
to that of a graphene layer on top of aCgisilicate layer. The graphene formed on this new
interface is found to have higher quality than gwaphene typically formed on ti3ex 3 or

(2 x 2), interface.

4.2 Experimental M ethods

Experiments are performed on nominally on-axigype 6H-SIC or semi-insulating 4H-SiC
wafers purchased from Cree Corp., with no appadéferences between results for the two
types of wafers. The graphitization processes ianédas to that described in Chapter 3 (section
3.1).

Characterization by low-energy electron diffractiQpEED) is performedin situ in a
connected ultra-high-vacuum chamber. For quantgattEED analysis, diffraction spot
intensities were measured at different energighenrange of 100 eV to 300 eV. The analysis

procedure is similar to that described in Sectidn After transferring the samples through air,
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further characterization is performed using an Emilll low-energy electron microscope
(LEEM).

4.3 Results

4.3.1 Structural models and preliminary diffraction results

Figure 4.1 shows structural models for the newrfate structure that are the topic of this
chapter: a graphene-like buffer layer on C-face [Fi@s. 4.1(a) and (b)], and the same layer on
a surface which has been oxidized [Figs. 4.1(c) @) The models shown in Fig. 4.1 are
actually the conclusion of the detailed analysithis chapter. However, we introduce them here
in advance of that analysis in order to provide satefiniteness to the structures that we will
discuss. In Fig. 4.1(a), the graphene-like bufégel is the topmost layer of the surface, with a
carbon atom density and arrangement similar todhgtaphene. The term “buffer layer”, which
we denote as “B”, is used in Figs. 4.1(a) and dlreter to this graphene-like layer since it bonds
to the underlying material. Actually, the precisgerface structure between the graphene-like
layer and the SiC is not known, as indicated byltve with question marks in Figs. 4.1(a) and
(b). However, whats known is that the nature of the bonding betweengtaphene-like layer
and the underlying SiC changes as a result of twiaf the surface. As shown in Figs. 4.1(c)
and (d), we find that after oxidation the SiC immimated by a $0; silicate and the graphene-
like layer above that silicate is only weakly bodd® it. Hence, the graphene-like layer is
decoupled from the underlying structure (analogous to whatuss on graphitized Si-face SiC
[50,53,55,56]), and it becomes a regular graphener layech we refer to as 4(with the
subscript “0” referring to the fact that it origiea from the graphene-like buffer layer). The
structures in Figs. 4.1(b) and Fig. 4.1(d) have additional graphene layer on top of the
structures of Figs. 4.1(a) and (c), respectivelg. dgnote this higher-lying graphene layer as G

61



(@ ) 9000000000000 —

0090000900009 i (wric)  SOPERSSPOROOP - (rurrarcitc)

133383881~ 333388881

;_s"'“’“" —SIIlcute
13 daddi- ddad Lo
o @

Fig. 4.1. Schematic view of the proposed modelsafa (b) before oxidation, the graphene-like huffe
layer (denoted as B) bonds to the underlying layieose structure is not yet known; (c) and (d) after
oxidation, the graphene-like layer decouples ambipes a graphene layer (denoted gk & silicate
layer with the form of $S0Ds; appears between this graphene layer and the Si€trate. Additional
graphene layer on top of the graphene-like laydei®mted as G

Figure 4.2(a) shows a LEED pattern acquired fronumoxidized surface, corresponding to
Figs. 4.1(a) and (b). The pattern in Fig. 4.2(ap whtained from a surfage situ immediately
after graphene preparation, which is performedédstihg the sample in%10° Torr of disilane
at 1270°C for 15 min. Weak graphene streaks are visiblagleith the primary SiC spots, as
marked, and a complex arrangement of satellitessfpois around the latter. Analysis of these
spots is shown in Fig. 4.2(a) [135,136]. The pattsn be perfectly indexed using a supercell on
the SiC with edges extending along (6,-1) and (bf7}he SiC 1x 1 cells. In conventional
notation this structure would be expressed as a@xmaith columns (6,-1) and (1,7), and in a
more compact notation we denote this structure/48sx V43 — R + 7.6° (or V43 for short)
with the 7.6° = tan='(v/3/13) being the rotation of the supercell relative tce tiSiC.
Approximately 8 x 8 unit cells of graphene fit withthis supercell (with 2.4% mismatch, using
room temperature lattice constantg=0.3080 nm and g@pnite=0.2464 nm). We interpret this
complex pattern as indicating some distortion & ¢naphene-like layer and/or underlying SiC

layer, due to bonding between the graphene-likerland the SiC [48].

After thisin situ study, the sample was exposed to air severallafgse introduced into the
LEEM chamber. After introduction into the LEEM chien it was outgassed at about 1000 °C
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for several minutes. This procedure causedvVik® pattern to disappear and/a x v3 — R30°
pattern to appear, as shown in Fig. 4.2(b). Theesédnx v/3 — R30° pattern was found on
samples that were exposed to 1 ¥ T®rr pure oxygen (rather than air) while heatiogl600
°C. So, the/3 x v/3 — R30° pattern is an indication of oxidation of the suga

(@ g -7 (b) —

Y

e
* graphene
. % o 7
siC: (7,-1)=[6,1] [8.0]  graphene (2/3,2/3)
Fig. 4.2 LEED patterns obtained at 100 eV from G8¢8001) surfaces: (a) LEED pattern obtainied

situ from a sample heated in 5 x 1orr of disilane at 1270 °C for 15 min, showingamplex LEED
pattern with graphene streaks, (b) LEED patterraiobtd from the same sample after oxidization,

showing a/3 x /3 — R30° pattern.

4.3.2 Detailed study of graphene on unoxidized SIC

Additional information comes from LEEM studies. dnder to do LEEM measurements on the
bare buffer layer (i.e. one that has not been oxidized) prepared a sample and then transferred
it from our graphene preparation chamber to the MEfBamber in a relatively short timel0
min, as opposed to the several hours or more usedtifier samples. Thus, we can study the

buffer layerbefore any oxidation occurs.

Figure 4.3 shows results from this rapid transfésample, prepared by heating ix 30°
Torr of disilane at 1220C for 10 min. The LEEM image at 3.8 eV shown in.Ed(a) consists
predominantly of two types of areas, one with hbrigind the other with dark contrast.
Measurements of the intensities of the reflectezttedns as a function of their energy from
locations marked in Fig. 4.3(a) are shown in Fig(l#). The reflectivity from the dark region
(curves C and D) reveals a single minimum neare¥.7as is typical for single-layer graphene

[102]. The reflectivity from the bright region (m@s A and B) shows behavior that we have
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never observed previously on any C-face or Si-te@ple, and we attribute them to the bare
(unoxidized) buffer layer. Small areas of this agd consist of multilayer graphene, as in curves
E and F, which reveal 2 and 4 ML of graphene, retbgsy.

Additional information is contained in the selectrea LEED (u-LEED) results of Figs.
4.3(c) and (d). These patterns were acquired whluen aperture, at locations centered on the
points A and C in Fig. 4.3(a). The size of thatrayre is slightly larger than the areas of bright
or dark contrast, respectively, surrounding thasiatp, but data with a @gm aperture reveal the
same diffraction spots (albeit with worse signahtose) at these locations and at many other

locations studied on the surface. At all locatiotiee patterns reveal spots with wavevector

magnitude precisely equal to that of graphene.

INTENSITY (arb. units)

Fig. 4.3 Results for graphene on the C-face badgidation. (a) LEEM image at beam energy of 3.8 eV.
(b) Intensity of the reflected electrons from diffiet locations marked in (a). (c) and (dLEED patterns
acquired at 44 eV, using aubn aperture centered at locations A (buffer layed & (1-ML graphene on

buffer layer) in panel (a), respectively.

Based on theu-LEED results, we can be certain that surface siracleading to the

reflectivity curves A and B has the structure adgirene. We also know that it is the bottommost
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graphene layer, i.e. directly in contact with Sfice extensive studies both on this sample and

many other samples reveal only thicker graphem®oaraphene at all.

Immediately after the sample was produced, its LEEDiern acquiredin situ at 100 eV
revealed th&/43 pattern (not shown), the same as that shown in4=&{a). It should be noted
that thev/43 spots that appears in wide-area LEED patternsimchat 100 eV from these
unoxidized samples are not observed in the p-LEE@Rems of Figs. 4.3(c) and (d) acquired in
the LEEM. We attribute this discrepancy to a redusensitivity of those diffraction intensities

in the LEEM measurements, as further discusse@atic 4.4.

4.3.3 Detailed study of graphene on oxidized SIC

After the LEEM measurements reported in Fig. 4h®, $ample was removed from the LEEM
instrument and oxidized by exposing it to air feweral days. This oxidation caused the3
spots to disappear (for other samples, we sometatsesobserve the formation @8 x v/3 —
R30° spots for the oxidized surface, but not for thastigular sample, as further discussed in
Section 4.4). LEEM results from the air-exposedaug are shown in Fig. 4.4. These LEEM
images were not acquired from the same surfacdidéocas in Fig. 4.3 (due to difficulty in
finding the same location), but nevertheless thiasa of Fig. 4.4 was covered predominantly
with areas of two different contrast levels, justfar Fig. 4.3, and we can confidently assign the

two types of areas with the corresponding onesgn4:3.

INTENSTTY (arb. units)

ENERGY (eV)

Fig 4.4 Results for the same sample in Fig. 4&rafxidation. (a) LEEM image at beam energy of 3.8
eV. (b) Intensity of the reflected electrons froiffetent locations marked in (a).
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The areas of bright and dark contrast can be set#reiLEEM image at 3.8 eV displayed in
Fig. 4.4(a), although the dark areas now appedr tmio slightly different contrasts. Reflectivity
curves from these dark regions, curves C and Dgf44(b), reveal single-ML behavior (curve
D) for the darkest contrast and single ML plus ddigonal minimum at 6.9 eV (curve C) for the
slightly lighter contrast areas. The minimum at 6\ is interpreted as forming because of
“decoupling” of the buffer layer that is below tlsngle-ML graphene (i.e., release of the
covalent bonds between the buffer layer and theyidg SiC due to oxidation of the surface).
The reflectivity curves (curves A and B) from thghter-contrast areas reveal a broad maximum
over 2 — 6 eV, along with a minimum near 6.6 eV. &¥gsociate the minima at 6.6 eV for curves
A and B and the one at 6.9 eV for curve C with ghene origin, i.e., some feature arising from
the oxidation of the surface, which persists evéh wne (or more) graphene layer on top of the

buffer layer.

4.3.4 In Situ oxidation

As already discussed, the disilane-prepared sigf@aeh as those shown in Fig. 4.4) are found
to oxidize upon air exposure. To further elucidhis process, we describe experiments in which
the oxidation is performeih situ in the LEEM, thus permitting study offixed surface location
before and after oxidation. Our results are dispiiay Fig. 4.5, acquired from a sample that was
graphitized by heating in 1 atm of purified neoftelawhich it displayed a complex43 LEED
pattern identical to Fig. 4.2(a). The sample wamntkransferred through air into the LEEM,
although rapid transfer was not employed in thisec@the sample was exposed to air for four
days before it was transferred into the LEEM chambe that much of the surface was oxidized.
Nevertheless, some unoxidized areas remained, @anithif sample we were able to study the

same surface location before and after oxidation.

Immediately after introduction of the sample inte EEM, data shown in Figs. 4.5(a) and
(c) were obtained. Curves E and F of Fig. 4.5(q@)articular reveal single-layer graphene on an
unoxidized interface. The surface was then exptsedx 10 L of oxygen with the sample at
~200 °C, after which it was briefly heated to 10@ The surface areas from which the
reflectivity curves E and F were acquired were rfiediby this procedure, producing reflectivity

curves as shown in Fig. 4.5(d). Those curves shiditianal minima near 7.1 eV, similar to
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curve C of Fig. 4.4(b). We thus find that these itoldll minima near 7.1 eV are indeed
associated with oxidation of the interface.

23 (b)

ENERGY (eV) ENERGY (eV)
Fig. 4.5 Results for graphene on the C-face, pegbhy heating in 1 atm of neon at 1450 °C for 10. mi
(@) and (b) LEEM images at 3.1 eV, before and aiftédation of the sample, respectively. (c) and (d)
Reflectivity curves acquired from the circular ar@aarked in (a) and (b), respectively.

For this sample, immediately after the graphenen&tion in our preparation chamber, the
characteristia/43 LEED pattern was observed, as shown in Fig. 4.8(&¢r oxidation of the
surface in the LEEM chamber, thi@3 pattern disappeared and sotf8spots appeared, as seen

in Fig. 4.6(b). This behavior is the same as ferdrsilane-prepared sample shown in Fig. 4.2. u-
LEED measurements of the oxidized surface, Fig&ci#nd (d), reveal spots with wavevector
equal to that of graphene. A significant resulteher that, on the buffer layer, the p-LEED
acquired with a 5 um aperture reveals, in mosts;asdy a single sixfold arrangement of spots,
as seen in Fig. 4.6(c). This result is in conttasthe disilane-prepared buffer layer, in which
multiple orientations of the sixfold pattern aresetved (Fig. 4.3). Thus, the crystallographic

grain size for the neon-prepared graphene is faarzk significantly larger than 5 pum. This is
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the best structural result that we have found te daany of our graphene prepared on the C-

face.

It is also important to note that the orientatidnthee sixfold arrangement of spots in Fig.
4.6(c) is, judging from the 100 eV wide-area LEEE3ult of Fig. 4.6(b), aligned at 30° relative to
the primary (1,0) SiC spots (we further discuss tieisult in Section 4.4 and compare it to that
recently obtained by other workers [129]). Thisutess in contrast to the rotational orientation
of the graphene on top of the buffer, Fig. 4.6{d),which a range of orientation angles is found,
and with this range being centered on the same wziras the SiC spots (i.e., the usual

orientation for C-face graphene [17]).

(a) T (b) gruphene

graphene Sic(2/3,2/3)

Fig. 4.6 (a), (b) LEED patterns at 100 eV, befand after further oxidation of the sample, respetyiv
(c), (d) u-LEED patterns acquired after oxidatiaith a 5 um aperture at 44 eV, from the buffer taye
and multilayer graphene on the buffer, respectively

4.35LEED |-V structure analysis

We would like to learn about the C-face interfat@cures both before and after oxidation, as
characterized by the LEED patterns of Fig. 4.2. Eesv, the LEED pattern for graphene before
oxidation is very complex, being too complicatedpgrmit dynamical LEED-V analysis. For
this reason, we focus on the pattern after oxidatd the sample (Fig. 4.2(b)). We have
measured théV characteristics of the spots in that pattern,hasva by the solid lines in Fig.

4.7. LEED computation results, using a model caimgjf one additional graphene layer on top
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of one silicate (S03) layer and six SiC bilayers, are shown by the dddimes in Fig. 4.7. A
2v/3 x 24/3 — R30 + 6.59° graphene commensurate structure is used for tliicahl graphene
layer. The structure of the silicate layer is thene as that used by Stamteal. [116], although

we employ only the S3 stacking termination sincefind that that produces the best fit with
experiment (various terminations including fracabamounts of S1 and S2 have been tested,
with the best fit obtained using >70% S3 terminatioThe graphene layer has initially a
specified separation from the silicate, and theisarcoordinates of the graphene layer are then
permitted to relax over distances £.02 nm. The optimized-V curves agree well with the
experiment, yielding a relatively low-factor of 0.18. This level of agreement betweea th
experimental and calculated intensities provides rtiain evidence for the correctness of our
structural models in Figs. 4.1(c) and (d): a stkdayer in the form of D3 appears between the
decoupled buffer layer and the SiC substrate. Eparation between the decoupled buffer layer
and the oxygen atoms of the silicate layer obtain@th the calculation is 0.23 nm, although the
R-factor is quite insensitive to this value. Ourtdetermination of separation arises from a first-
principles method for computing the reflectivityreaes [103,104], where the separation between
decoupled buffer and silicate layer is found, gaglely, to be significantly less than the 0.33

nm separation between graphene layers.

Comparing the results of Fig. 4.7 and Fig. 3.5,chhis from a bare oxidized C-face SiC, a
noticeable difference of thelrV curves occurs for the intensity of the (4/3,1/8aim, which,
relative to the (1,0) beam, is much lower for tregeboxidized surface (Fig. 3.5) than for the
graphene-covered surface (Fig. 4.7). Using integraitensities of the measured intensities, the
ratio of (4/3,1/3) intensity over (1,0) intensity only about 0.05 for the bare oxidized SiC
surface, while it is about 0.2 for the grapheneeted sample. The calculated curves display
similar values for these ratios. It appears that(#3,1/3) beam is more or less forbidden for the
bare oxidized surface, i.e. due to the symmethefprecise atomic arrangement formed in that
case. With one or more additional graphene layarsop, the symmetry changes, so that the
(4/3,1/3) beam is much more intense from the grmaplo®vered surface. This approximate
agreement in intensity ratio between the experialeanid calculated intensities is another piece
of evidence for the correctness of our structuraeh for the decoupled graphene-like buffer

layer.
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Fig. 4.7 Experimental LEED spot intensity specsalifl line) obtained from the sample shown in Fig.
4.2(b). Dashed lines are spectra obtained fronthieretical calculations. Good agreement is obthine
between the experimental and theoretical spectrmamifested by thie-factor of 0.18.

4.3.6 Interpretation of the reflectivity curves

A first-principles method for computing the refledly curves is now available, and based on
that we can now provide a more rigorous interpi@tedf the reflectivity curves discussed above
[103,104].

For an unoxidized sample, we observe the bare blafyer (B) together with areas of buffer
layer plus graphene (B+G) and occasionally buffget plus 2 or 3 graphene layers (B+2G or
B+3G). Similarly, for an oxidized sample, we obsemreas of decoupled buffer layer which
corresponds to a single graphene laye),(8gether with areas of graphene on top of GatG)
or areas with additional graphene layers. Fig.sh@&vs a summary of these reflectivity curves,
acquired from both unoxidized and oxidized samples.
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Fig. 4.8 Reflectivity curves from (a) unoxidizedda(b) oxidized surfaces of graphene on C-face SiC.
Curves are labeled according to graphene (G) grhgree-like buffer layer (B) present on the surface,
with Gy denoting the buffer layer that is decoupled frdra §iC and forms a regular, pristine graphene
layer. The curves have been shifted such that #velum level for each curve (as seen by the sharp
increase in the reflectivity as a function of desiag energy) is approximately aligned with zerergpg.

These curves of Fig. 4.8 can be easily interpréteg bear in mind the recent interpretation
that the minima in the spectra arise from electratates localized between the graphene layers
or between the bottommost layer and the substt@t® 104,105]. Fon graphene layers there are
n — 1 spaces between them and, hence; 1 interlayer states. An additional state forms
between the bottommost graphene layer and theratdsio long as the space between those is
sufficiently large. Coupling (in a tight-binding rsee) between all the interlayer states then
produces a set of coupled states, and reflectmityyma are observed at the energies of these
coupled states.

For example, the curve for the buffer (B) in Fig8(4) does not have any distinct minimum,
since the buffer is relatively strongly bondedhe substrate and hence no interlayer state forms.
For a layer of graphene on the buffer (B+G), alsirsgate forms in the space between the buffer
and the graphene and hence a single reflectivityrmim (at=2.1 eV) results. Similarly, two
minima form for B+2G and three minima for B+3G, lwthese sets of minima all approximately
centered around 2 eV.

Turning to the oxidized surface, Fig. 4.8(b), theffér layer now decouples from the

substrate (forming decoupled buffer layer, G) so that an interlayer state forms, with energy
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~5.3 eV. The fact that this energy is higher than2tl eV for the state between graphene layers
indicates that the separation between the decoupl#dr and the substrate ssialler than that
between two graphene layers (which is not surggjssince the graphene-graphene separation is
likely close to a maximum interlayer separation stidering the weak van der Waals bond
between graphene layers) [103,104,105]. For a graplayer on the decoupled buffer{G),
there are interlayer states at about 2.1 and 5,3aB¥ these do not have large coupling (due to
their relatively large energy difference) so thefiectivity minima are observed at nearly the

same energies.

The upper two curves in Fig. 4.8(b) are essentthlysame as the B+G and B+2G curves of
Fig. 4.8(a) and they are labeled as such. For #@ 8urve of Fig. 4.8(b), we always find some
evidence of that along with they8&5 curve on our oxidized surfaces, and we attrilbbte
presence of the former simply to incomplete oxmlatf the surface. For the case of the B+2G
in Fig. 4.8(b), we cannot definitively distinguighat from a @+2G situation in which the
bottommost interlayer state is not visible, butaimy case for such spectra with two (or more)
reflectivity minima centered around 2 eV we nevieserve any evidence of a higher reflectivity
minimum near 5.3 eV. Interpreting such spectranaeed arising from B+2G, it appears that
oxidation of the SiC beneath multilayer graphenenizre difficult than beneath single-layer

graphene.

4.4 Discussion

We have obtained thé43 LEED pattern on several samples prepared in &Bienvironment,
utilizing either 5 x 10 Torr of disilane or 1 atm of neon environment, bever in vacuum. The
differences between Si-face and C-face graphenerfséface structures are summarized in the

following figure.

vacuum prep. Si-rich vacuum prep. Si-rich
graphene graphene graphene graphene
6v3x6v3 buffer | | 6v3x6v3 buffer 2x2/ 3x3 \43xV43 buffer
SiC(OOO1)[ SiC(0001) [ SiC(0001) [ SiC(0001) [
(a) Si-face (b) C-face




Fig. 4.9 (a) For the Si-face, th/3 buffer layer forms at the interface under variqueparation

conditions. (b) For the C-face, tBex 3 and/or(2 x 2). structures form in vacuum, whereas {8
buffer layer form at the interface in a Si-rich #@omment.

Regarding the reason for the different C-face fater structures in a Si-rich environment
compared to vacuum, the graphene formation comditio the former case are expected to be
closer to equilibrium, as argued by Tromp and Hani@5], so that kinetic limitations may lead
to the absence of thé43 structure in vacuum-prepared C-face graphene. lG@izgtion in
disilane at lower pressuref x 10° Torr) has also been performed, but the results@amewhat
similar to those of vacuum. Apparently, the forratbf thev/43 structure requires appropriate
background gas (i.e. high enough Si partial presseduced oxygen content). Graphitization in
argon may also result in the formation of #3 structure (it was also seen previously in small
areas on an argon-prepared surface) as along aamwbkave an argon environment as clean as
the purified neon environment. Complete geometriegermination of the/43 structure is still

needed before a full understanding of its formatian be achieved.

For the pristine/43 structure, we find that u-LEED reveals diffractigpots with the same

wavevector magnitude as expected for perfect gramh&hus, we conclude that th@3
structure is essentially a graphene layer, butthaeis most likely covalently bonded to the
underlying SiC. The covalent bonding distorts tmapyene-like layer and results in #ié3
LEED pattern. It should be noted, however, thatahgle-resolved photoemission experiments
for the Si-face that directly reveal the bondingl aubsequent decoupling of the buffer layer
from the Si-face SiC, Ref. 50, are not yet avaddbk the C-face; such data would provide more

complete evidence for our interpretation of ouraCef results.

Although we have not determined the exact strucifrethe layer between th¢43
graphene-like layer and the underlying SiC substras represented by the box with question
marks in Figs. 4.1(a) and (b), it is possible th& layer contains excess Si atoms compared with
a SiC bilayer. Determining the stoichiometry ofstimterface immediately below the graphene-
like layer is a crucial issue for the complete atnwal determination of the unoxidized C-face
interface. In any case, during the subsequent gramformation it is expected that the graphene-
like layer becomes a new graphene layer and angthphene-like layer forms underneath it and
bonds to the substrate, in the same way that greptpowth occurs on the Si-face [32].
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After air exposure, with or without subsequent ating in oxygen environment, th&3
pattern disappears and reflectivity spectra medshbyd EEM change. As shown in Fig. 4.3 and
Fig. 4.4, the reflectivity curves of that pristibaffer layer [curves A and B of Fig. 4.3(b)] are
quite different than that after oxidation has ocedrcurves A and B of Fig. 4.4(b)]. The general
effect of the oxidation is seen to be the formatidra prominent minimum in the reflectivity
near 6.6 eV. The minimum also occurs for graphemeéop of the buffer layer, albeit shifted
upwards by about 0.3 eV, as seen for single-ladyekigraphene on the buffer layer [curve C of
Fig. 4.4(b)]. This transformation in the reflectivicurves has been observed repeatedly on
several samples we prepared, and we interpretrémsformation as arising from decoupling of
the graphene-like buffer layer from the underly®i¢, analogously to what occurs for #¢3
buffer layer on the Si-face [50,53,55, 56].

In many cases we observe #i& x v3 — R30° LEED pattern to form after oxidation of the
graphitized surface, buabt always. We note that a significant variation freample to sample is
found in the efficacy with which th¢3 x V3 — R30° pattern forms. By comparing the detailed
airloxygen exposure and heating conditions foroall samples, it seems th&t x v/3 — R30°
pattern is more likely to form on samples with fevggaphene layers and with subsequent
higher-temperature annealing. We therefore beltba¢ in some cases oxidation has occurred,
but the oxidized layer has not ordered sufficientlyform thev3 x v/3 — R30° structure. The
formation of an ordered $£); silicate layer under graphene requires right arho@rsi and O
atoms, and thick multilayer graphene may resthetttansport of O atoms through it. However,
even on those samplesthout a+/3 x v/3 — R30° pattern, reflectivity curves the same as those
of Fig. 4.8(b) are obtained (i.e., including the&d G + G curves of Fig. 4.8(b) in particular),

indicating that decoupling can occur even withdiat formation of an ordered silicate layer.

When oxidation of our C-face sample occurs, u-LEEBuUlts from the buffer layer before
and after oxidation anenchanged, as expected since that layer is essentially gnag@hAs noted
in Fig. 4.3(c) and (d), those u-LEED results arguared at energies of around 44 eV or below,
since at higher energies the diffraction spots ofeskin the LEEM broaden considerable and
lose intensity. However, for the wide-area LEEDtg@ts acquired with a conventional LEED

apparatus, and displayed in this chapter at 100 a&e¥¢hangeis observed before and after

oxidation of the sample, namely, tkid3 spots are present in the former case but absehtin
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latter. We attribute this difference between thi&aktion results of the LEEM compared to the
conventional apparatus simply to the energy-depmwef the diffraction intensities (and also
considering instrumental effects in the LEEM at thigher energies). Indeed, using the
conventional LEED apparatus at lower energies,imethat they43 spot intensities diminish as
the energy is reduced from 100 eV, being very waanergies below 60 eV. The disappearance
of thev/43 spots upon oxidation is interpreted, as menticesatier, in terms of a release of the

covalent bonds between the graphene-like layetl@dnderlying SiC substrate.

The bonding and decoupling behavior of the grapitéedayer on the C-face is similar to
that of the6v/3 buffer layer on the Si-face. However, the behawvibthe two surfaces is still
different in some aspects. First, #¢3 buffer layer is quite stable and can survive undany
environments, whereas even with just a few dayairaéxposure the/43 pattern will disappear.

Second, since thév3 buffer layer acts as a template for subsequenphgree formation,
graphene layers do not have rotational disordetherSi-face. However, we still get rotationally
disordered graphene films on the C-face with tres@nce of a graphene-like layer, although the

disorder is much less severe than for vacuum-peejppsamples [41].

For single-layer graphene on the C-face of SiC,gtweip of de Heer and coworkers [129]
reported a diffraction pattern consisting of shgraphene spots located at positions rotated by
30° relative to the principal (1,0) SiC spots. Wemstimes obtain a similar arrangement of
graphene spots in our samples with reasonably giraghene spots along a 30° azimuth relative
to the SiC spots, as shown in Fig. 4.6 (these tgbaegaphene diffraction patterns are actually
quite unusual on the C-face since, as just mentiotiee graphene spots more commonly are
significantly broadened due to rotational disordet]). However, a significant difference in the
patterns from our samples compared with those oféeret al. is that, after oxidation, our
patterns display &3 x +/3 — R30° pattern (or a/43 pattern before oxidation) whereas the
pattern reported by de Heeral. shows no such spots [129]. Hence, it appearsnihatrdered
silicate layer is present on their samples. Furiimezstigation of the graphene/SiC interfaces on
their material (e.g., low-energy electron refleityivmeasurement), compared with ours, is

needed to further discern possible differencebénstructures.
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4.5 Summary

By preparing graphene on the C-face of SiC in HcBi-environment, produced either bx3.0°

Torr of disilane or using 1 atm of purified neonpew interface structure witi43 x V43 —

R + 7.6° symmetry is found to form between graphene lageis the underlying SiC substrate.
Before oxidation of the surface, the bottommospbeme-like layer is bonded in some way to
the SiC. After oxidation, this graphene-like lagicouples and becomes a graphene layer. This
decoupling behavior is analogous to the decouplinpe 6/3 buffer layer on the Si-face. After
decoupling, an ordered8i; silicate layer is found to usually form betweea ttecoupled layer
and the underlying SiC substrate (although the wiglony can also occur even without an
ordered silicate layer, i.e. through the formation of wheg believe to be a disordered oxide
layer).
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Chapter 5

Size, shape, and composition of
|NAs/GaAs quantum dots by scanning
tunneling microscopy and finite-
element calculation
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5.1 Introduction

Semiconductor quantum dots (QDs) have been inastigextensively over the past decades
[137], with InAs QDs grown on GaAs being one of thest commonly studied materials system.
These self-assembled dots can be grown using matelseam epitaxy (MBE) in the Stranski-
Krastanow growth mode. Common experimental methodsstudying QDs generally yield
information on only structural characteristics ésighape, and composition), e.g., using electron
microscopy or x-ray diffraction, or on spectros@opioperties (energies of confined states), e.g.,
using low-temperature photoluminescence. Howevss, dcombination of scanning tunneling
microscopy and spectroscopy (STM/S) can in prigcipleld information on both types of
properties. Such measurements have the benefiinohating the inhomogeneous broadening
that is inherent in measurements that average thwerdistribution of QDs in a sample.
Nevertheless, prior STM/S studies have focused aiiyn on the structural
[138,139,140,141,142] or the spectroscopic charatits [143,144,145,146,147,148,149], with
a complete determination of QD size, shape, cortipasiand electronic properties based solely
on STM/S having not been reported.

To accurately model experimental data relating tOsQit is important to develop a
guantitative relationship between the QD size dval énergy of its states. Two widely cited
papers in the literature have developed theoriethiefsort, one based on nonlocal, empirical
pseudopotentials [150], and the other on an eightik - p method [151]. Results for the two
techniques generally agree in terms of the ordeand nature of the states, but the actual
energies of the states for specific QD sizes d#ignificantly, for example, the energies of the
lowest electron bound state differ by nearly adacf 2 (subsequent work demonstrated that this
discrepancy arose both from the parameters usettieincomputations as well as from the
theoretical techniquegger se) [152]. Comparison with experimental data for Qidknown size

and shape is desirable in order to provide somesaneaf validation for the theories.

A prior study attempted such a comparison for lemsped QDs with base diameter of 25
nm and height 3.5 nm but lack of experimental kremlge on the composition of the QDs
inhibited a parameter-free comparison [153]. A vesgent study accomplished this type of
comparison for InAs QDs with 24 nm base diameted & nm height, by combining

experimental results from STM and from optical ¢peszopy, and this work then employed
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theoretical predictions to fine-tune the QD struatparameters [154]. In contrast, in the present
work we use STM/S measuremerdione to extract both the structural and spectroscopic
properties of QDs (albeit without the fine struefudetails as in Ref. 154), and we then employ
these results as a test for the validity of therpitheoretical predictions for the binding energies
of the QD states [155,156].

In this project, my own work focused on the deteation of QD size, shape, and
composition by comparison of measured STM data Vitite-element calculations. The STM
measurements themselves, along with STS measurenamt associated modeling were
accomplished by other group members. Hence, inctiepter | will focus on the determination
of QD structural properties utilizing STM topographdata together with finite-element

calculations.

5.2 Reaults

The InAs/GaAs QD structures were grown using sstidrce MBE [157]. On an-type (001)
oriented GaAs substrate, 200 nm of GaAs bufferrlayas grown followed by five periods of
InAs QDs. The QD layers were separated by 50 n@ais. The superlattice was then capped
with about 200 nm of GaAs overlayer. The GaAs hufépacer, and cap layers as well as the
QDs were all nominally undoped. The GaAs was dépdsiat about 1 ML/s
(ML=monolayer=0.28 GaAs thickness), with the walfie@d at 580 °C. The InAs for the QD
layers was deposited at 0.27 ML/s (ML=0.30 nm Inhstrained thickness) with the sample at
490 °C, and using a deposition time of 10 s. Thiatively large growth rate for the QDs is
found to produce a high density of relatively sm@Ds, which lead to improved behavior of

infrared focal plane arrays made with similarly\yroQDs [158].

Cross-sectional STM (XSTM) measurements were paeédr at room temperature in an
ultrahigh vacuum chamber with base press@e< 10** Torr. Samples were cleavéu situ to
expose atomically flat (110) surfaces for subsey@&dM and scanning tunneling spectroscopy
(STS) measurements. Commercial Pt-Ir tips werenelém situ by electron bombardment prior
to use. Images are acquired with a constant cuoféhtl nA and at sample-tip voltages specified

below.
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Fig. 5.1 STM images of two QDs, showing locationtopographic cuts through each QD. Growth
direction is from right to left across each imaBeth images were acquired with sample voltage of -2
and are displayed with gray scale ranges of (&§ ard (b) 0.24 nm. (Data was acquired by Sandeep
Gaan of Prof. Feenstra’s research group.)

Figure 5.1 shows two representative STM imagesuof@Ds. The QDs appear bright in the
images because, after cleavage, they relax outvelreldo the strain arising from the 7% lattice
mismatch between InAs and GaAs. We find a crosBeset shape consistent with a truncated
pyramid, a truncated cone, or a lens (section sgheere), similar to that found by prior workers
[159,160]. Further definition of the QD shape canobtained using the methodology of Bretls
al. [159] in which the measured cross-sectional hsigine plotted as a function of the measured
cross-sectional base length, as shown in Fig. Ba2. maximum base length along {1é0]
direction and height along tf@01] direction are seen to lbe= 10.5 + 0.5 nm andh = 2.9 +
0.2 nm, respectively (this height includes the wettiagers). The distribution is seen to be
consistent with 3D dot shapes of either a truncateek or a lens shape, and we use the latter for
further analysis. For this lens shape, the radiuth@ corresponding sphereAs= [(b/2)? +
h?]/(2h) = 6.20 nm, and the maximum angle of the sidewall to tlesebis 57.8°. The
occurrence of this type of shape, for small QDshsas ours, is well explained in a work of
Eiseleet al. [160]
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Fig. 5.2 Distribution of QD base lengths and hesglsbmpared to theory for various shapes of the: dot
truncated trapezoid—dotted line; truncated cone-helddine; and lens shape—solid line. The shapes are
pictured in the upper part of the figure, togetivéh a few possible locations of the cleavage plane

Topographic cuts through the QDs from Fig. 5.1¢&) &) are shown in Fig. 5.3. These two
QDs have cross-sections that are among the laofesty that we have studied, so that we can
be confident that the cleavage plane has passely te@ugh the center of the QDs. Assuming
that electronic contributions to the images arellsph@l], this cut can be compared to the results
of finite-element analysis (continuum mechanicscluding anisotropic effects [ 162 ])
accomplished by using COMSOL software for a st@i@D that is elastically relaxed at the
cleavage surface. We consider our lens geometity watiable In compositiow of the InGa;-
xAs QD. At the same time, we match to data for tistadce between corrugation maxima (local
lattice parameter), shown in Fig. 5.3(b), measaedg the same cut through the QDs as for the
surface displacement of Fig. 5.3(a). We match tkpeemental data with finite-element
computations made using a lens shape inutisgrained geometry with dimensions &f= 9.5
andh = 2.6 nm which correspond to, after strain, a distottests shape witth = 9.8 andh =
2.6 nm. We find agreement between experiment and yHeora linearly-graded In composition
pictured in Fig. 5.3(a), varying from= 0.65 at the bottom of the QD to= 0.95 in the middle
and back toc = 0.65 at the top of the QD.

81



0.2

TIP Z—DISPLACEMENT (nm)

0.0

L INDIOM g
| CONTENT (x)

0 — e - 0.65
_ ®)  or I—;-&}{ T OF QD
£ ' |l To
£ 070 - o @ - 0.60
S :
o= GO0y . o o - erriioooT 53
o 0651 e W & 0.55
= x LF\.UJ_ Tl
= 0.60 - o¥d \ - 0.50
[
w ﬁ% o Lf 0 e
o $ -:I@-* Ee ' TAE3] )
& 055 ¥ ey, /ikﬁ\-r PO
© TRl g% -

0.50 F : il
! ! I N !
0 2 4 6 8 10 12

SCAN DISTANCE (nm)

Fig. 5.3 (a) Cross-sectional topographic cuts amd qorrugation period (local lattice parameter),
measured along the dashed lines in Figs. 5.a(@) (b) (upper and lower data sets, respectively).
Experimental results are shown by solid lines, esslilts of finite-element computation by circletieT
inset in (a) shows the step-graded compositionlprfafr the QD used in the computations.

The simultaneous fitting of the data in Figs. 53ad (b) provide strong constraints on the
In composition. The averagevalue (averaged over th@01] direction) of 0.80 is determined to
an accuracy of a few percent and the grading okthalue of 0.21 nil is determined with an
accuracy of around 20% — 30%. Prior works haveceteid a grading profile that is much less
steep in the lower part of the QD than the uppet [Eb4,159,163]. Our results are not
inconsistent with that (i.e. at the limit of thrémes our estimated error range), although they
favor the symmetric grading just mentioned. Segéyatve note that for both data sets in Fig.
5.3(a) the experimental data are slightly higheanttthe finite-element results for spatial
locations=1 nm above the apex of the QDs. We speculate hisatiscrepancy could arise from
the presence of some excess In located in the @béd\e the QD, although we have not further
investigated this possibility.
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5.3 Summary

In summary, we have employed STM to probe the stracof InAs QDs in GaAs. Cross-

sectional imaging, together with the finite-elemeatculations, permits a determination of the
shape of the dots (lens-shaped, with maximum diZ0& nm base length and 2.9 nm height).
Comparison between the STM data and the calcula@enlts of the displacement of the dot
profile out from the cleavage surface, togethehwabservation of its local lattice parameter,
leads to an accurate determination of the cationposition as varying from 65% indium at the
base of the QD to 95% at its center and back to &6 apex.
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Chapter 6

Summary
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In this thesis we studied epitaxial graphene predury thermal decomposition of SiC. Earlier
studies on graphitization of SiC focused on UHV ealmg of SiC, while my study focuses on
graphene formation under three environments: ladtargon, 1 atom of cryogenically purified

neon and a low-pressure background of disilanéhitnchapter we summarize our results.

6.1 Morphology of grapheneon SiC prepared in argon, neon or dislane

On the Si-face, as compared to vacuum-prepared lsamwe found improvements in the
morphology of graphene films in all three enviromtse The presence of argon, neon or disilane
gas decreases Si sublimation rate, thus increafingtemperature required for graphene
formation. The higher graphitization temperaturdaerces the mobility of diffusing species,
which in turn results in an improved morphologytloé graphene films. The samples prepared in
all three environments are found to have much fadgenains of uniform graphene thickness. It
is quite easy to produce a single ML extending dM@&s or 100’s of um on the surface, with

longer annealing (or higher temperatures) preswrlabting to a second ML, etc.

One the C-face, the same procedures as used f&i-faee are employed. However, results
on the C-face are quite different than for the&gief When argon-annealing is employed, instead
of uniform layer-by-layer growth as seen on théa®e we observed thick islands of graphene in
the initial stage of graphene formation, which w#ilaute to unintentional oxidation of the
surface. When annealing in cryogenically purifieebm is employed (cleaner than the argon
environment), we eliminated the unintentional oXima and obtained relatively uniform
graphene films. Use of a low-pressure backgrourdisiane yields a similar improvement, i.e. a

single layer of graphene over 10’s or 100’s pmasyeo produce.

6.2 Interface structurefor grapheneon SiIC

Since interface structures have much effect orsthestural and electrical properties of graphene
films on top of them, much attention has been paidnterface structures between graphene

films and the underlying SiC substrate in my study.

On the Si-face, we find that for all environmeniscluding vacuum environment) the

interface structure is a graphene-like structutendstn some additional structural elements (five-

fold and seven-fold carbon rings), formieg3 x 6+/3 — R30° unit cell [131]. Since this layer is
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strongly bonded to the SiC below, it is considessd a buffer layer. As additional Si is

sublimated from the sample, this buffer layer eualty converts to pristine graphene and a new
buffer layer forms below it. A LEED image and a ectatic structural model for th@/3 x
6v/3 — R30° reconstruction and graphene on top are shownginel.

(a) e .o o (b)
, ~ : 00 0000000000000 ‘o
2 22 L]
L4 ;5—‘. ~ 6V3 Buffer layer
* » .
. ‘ » ' }—SIC bilayer
. .‘ . - : ’ v ."\
= o il 1
» . - o ® s

graphene

Fig. 6.1 (@) A LEED pattern at 100 eV showév8 x 6v/3 — R30° pattern. The 6 fold satellite spots
around the SiC and graphene spots arise fromiBex 613 — R30° reconstruction. (b) Side view of the

6v/3 x 6+/3 — R30° reconstruction. Lines are drawn between the bidigar and the topmost Si atoms on
SiC to indicate that the buffer layer is strongbnted to the substrate.

On the C-face, the situation is found to be momamex than for the Si-face: more than one

interface structure that has been observed, depgiodi the preparation conditions.

In vacuum, th& x 3 reconstruction is often found. A detailed modeltfas reconstruction
has recently been proposed in a theoretical stydy. blemecet al [164]. This3 x 3 structure is
an energetically stable structure, and it exisfereegraphene formation. Subsequent graphene
forms on top of th& x 3 structure, covering it like a carpet, with relaly weak interaction
between the graphene and g 3 structure. A LEED image and a schematic modeltlier
3 X 3 structure and graphene are shown in Fig. 6.2.

(a) (b)
s o e 00 0000000000000 o

; —SiC bilayer

. YJgrophene ®c @ s
Fig. 6.2 (a) A LEED at 100 eV shows3a 3 pattern. (b) Side view of th@ x 3 reconstructionNo

lines are drawn between the graphene layer andeit@nstruction because they are weakly
bonded.
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At relatively low R; (=10° Torr), the(2 x 2). reconstruction is found, consisting of Si
adatoms on Jsites terminating the SiC bilayer. The subscript tn the2 x 2 label denotes
that this reconstruction is more carbon rich thadifeerent2 x 2 structure that occurs on the
same surface; nevertheless, it is important tazeahat thig2 x 2). structure is in fac8-rich
compared to a terminating SiC bilayer, i.e. it @m 1/4 ML of excess Si atoms on the surface.
A LEED image and a structure model for {i2ex 2). reconstruction and graphene are shown in
Fig. 6.3.

(a) (b)

. 0000000000000 00- o
@

Sé .

Fig. 6.3 (&) A LEED pattern at 100 eV shows2 x 2 pattern. (b) Side view of th€ x 2).
reconstruction. Itconsists of Si adatoms on, Bites terminating the SiC bilayer. No lines are
drawn between the graphene layer and the recotistidzecause they are weakly bonded.

}— SiC bilayer

In chapter 4, we have reported on the formatiographene on the C-face under conditions

of higher R; than occurs for thé2 x 2). or the3 x 3 surfaces. Specifically, for a pressure of 5
x 10° Torr, we observed that the first C-layer to fosmai graphene-like layer having/a3 x
V43 — R + 7.6° symmentry. Although the precise atomic geometryhi graphene-like layer

and the layers underneath it was not determinedgamecertainly expect that it contains more
excess Si atoms than for the 1/4 ML situation @f(thx 2). structure. A LEED image and a
schematic model for the interface structure arevehim Fig. 6.4. Whether or not the graphene-
like layer is strongly bonded to the underneathcétire or weakly bonded is not clearly known.
We do know however, as discussed in chapter 4 othidation of the surface produces a silicate
layer with weakly-bonded graphene above it, andh&rmore we know experimentally from
low-energy electron reflectivity (LEER) measurensetitat the graphene-like layer prior to the
oxidation is considerably more strongly bonded he underlying structure than after the
oxidation. So we find that there is a not-so-weaakraction between the graphene-like layer and
the structure underneath it. This interaction poedua better rotational alignment of the
graphene on the surface than for vacuum-preparaghgne on the C-face (hence, larger
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domains of single-thickness graphene), but mostlikhe bonding is not as great as for the

6v3 x 61/3 — R30° structure on the Si-face.

~— Graphene—like layer

atomic geometry not known |

%— SiC bilayer

gn;\p{ene ®c @ s
Fig. 6.4 (a) A LEED pattern at 100 eV shows48 x /43 — R + 7.6° pattern. (b) Side view of the

V43 x V43 — R + 7.6° structure. Few lines are drawn between the graphika layer and the structure
underneath it, indicating a not-so-weak interaction
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