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Abstract 

In this thesis, we study the structure of epitaxial graphene formed on polar faces of SiC - the 

(0001) face, also known as the Si-face, and the (0001�) face, known as the C-face. On both polar 

surfaces, graphene films are prepared in ultra-high vacuum (UHV), in environments either of 

argon or cryogenically purified neon, or in a low-pressure background of disilane. 

Characterization of graphene is done by using atomic force microscopy (AFM), low-energy 

electron diffraction (LEED), and low-energy electron microscopy (LEEM). In addition, a 

dynamical LEED structure calculation is performed to analyze the interface structures formed 

between graphene films and the C-face of SiC. 

When SiC is heated at high temperature, Si atoms preferentially sublimate from the surface, 

leaving behind excess C atoms that self-rearrange to form graphene on the surface. We find, in 

agreement with other reports, that the structure and the electrical properties of graphene films 

formed on the two polar faces are very different, in many aspects. For example, in all 

environments we have employed, the graphene formation rate is slower on the Si-face than that 

on the C-face under the same preparation condition. Also, graphene films formed on the Si-face 

are generally more homogeneous and the domain sizes are larger, compared to those formed on 

the C-face (by “domain”, we mean a surface area with constant thickness of multilayer graphene). 

On the Si-face, graphene lattice vectors are rotated 30º with respect to the SiC lattice vectors as 

observed by LEED, while on the C-face, graphene films are usually rotationally disordered 

which gives rise to streaking in the diffraction pattern. In addition, the electrical properties of 

graphene films are also quite different between these two polar surfaces. These differences 

between the two polar surfaces, we believe, can be attributed to the differences of interface 

structures between graphene films and the underlying substrate. In this thesis, we report our 

interpretation of these differences in terms of the detailed interface structures that form for 

graphene on the two polar surfaces. 

For the Si-face, graphene films prepared in vacuum are of moderate quality; thickness 

uniformity e.g. for a film with average thickness of two graphene monolayer (ML) ranges 

between about 1 and 3 ML, and the surface morphology of the underlying SiC is found to 

contain numerous small pits. In this thesis, we report improvements in the morphology of 

graphene films for the Si-face utilizing environments of disilane, 1 atm of argon or 1 atm 



 

 

cryogenically purified neon. The presence of disilane, argon, or neon gas decreases Si 

sublimation rate, thus increasing the temperature required for graphene formation. The higher 

graphitization temperature enhances the mobility of diffusing species, which in turn results in an 

improved morphology of the graphene films. 

For the case of the C-face, graphene prepared in vacuum is of considerably worse quality 

than for the Si-face; a film with average thickness of 2 ML will contains areas covered by 0 – 5 

ML of graphene. In order to improve the quality of graphene, the same preparation techniques 

(graphitization in 1 atm of argon, 1 atm purified neon, or in disilane) as we have used for the Si-

face are employed for the C-face. When graphene is prepared in argon on the C-face, the 

morphology is found to become much worse (unlike the improvement found for the Si-face). We 

find that the surface becomes unintentionally oxidized before the graphene formation (due to 

residual oxygen in the argon), and hence become resistant to graphitization. This unintentional 

oxidization results in inhomogeneous islands of thick graphene forming over the surface. In 

contrast, utilizing purified neon can eliminate the unintentional oxidation while permitting 

increased preparation temperatures, and thus is found to improve the morphology of graphene on 

the C-face. Use of a low-pressure background of disilane yields a similar improvement. The 

morphology of graphene on both polar surfaces of SiC in these various environments is reported 

in detail in this thesis. 

In terms of interface structure, the situation is presently well understood for the Si-face: the 

interface consists of a C-rich layer having 6√3 × 6√3 − �30° symmetry, which is covalently 

bonded to the underlying SiC substrate. This interface on the Si-face acts as an electronic “buffer” 

layer between graphene films and substrate and provides a template for subsequent graphene 

formation. It is noteworthy that this interface on the Si-face occurs for all growth conditions. In 

contrast, formation of interface structures on the C-face is sensitive to both the starting surface of 

SiC and graphene preparation conditions. In this thesis, the graphene/SiC interface on the C-face 

is studied by varying the preparation conditions (sample temperature T, and silicon partial 

pressure PSi). In vacuum, a 3 × 3 reconstruction is found before and after graphitization. At 

relatively low PSi of 5 × 10-6 Torr, a 2 × 2  reconstruction is found, both before and after 

graphene formation. When graphene is formed on the C-face using 5 × 10-5 Torr of disilane (or 

using 1 atm of neon), a new interface structure forms between the graphene films and the 



 

 

underlying substrate, which displays √43 × √43 − � ± 7.6°  ( √43  for short) symmetry as 

revealed by in situ LEED immediately after graphitization. When subsequent oxidation of the 

surface is performed, the interface structure transforms to one with √3 × √3 − �30° symmetry. 

Electron reflectivity measurements coupled with the recent published first-principles 

computations indicate that the new interface structures consists a graphene-like layer that forms 

between the graphene and the underlying substrate, similar to that found on the Si-face. This 

graphene-like layer has the √43 symmetry due to bonding to the underlying SiC, but upon 

oxidation, these bonds are broken and the layer becomes “decoupled” from the SiC. The 

decoupled graphene-like layer then becomes a graphene layer. From a dynamical LEED 

structure calculation for the oxidized C-face surface, it is found that the interface structure 

transforms to that of a graphene layer sitting on top of a silicate (Si2O3) layer, with the silicate 

layer having the well-known structure as previously studied on bare SiC(0001�) surfaces. 

A separate project discussed in this thesis is determination of size, shape, and composition 

of InAs/GaAs quantum dots (QD) by scanning tunneling microscopy (STM) and finite-element 

calculation. Cross-sectional STM images and finite-element calculations reveal individual InAs 

QDs having a lens shape with maximum base diameter of 10.5 nm and height of 2.9 nm. 

Comparison between the STM data and the computational results of the displacement of the dot 

profile out from the cleavage surface, together with measurements of its local lattice parameter, 

leads to an accurate determination of the cation composition as varying from 65% indium at the 

base of the QD to 95% at its center and back to 65% at its apex. 
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1.1 Introduction to graphene 

Graphene is defined as a single layer of strongly bonded carbon atoms arranged in a hexagonal 

lattice, as shown in Fig. 1.1. One layer of graphene is denoted as single-layer graphene, and two 

or three graphene layers are known as bilayer or trilayer graphene, respectively. The atomic 

structure of graphene can be used as a basic building block for many other carbon-based 

materials, such as fullerenes, nanotubes or graphite [ 1 ]. For many years, graphene was 

considered as a purely academic material, since older theories predicted that pristine two-

dimensional graphene would be unstable in reality due to thermal fluctuations that prevent long-

range crystalline order at finite temperatures [2]. For this reason, 2D materials were presumed 

not to exist without a 3D base. However, in 2004, graphene and other free-standing 2D atomic 

crystals were experimentally discovered [3,4]. Since those discoveries, a lot of research effort 

has been devoted to understand the properties of graphene. Many interesting properties of 

graphene, such as unusual half-integer quantum Hall effect, a non-zero Berry’s phase and a 

strong ambipolar electric field, have been unveiled [5,6]. Some basic properties of graphene will 

be discussed in detail in Section 1.2.  

 
Fig. 1.1 Schematic view of graphene structure: (a) carbon atoms arrange in a hexagonal lattice; (b) 
different graphene layers commonly arrange in Bernal stacking. 

Motivated by potential future applications using these unique properties of graphene, a lot of 

novel graphene devices have been investigated. For example, graphene was proposed to be 

utilized as the channel in field effect transistors since graphene has a high electron (or hole) 

mobility as well as low Johnson noise [7]. Nowadays, graphene has been successfully used to 

fabricate high-speed graphene-based transistors operating with outstanding cutoff frequencies 

[8,9]. However, pushing graphene-based technology into a commercial status is still restricted by 

difficulties in mass production and limited reproducibility in device performances. A lot of 
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research effort is also devoted to reproducibly making wafer-scale high-quality graphene. Some 

common graphene production techniques will be discussed in Section 1.3. 

1.2 Basic electronic properties of graphene 

A single carbon atom has four valence electrons with a ground-state electronic shell 

configuration of 2s22p2. When carbon atoms form solids, the total energy decreases due to 

overlap of the electron wave functions and formation of energy bands. This energy gain is 

sufficient to promote a 2s electron into a 2p state. Normally, carbon is tetravalent, in which four 

electrons are in the states of 2s, 2px, 2py and 2pz and hybridize to form hybridized sp3 electron 

states [10].  

In the case of graphene, three electrons in the states of 2s, 2px and 2py form hybridized sp2 

electron states. These planar orbitals form the energetically stable and localized σ-bonds with the 

three nearest-neighbor carbon atoms in the honeycomb lattice. The last electron with the 2pz 

orbital perpendicular to the graphene sheet forms a π bond. The overlap of the 2pz orbital states 

between neighboring atoms plays a major role in the electronic properties of graphene. For this 

reason, the electronic structure of graphene can be described by a good approximation using an 

orthogonal nearest-neighbor tight-binding approximation, in which the electronic states are 

simply represented by a linear combination of the 2pz states [11]. The electronic structure of 

graphene derived by this tight-binding approximation is described below. 

Graphene sheet has a honeybomb crystal lattice as shown in Fig. 1.2(a). The lattice is 

triangular, with the lattice vectors  

��� =  �
� (3, √3),     ��� =  �

� (3, −√3), 

where � = 1.42Å is the distance between nearest carbon atoms.  

The honeycomb lattice contains two atoms per elementary cell. They belong to two 

sublattices, A and B. Each atom from sublattice A is surrounded by three atoms from sublattice 

B, and vice versa, as shown in Fig 1.2(a). The vectors between nearest-neighbor atoms are 

��� = �
� (1, √3),   ��� = �

� (1, −√3),   ��� = �(−1,0). 
The reciprocal lattice is also triangular. The lattice vectors of the reciprocal lattice are 
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���� = � 
�� (1, √3),   ���� = � 

�� (1, −√3). 

The Brillouin zone is shown in Fig. 1.2(b). High-symmetry points !, !′ and # are also 

shown in Fig. 1.2(b), with the vectors 

!���$ = (� 
�� , � 

�√��),   !��� = (� 
�� , − � 

�√��),   #��� = (� 
�� , 0). 

 
Fig. 1.2 (a) Honeycomb lattice of graphene. One unit cell contains two nonequivalent atoms labeled by A 
and B. (b) First Brillouin zone of graphene. Reciprocal lattice vectors and some special high-symmetry 
points are shown in the figure. (c) Band structure obtained by the tight binding approximation. 

Using the nearest-neighbor approximation for the π states only, the wave function contains 

two π states belong to the atoms from sublattices A and B. In the nearest-neighbor approximation, 

there are no hopping processes within the sublattices; hopping occurs only between them. The 

tight-binding Hamiltonian is therefore described by a 2 × 2 matrix 

%&'(��) = * 0 +,((��)
+,∗((��) 0 ., 

where t is the hopping parameter and 

,'(��) = ∑ 012�� ∙4��� = 2 exp 8129�
� : cos >2?�√�

� @ + exp (−B(C�)4��� . 

The energy is 

D'(��) = ±+E,((��)E = ±+F3 + G((��), 
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where 

G'(��) = 2 cos'√3(H�) + 4 cos 8√�
� (H�: cos (�

� (C�). 
The band structure calculated by this simple tight-binding method is shown in Fig. 1.2(c). 

One can see that graphene has symmetric conduction and valence bands with respect to the 

Fermi energy set at 0 eV. At points ! and !′, one can see that D'!���) = D'!���′) = 0, so graphene 

valence and conduction bands are degenerate at 6 points located on the corners of the Brillouin 

zone. These 6 points are often called Dirac points. Since the Fermi surface of graphene is 

composed of a finite set of 6 points on its Brillouin zone, graphene is usually termed a semimetal 

material with no overlap, or a zero-gap semiconductor [11]. 

To study the band structure in detail near the Dirac points, one can expand the Hamiltonian 

near the points ! and !′. The effective Hamiltonians near the points ! and !′ are 

%&I,IJ(KL) = ℏN * 0 KC ∓ BKHKC ± BKH 0 ., 

where KL = (�L − !��L, and N = ��P
�  is the electron velocity at the conical points. 

The energy dispersion near the Dirac points exhibits a circular conical shape, as displayed in 

the Fig. 1.2(c), unlike the quadratic energy-momentum relation obeyed by electrons at the band 

edges in conventional semiconductors. Comparing this linear energy relation of graphene with 

the dispersion of massless relativistic particles obtained from the Dirac equation, one can see that 

graphene charge carriers can behave as Dirac fermions with an effective Fermi velocity that is 

about 300 times smaller than the speed of light [11,6]. 

Additional band features can be obtained when we use a model that goes beyond the nearest-

neighbor tight-binding approach. Sophisticated implementations that consider interactions up to 

the third-nearest neighbor atoms can result in a more accurate description of the electronic 

properties [12]. More robust techniques, such as ab initio methods, predict that the conduction 

and valence bands are asymmetric about the Dirac points [13]. 

The amazing electronic properties of graphene have greatly motivated the scientific 

community to apply them for real-world applications. However, the absence of an energy band 

gap greatly restricts graphene’s use in digital devices. So, strategies for inducing a band gap are 
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being sought. Several strategies have already been successfully employed to modify the 

electronic band structure of graphene, such as chemical doping, application of mechanical force 

or external electric/magnetic field, and stacking graphene layers in the form of bilayers [14,15]. 

Since lateral confinement of charge carriers can open up a band gap, advanced lithographic 

techniques have also been employed to tailor graphene sheets into narrow graphene structures. 

Such narrow graphene structures are known as graphene nanoribbons (GNR) and it has been 

demonstrated that their energy gap varies with the width [16]. 

Despite these successes, pushing graphene-based technology into a commercial status 

requires methods to produce wafer-scale high quality graphene reproducibly. In section 1.3, we 

will discuss some graphene production techniques. 

1.3 Graphene production techniques 

The exceptional electrical properties of graphene are attractive for future applications in 

electronics, such as ballistic transistors, field emitters, integrated circuits, transparent conducting 

electrodes, and sensors [17]. Most of these interesting applications require single-layer graphene 

on a suitable substrate with controlled and practical band gap, which is very difficult to achieve 

and control [17]. To date, several graphene production techniques have been established: 

mechanical cleaving, chemical exfoliation, chemical synthesis, chemical vapor deposition, and 

epitaxial growth on a SiC substrate are the most commonly used methods [17]. Some other 

techniques, such as unzipping nanotube [18] and microwave synthesis [19] are also reported; 

however, these techniques require further research [ 20 ]. Graphene synthesis methods are 

summarized in section 1.3.1. Epitaxial growth on a SiC surface, which is studied intensively in 

our group, will be discussed in detail in section 1.3.2 to section 1.3.5.  

1.3.1 Overview of graphene synthesis methods. 

Single-layer graphene was first produced by mechanical exfoliation in 2004. In this method 

adhesive tape was used to repeatedly slice down the graphene layers and they were placed on a 

silicon wafer using dry deposition [4]. This technique was found to be relatively easy to employ 

and is capable of producing different thicknesses of multi-layer graphene. Mechanical exfoliation 

using an AFM cantilever was found capable of producing graphene from bulk graphite. In this 

method, a very sharp AFM tip is used to penetrate into the graphite source to exfoliate layers 
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[21,22]. Graphene synthesis by catalytic thermal CVD has proved to be one of the best processes 

for wafer-scale graphene fabrication. In this process, thermally dissociated carbon is deposited 

onto a catalytically active transition metal surface and forms graphene at elevated temperature 

under atmospheric or low pressures [23,24,25]. During the reaction, the metal substrate works as 

a catalyst to lower the energy barrier of the reaction, and ultimately affects the quality of 

graphene [23]. When the process is carried out in a resistive heating furnace, it is known as 

thermal CVD, and when the process consists of plasma-assisted growth, it is called plasma-

enhanced CVD or PECVD [11]. 

As a whole, all the above techniques are well established in their respective research fields. 

However, all synthesis methods have their own advantages as well as disadvantages depending 

on the final application of graphene. For example, although the mechanical exfoliation method is 

easy to use for fabricating different thicknesses of graphene (from monolayer to few-layer), it is 

not reliable for reproducibly obtaining a given thickness and it is not suitable for large scale 

production, which limits the feasibility of this process for industrialization. Using AFM tips to do 

the exfoliation may be feasible for mass production, but the process is limited to producing thick 

graphene (about 30 layers of graphene) [21,22]. In contrast, thermal CVD methods are more 

advantageous for large-area device fabrication and favorable for future complementary metal-

oxide semiconductor (CMOS) technology. However, producing graphene on metals suffers from 

the essential disadvantage that many electronic applications require graphene on an insulating 

substrate. Transferring graphene from a metal to an insulating substrate inevitably leads to 

contamination and degradation of graphene [11]. 

Thermal graphitization of a SiC surface is another graphene synthesis method capable of 

producing large-area single-layer graphene [17]. We have intensively studied this type of 

graphene synthesis in the past several years, and I will discuss this method in detail in the 

following sections. 

1.3.2 Epitaxial growth of graphene on SiC surface 

Epitaxial thermal growth on a single crystalline SiC surface is one of the most promising 

methods of graphene synthesis and has been explored intensively for the last 7 to 8 years [17]. 

The term epitaxy can be defined as a method that allows deposition of a crystalline overlayer on 

a crystalline substrate, where there is registry between the overlayer and the substrate. The 
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deposited film is referred to as an epitaxial film on the substrate, and the process is known as 

epitaxial growth [26]. Research dealing with epitaxial graphene on SiC has attracted attention 

both academically and industrially due to its capability of producing high-quality and scalable 

graphene. The major advantage of this process is its ability of producing wafer-scale graphene 

films on an insulator or semiconductor surface (i.e. the SiC surface), which can be used for 

CMOS-based electronics directly [27,28]. 

SiC is known to have at least 200 crystallographic variants called polytypes. These 

polytypes all have equal numbers of Si and C atoms that are covalently bonded and are 

distinguished by different C-Si bilayer stacking sequences. The most common polytypes that are 

considered for electronic applications are cubic (3C), hexagonal (4H and 6H), and rhombohedral 

(15R). High quality 4H- and 6H-SiC wafers are commercially available, which are used in most 

of our experiments. Wafers can be n-type doped or semi-insulating and are available in different 

orientations. Typical orientations are basal planes or slightly misoriented from the basal plane by 

a miscut towards either (112�0) or (1100) directions for various angles. SiC has two polar faces 

perpendicular to the c-axis, as shown in Fig. 1.3. The face with outward normal in [0001] 

direction is the SiC(0001) surface, also called the Si-face. The face with outward normal in 

[0001�] direction is the SiC(0001�) surface, also known as the C-face [29]. 

 
Fig. 1.3 Two inequivalent polar faces of SiC. 

On both polar surfaces of SiC, graphene can be formed by heating the surface to 1100 – 

1600 ºC, which causes preferential sublimation of Si atoms whereby leaving behind excess C 

atoms which self-assemble into graphene, as shown in Fig. 1.4.  
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Fig. 1.4 Schematic view of graphene formation. Sublimation of vapor species leaves behind excess C 
atoms which self-assemble into graphene. 

Graphene growth on SiC depends on several growth parameters, including gas pressure, 

temperature, and growth time. Thus, epitaxial graphene can be formed over a wide range of 

process conditions. As shown in the pressure-temperature diagram of partial pressure of Si over a 

SiC substrate (Fig. 1.5), for a given temperature, a buildup of excess C will occur on the surface 

for pressures of Si above the surface that are less than the indicated Si vapor pressure [30]. Under 

UHV conditions, graphene growth can be accomplished at temperatures as low as about 1200 ºC 

since the sublimated Si can be swept away by the vacuum system. In intermediate vacuum 

conditions, higher temperature is required. Inert gases such as argon can be added to further 

increase the required temperature, since the inert gas increases the Si partial pressure near the 

surface. This pressure-temperature relationship also implies that the growth rate will increase as 

the temperature increases, since more Si atoms sublimate and thus more C atoms are left on the 

surface to form graphene. Therefore, the graphene growth can be controlled through the choice 

of temperature, growth time and pressure [30]. 
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Fig. 1.5 The vapor pressure of Si and Si2C over SiC as a function of temperature. For a given temperature, 
a buildup of excess C will occur on the surface for pressures of Si above the surface that are less than the 
indicated Si vapor pressure. The chemical vapor deposition and ultrahigh vacuum conditions are shown in 
colored zone [30]. For a given temperature, the necessary vacuum conditions near the surface can be 
determined from the curves. 

The above simple model gives us a general picture of graphene growth on SiC. However, 

the model only considers the growth parameters of pressure, temperature and growth time, and 

makes use of the assumption that the surface reconstructions of SiC before graphene growth does 

not depend on these parameters. It is found that the surface reconstructions of SiC before 

graphene growth are quite different for the two polar surfaces of SiC [17,31,32 ]. These 

differences of surface reconstructions greatly affect both the structure and the electrical 

properties of graphene films formed on the two polar faces. So, we need to discuss graphene 

growth on the two polar surfaces of SiC separately. 

In the next subsections, I will discuss the three main growth approaches employed in our 

group, which are differentiated by process pressure: UHV (10ST Torr), 1 atm of gas (argon or 

cryogenically-purified neon), and a background of disilane (at typically 10-7 Torr – 10-4 Torr). As 

mentioned previously, the properties of graphene grown on the two SiC polar surfaces are very 

different, and so they are discussed separately. We first describe the preparation of the surface 

used to remove polishing damage, using a hydrogen-etching procedure common to both surfaces, 
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and we then give an overview of the graphene formation observed for each surface. My research 

work on the graphene formation is discussed in much more detail in Chapters 3 and 4. 

1.3.3 SiC preparation 

Since SiC is a very hard material, it is difficult to polish it without leaving defects, i.e. polishing 

scratches. A typical approach to remove these defects, so as to prepare a smooth surface with 

uniform orientation before graphene growth, is hydrogen etching. Hydrogen etching of SiC 

surface is performed using 99.9995% purity hydrogen with a flow rate of 10 lpm and at a 

temperature of 1550 ºC [33,34]. During the H-etching, damaged surface layers are removed from 

the substrate. For the Si-face with nominally 0 degree misorientation, the resulting surface shows 

a terrace and step morphology with the step heights being full unit-cell high [35]. For the C-face, 

morphology similar to that of the Si-face is observed but with steps half unit-cell in height [35]. 

An example of the terrace and step morphology is shown in Fig. 1.6(a). 

However, we do sometimes observe less well ordered step arrays following H-etching. This 

can occur for either the Si-face or the C-face, but is more of a problem for the latter. For the C-

face, surfaces that do not form a regular step-terrace array also tend to display a significant 

number of etch pits on the surface after H-etching. Fig. 1.6 compares the typical morphology of a 

C-face sample displaying few etch pits after H-etching [Fig. 1.6(a)] with one having many etch 

pits after H-etching [Fig. 1.6(b)]. We cannot at present say what aspect of the sample or surface 

produces a regular step-terrace array, or not, but the observation of Robinson et al. [36] that a 

slight miscut (>0.2º) leads to a more regular step arrangement is consistent with our own 

experience. It is also possible that a greater number of dislocations on certain wafers might lead 

to a higher number of etch pits, but we have not to date independently measured these two 

variable for a range of samples [41]. After hydrogen etching, the sample is then heated at a high 

temperature to produce graphene. 
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Fig. 1.6 AFM images from C-face SiC, showing typical morphologies of (a) a surface with very few etch 
pits, and (b) a surface with many etch pits (many etch pits were observed by optical microscopy, with one 
shown here). Gray scale ranges are 2 nm and 30 nm, respectively. 

1.3.4 Epitaxial graphene on the Si-face 

For graphene growth under UHV conditions on the Si-face, graphitization begins at a 

temperature of about 1300 ºC [37,38,39,40,41]. Normally, higher temperature and/or longer 

annealing time results in thicker graphene films. During graphene formation, the Si-face 

undergoes several surface reconstructions, as seen in LEED. These surface reconstructions have 

been studied by a number of other groups [42,43,44,45], and also observed by us. After H-

etching, the surface shows a SiC 1 × 1 pattern along with a weak √3 × √3 − R30° pattern as 

shown in Fig. 1.7(a). This √3 × √3 − R30°  pattern is associated with a small amount of 

unintentional oxidation of the surface [46,47]. Further heating the sample to 1400 ºC results in a 

carbon rich 6√3 × 6√3 − �30° reconstruction (denoted 6√3 for short) and graphene, as shown 

in Fig. 1.7(b). On further heating the sample at the same temperature for another 30 min, the 

graphene spots becomes more intense as compared to the SiC spots and the 6√3 spots, indicating 

thicker graphene formed on the surface, as shown in Fig. 1.7(c).  

 
Fig. 1.7 LEED patterns at 100 eV. (a) LEED pattern acquired from a sample after 3 min of H-etching. In 
addition to the SiC(1,0) spots, we have marked the (1/3,1/3) and (2/3,2/3) spots associated with a 
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√3 × √3 − R30° reconstruction, that arises from residual oxidation of the surface. (b) LEED pattern 
acquired after heating the sample in vacuum for 5 min at 1400 ºC. Additional 1 × 1 spots associated with 
graphene appear. They are rotated from the SiC 1 × 1 by 30º. The 6 fold satellite spots around the SiC and 
the graphene spots arise from the 6√3 × 6√3 − R30° reconstruction. (c) LEED pattern acquired after 
further heating of the sample in vacuum for 30 min at 1400 ºC. 

On the Si-face, the 6√3 reconstruction begins at about 1150 ºC (prior to graphene formation) 

and it continues after graphene formation. Using scanning tunneling microscopy (STM), it has 

been demonstrated that the 6√3 reconstruction persists beneath the graphene [48]. Emtsev et al. 

mapped out the valence band structure of the 6√3  reconstruction using angle-resolved 

photoemission spectroscopy (ARPES) [32,49]. They found that the 6√3 reconstruction shows 

graphene-like σ bands implying that the arrangement of atoms in this structure is similar to that 

of graphene, but it fails to exhibit graphene-like π bands near the Dirac points implying strong 

covalent bonding with the underlying substrate [32]. As graphene films form on top of the 6√3 

reconstruction, the π-band becomes prominent and the graphene electronic transport is 

manifested and is accessible, implying that the 6√3  reconstruction electrically isolates the 

graphene layer from the substrate. So, this 6√3 reconstruction on the Si-face is covalently 

bonded to the underlying SiC substrate, and acts as an electronic “buffer” layer between 

graphene films and SiC substrate [32]. By the term buffer layer here, we mean a layer that has 

nearly the same structure as graphene, but is covalently bonded to the underlying material and 

therefore has different electronic structure than graphene. Schematic side views of the 6√3 

reconstruction and graphene layers are shown in Fig. 1.8. 
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Fig. 1.8 (a) Side view of the 6√3 layer. It is a graphene-like layer bonded to the substrate. (b) Further 
heating of the sample results in additional graphene layers on top of the 6√3 layer. LEED pattern of such 
structure is like that of Fig. 1.7(b). 

Since the structure of the 6√3 layer is close to the structure of graphene, it provides a 

template for subsequent graphene formation and forces the graphene layers to be azimuthally 

aligned with respect to the underlying substrate [32]. After the formation of the 6√3 layer, 

further annealing leads to sublimation of Si atoms below the 6√3 layer. The excess C atoms 

beneath the original 6√3 layer rearrange to form covalent bonds with the substrate, thus forming 

a new 6√3 layer. The original 6√3 layer decouples from the substrate to form a new graphene 

layer. It should be mentioned that this 6√3 layer not only forms on the vacuum-prepared Si-face 

samples, but also forms on the Si-face samples prepared under nearly all of the preparation 

conditions investigated to date.  

Since the 6√3 layer is covalently bonded to the substrate, it is found to significantly affect 

the transport properties of graphene films on top of it. The influence of the 6√3  layer is 

responsible for the intrinsic doping and somewhat low mobilities of Si-face graphene. 

Eliminating the covalent bonds between the 6√3 layer and the underlying substrate would result 

in quasi-free-standing graphene with superior electronic properties. So, it would be desirable to 

decouple the 6√3 layer from the substrate. In order to achieve this goal, some groups have 

reported on the exposure of Si-face graphene to hydrogen [50,51]. It is found that the hydrogen 

could pass through the interface layer and make covalent bonds with the Si atoms of the topmost 

SiC bilayer. This intercalation process is illustrated in Fig. 1.9. The decoupled 6√3 buffer layer 

when studied by ARPES showed the π bands of graphene, confirming that it had become a 

graphene layer [52]. This method of decoupling the 6√3 buffer layer could potentially lead to an 

improvement in the performance of graphene based devices [17]. Since the original work on 

hydrogen intercalation, it has been shown that such intercalation can also be achieved with other 

elements like oxygen [53], lithium [54,55], germanium [56], silicon [57], gold [58], etc. 
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Fig. 1.9 Side views for the 6√3  buffer layer before and after hydrogen intercalation. (a) Before 
intercalation, the 6√3 buffer layer bonds to the substrate. (b) After intercalation, the 6√3 buffer layer 
decouples and becomes a graphene layer. 

Sheets of graphene are known to stack in a number of ways to produce graphite. The three 

most common stacking arrangements are: hexagonal or AA… stacking, Bernal or AB… stacking, 

and rhombohedral or ABC… stacking [17], as shown in Fig. 1.10. The lowest energy stacking 

and most abundant form (80%) in single crystal graphite is Bernal stacking [17]. The Bernal 

stacking is formed by stacking two graphene sheets on top of each other and rotating one 60º 

relative to the other about a z axis (in the V̂ direction through any atom) [17]. Charrier et al. used 

STM to demonstrate that graphene layers formed by annealing the Si-face have the Bernal 

stacked structure [59]. The Bernal stacked structure is also confirmed by theoretical calculations. 

Ohta et al. calculated the expected band structure for bilayer, trilayer, and quadlayer graphene 

for both Bernal and rhombohedral stacking. By comparing the band structure predictions to band 

structure measurements obtained by ARPES on samples prepared in UHV, they showed that 

multilayer graphene grown on the Si-face is Bernal stacked [60]. 
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Fig. 1.10 Structure of graphite in different stacking arrangements. Unit cells are shown as shaded areas. (a) 
Hexagonal AA… stacking. (b) Bernal AB… stacking. (c) Rhombohedral ABC… stacking. From Ref. 17. 

As mentioned in Section 1.3.3, substrates are hydrogen etched before graphene formation 

and the hydrogen etching process produces a uniform array of steps and terraces on the surface. 

When thin graphene (1-3ML) forms on the surface, the morphology of graphene shows vestiges 

of the original substrate step and terrace structure. The terrace width are up to several hundred 

nm in extent and the step heights reported ranged from 0.25 to 0.75 nm (this is variable with 

reports) [17,38,39,40,45]. At higher annealing temperature near 1350 ºC, the steps undergo 

considerable motion and the ordered step-terrace array no longer exists. The surface transforms 

into one with quite large (≥10 µm) terraces separated by step bunches [39]. In addition, it has 

been demonstrated by STM that graphene covers the steps like a carpet [45,61]. 

However, despite these somewhat ideal aspects of the surface structure, graphene formed on 

the Si-face in vacuum is not so ideal, with surface pits forming naturally on the surface [62] and 

some variation in graphene thickness occurring over the surface. We found that, for graphene 

thicknesses less than or equal to 2 ML, the uniformity of the graphene is rather poor. The 

nonuniformity in the film thickness appears to be an inherent property of the vacuum formation, 

and our results are similar to those reported by other groups [17,62,63,64]. Annealing at elevated 

temperatures and/or increased times leads to greater uniformity in the surface morphology, albeit 

with an increase in the average thickness. Some results are published in Ref. 39, where nearly 

layer-by-layer growth of the graphene is found for thicknesses greater than about 2 ML. 

Uniform coverage of thinner films, e.g. single ML, is very difficult to achieve by annealing 

in vacuum. However, it was shown that the use of an argon inert-gas environment during the 
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annealing greatly improved the morphology of graphene [31], since the collisions between the 

desorbed Si atoms and the argon atoms will reflect the Si atoms back to the surface [65], thus 

effectively increases the Si partial pressure near the surface. The higher Si partial pressure leads 

to higher graphitization temperature. And this higher temperature enables reconstruction of the 

surface to be completed before graphene growth and increases carbon diffusion distances. 

Emtsev et al. used 100 – 900 Torr argon pressures and temperatures of 1500 – 2000 ºC and 

found improved morphology over UHV results except for the lowest pressure used [31]. We 

have produced graphene in one atmosphere of argon, and our results are consistent with those of 

Emtsev et. al. [39,41]. Our results will be discussed in detail in Chapter 3. 

Aside from improved morphology, the structure of graphene grown under Ar is similar to 

that of the samples prepared in vacuum. Emtsev et al. reported that the X-ray photoelectron 

spectroscopy (XPS) spectra for graphene films prepared in Ar contain the same interface peak as 

report for UHV [31,66]. In addition, LEED patterns for argon-prepared samples show the 

diffraction spots consistent with the 6√3  reconstruction and in which the graphene film is 

epitaxial and rotated 30º with respect to the SiC lattice [31]. In general, the electron mobility for 

argon-prepared samples was increased and the sheet charge density was decreased as compared 

to vacuum-prepared samples. Tedesco et al. reported that a sample grown at 1600 ºC for 120 min 

in 100 Torr Ar has the best 77 K mobility of 2647 cm2V-1s-1 [67]. 

The use of disilane can also increase the Si partial pressure in the chamber, since disilane 

(Si2H6) decomposes into Si and H on the surface at high temperature [85]. We have found 

improvement in the morphology of graphene produced in disilane, as discussed in Chapters 3 

and 4. 

1.3.5 Epitaxial graphene on the C-face 

Similar to graphene growth on the Si-face, graphene can be grown on the C-face using the 

previously described surface preparation recipes and annealing processes. However, graphene 

prepared on the C-face is quite different from that on the Si-face in many aspects. The growth 

rate of graphene on the C-face is over an order of magnitude faster than that on the Si-face 

[42,40]. For UHV preparation, areas of graphene with constant thickness on the Si-face extend 

laterally over many microns or more. In contrast, the domain size on the C-face is up to only a 
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micron or so, much smaller as compared to that on the Si-face. Importantly, the thickness 

variation between domains on the C-face is larger than that on the Si-face. For an average 

thickness of 4 ML, the thinnest and thickest regions on the C-face differ by 5 ML, while on the 

Si-face the variation in thickness over the surface is limited to 1 ML [40]. Thus, graphene is seen 

to form in a 3-dimensional manner on the C-face, whereas it forms in a layer-by-layer manner on 

the Si-face [40]. Tedesco et al. also reported similar results for the C-face, referring to the 

growth mechanism on C-face graphene as island nucleation and coalescence [68]. Creeth et al. 

explored growth conditions from 1250 ºC to 1450 ºC and found “granular” morphology for low 

temperatures and increased grain sizes at 1450 ºC for vacuum-prepared graphene [69]. We have 

seen similar morphology in our lab, and we attribute these areas of the surface to the presence of 

nanocrystalline graphite (NCG) [70,71]. We believe that this formation of the NCG is related to 

the inhomogeneous nucleation of graphene. Camara et al. discussed both intrinsic and extrinsic 

graphene formation. Their extrinsic graphene forms in an ordered manner, whereas we found 

disordered NCG, but the growth temperature employed by Camara et al. are considerable higher 

than ours and we believe that the higher temperature could account for this difference [72,73,74]. 

These differences in the growth modes for the two faces is surely influenced by the different 

temperatures used in the two cases in vacuum, about 1150 ºC for the C-face but 1300 ºC for the 

Si-face. Another contributing factor is the different interface structures for the two faces: a 

6√3 × 6√3 − �30° interface layer forms between Si-face SiC and the graphene, acting as a 

template for the formation of graphene, as discussed in the previous section, whereas on the C-

face there are 3 × 3 and (2 × 2)X  structures that variously occur but do not seem to act as 

templates (This difference in interface structures likely affects the formation temperatures 

themselves [41]). The subscript “C” on the 2 × 2 label denotes that this reconstruction is more 

carbon rich than a different 2 × 2 structure that occurs on the same surface. 

When the C-face is heated in vacuum, it undergoes very different surface reconstructions 

than the Si-face. Wide-area LEED patterns obtained from various C-face surfaces are shown in 

Fig. 1.11. From a surface following H-etching, Fig. 1.11(a), a 1 × 1 pattern is obtained, together 

with weak √3 × √3 − �30° spots arising from residual oxidation of the surface [75]. When the 

sample was further heated in vacuum at 1130 °C for 15 min, graphene formation began. As 

shown in Fig. 1.11(b), weak graphene streaks and a 3 × 3 pattern from the C-face reconstruction 
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are seen [32,40, 76 , 77 ]. Some groups reported seeing (2 × 2)X  in addition to the 3 × 3 

reconstruction [78,79,80], as mentioned in the previous paragraph. Further heating the sample 

another 30 min results in multilayer-graphene, as shown in Fig. 1.11(c). The multilayer-graphene 

displays predominantly graphene streaks. These graphene streaks indicate that graphene layers 

on the C-face do not stack in the Bernal manner, but rather, considerable rotational disorder 

occurs [42,79]. Significantly, it was demonstrated by Hass et al. that this disorder produces a 

band structure (even for these multilayer films) that closely resembles that of single-layer 

graphene [28]. Hence these multilayer films on the C-face can properly be called multilayer-

graphene, rather than graphite. It should be noted that, the graphene layers are not totally 

disordered, because a strong intensity modulation in the streaks indicates that there are 

preferential rotational angles. This disordered graphene is sometimes referred to as turbostratic 

graphene [81]. 

 
Fig. 1.11 LEED patterns acquired at 100 eV from the C-face: (a) following H-etching, (b) following 
heating in vacuum at 1130 ºC for 15 min, (c) following heating in vacuum at 1130 ºC for another 30 min. 
The black lines in (c) indicate a 60º angular range.  

An STM study found that the (2 × 2)X  and 3 × 3 structure survive also at the interface 

between graphene and SiC (i.e. in analogy to the  6√3 layer for the Si-face) [32,76,77]. Even so, 

it is not expected that the (2 × 2)X  or 3 × 3 structure would act as a template for subsequent 

graphene formation, since there is no simple coincidence between their unit cell size and that of 

graphene. The (2 × 2)X  structure is known to consist of 1/4 ML Si adatoms on the surface 

[82,83]. Side views of the  (2 × 2)X and 3 × 3 structures are shown in Fig. 1.12. 
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Fig. 1.12 Side views for (a) the (2 × 2)X and (b) the 3 × 3 interface structures. The (2 × 2)X and 3 × 3 
structures, which appear on a bare SiC surface, survive when graphene forms on the surface. These 
reconstructions interact only weakly with the graphene, so they do not constitute a good template for 
producing rotational alignment of subsequent graphene layers. 

For both the (2 × 2)X surface and the 3 × 3 surface, it was found by Hiebel et al. by STM 

that graphene forms simply on top of the reconstructed surface, i.e. in the sense of a carpet 

covering the surface [76]. Emtsev et al. reported that the XPS C 1s core levels show only two 

peaks, one of which is attributed to the SiC bulk and the other is attributed to the graphene [32]. 

Both σ and π bands are noted by ARPES measurements and SiC bulk bands are almost 

completely attenuated with nearly a monolayer of coverage. The observed lack of perturbations 

of the spectra of graphene from the substrate implies weak coupling between the graphene and 

the underlying (2 × 2)X  and/or 3 × 3  surface [32]. Transmission electron microcopy (TEM) 

studies [84] and STM studies [76,77] from some groups also suggested weak interaction between 

graphene and the (2 × 2)X surface or the 3 × 3 surface. 

The dependence of C-face graphene/SiC interface structures on preparation conditions will 

be discussed in detail in chapter 4. Particularly, in Si-rich environments, utilizing either disilane 

at pressure of ~10-4 Torr or cryogenically purified neon at 1 atm pressure, we observed a new 

interface structure with √43 × √43 − � ± 7.6° symmetry, not seen in vacuum-prepared C-face 

samples. When this new interface structure is oxidized, the surface changes to that of a graphene 

layer on top of a Si2O3 silicate layer. It is also noteworthy that the graphene layer thus formed 

has a much larger grain size than for graphene typically formed on the (2 × 2)X or the  3 × 3 

surfaces.  

As discussed in the previous section, independent control over temperature and Si 

sublimation can be achieved, either by performing heating in an inert atmosphere such as argon 
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or using a Si-containing environment such as disilane [66,85]. These techniques have improved 

the morphology of graphene films on the Si-face, but for the C-face a similar level of 

improvement has not been obtained. Whereas heating the Si-face in argon is found to improve 

the quality of single-layer graphene, heating the C-face in argon produces relatively thick islands 

of multilayer graphene due to unintentional oxidation of the C-face in the argon environment. 

This unintentional oxidation of the C-face will be discussed in detail in Chapter 3. Graphene 

formed on the C-face in other Si-rich environments will also be discussed in detail in Chapter 3. 
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Chapter 2 

 

Experimental Setup 
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2.1 Graphene Preparation and Characterization System 

We produce graphene by heating SiC at high temperatures (>1000 ºC) under different 

environments, such as vacuum, 1 atm argon, 1 atm neon, or 5 × 10-5 Torr of disilane. Graphene 

samples are prepared in a custom-built ultra-high-vacuum (UHV) system, with a base pressure of 

1 × 10-9 Torr, pumped by scroll pumps, turbo pumps, and an ion pump. As shown in Fig. 2.1, the 

whole system has two parts. The right-hand side of the system is a graphene preparation chamber. 

It is a double-walled chamber. Liquid N2 can flow between the walls to cryogenically purify 

neon gas filled into the chamber. The left-hand side of the system is a LEED measurement 

chamber, in which we can do in situ LEED measurements. A dedicated manipulator is built to 

pick up samples inside the chambers and transport them between the two chambers. 

 
Fig. 2.1 Graphene preparation and LEED measurement system. 

I designed and built the system; it is the “second generation” of graphene preparation 

systems in our group. There are several advantages of this new system. First of all, we can do in 

situ LEED measurements. With such measurements, we can study surface reconstructions at 

every stage of graphitization, i.e., we can do LEED measurements after an annealing and then 

transport the sample back to the preparation part and perform further graphitization. All these 

procedures are performed inside the same system, so that we avoid contamination from air. 

Secondly, gas introduction procedures are redesigned, so that fewer contaminants can go into the 
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system when we are filling the chamber with gases. Finally, the preparation chamber is a double-

walled chamber. We can obtain a very clean inert gas environment by flowing liquid N2 between 

the walls of the double-walled chamber. With this new system, samples were produced for my 

own studies, for some other group members, and for external collaborators [86,87,88]. In all 

cases, it was possible to obtain much cleaner and more convenient LEED observations for 

characterizing the graphene formation than in the previous system (where LEED observation 

required transferring the sample through air to a separate vacuum system). 

The heating is accomplished by using a graphite strip. The material used to fabricate the 

graphite heater strip is semiconductor grade graphite produced by Poco Graphite (some material 

other than graphite could in principle be employed for the heater, but graphite turns out to be 

quite robust even at the high temperatures that we subject it to). No measurable contamination is 

found to be emitted from the graphite heater during graphitization. As shown in Fig. 2.2, the 

graphite heater has a bow-tie shape, with a narrow neck of 0.8 inch length and 0.55 inch width. 

The graphite heater is mounted on two large copper clamps at the ends of the graphite heater. 

Two thick water-cooled copper feedthroughs are used to transmit current and prevent melting of 

the copper clamps from high temperature. Current is supplied by a transformer capable of 

supplying up to 250 A. The heater strip is found to be quite robust; it can survive tens of heating 

cycles before breaking. 

 
Fig. 2.2 Top view of the graphene preparation chamber. A bow-tie shaped graphite heater is in the middle 
of the chamber, and the sample is placed on the middle of the heater. 
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Most of our experiments were performed on nominally on-axis, n-type 6H-SiC or semi-

insulating 4H-SiC wafers purchased from Cree Corp., with no apparent differences between 

results for the two types of wafers. The wafers had been mechanically polished and they are epi-

ready (i.e. with chemical-mechanical polishing) either on the (0001) surface or the (0001�) 

surface. The wafers were cut into 1 × 1 cm2 samples. To remove polishing damage, the samples 

were cleaned by hydrogen etching or annealing in disilane. Hydrogen etching is performed using 

99.9995% purity hydrogen with a flow rate of 10 lpm and at a temperature of 1600 ºC for 3 min 

[89]. Cleaning using disilane is performed by heating the samples in 5 × 10-5 Torr of disilane at 

850 ºC for 5 min. For making graphene in vacuum, the chamber is being pumped until the 

pressure reaches 1 × 10-9 Torr, and the annealing to form graphene is then performed. For 

making graphene in an argon environment, all the valves connected to the preparation chamber 

are quickly closed to isolate the chamber when it is still under vacuum. Argon gas is filled into 

the chamber, and then a vent valve is opened after the pressure inside is a little higher than 1 atm. 

When argon gas is slowly flowing through the chamber, the heating to form graphene is then 

performed. Making graphene in neon environment uses the same procedure as that for argon, 

except that liquid N2 is flowing between the walls of the preparation chamber during annealing. 

For making graphene in disilane, disilane gas is filled into the chamber through a leak valve. The 

chamber is still being pumped during annealing in disilane, and the pressure inside is controlled 

by the leak valve. The pressure we used for disilane environment is up to about 4 × 10-4 Torr. 

Temperature is measured using a disappearing filament pyrometer. The pyrometer is 

directed at the sample. Since the sample is transparent, it is mainly the heater strip that is seen. 

There is a large discrepancy between the heater temperature and the actual sample temperature, 

especially for the case of vacuum. Some experiments have been performed by other group 

members to evaluate these discrepancies. Normally, we use correction factors of 450 ºC and 350 

ºC for semi-insulating samples and conducting samples, respectively, for the cases of vacuum 

and disilane. A correction factor of 150 ºC is used for 1 atm argon and neon environments (the 

presence of the gases leads to better thermal contact between the heater and the sample in these 

cases). 
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2.2 Low-energy electron diffraction (LEED) 

LEED is a technique for determination of surface structures of crystalline materials [90]. In 

LEED measurements, a beam of low-energy electrons in the range of 10 to 300 eV is incident on 

the surface and the elastically backscattered electrons give rise to diffraction spots on a 

fluorescent screen [90]. 

LEED may be used in one of two ways: 

(1) Qualitatively, by recording and analyzing diffraction patterns, LEED can be used to 

study the symmetry of surface structures, since the diffraction patterns correspond to the surface 

reciprocal lattice [91]. Similarly, in the presence of adsorbates, LEED diffraction patterns may 

also reveal information about the size, symmetry and rotational alignment of the adsorbate unit 

cell with respect to the substrate unit cell [91]. 

(2) Quantitatively, LEED can be used to determine precise atomic positions on the surface. 

The intensities of diffracted beams are recorded as a function of incident electron beam energy to 

generate the so called I-V curves. I-V curves are then calculated theoretically for several trial 

atom arrangements. By comparing the experimental and the theoretical I-V curves, accurate 

information on atomic positions on the surface can be revealed. 

LEED measurements should be performed in an UHV system in order to keep the studied 

sample clean. The sample itself must be a single crystal with a well-ordered surface structure in 

order to generate distinguishable spots in a diffraction pattern. A typical LEED apparatus is 

shown in Fig. 2.3. Monochromatic electrons are emitted by an electron gun. The electrons are 

accelerated and focused into a beam, typically about 0.1 to 0.5 mm wide, by a series of 

electrodes serving as electron lenses. The electrons incident on the sample surface are 

backscattered both elastically and inelastically. But some energy-filtering grids placed in front of 

the fluorescent screen are employed to screen out the inelastically scattered electrons, so that 

only the elastically scattered electrons are detected by the florescent screen. 
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Fig. 2.3 A typical LEED apparatus. It contains a sample holder, an electron gun and a display system 
having a hemispherical fluorescent screen and some concentric grids. 

2.2.1 LEED Patterns 

The high surface sensitivity of LEED is due to the fact that low-energy electrons interact with 

solid and electrons very strongly. Upon penetrating a crystal, the intensity of the primary electron 

beam decays exponentially [92]. This effective attenuation means that only a few atomic layers 

are sampled by the electron beam and as a consequence the contribution of deeper atoms to 

diffraction progressively decreases [92].  

Because most of the electrons detected by the fluorescent screen are elastically scattered 

from the surface, kinematic theory with only one scattering event is sufficient for qualitatively 

explaining LEED patterns. For an incident electron beam with wave vector (��Y = 2Z/\  and 

scattered electrons with wave vector (��$ = 2Z/\, the conditions for constructive interference are 

given by the Laue conditions 

(��$ − (��Y = ]�, 

where ]� is a vector of the reciprocal lattice. 
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Since only the first few atomic layers contribute to the diffraction, there are no diffraction 

conditions in the direction perpendicular to the sample surface. As a consequence, the Laue 

conditions reduce to a 2D form: 

!���|| = (��||$ − (��|| = ]�||, 

i.e. the scattering vector component parallel to the surface (!���|| = (��||$ − (��||) must equal to the 

vector of the 2D surface reciprocal lattice ]�||. It is apparent that the pattern observed on the 

fluorescent screen is a direct picture of the reciprocal lattice of the surface. 

The Laue conditions can readily be visualized using the well-known Ewald’s sphere 

construction. In order to extend the Ewald construction to a 2D problem, we must relax the 

restriction of the third Laue equation (perpendicular to the surface). This is done by attributing to 

every 2D reciprocal lattice point (ℎ, () a rod normal to the surface. In a 3D problem we use 

discrete reciprocal lattice points in the third dimension rather than rods; the rods in the 2D 

problem can be considered as regions where the reciprocal lattice points are infinitely dense. 

As shown in Fig. 2.4, the possible elastically scattered beams (��$ can be obtained by the 

following procedures. According to the experimental geometry, the wave vector (��Y  of the 

incident electron beam is positioned with its end at the (0,0) reciprocal lattice point. The Ewald’s 

sphere with radius |(��Y| is then drawn with its origin at the beginning of the incident wave vector. 

As shown in Fig. 2.4, the condition !���|| = ]�|| is fulfilled for every point at which the sphere 

crosses a rod. By constructing every wave vector beginning at the origin and terminating at an 

intersection between a rod and the sphere, we obtain the diffraction pattern for the surface. The 

loss of the third Laue condition in our 2D problem ensures a LEED pattern for every scattering 

geometry and electron energy [91]. 
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Fig. 2.4 Ewald sphere construction in two dimensions. The dots are reciprocal lattice points on the surface 
indexed by their coordinates. The rods representing the (`  values of the reciprocal lattice are drawn 
perpendicularly to the surface for each lattice point. The spots detected by the fluorescent screen are from 
the intersections between the rods and the sphere. Thus the diffraction pattern is a map of every reciprocal 
lattice point on the surface.   

2.2.2 LEED for quantitative structure determination 

From the discussion of the previous section, it seems that the intensities of spots in diffraction 

pattern will not change as a function of energy. However, that discussion is exact only in the 

limit of scattering from a true 2D network of atoms. This approximation is good enough to 

qualitatively interpret LEED patterns; however, to quantitatively understand the intensities of 

scattered electron beam, we need to consider electron scattering processes in more detail. In a 

real LEED experiment, electrons do penetrate a few of atomic layers into the crystal. The higher 

the energy of incident electron beam, the more layers of the crystal the electron beam can 

penetrate, and the third Laue condition (perpendicular to the surface) becomes more and more 

important. Experimentally, the intensity of a particular spot depends on the energy of the incident 

electron beam. 

These modulations of the intensities of the Bragg reflections with respect to the incident 

electron energy can also be visualized by the Ewald construction. However, in this case, rods 

perpendicular to the surface have thicker or thinner regions. A Ewald construction for the 

intermediate situation where periodicity perpendicular to the surface enters the problem to a 

certain extent is shown in Fig. 2.5. When the Ewald sphere crosses a thicker region of the rods, 

the corresponding Bragg spot has stronger intensity, whereas thinner regions give rise to weaker 

spots [91]. Changing the energy of the incident electron beam is like changing the radius of the 
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Ewald sphere. So, when we change the energy of the incident electron beam, the Ewald sphere 

passes successively through thicker and thinner regions of the rods, and the intensity of a 

particular Bragg spot varies periodically [91]. The resulting curves of the spot intensities as a 

function of the electron energy are called I-V curves. 

 
Fig. 2.5 Ewald sphere construction for a quasi-2D surface lattice. The thicker regions of the rods arise 
from the third Laue condition which cannot be completed neglected. When the Ewald sphere crosses a 
thicker region of the rods, the corresponding Bragg spot has stronger intensity, whereas thinner regions 
give rise to weaker spots [91]. 

I-V curves contain much more information about surface structures than simple LEED 

patterns. Analyzing the I-V curves can reveal accurate crystallographic information about a given 

surface [93]. However, since multiple-scattering effects in LEED are strong, there is no general 

method to extract the desired information directly from the I-V curves [93]. Instead, the exact 

atomic configuration of a surface can only be determined by a trial and error process, where 

computer-calculated spectra for many plausible models of the surface are compared to the 

experimental I-V curves. From an initial reference structure, a set of trial structures is created by 

varying the model parameters. The parameters are changing routinely, and the comparisons keep 

going until an optimal agreement between the calculated and experimental I-V curves is achieved. 

The agreement between the experimental and the computer-calculated I-V curves is 

characterized by a reliability factor (or R-factor). A commonly used reliability factor is the one 

proposed by Pendry [94]. It is expressed in terms of the logarithmic derivative of the intensity  

a(D) = �
b(c)

db(c)
dc , 

where the intensity is expressed as a sum of a series of Lorentzian peaks e = ∑ �f
(cScf)ghijkg  [94]. 
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The R-factor is then calculated as: 

� = (∑ l(mnPo − mnpCqP)�rDn )/(∑ l(m�nPo + m�npCqP)rD)n , 

where m(D) = aS�/(aS� + st1� ) and st1 is the imaginary part of the electron self-energy [94]. In 

generally, �q < 0.2 is considered as a good agreement, �q ≅ 0.3 is considered mediocre and 

�q ≥ 0.5 is considered as a poor agreement [94]. 

I-V curves are typically calculated by dynamic LEED calculations, with a muffin tin 

potential model [ 95 ]. However, it is not practical to calculate every trial I-V curves by 

conventional full dynamic LEED calculations, since the time needed to compute the electron 

wave diffracted from a surface scales essentially as N3 with N the number of independent 

scattering centers in the unit cell [93]. For systems with many atoms in a unit cell and a large 

parameter space, the computational time becomes significant. 

Tensor LEED was developed to reduce the computational time by avoiding full LEED 

calculations for each trial structure. It is based on the idea that, since low energy electron 

diffraction from a surface is governed by multiple scattering, a small modification of a given 

reference surface structure will only cause a small change in the diffracted electron wave 

functions and may be treated as a perturbation [96]. The time needed for calculating the 

perturbations scales only linearly with the number of atoms. So, once the wave function for a 

reference surface is calculated by a full dynamic LEED calculation, the wave functions of 

geometrically similar surfaces are deduced by calculating approximate amplitude changes. 

To summarize, the process of obtaining accurate crystallographic information of a surface 

by LEED is as follows: (1) I-V curves are measured experimentally from the diffraction patterns 

of the surface under investigation. (2) A reference surface is defined, and I-V curves are 

calculated by the full dynamic LEED calculations. (3) I-V curves from small modifications of the 

reference surface are calculated by the Tensor LEED approximation, and R-factors are calculated 

for each trial structures. (4) Steps 2 and 3 are performed iteratively until a satisfactory R-factor is 

obtained. The Erlangen Tensor LEED package [93], with a slight modification by us, is used for 

the calculations in my studies. 
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2.3 Low-energy electron microscopy (LEEM) 

2.3.1 LEEM instrumentation 

LEEM is a surface science technique invented by Ernst Bauer in 1962, and then fully developed 

by Ernst Bauer and Wolfgang Telieps in 1985. LEEM uses elastically backscattered electrons to 

image atomically clean surfaces and thin films. Due to the large electron backscattering cross 

section of most materials, LEEM is an ideal technique to image surface dynamic processes such 

as surface reconstructions, epitaxial growth, step dynamics, etc. LEEM is a true imaging 

technique, as opposed to scanning techniques, and it has a high spatial resolution of about 10 nm 

[97,98,99]. 

The LEEM setup in our lab is a commercial LEEM III apparatus built by Elmitec, as shown 

in Fig. 2.6. It consists of (from left to right in Fig. 2.6): (1) Electron gun, used to generate 

electrons by thermionic emission from a source tip. (2) Condenser lenses (CL), used to focus and 

manipulate electrons leaving the electron gun. Electromagnetic quadruple electron lenses are 

used, the number of which depends on how much resolution and focusing flexibility the designer 

wishes. (3) Illumination aperture, used to control the area of a sample which is illuminated. (4) 

Magnetic beam separator, used to separate the illuminating and imaging electron beams. The 

imaging electron beam scattered from the sample is deflected by the separator to the imaging 

column on the right. (5) Objective lens, used to form a real image of the sample. The uniformity 

of the electrostatic field between the objective lens and sample determines most of the LEEM 

performance. (6) Contrast aperture, located in the center of imaging column. An image of the 

diffraction pattern is created by the objective lens, and the contrast aperture can be used to 

choose the desired spot to image. (7) Illumination optics, used to magnify the image or 

diffraction pattern and project it onto the imaging plate or screen. (8) Imaging plate or screen, 

used to image the electron intensity. 
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Fig. 2.6 LEEM setup and ray diagram. From Ref. 100. 

In LEEM, a beam of high energy electrons (10-20keV) emitted by the electron gun, are 

focused at the back focal plane of the objective lens by the condenser lenses. The high energy 

electrons travel through the objective lens and begin decelerating to low energies near the sample 

surface because the sample is held at a potential close to that of the electron gun. The highly 

collimated electron beam impinges normally on the sample surface, with energy in the range of 0 

to few hundred eV. The energy of the electrons incident on the surface is varied by adjusting a 

bias voltage between the sample and the electron gun. These low-energy electrons interact with 

the sample and are back scattered elastically from the sample surface. The backscattered 

electrons are then reaccelerated through the objective lens, and are reflected to the imaging 

column by the beam separator. The objective lens produces a magnified image of the sample in 

the beam separator, which is further magnified by several additional lenses in the imaging 

column. This image is projected onto an imaging detector with microchannel plate and 

phosphorous screen, and finally acquired by a computer controlled CCD camera [97,98,101]. 

Besides the real space imaging, LEEM can be used as a LEED. An illumination aperture can 

be inserted just before the objective lens. This aperture blocks out a fraction of the incoming 

beam, allowing only a certain area of the sample to be illuminated. The diffraction pattern 

formed on the channel plate will only arise from the specifically illuminated area of the sample, 

so that we can obtain diffraction patterns from any selected region on the sample. This is called 

micro-diffraction (µ-LEED) and we make use of this capability to study graphene films. 
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Prior to LEEM measurement, samples are outgassed at a temperature of 700 ºC. For the 

alignment of illumination and imaging columns, it is better to get started with photoelectron 

emission microscopy (PEEM) since it allows us to work on a wide area of the sample. In order to 

get a good intensity in PEEM, lead (Pb) is deposited on the sample. Once the alignment is done, 

the Pb is removed by heating the sample to a high temperature (> 1000 ºC) for a few minutes. 

The LEEM results presented in this thesis are done in bright-field mode, in which the (0,0) 

diffracted beam is used for imaging. The selection is done using the contrast apertures in the first 

diffraction image. Use of the contrast aperture also helps in cutting down the secondary emission 

and leads to sharp LEEM images, but at the cost of a reduction of intensity in the image. 

2.3.2 Graphene thickness determination by LEEM 

Besides imaging of sample surface, LEEM can also be used to determine the number of graphene 

layers on a surface. As described by Hibino et al. [102], areas of graphene with different 

thickness interact differently with incident electrons, thus producing varying contrast as a 

function of electron energy. To illustrate this argument from Hibino, a LEEM image obtained for 

multilayer graphene on the Si-face is shown in Fig. 2.7(a), and the intensities of the reflected 

electrons as a function of electron energy are shown in Fig. 2.7(b), for the specific locations A – 

E indicated in Fig. 2.7(a) [39]. 

 
Fig. 2.7 (a) LEEM image at an electron-beam energy of 3.7 eV with 15 µm field of view for Si-face 
graphene prepared by heating in vacuum at 1320 ºC for 40 min. (b) Intensity of the reflected electrons 
from different regions marked in (a) as a function of electron-beam energy (curves are shifted vertically 
for ease of viewing). 
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Hibino et al. calculated the band structure of bulk graphite using a first-principles 

calculation based on local density functional theory with ultra-soft pseudo-potentials, as shown 

in Fig. 2.8 [102]. The bands circled by the red dashed line in Fig. 2.8(a) are the ones that were 

identified by Hibino et al. to be responsible for the LEEM reflectivity spectra of graphene. The 

reflectivity in the energy range of 1 to 7 eV, shown in Fig. 2.7(b), arises from this conduction 

band [102]. The oscillations in this energy window can be phenomenologically explained by 

quantization of energy levels in the conduction band due to finite thickness of graphene films. 

When the energy of the incident electrons matches with one of the quantized energy levels, the 

reflectivity is reduced and a dip occurs in the reflectivity curve. Phenomenologically, Hibino et 

al. estimated the quantized levels using a tight-binding calculation, in which the molecular 

orbitals on the graphite sheets were assumed as a basis set [102]. According to Hibino et al., for 

m-layer-thick film, energy levels are given by: 

D = y − 2+Vz{[  |
}h�], 

where ɛ is the band center energy, t is the transfer integral and n=1 to m. The bandwidth is 4t, 

which is estimated to be 6.4 eV from the first-principles calculation. Thus, m-layer-thick 

graphene films thus would produce m dips in the reflectivity [102]. 

 
Fig. 2.8 (a) The band dispersion relation of bulk graphite calculated using the first-principles calculation, 
from Ref. 102. (b) The calculated conduction band in the Γ-A direction, which corresponds to the region 
indicated by the dotted circle in (a). 

It should be noted that Hibino did not count the 6√3 buffer layer as a graphene layer. 

Recently, by using additional first-principles computations, we have obtained a more quantitative 
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understanding of the reflectivity minima. The first-principles computations demonstrate that a 

free standing n-layer graphene slab actually produces ~ − 1 reflectivity minima [103,104,105]. 

The minima in the reflectivity curves are actually associated with electronic states localized 

between the graphene layers (not on the layers, as assumed by Hibino et al.). These states are 

known as interlayer states, and they had been identified in earlier studies of graphite [106]. For n 

graphene layers (including the buffer layer), there are ~ − 1 spaces between them and, hence, 

~ − 1 interlayer states. Coupling (in a tight-binding sense) between all the interlayer states then 

produces a set of coupled states, and reflectivity minima are observed at the energies of these 

coupled states, in agreement with experiment. Interpretation of LEEM reflectivity curves will be 

discussed in more detail in Chapter 4. 

2.3.3 Data analysis 

While taking LEEM data, a sequence of images is recorded starting with electron-beam energy 

of 0 eV and incrementing it 0.1 eV as we go from one image to another. As discussed in the 

previous section, the reflectivity oscillation enables us to determine local graphene thickness. To 

obtain local graphene thickness, we analyze the reflectivity curves by the following procedure 

[40,107,108,109]: 

(1) At each pixel a reflectivity curve extending between about 2.0 and 6.5 eV is extracted 

from the images. 

 

(2) A quadratic background is subtracted. 
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(3) A sinusoidal function with adjustable frequency (ω) and phase (φ), �{B~(�D + ∅), is fit 

to the curve. The process is repeated for all pixels in the sequence of images, and a scatterplot of 

the phase vs. frequency is constructed. Reflectivity curves associated with different number of 

monolayers are seen to occupy distinctly different regions in the scatterplot. 

 
(4) The number of counts in the different regions of the scatterplot then gives the fraction of 

the surface covered with the different integer monolayer of graphene. From this we can calculate 

the average graphene thickness for a given sample. Also, we can construct a color map of the 

local graphene thickness by assigning each pixel in the image a specific color associated with the 

region that its reflectivity curve falls in [107]. 

2.4 Atomic force microscopy (AFM) 

Atomic force microscopy is one of the foremost tools for imaging solid surfaces, with 

demonstrated resolution in the order of a nanometer. AFM has the advantage of imaging almost 

any type of surface, including polymers, ceramics, composites, glass, and biological samples 

[110,111]. 
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As shown in Fig. 2.9, most AFMs today use a laser beam deflection system, where a laser 

beam is reflected from the back of a reflective cantilever and onto a position-sensitive 

photodiode detector. 

 
Fig. 2.9 Diagram of an atomic force microscope with laser beam deflection system. 

AFMs operate by measuring force between the probe and the sample. The force is not 

measured directly, but calculated by measuring the deflection of the cantilever and knowing the 

stiffness of the cantilever. To acquire images of a sample surface, the tip is brought in contact 

with the sample. The tip experiences a force from the atoms on the surface that leads to a 

deflection of the cantilever. The deflection is then measured using a laser beam that is reflected 

from the cantilever and detected by a position-sensitive photodiode. The tip is positioned with 

high resolution by using piezoelectric ceramics, which can expand or contract with a presence of 

voltage gradient. 

AFM operation is usually described as one of three modes, according to the tip-sample 

distance and the nature of the tip motion, as shown in Fig. 2.10. 
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Fig. 2.10 Force between the tip and the sample as a function of tip-sample separation. 

(a) Contact mode is the foremost mode of operation. In this mode, the tip is almost always at 

a depth where the overall force is repulsive. As the tip is dragged across the surface, it is 

deflected as it moves over the surface corrugation. In contact mode, the tip is continually 

adjusted to maintain a constant force against the surface (constant spring deflection), and then 

the surface profile is calculated from the adjustment in vertical sample position needed for this. 

However, the resolution in this manner is limited by the feedback circuit. Sometimes the tip is 

allowed to scan without this adjustment, and one measures only the deflection. This is useful for 

small, high-speed atomic resolution scans. Because the tip is in hard contact with the surface, the 

stiffness of the cantilever needs to be less that the effective spring constant holding atoms 

together. 

(b) Another commonly used mode is tapping mode, which is also referred to as intermittent-

contact or dynamic force mode. In this mode, the tip-sample distance is larger than that in the 

contact mode and the cantilever is oscillated at near its resonance frequency. Part of the 

oscillation extends into the repulsive regime, so the tip intermittently touches or “taps” the 

surface. When the tip comes closer to the surface, stronger interaction between the tip and the 

sample cause the amplitude of the oscillation to decrease. The height of the tip is continually 

adjusted to maintain constant oscillation amplitude as the tip scans over the surface, and these 

adjustments are then converted to a surface profile. The advantage of tapping the surface is 

improved lateral resolution on soft samples. Sample damage can also be prevented, because 

lateral forces such as drag, common in the contact mode, are virtually eliminated [112].  
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(c) AFMs can also operate in a noncontact mode. In this mode, a stiff cantilever is oscillated 

in the attractive regime. The forces between the tip and sample are quite low, in the order of pN. 

The detection scheme is based on measuring changes to the resonant frequency or amplitude of 

the cantilever. 

Most of the AFM work presented in this thesis is done in tapping mode using a Digital 

Instruments Nanoscope III. The cantilevers used for imaging are made of Si doped with 

antimony. 
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Chapter 3 

 

Morphology of graphene on SiC prepared in 
argon, neon or disilane environment 
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For graphene formation in vacuum, the formation temperature is determined by the preferential 

sublimation rate for Si as compared with C from the surface. It has been demonstrated that 

independent control over temperature and Si sublimation rate can be achieved, either by 

performing the heating in an inert atmosphere such as argon or using a Si-containing 

environment such as disilane [31,66,85]. The morphological evolution of graphene on the Si- and 

C-face of SiC in vacuum or argon has been previously presented in a number of papers published 

by our group [38,39,40,70]. In this chapter, I present additional, new data for graphene prepared 

in argon, cryogenically purified neon, or disilane. 

3.1 Experimental Methods 

Our experiments were performed on nominally on-axis (unintentional miscut ≤0.2º), n-type 6H-

SiC or semi-insulating 4H-SiC wafers purchased from Cree Corp., with no apparent differences 

between results for the two types of wafer. The wafers were cut into 1 cm × 1 cm samples. 

Samples were chemically cleaned in acetone and methanol before putting them into the custom 

built preparation chamber which uses a graphite strip heater for heating the samples. To remove 

polishing damage, the samples were heated in either 1 atm of hydrogen at 1600 ºC for 3 min or 5 

× 10-5 Torr of disilane at 850 ºC for 5 min. 

Before graphitization, the hydrogen is pumped away from the chamber until a desired 

pressure of 10-8 Torr is reached. The samples were then either heated under 1 atm of flowing 

argon (99.999% purity) or 1 atm of neon. For the preparation in neon, the neon was 

cryogenically purified by flowing liquid N2 between the walls of the double-walled chamber. A 

vacuum chamber connected to the graphitization chamber permits in situ LEED measurements, 

using a VG Scientific rear-view LEED apparatus. 

For quantitative LEED analysis, diffraction spot intensities were measured at different 

energies in the range of 100 – 300 eV. For a SiC surface of specific termination, a single domain 

with only one orientation would give rise to a threefold symmetric LEED pattern in which the 

(1,0) and (0,1) spots have different intensity spectra. Since a six-fold symmetric LEED patterns 

are indeed observed, both possible domains with different orientations, i.e. rotated by 60° with 

respect to each other, are present on the surface. Spot intensities from two rotational domains 

were averaged and the resulting I-V curves were compared to theoretical LEED calculations in 
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order to retrieve details about atomic arrangement of interface structures. Theoretical I-V curves 

are calculated by full dynamical LEED calculations and optimization was carried out by tensor 

LEED, using a calculation package from Blum et al. [93] The Pendry R-factor, Rp, [94] was used 

for comparison between the experimental and calculated I-V curves. 

Following graphitization our samples were transferred to an Elmitec III system for LEEM 

measurements. Samples were initially outgassed at 700 ºC, and then as part of the alignment 

procedure in the LEEM a few ML of Pb were deposited on the sample to enable photoemission 

electron microscopy (since Pb has a relatively low work function). This Pb was then removed 

from the sample by heating it to 1050 ºC prior to LEEM measurements. During LEEM 

measurement, the sample and the electron gun were kept at a potential of -20 kV and LEEM 

images were acquired with electrons having energy set by varying the bias on the sample, in the 

range of 0-10 eV. The intensities of the reflected electrons from different regions of the sample 

were measured as a function of the beam energy. These LEEM reflectivity curves show 

oscillations, which is associated with the number of graphene layers on the surface. From 

sequences of images acquired at energies varying by 0.1 eV, color-coded maps of graphene 

thicknesses were generated using the method described in Section 2.3.3. The surface of our 

graphene films were also studied by AFM using a Digital Instruments Nanoscope III in tapping 

mode. 

3.2 Results 

3.2.1 Argon Environment 

Graphene formation on the Si-face of SiC in a vacuum environment has been well studied by 

many groups and is nowadays quite well understood. However, graphene formed in this manner 

is not so ideal. As mentioned in Section 1.3.4, we find that, for graphene thicknesses less than or 

equal to 2 ML, the uniformity of graphene is rather poor. Annealing at elevated temperatures 

and/or increased times leads to greater uniformity in the surface morphology, albeit with an 

increase in the average thickness. Nearly layer-by-layer growth of graphene is found for 

thicknesses greater than about 2 ML (although much thicker graphene is contained in the pits 

that are still present on the surface [113,114]). 
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Uniform coverage of thinner films, e.g. single ML, is very difficult to achieve by annealing 

in vacuum. However, use of an argon inert-gas environment during annealing permits the use of 

higher temperatures for an equivalent thickness of graphene, since the sublimation rate of Si is 

reduced by the argon [31,66]. Higher temperatures then permit a more equilibrium form of the 

surface structure, i.e. more uniform thickness and few, if any, of surface pits. 

Figure 3.1 shows results for graphene on the Si-face formed in 1 atm of argon. This sample 

is annealed at a temperature of ≈1470 ºC for 15 min. As a result of the argon annealing, the steps 

undergo considerable motion, and we see in the AFM image in Fig. 3.1(a) large flat terraces 

separated by step bunches. A LEEM image of this sample, acquired at 4.4 eV, is shown in Fig. 

3.1(b). As discussed by Hibino et al., the reflectivity of electrons in the range of 1 – 7 eV shows 

distinct oscillations arising from the existence of discrete energy levels in the conduction band of 

graphene with wavevectors normal to the surface. Each such state produces a minimum in the 

reflectance, and for an n-layer thick film there are n such minima [102]. Reflectivity curves as a 

function of electron-beam energy from areas marked as A – E are shown in Fig. 3.1(c). The 

color-coded map of graphene thickness is shown in Fig. 3.1(d), with this surface area having an 

average graphene thickness of 1.1 ML. Importantly, the thicker regions of graphene are found 

near the step bunches. Between the step bunches, the surface is covered by uniform monolayer of 

graphene. It should be pointed out that, for this particular sample, the starting wafer has a miscut 

of ≈0.3º, larger than typical for our nominally on-axis wafers [39]. The larger miscut leads to a 

significant number of step bunches forming during the graphene formation (consistent with the 

report of Virojanadara et al. [115]). 

 
Fig. 3.1 Results for graphene on the Si-face, prepared by annealing at 1470 ºC for 15 min in 1 atm of 
argon, producing an average graphene thickness of 1.1 ML. (a) AFM image, displayed using grey scale 
range of 16 nm. (b) LEEM image acquired at electron-beam energy of 4.4 eV. (c) Intensity of the 
reflected electrons from different regions marked in (b) as a function of electron-beam energy. (d) Color-



45 

 

coded map of local graphene thickness; blue, red and yellow correspond to 1, 2, and 3 ML of graphene, 
respectively. Small white or black crosses mark the locations of the reflectivity curves. 

LEED patterns obtained from Si-face surfaces are shown in Fig. 3.2, for a surface following 

H-etching and for the argon-prepared graphene film of Fig. 3.1. In the former case the pattern 

consists of a 1 × 1 arrangement of SiC spots together with very weak (1/3,1/3) and (2/3,2/3) 

spots associated with a √3 × √3 − �30° arrangement that arises from residual oxidation of the 

surface [116]. For the graphitized surface there are additional 1 × 1 spots associated with 

graphene (rotated 30º relative to the SiC spots) and satellite 6√3 × 6√3 − �30°  spots 

surrounding both the primary SiC and graphene spots. Theses satellite spots are attributed to the 

underlying buffer layer [32,48,117,118,119,120]. Importantly, these LEED patterns from argon-

prepared samples are almost the same as that from vacuum-prepared samples (shown in Fig. 1.7). 

The similarity of Fig. 3.2 and Fig. 1.7 illustrates that graphitization in 1 atm of argon greatly 

improves the morphology of graphene while maintaining the structure of graphene on the Si-face. 

 
Fig. 3.2 LEED patterns acquired at 100 eV from Si-face surfaces: (a) following H-etching and (b) 
following graphitization, for the sample of Fig. 3.1. 

Another important quantity to consider with respect to the monolayer graphene is the 

crystallographic grain size [121]. Although the graphene on the Si-face maintains essentially 

perfect rotational orientation with respect to the SiC (i.e. rotated by 30º), there still may be 

translational domain boundaries as well as 180º rotational boundaries in the film [122]. Studies 

of vacuum-prepared graphene by surface X-ray scattering reveal that graphene on the Si-face has 

mean grain size of 40 – 100 nm [59,121,123], which is on the same scale as (or slightly smaller 

than) the morphological disorder of such samples [39]. We are not aware of similar 

measurements for graphene prepared under argon. Nevertheless, by LEEM, domains on the 
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several-µm length scale or larger have been observed in monolayer graphene films [39,66,115], 

which likely represents the grain size for argon-prepared graphene. 

For the C-face, to increase the formation temperature, one can try the same method of 

performing the annealing in argon, as used for the Si-face. Unfortunately, this technique is found 

not to be successful for the C-face. 

We have attempted in eight experimental runs to form thin graphene on the C-face under 1 

atm of argon, using nominally similar preparation conditions (≈1600 ºC for 15 min) each time. 

About half of those attempts resulted in nearly no graphene at all, and the other half produced 

very thick (>15 ML) graphene films. However, in two cases for samples that displayed no 

graphene over most of their surface, there were a few isolated 0.1-mm-sized areas that were 

graphitized. These areas are easily visible under an optical microscope [40]. 

AFM and LEEM studies near the edge of such area are shown in Fig. 3.3. In the AFM image, 

Fig. 3.3(a), there are many ridges (white lines at various angles) extending over the surface on 

the right and left sides of the image. These features are well known to be characteristic of the 

presence of graphene on the surface, and they arise from the thermal expansion difference 

between graphene and SiC as the samples are rapidly cooled after graphitization [40,124]. 

However, near the center of the image (to the right of the step bunch) no such ridges are seen, 

thus suggesting that no graphene is present there [40]. 

 
Fig. 3.3 Results of graphene on the C-face, prepared by annealing at 1600 ºC for 15 min in 1 atm of argon, 
yielding an average thickness of 3.0 ML of graphene (for this image, including only the areas where 
graphene covers the surface). (a) AFM image, displayed using grey scale range of 16 nm. (b) LEEM 
image at beam energy of 5.2 eV and with 25 µm field of view. (c) Intensity of the reflected electrons from 
different regions marked in (b) as a function of electron-beam energy and (d) color-coded map of local 
graphene thickness. (This data was obtained by Luxmi from Prof. Feenstra’s research group) [40]. 

Fig. 3.3(b) shows a LEEM image acquired at 5.2 eV, and reflectivity curves from the 

associated sequence of images are shown in Fig. 3.3(c). Curves C – G correspond to 1 – 5 ML of 
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graphene, respectively. Curve C actually has an additional shallow minimum, marked by the 

dashed line at 6.8 eV, and this same feature is weakly seen in curve D. A color-coded map of the 

graphene thicknesses is shown in Fig. 3.3(d), revealing an average graphene thickness (over the 

area covered by graphene) of 3.0 ML [40]. 

On the left-hand side of the LEEM image of Fig. 3.3(b) is seen a black region, with 

reflectivity given by curve A. The reflectivity is seen to be nearly featureless over the range 3 – 

10 eV, without the characteristic oscillations of graphene. It should be noted in this regard that, 

in addition to the oscillations in the range 2 – 7 eV, the reflectivity from graphene also increases 

over the energy range 8 – 10 eV because of additional band-structure effects [125]. This increase 

at higher energies is also not seen for curve A. The same reflectivity as in curve A was found 

over the vast majority of the surface. Thus, we can be certain that the surface, at location A in 

Fig. 3.3(b) and over the vast majority of the sample, is not covered with any graphene at all [40]. 

The reflectivity curve B has a shape never before seen on vacuum-prepared samples. The 

origin of this new reflectivity as well as the extra minima seen in the curves C and D are 

attributed to the existence of an oxidized SiC layer below the graphene. I will discuss such 

reflectivity curves from the C-face in more detail in Chapter 4. 

LEED patterns obtained from areas of the argon-prepared samples that do not have any 

graphene display clear SiC 1 × 1 spots together with √3 × √3 − �30° spots (the latter vary in 

intensity over the surface). In Fig. 3.4, we display one of these patterns and compare it to the 3 × 

3 LEED pattern formed by annealing a C-face sample in vacuum. The surfaces prepared in 

vacuum or argon are clearly very different. We have measured LEED intensity vs energy spectra 

(I-V curves) for the √3 × √3 − �30° pattern, as shown in Figs. 3.4(c) and (d). These spectra 

agree very well with the known spectra for a silicate (Si2O3) layer on the C-face of SiC [116]. 
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Fig. 3.4 LEED data acquired from C-face surfaces: (a) 3 × 3 pattern acquired at 100 eV from a sample 
prepared by annealing at 1000 ºC in vacuum, with the primary SiC (1,0) spot indicated; (b) √3 × √3 −�30° pattern acquired at 100 eV from a sample prepared by annealing in 1 atm of argon at 1400 ºC, with 
the (1,0) and (2/3,2/3) spots indicated; (c) and (d) Intensity vs energy characteristics for the two spots 
marked in (b). 

A quantitative LEED analysis, demonstrating that the √3 × √3 − �30° pattern in Fig. 3.4 

indeed arises from a silicate (Si2O3) layer on the C-face, are shown in Fig. 3.5. LEED I-V curves 

for the various spots of this pattern are shown by the solid line in Figs. 3.5(a) – (e). Also shown 

in those panels are the results of the dynamical LEED calculations, which were carried out using 

a model consisting of one layer of silicate (Si2O3) and six layers of SiC bilayer. The geometry 

parameters of the Si2O3 layer are the same as those used by Starke et al. [116,126]. We note that 

their analysis was done for various different surface terminations of the 6H-SiC surfaces, i.e., S1, 

S2, and S3, referring to one, two, or three SiC bilayers stacked in cubic manner before the first 

orientation change associated with the hexagonal stacking. Starke et al. found a best fit between 

experiment and theory for a 45%, 40%, and 15% combination of S1, S2, and S3 stacking, and we 

employ the same combination (no structural parameters are given for the S3 stacking by Starke 

et al. [116], but we use the same parameters for the S3 domain as the S1 domain, i.e., shifted by 

one bilayer). The Pendry R-factor for the fit between the theory and the experiment in Fig. 3.5 is 

0.26, indicating good agreement between the experimental and theoretical I-V curves [94]. From 

this analysis, we conclude that the residual oxygen present during the argon annealing has 

oxidized the SiC surface, thereby inhibiting the formation of graphene over the majority of the 

surface. 
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Fig. 3.5 (a) - (e) Set of experimental LEED spot intensity spectra (solid lines), together with theoretically 
calculated spectra (dashed lines). Spectra are from the same sample in Fig. 3.4(b). 

However, regarding our interpretation that the oxidation of the C-face surface is inhibiting 

the formation of graphene, it should be noted that, in vacuum, the silicate layer is unstable at 

temperature above about 1200 ºC, at least for the Si-face [127]. This fact raises the possibility 

that the oxidation observed on our argon-prepared sample might have occurred while the sample 

was cooling down to room temperature, or during evacuation of the argon gas. To investigate 

this, we have taken a C-face 3 × 3 surface formed by annealing in vacuum, exposed it for 10 min 

at various temperatures to a 1 atm argon environment, and measured the resulting LEED pattern. 

For room-temperature annealing we find that the LEED pattern becomes noticeably dimmer but 

that the 3 × 3 spots are still faintly visible; no trace of any √3 × √3 − �30° spots are seen. But, 

after annealing in the Ar to >1000 ºC, the √3 × √3 − �30° spots appear. This pattern grows 

markedly in intensity as the temperature is increased to 1200 ºC, and then it maintains an 

approximately constant intensity as the temperature is increased to 1550 ºC. For annealing at 

1640 ºC we find that the surface is graphitized over most of its area, although a few regions of 
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intense √3 × √3 − �30° remain. Thus, we find that the silicate is stable on the C-face, in the 

argon environment, for temperature up to ~1600 ºC. 

Now, the main conclusion from the data of Figs. 3.3, 3.4 and 3.5 is clear: this C-face surface, 

prepared at high temperatures under 1 atm of argon, is covered only in a few areas by graphene, 

and there the graphene is many layers thick. Elsewhere on the surface no graphene is present. 

The absence of the graphene is attributed to unintentional oxidation of the surface, and this 

mechanism would seem to account also for the islanding of the graphene on the C-face reported 

by both Camara et al. [73] and Tedesco et al. [68] 

For the C-face in vacuum we found that it graphitizes easier than the Si-face, indicating a 

higher surface energy (i.e. less stable surface) of the C-face. Now, in argon, we find that the C-

face surface is more resistant to graphitization than the Si-face, indicative of a lower surface 

energy for the C-face. The presence of the oxide layer on the C-face surface accounts for this 

difference in the surface energies between the vacuum and argon environments, thus providing 

an explanation for the difficulty in graphitizing the C-face in argon. Apparently the C-face is 

more sensitive to this type of contamination than is the Si-face. 

3.2.2 Purified Neon Environment 

As argued in the previous section, graphitization in an argon environment is affected by 

unintentional oxidation, especially for the C-face. (The C-face appears to be more susceptible to 

oxidation than the Si-face, which we interpret in terms of the difference in structures for the two 

surfaces: the terminating layer on the Si-face is a 6√3 × 6√3 − �30° reconstruction, which 

apparently has good stability and quite low energy, whereas the C-face is terminated in many 

cases with a 2 × 2 or 3 × 3 reconstruction, which appears to be less stable). Thus, to restrict the 

sublimation rate of Si, while simultaneously minimizing any unintentional oxidation, it is 

necessary to perform heating in a cleaner environment. We accomplished this utilizing 

cryogenically purified neon at 1 atm pressure. The vacuum chamber that we use for graphene 

preparation is actually a double-walled one. We flow liquid nitrogen between these two walls 

during the graphene preparation, and in this way any oxygen impurities in the neon stick to the 

walls of the chamber. (This procedure would not work for argon, since the argon itself will 

condense at the liquid-nitrogen temperature of 77 K). 
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At a test of this purified neon environment, we first prepared graphene on the Si-face. Figure 

3.6 shows results for a Si-face sample prepared by heating at 1630 ºC in 1 atm of purified neon 

for 20 min. The surface morphology as shown in the AFM image of Fig. 3.6(a) consists of step 

bunches distributed over the surface, very similar to what occurs for preparation in argon [40]. 

The graphene thickness is found to be mainly 1 and 2 ML for this preparation condition, along 

with a few 3 ML areas (likely near the step edges), again similar to what occurs for argon. LEED 

patterns at 100 eV of this surface (not shown) are nearly identical to those seen for argon-

prepared graphene, as in Fig. 3.2(b), with intense 6√3 satellite spots surrounding the main SiC 

and graphene spots. These similarities between argon-prepared and neon-prepared samples again 

confirm that the Si-face is less susceptible to oxidation. 

 
Fig. 3.6 Results for graphene on the Si-face, prepared by annealing at 1600 ºC for 20 min in 1 atm of neon. 
(a) AFM image, displayed with gray scale range of 8 nm. (b) LEEM image at beam energy of 3.8 eV. (c) 
Intensity of the reflected electrons from different locations marked in (b) as a function of electron-beam 
energy. (d) Color-coded map of local graphene thickness; the color blue, red, and yellow correspond to 1, 
2, and 3 ML of graphene, respectively. 

Graphitization on the C-face in the purified neon environment is then performed, and the 

results are shown in Fig. 3.7. Figure 3.7(a) shows an AFM image of the surface. One notable 

feature of the result of Fig. 3.7(a) is the network of raised (white) lines prominently seen in the 

figure. We attribute these ridges to the strain-induced features arising from the different thermal 

expansion coefficients between graphene and SiC [40]. As emphasized by Hass et al., the 

presence of such features is an indicator of a structurally ideal graphene film [17]. These ridges 

could be seen on most of the sample surface, indicating that the graphene films cover most of the 

surface uniformly, not as islands sitting on the surface. (These ridges appear somewhat broken 

up in some locations, but that effect follows the scan direction of the AFM and is surely an 

artifact of the scanning). 
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A LEEM image of this sample acquired at 4.0 eV is shown in Fig 3.7(b). Reflectivity curves 

from areas marked B – D in the LEEM image show 1, 2 or 3 minima, thus demonstrating that the 

surface is covered with graphene of 1, 2 or 3 layers. LEEM images from other locations of the 

sample show similar images, again indicating that most of the sample surface is covered by one 

or two layers of graphene, not islands of graphene as appear on the argon-prepared sample. As 

compared to the argon-prepared sample in Fig. 3.3, graphitization in purified neon environment 

eliminates the unintentional oxidation, leading to thinner and more uniform graphene films. We 

interpret this difference in terms of a cleaner environment. Our C-face work in argon displayed 

ample evidence for the existence of background oxygen during the graphene formation, and 

apparently the amount of oxygen is substantially lower in our purified neon environment. 

It is important to note that the reflectivity curve A in Fig. 3.7(c) has a shape never before 

seen on vacuum-prepared samples [40], demonstrating that a new structure is present. We have 

found that these unique reflectively curves arise from a newly discovered graphene-like interface 

layer on the C-face. The formation of this interface layer will be discussed in detail in Chapter 4. 

 
Fig. 3.7 Results for graphene on the C-face, prepared by annealing at 1450 ºC for 10 min in 1 atm of neon. 
(a) AFM image, displayed with gray scale range of 11 nm. (b) LEEM image at beam energy of 4.0 eV. (c) 
Intensity of the reflected electrons from different locations marked in (b) as a function of electron-beam 
energy.  

3.2.3 Disilane Environment 

As an alternative to the graphene preparation in argon or neon, we have also formed graphene in 

disilane on the C-face. The disilane (Si2H6) used here plays the role of Si source. At the 

temperatures and pressures used in our studies, disilane decomposes on the surface into Si and H. 

The advantage of using disilane is that the amount of Si near the surface could be tuned, since 

the disilane gas is introduced into our chamber by a leak valve. A low pressure of disilane was 



53 

 

used here, 5 × 10-5 Torr, but even so the annealing temperature needed for graphene formation 

was about 100 ºC higher than in vacuum and a much thinner film was formed on the surface. 

Graphitization using lower disilane pressure (˂5 × 10-5 Torr) had been performed, but the results 

are quite similar to those prepared in vacuum. The surface morphology measured by AFM, as 

shown in Fig. 3.8(a), again displays raised lines (strain-induced ridges) on the surface, indicating 

the presence of structurally ideal graphene films [17]. An additional feature of our disilane-

prepared samples is that, unlike the case for vacuum preparation, they do not display any 

nanocrystalline graphite (NCG) on their surface. Apparently the presence of the additional Si on 

the surface acts to provide an incorporation mechanism for that carbon. 

The electron reflectivity curves C and D shown in Fig. 3.8(c) display a minimum near 3.5 

eV, similar to that seen for vacuum-prepared films, but they also contain a minimum near 6.7 eV 

which is a new feature. This new feature is even more intensely seen (at 6.4 eV) for surface areas 

that do not display any simple oscillations over 2 – 7 eV, as shown by curves A and B of Fig. 

3.8(c). Curves A and B are similar to curve A in Fig. 3.7(c), which are associated with a 

graphene-like interface layer. The formation of this interface layer will be discussed in detail in 

Chapter 4. What we can conclude from Fig. 3.8 is that graphitization of the C-face in a 

background of disilane leads to thinner and more uniform films at disilane pressure of about 5 × 

10-5 Torr. As shown in Fig. 3.8(d), most of the surface is covered by uniform 1 ML of graphene 

(blue color). 

 
Fig. 3.8 Results for graphene on the C-face prepared by annealing in 5 × 10-5 Torr of disilane at 1270 °C 
for 15 min, producing an average graphene thickness of 0.64 ML. (a) AFM image, displayed using grey 
scale range of 3 nm, (b) LEEM image acquired at electron-beam energy of 4.5 eV. (c) Intensity of the 
reflected electrons from different regions marked in (b) as a function of electron-beam energy. (d) Color-
coded map of local graphene thickness; blue corresponds to 1 ML of graphene, sitting on top of an 
interface layer denoted by white. Small white or black crosses mark the locations of reflectivity curves. 
(This data was obtained by Nishtha Srivastava from Prof. Feenstra’s research group.) 
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3.3 Discussion 

In contrast to the Si-face, the reproducibility between research groups regarding mode or growth 

morphology of graphene on the C-face is somewhat limited. Work of other groups revealed 

either islanding in the initial stages of the C-face graphene formation, or an apparent inhibition in 

the initial growth followed by rapid growth at temperatures above some critical temperatures 

[68, 128 ]. An important factor for graphene formation on the C-face is, we believe, the 

cleanliness of the surface (and surrounding environment). In our group, the presence of a silicate 

(Si2O3) on the C-face formed under argon is identified as being due to the unintentional 

oxidation. A number of the vacuum systems used by other groups for graphene formation under 

vacuum have only moderate base pressures (between 10-6 and 10-5 Torr) [17,68,128]. We believe 

that unintentional surface oxidation of the SiC (making it resistant to graphitization) is a 

significant factor in many of the previous reports. 

The role of oxygen in our own observations of C-face graphene formation is definitely 

established by its characteristic signature in the intensity vs. voltage measurements of the 

√3 × √3 − R30° LEED patterns, as shown in Fig. 3.5. Nevertheless, a direct measure of the 

partial pressure of oxygen during our argon-preparation procedure is lacking (such a 

measurement is difficult in the 1 atm argon environment). However, we have obtained indirect 

information about the presence of oxygen from the 1 atm H environment during our H-etching, 

with analogous results expected for the argon environment. To describe these results, we first 

note that the normal base pressure in our preparation system of 5 × 10-9 Torr is sufficiently low 

to prevent any significant oxidation of both the Si-face and the C-face surfaces, as revealed by 

the very faint (1/3,1/3) and (2/3,2/3) spots in Fig. 1.7(a) and Fig. 1.11(a). However, over a certain 

period of time we used our system under conditions of reduced pumping speed (when our 150 l/s 

main turbo pump was not operating) provided only by a 70 l/s load-lock pump with the valve to 

the load-lock left open. In that case our base pressure was significantly higher, about 2 × 10-7 

Torr. Under these conditions the outgassing rate of the chamber walls was also significantly 

higher than usual; if the valve to the load-lock pump was closed (i.e. as done just prior to 

introducing H or Ar) then the chamber pressure rose to 2 × 10-5 Torr within a few seconds, 

whereas the rise for our normal operating conditions is more than an order-of-magnitude less 
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than that. Hence, under these conditions of reduced pumping, we have higher than usual oxygen 

partial pressures in the 1 atm H or Ar environments. 

Performing surface cleaning by H-etching under these conditions of reduced pumping is 

found to yield relatively intense √3 × √3 − R30°  LEED spots on the H-etched surface (not 

shown). The (1/3,1/3) spots of those patterns have intensity greater than the (1,0) SiC spots, and 

even the (2/3,2/3) spots are clearly seen. Intensity versus energy analysis of these spots reveals 

that they do indeed arise from an oxidized surface [75]. Subsequent graphene formation at 1250 

ºC on this sort of C-face surface yields no graphene, even though, for a nonoxidized SiC surface 

(i.e. made with our usual higher pumping speed), heating at the same temperature typically 

yields >4ML of graphene. Thus, the influence of an oxide layer on the surface is established once 

again, in agreement with our conclusions for the argon-prepared surfaces. Although we do not 

know the actual partial pressure of oxygen in the chamber during 1 atm H or Ar procedures, we 

do find that, for the conditions of restricted pumping in our preparation chamber, the resulting 

oxygen partial pressure is sufficiently high to cause the surface oxidation during both the H and 

Ar procedures. 

For the Si-face, results for purified neon-prepared samples are in good agreement with the 

results employing argon, as shown in Fig. 3.1, Fig. 3.6, and in our previous reports [40,66]. The 

use of neon as compared with argon does not appear to significantly affect the situation for the 

Si-face. But for the C-face, our results using purified neon are in contrast to our work in argon: 

we find graphene with relatively uniform coverage over the surface using purified neon, whereas 

severe islanding of graphene occurred with argon. We interpret this difference in terms of a 

cleaner environment for the cryogenically purified neon. Apparently the amount of oxygen is 

substantially lower in our neon environment. 

When we employ disilane for surface cleaning rather than H, we find that the resulting 

LEED patterns from the surface do not reveal any significant √3 × √3 − R30° LEED pattern. 

This is the case even when restricted pumping of the preparation chamber (i.e. prior to, and 

during the disilane cleaning) is employed. We therefore suggest that the disilane (or Si) itself 

may act to scrub oxygen from the system, e.g. by the formation of volatile SiOx species. This 

type of reaction may be significant in systems with only moderate or low vacuum environment, 
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such as the confined-controlled sublimation (CCS) process employed by de Heer and co-workers 

[129]. 

In the CCS process, a small SiC sample is graphitized while contained within a graphite 

container that is nearly closed except for a small hole in its cap [129]. The silicon pressure in the 

container during the heating is expected to be substantial, estimated at ≈10-3 Torr [129]. The 

resulting quality of the graphene layer appears to be quite good, both structurally and 

electronically [129]. However, to scale up the process to larger wafer sizes (and to ensure 

reproducibility between graphitization systems); one would like to perform this process in an 

open vacuum system with known partial pressures of the various gaseous constituents. It is this 

goal that we have pursued in the work described in this thesis. As mentioned in the previous 

paragraph, the chemical role of Si in the environment may be a significant one not only for its 

impact in reducing the Si sublimation rate, but also for its possible effect in maintaining an 

appropriate (i.e., reduced oxygen content) background gas. 

3.4 Summary 

We have studied the graphene formation on the Si-face under 1 atm of argon or 1 atm of purified 

neon. In both cases, as compared to vacuum-prepared samples, the samples prepared in argon or 

purified neon are found to have much larger domains of uniform graphene thickness. For 

nominally on-axis Si-face samples, the layer-by-layer growth mode is more firmly established, 

with the growth of a single monolayer of graphene over tens or hundreds of microns being 

relatively easy to achieve. For graphene prepared in the purified neon, results are in good 

agreement with the results employing argon, though the purified neon environment provides a 

cleaner environment. The graphene formed on the Si-face is found to be relatively insensitive to 

the preparation conditions (unlike the situation for the C-face), with this insensitive perhaps 

arising from the 6√3  reconstruction of the surface forming a stable, low-energy surface 

termination. 

One the C-face, graphitization occurs at a lower temperature than on the Si-face and so it is 

common to get thick (>10 ML) graphene films. To control this graphitization and hence achieve 

thinner films, we graphitized in 1 atm of argon, identical to the procedure on the Si-face. 

However, results on the C-face are quite different from that on the Si-face. Instead of uniform 
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layer-by-layer growth as seen on the Si-face we observed 3D formation of islands in the initial 

stage of graphene formation, with these islands growing relatively thick (≥5 ML) before 

complete graphene coverage is achieved. We attribute this islanding process to unintentional 

oxidation of the C-face in argon, which makes the surface resistant of graphitization (so that 

when the graphitization finally starts, it proceeds very quickly because of the elevated 

temperature). In contrast, for the neon-prepared C-face samples, we find graphene with relatively 

uniform coverage over the surface. We interpret this difference in terms of a cleaner environment. 

Our C-face work in argon displayed ample evidence for the existence of background oxygen 

during the graphene formation, and apparently the amount of that oxygen is substantially lower 

in our purified neon environment. For the C-face samples made in disilane we obtain films that 

are thinner and have a larger grain size than those made in vacuum. 
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Interface Structure for Graphene on 
C-face SiC 
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4.1 Introduction 

For graphene on SiC, it has been demonstrated that new graphene layers are formed not on top of 

existing ones, but rather, they form at interface between existing graphene layers and the 

underlying substrate [32]. Hence, the starting surface of SiC and the later interface structure 

between graphene films and SiC substrate play a crucial role for subsequent graphene formation. 

To date the graphene/SiC interface on the Si-face is quite well understood: the interface 

consists of a graphene-like layer having 6√3 × 6√3 − �30° symmetry (denoted 6√3 for short), 

which is strongly bonded to the underlying SiC substrate [32,48,130,131]. This interface on the 

Si-face acts as a “buffer” layer between graphene films and SiC substrate and provides a 

template for subsequent graphene formation [32,48,130,131]. By the term buffer layer here, we 

mean a layer that has nearly the same structure as graphene, but is covalently bonded to the 

underlying material and therefore has different electronic structure than graphene. On the Si-face, 

a number of groups have succeeded in forming single-layer graphene, with good reproducibility 

between groups [17,31,39,66]. 

For the C-face, in contrast, the formation of interface structures and subsequent graphene 

films is found to be more complex than for the Si-face, for several reasons: (i) there exist more 

than one way to form graphene on the surface, i.e. more than one interface structure that has been 

observed between graphene and SiC substrate, (ii) the structural quality of graphene on the C-

face is oftentimes much worse than for the Si-face, and (iii) employing an inert gas environment 

to improve the quality of graphene on the C-face is more problematic than for the Si-face. The 

reason for the latter issue was determined to be due to unintentional oxygen contamination of the 

inert gas (Ar), as discussed in Chapter 3. 

Despite these complexities, one important aspect of graphene formation on the C-face to be 

noted is that several research groups have actually achieved very good quality graphene on this 

surface (better in certain respects than on the Si-face), albeit using growth conditions that are not 

so well understand [129,132]. Those growths are performed with the SiC sample in a confined 

space, so that a background Si pressure is formed near the surface, but the accurate value of this 

partial pressure is not known. To scale up the process to larger wafer sizes (and to ensure 

reproducibility between graphitization systems), one would like to perform this process in an 

open vacuum system with known partial pressures of the various gaseous constituents. With this 
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goal, the formation of graphene in an open vacuum system is studied by varying the formation 

conditions (sample temperature, T, and silicon pressure, PSi). 

In this chapter, we will demonstrate that, indeed, the interface between graphene and the C-

face depends on the means of forming graphene. For formation in vacuum, we observe a 3 × 3 

interface structure, in agreement with that seen by many other groups [17,32,76]. At relatively 

low PSi (~5 × 10-6 Torr), the well-known (2 × 2)� interface structure is found, consisting of 1/4 

monolayer of Si adatoms on the surface [133,134]. The subscript “C” on the 2 × 2 label for this 

structure denotes that this reconstruction is more carbon rich than a different 2 × 2 structure that 

occurs on the same surface, but nevertheless it is Si (not C) adatoms that terminate this surface.  

When graphene is formed by using 5 × 10-5 Torr of disilane (or using 1 atm of purified neon), we 

find a new interface structure with √43 × √43 − � ± 7.6° symmetry (denoted √43 for short). 

This interface structure is somewhat similar to the 6√3 buffer layer for the Si-face, but with the 

supercell for the C-face being rotated by only ±7.6°, rather than 30°, relative to the SiC axes. We 

find that this new interface consists of a graphene-like layer that terminates the SiC crystal, 

analogous to the 6√3 buffer layer on the Si-face, and hence we also use the term “buffer layer” 

to refer to this graphene-like layer on the C-face. When this √43 structure is oxidized, it changes 

to that of a graphene layer on top of a Si2O3 silicate layer. The graphene formed on this new 

interface is found to have higher quality than for graphene typically formed on the 3 × 3 or 

(2 × 2)� interface. 

4.2 Experimental Methods 

Experiments are performed on nominally on-axis, n-type 6H-SiC or semi-insulating 4H-SiC 

wafers purchased from Cree Corp., with no apparent differences between results for the two 

types of wafers. The graphitization processes are similar to that described in Chapter 3 (section 

3.1). 

Characterization by low-energy electron diffraction (LEED) is performed in situ in a 

connected ultra-high-vacuum chamber. For quantitative LEED analysis, diffraction spot 

intensities were measured at different energies in the range of 100 eV to 300 eV. The analysis 

procedure is similar to that described in Section 3.1. After transferring the samples through air, 
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further characterization is performed using an Elmitec III low-energy electron microscope 

(LEEM). 

 4.3 Results 

4.3.1 Structural models and preliminary diffraction results 

Figure 4.1 shows structural models for the new interface structure that are the topic of this 

chapter: a graphene-like buffer layer on C-face SiC [Figs. 4.1(a) and (b)], and the same layer on 

a surface which has been oxidized [Figs. 4.1(c) and (d)]. The models shown in Fig. 4.1 are 

actually the conclusion of the detailed analysis in this chapter. However, we introduce them here 

in advance of that analysis in order to provide some definiteness to the structures that we will 

discuss. In Fig. 4.1(a), the graphene-like buffer layer is the topmost layer of the surface, with a 

carbon atom density and arrangement similar to that of graphene. The term “buffer layer”, which 

we denote as “B”, is used in Figs. 4.1(a) and (b) to refer to this graphene-like layer since it bonds 

to the underlying material. Actually, the precise interface structure between the graphene-like 

layer and the SiC is not known, as indicated by the box with question marks in Figs. 4.1(a) and 

(b). However, what is known is that the nature of the bonding between the graphene-like layer 

and the underlying SiC changes as a result of oxidation of the surface. As shown in Figs. 4.1(c) 

and (d), we find that after oxidation the SiC is terminated by a Si2O3 silicate and the graphene-

like layer above that silicate is only weakly bonded to it. Hence, the graphene-like layer is 

decoupled from the underlying structure (analogous to what occurs on graphitized Si-face SiC 

[50,53,55,56]), and it becomes a regular graphene layer which we refer to as G0 (with the 

subscript “0” referring to the fact that it originates from the graphene-like buffer layer). The 

structures in Figs. 4.1(b) and Fig. 4.1(d) have one additional graphene layer on top of the 

structures of Figs. 4.1(a) and (c), respectively. We denote this higher-lying graphene layer as G1. 
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Fig. 4.1. Schematic view of the proposed models: (a) and (b) before oxidation, the graphene-like buffer 
layer (denoted as B) bonds to the underlying layer whose structure is not yet known; (c) and (d) after 
oxidation, the graphene-like layer decouples and becomes a graphene layer (denoted as G0); a silicate 
layer with the form of Si2O3 appears between this graphene layer and the SiC substrate. Additional 
graphene layer on top of the graphene-like layer is denoted as G1. 

Figure 4.2(a) shows a LEED pattern acquired from an unoxidized surface, corresponding to 

Figs. 4.1(a) and (b). The pattern in Fig. 4.2(a) was obtained from a surface in situ immediately 

after graphene preparation, which is performed by heating the sample in 5 × 10-5 Torr of disilane 

at 1270 °C for 15 min. Weak graphene streaks are visible along with the primary SiC spots, as 

marked, and a complex arrangement of satellite spots forms around the latter. Analysis of these 

spots is shown in Fig. 4.2(a) [135,136]. The pattern can be perfectly indexed using a supercell on 

the SiC with edges extending along (6,-1) and (1,7) of the SiC 1 × 1 cells. In conventional 

notation this structure would be expressed as a matrix with columns (6,-1) and (1,7), and in a 

more compact notation we denote this structure as √43 × √43 − � ± 7.6° (or √43 for short) 

with the 7.6° = +�~S�(√3/13)  being the rotation of the supercell relative to the SiC. 

Approximately 8 × 8 unit cells of graphene fit within this supercell (with 2.4% mismatch, using 

room temperature lattice constants aSiC=0.3080 nm and agraphite=0.2464 nm). We interpret this 

complex pattern as indicating some distortion of the graphene-like layer and/or underlying SiC 

layer, due to bonding between the graphene-like layer and the SiC [48]. 

After this in situ study, the sample was exposed to air several days before introduced into the 

LEEM chamber. After introduction into the LEEM chamber it was outgassed at about 1000 ºC 
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for several minutes. This procedure caused the √43 pattern to disappear and a √3 × √3 − R30° 
pattern to appear, as shown in Fig. 4.2(b). The same √3 × √3 − R30° pattern was found on 

samples that were exposed to 1 × 10-5 Torr pure oxygen (rather than air) while heating to 1000 

ºC. So, the √3 × √3 − R30° pattern is an indication of oxidation of the surface. 

 

Fig. 4.2 LEED patterns obtained at 100 eV from 6H-SiC(0001�) surfaces: (a) LEED pattern obtained in 
situ from a sample heated in 5 × 10-5 Torr of disilane at 1270 ºC for 15 min, showing a complex LEED 
pattern with graphene streaks, (b) LEED pattern obtained from the same sample after oxidization, 
showing a √3 × √3 − R30° pattern. 

4.3.2 Detailed study of graphene on unoxidized SiC 

Additional information comes from LEEM studies. In order to do LEEM measurements on the 

bare buffer layer (i.e. one that has not been oxidized); we prepared a sample and then transferred 

it from our graphene preparation chamber to the LEEM chamber in a relatively short time, ≈10 

min, as opposed to the several hours or more used for other samples. Thus, we can study the 

buffer layer before any oxidation occurs. 

Figure 4.3 shows results from this rapid transferred sample, prepared by heating in 5 × 10-5 

Torr of disilane at 1220 °C for 10 min. The LEEM image at 3.8 eV shown in Fig. 4.3(a) consists 

predominantly of two types of areas, one with bright and the other with dark contrast. 

Measurements of the intensities of the reflected electrons as a function of their energy from 

locations marked in Fig. 4.3(a) are shown in Fig. 4.3(b). The reflectivity from the dark region 

(curves C and D) reveals a single minimum near 3.7 eV, as is typical for single-layer graphene 

[102]. The reflectivity from the bright region (curves A and B) shows behavior that we have 
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never observed previously on any C-face or Si-face sample, and we attribute them to the bare 

(unoxidized) buffer layer. Small areas of this surface consist of multilayer graphene, as in curves 

E and F, which reveal 2 and 4 ML of graphene, respectively. 

Additional information is contained in the selected-area LEED (µ-LEED) results of Figs. 

4.3(c) and (d). These patterns were acquired with a 5 µm aperture, at locations centered on the 

points A and C in Fig. 4.3(a). The size of that aperture is slightly larger than the areas of bright 

or dark contrast, respectively, surrounding those points, but data with a 2 µm aperture reveal the 

same diffraction spots (albeit with worse signal-to-noise) at these locations and at many other 

locations studied on the surface. At all locations, the patterns reveal spots with wavevector 

magnitude precisely equal to that of graphene. 

 

Fig. 4.3 Results for graphene on the C-face before oxidation. (a) LEEM image at beam energy of 3.8 eV. 
(b) Intensity of the reflected electrons from different locations marked in (a). (c) and (d) µ-LEED patterns 
acquired at 44 eV, using a 5 µm aperture centered at locations A (buffer layer) and C (1-ML graphene on 
buffer layer) in panel (a), respectively. 

Based on the µ-LEED results, we can be certain that surface structure leading to the 

reflectivity curves A and B has the structure of graphene. We also know that it is the bottommost 
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graphene layer, i.e. directly in contact with SiC, since extensive studies both on this sample and 

many other samples reveal only thicker graphene or no graphene at all. 

Immediately after the sample was produced, its LEED pattern acquired in situ at 100 eV 

revealed the √43 pattern (not shown), the same as that shown in Fig. 4.2(a). It should be noted 

that the √43 spots that appears in wide-area LEED patterns acquired at 100 eV from these 

unoxidized samples are not observed in the µ-LEED patterns of Figs. 4.3(c) and (d) acquired in 

the LEEM. We attribute this discrepancy to a reduced sensitivity of those diffraction intensities 

in the LEEM measurements, as further discussed in Section 4.4. 

4.3.3 Detailed study of graphene on oxidized SiC 

After the LEEM measurements reported in Fig. 4.3, the sample was removed from the LEEM 

instrument and oxidized by exposing it to air for several days. This oxidation caused the √43 

spots to disappear (for other samples, we sometimes also observe the formation of √3 × √3 −
R30° spots for the oxidized surface, but not for this particular sample, as further discussed in 

Section 4.4). LEEM results from the air-exposed surface are shown in Fig. 4.4. These LEEM 

images were not acquired from the same surface location as in Fig. 4.3 (due to difficulty in 

finding the same location), but nevertheless the surface of Fig. 4.4 was covered predominantly 

with areas of two different contrast levels, just as for Fig. 4.3, and we can confidently assign the 

two types of areas with the corresponding ones in Fig. 4.3. 

 
Fig 4.4 Results for the same sample in Fig. 4.3, after oxidation. (a) LEEM image at beam energy of 3.8 
eV. (b) Intensity of the reflected electrons from different locations marked in (a). 
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The areas of bright and dark contrast can be seen in the LEEM image at 3.8 eV displayed in 

Fig. 4.4(a), although the dark areas now appear with two slightly different contrasts. Reflectivity 

curves from these dark regions, curves C and D of Fig. 4.4(b), reveal single-ML behavior (curve 

D) for the darkest contrast and single ML plus an additional minimum at 6.9 eV (curve C) for the 

slightly lighter contrast areas. The minimum at 6.9 eV is interpreted as forming because of 

“decoupling” of the buffer layer that is below the single-ML graphene (i.e., release of the 

covalent bonds between the buffer layer and the underlying SiC due to oxidation of the surface). 

The reflectivity curves (curves A and B) from the lighter-contrast areas reveal a broad maximum 

over 2 – 6 eV, along with a minimum near 6.6 eV. We associate the minima at 6.6 eV for curves 

A and B and the one at 6.9 eV for curve C with the same origin, i.e., some feature arising from 

the oxidation of the surface, which persists even with one (or more) graphene layer on top of the 

buffer layer. 

4.3.4 In situ oxidation 

As already discussed, the disilane-prepared surfaces (such as those shown in Fig. 4.4) are found 

to oxidize upon air exposure. To further elucidate this process, we describe experiments in which 

the oxidation is performed in situ in the LEEM, thus permitting study of a fixed surface location 

before and after oxidation. Our results are displayed in Fig. 4.5, acquired from a sample that was 

graphitized by heating in 1 atm of purified neon, after which it displayed a complex √43  LEED 

pattern identical to Fig. 4.2(a). The sample was then transferred through air into the LEEM, 

although rapid transfer was not employed in this case (the sample was exposed to air for four 

days before it was transferred into the LEEM chamber) so that much of the surface was oxidized. 

Nevertheless, some unoxidized areas remained, and for this sample we were able to study the 

same surface location before and after oxidation. 

Immediately after introduction of the sample into the LEEM, data shown in Figs. 4.5(a) and 

(c) were obtained. Curves E and F of Fig. 4.5(c) in particular reveal single-layer graphene on an 

unoxidized interface. The surface was then exposed to 1 × 107 L of oxygen with the sample at 

≈200 ºC, after which it was briefly heated to 1000 ºC. The surface areas from which the 

reflectivity curves E and F were acquired were modified by this procedure, producing reflectivity 

curves as shown in Fig. 4.5(d). Those curves show additional minima near 7.1 eV, similar to 
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curve C of Fig. 4.4(b). We thus find that these additional minima near 7.1 eV are indeed 

associated with oxidation of the interface. 

 
Fig. 4.5 Results for graphene on the C-face, prepared by heating in 1 atm of neon at 1450 ºC for 10 min. 
(a) and (b) LEEM images at 3.1 eV, before and after oxidation of the sample, respectively. (c) and (d) 
Reflectivity curves acquired from the circular areas marked in (a) and (b), respectively. 

For this sample, immediately after the graphene formation in our preparation chamber, the 

characteristic √43 LEED pattern was observed, as shown in Fig. 4.6(a). After oxidation of the 

surface in the LEEM chamber, the √43 pattern disappeared and some √3 spots appeared, as seen 

in Fig. 4.6(b). This behavior is the same as for the disilane-prepared sample shown in Fig. 4.2. µ-

LEED measurements of the oxidized surface, Figs 4.6(c) and (d), reveal spots with wavevector 

equal to that of graphene. A significant result here is that, on the buffer layer, the µ-LEED 

acquired with a 5 µm aperture reveals, in most cases, only a single sixfold arrangement of spots, 

as seen in Fig. 4.6(c). This result is in contrast to the disilane-prepared buffer layer, in which 

multiple orientations of the sixfold pattern are observed (Fig. 4.3). Thus, the crystallographic 

grain size for the neon-prepared graphene is found to be significantly larger than 5 µm. This is 
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the best structural result that we have found to date in any of our graphene prepared on the C-

face. 

It is also important to note that the orientation of the sixfold arrangement of spots in Fig. 

4.6(c) is, judging from the 100 eV wide-area LEED result of Fig. 4.6(b), aligned at 30º relative to 

the primary (1,0) SiC spots (we further discuss this result in Section 4.4 and compare it to that 

recently obtained by other workers [129]). This result is in contrast to the rotational orientation 

of the graphene on top of the buffer, Fig. 4.6(d), for which a range of orientation angles is found, 

and with this range being centered on the same azimuth as the SiC spots (i.e., the usual 

orientation for C-face graphene [17]). 

 
Fig. 4.6 (a), (b) LEED patterns at 100 eV, before and after further oxidation of the sample, respectively. 
(c), (d) µ-LEED patterns acquired after oxidation, with a 5 µm aperture at 44 eV, from the buffer layer 
and multilayer graphene on the buffer, respectively. 

4.3.5 LEED I-V structure analysis 

We would like to learn about the C-face interface structures both before and after oxidation, as 

characterized by the LEED patterns of Fig. 4.2. However, the LEED pattern for graphene before 

oxidation is very complex, being too complicated to permit dynamical LEED I-V analysis. For 

this reason, we focus on the pattern after oxidation of the sample (Fig. 4.2(b)). We have 

measured the I-V characteristics of the spots in that pattern, as shown by the solid lines in Fig. 

4.7. LEED computation results, using a model consisting of one additional graphene layer on top 
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of one silicate (Si2O3) layer and six SiC bilayers, are shown by the dashed lines in Fig. 4.7. A 

2√3 × 2√3 − �30 ± 6.59° graphene commensurate structure is used for the additional graphene 

layer. The structure of the silicate layer is the same as that used by Starke et al. [116], although 

we employ only the S3 stacking termination since we find that that produces the best fit with 

experiment (various terminations including fractional amounts of S1 and S2 have been tested, 

with the best fit obtained using >70% S3 termination). The graphene layer has initially a 

specified separation from the silicate, and the vertical coordinates of the graphene layer are then 

permitted to relax over distances of ±0.02 nm. The optimized I-V curves agree well with the 

experiment, yielding a relatively low R-factor of 0.18. This level of agreement between the 

experimental and calculated intensities provides the main evidence for the correctness of our 

structural models in Figs. 4.1(c) and (d): a silicate layer in the form of Si2O3 appears between the 

decoupled buffer layer and the SiC substrate. The separation between the decoupled buffer layer 

and the oxygen atoms of the silicate layer obtained from the calculation is 0.23 nm, although the 

R-factor is quite insensitive to this value. Our best determination of separation arises from a first-

principles method for computing the reflectivity curves [103,104], where the separation between 

decoupled buffer and silicate layer is found, qualitatively, to be significantly less than the 0.33 

nm separation between graphene layers. 

Comparing the results of Fig. 4.7 and Fig. 3.5, which is from a bare oxidized C-face SiC, a 

noticeable difference of their I-V curves occurs for the intensity of the (4/3,1/3) beam, which, 

relative to the (1,0) beam, is much lower for the bare oxidized surface (Fig. 3.5) than for the 

graphene-covered surface (Fig. 4.7). Using integrated intensities of the measured intensities, the 

ratio of (4/3,1/3) intensity over (1,0) intensity is only about 0.05 for the bare oxidized SiC 

surface, while it is about 0.2 for the graphene-covered sample. The calculated curves display 

similar values for these ratios. It appears that the (4/3,1/3) beam is more or less forbidden for the 

bare oxidized surface, i.e. due to the symmetry of the precise atomic arrangement formed in that 

case. With one or more additional graphene layers on top, the symmetry changes, so that the 

(4/3,1/3) beam is much more intense from the graphene-covered surface. This approximate 

agreement in intensity ratio between the experimental and calculated intensities is another piece 

of evidence for the correctness of our structural model for the decoupled graphene-like buffer 

layer. 
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Fig. 4.7 Experimental LEED spot intensity spectra (solid line) obtained from the sample shown in Fig. 
4.2(b). Dashed lines are spectra obtained from the theoretical calculations. Good agreement is obtained 
between the experimental and theoretical spectra, as manifested by the R-factor of 0.18. 

4.3.6 Interpretation of the reflectivity curves 

A first-principles method for computing the reflectivity curves is now available, and based on 

that we can now provide a more rigorous interpretation of the reflectivity curves discussed above 

[103,104]. 

For an unoxidized sample, we observe the bare buffer layer (B) together with areas of buffer 

layer plus graphene (B+G) and occasionally buffer layer plus 2 or 3 graphene layers (B+2G or 

B+3G). Similarly, for an oxidized sample, we observe areas of decoupled buffer layer which 

corresponds to a single graphene layer (G0), together with areas of graphene on top of that (G0+G) 

or areas with additional graphene layers. Fig. 4.8 shows a summary of these reflectivity curves, 

acquired from both unoxidized and oxidized samples. 
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Fig. 4.8 Reflectivity curves from (a) unoxidized and (b) oxidized surfaces of graphene on C-face SiC. 
Curves are labeled according to graphene (G) or graphene-like buffer layer (B) present on the surface, 
with G0 denoting the buffer layer that is decoupled from the SiC and forms a regular, pristine graphene 
layer. The curves have been shifted such that the vacuum level for each curve (as seen by the sharp 
increase in the reflectivity as a function of decreasing energy) is approximately aligned with zero energy. 

These curves of Fig. 4.8 can be easily interpreted if we bear in mind the recent interpretation 

that the minima in the spectra arise from electronic states localized between the graphene layers 

or between the bottommost layer and the substrate [103,104,105]. For n graphene layers there are 

~ − 1  spaces between them and, hence, ~ − 1  interlayer states. An additional state forms 

between the bottommost graphene layer and the substrate so long as the space between those is 

sufficiently large. Coupling (in a tight-binding sense) between all the interlayer states then 

produces a set of coupled states, and reflectivity minima are observed at the energies of these 

coupled states. 

For example, the curve for the buffer (B) in Fig. 4.8(a) does not have any distinct minimum, 

since the buffer is relatively strongly bonded to the substrate and hence no interlayer state forms. 

For a layer of graphene on the buffer (B+G), a single state forms in the space between the buffer 

and the graphene and hence a single reflectivity minimum (at ≈2.1 eV) results. Similarly, two 

minima form for B+2G and three minima for B+3G, with these sets of minima all approximately 

centered around 2 eV. 

Turning to the oxidized surface, Fig. 4.8(b), the buffer layer now decouples from the 

substrate (forming a decoupled buffer layer, G0) so that an interlayer state forms, with energy 
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≈5.3 eV. The fact that this energy is higher than the 2.1 eV for the state between graphene layers 

indicates that the separation between the decoupled buffer and the substrate is smaller than that 

between two graphene layers (which is not surprising, since the graphene-graphene separation is 

likely close to a maximum interlayer separation considering the weak van der Waals bond 

between graphene layers) [103,104,105]. For a graphene layer on the decoupled buffer (G0+G), 

there are interlayer states at about 2.1 and 5.3 eV, and these do not have large coupling (due to 

their relatively large energy difference) so that reflectivity minima are observed at nearly the 

same energies. 

The upper two curves in Fig. 4.8(b) are essentially the same as the B+G and B+2G curves of 

Fig. 4.8(a) and they are labeled as such. For the B+G curve of Fig. 4.8(b), we always find some 

evidence of that along with the G0+G curve on our oxidized surfaces, and we attribute the 

presence of the former simply to incomplete oxidation of the surface. For the case of the B+2G 

in Fig. 4.8(b), we cannot definitively distinguish that from a G0+2G situation in which the 

bottommost interlayer state is not visible, but in any case for such spectra with two (or more) 

reflectivity minima centered around 2 eV we never observe any evidence of a higher reflectivity 

minimum near 5.3 eV. Interpreting such spectra as indeed arising from B+2G, it appears that 

oxidation of the SiC beneath multilayer graphene is more difficult than beneath single-layer 

graphene. 

4.4 Discussion 

We have obtained the √43 LEED pattern on several samples prepared in a Si-rich environment, 

utilizing either 5 × 10-5 Torr of disilane or 1 atm of neon environment, but never in vacuum. The 

differences between Si-face and C-face graphene/SiC interface structures are summarized in the 

following figure. 
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Fig. 4.9 (a) For the Si-face, the 6√3  buffer layer forms at the interface under various preparation 
conditions. (b) For the C-face, the 3 × 3 and/or (2 × 2)X  structures form in vacuum, whereas the √43 
buffer layer form at the interface in a Si-rich environment. 

Regarding the reason for the different C-face interface structures in a Si-rich environment 

compared to vacuum, the graphene formation conditions in the former case are expected to be 

closer to equilibrium, as argued by Tromp and Hannon [85], so that kinetic limitations may lead 

to the absence of the √43  structure in vacuum-prepared C-face graphene. Graphitization in 

disilane at lower pressure (˂5 × 10-5 Torr) has also been performed, but the results are somewhat 

similar to those of vacuum. Apparently, the formation of the √43 structure requires appropriate 

background gas (i.e. high enough Si partial pressure, reduced oxygen content). Graphitization in 

argon may also result in the formation of the √43 structure (it was also seen previously in small 

areas on an argon-prepared surface) as along as we can have an argon environment as clean as 

the purified neon environment. Complete geometrical determination of the √43 structure is still 

needed before a full understanding of its formation can be achieved. 

For the pristine √43 structure, we find that µ-LEED reveals diffraction spots with the same 

wavevector magnitude as expected for perfect graphene. Thus, we conclude that the √43 

structure is essentially a graphene layer, but one that is most likely covalently bonded to the 

underlying SiC. The covalent bonding distorts the graphene-like layer and results in the √43 

LEED pattern. It should be noted, however, that the angle-resolved photoemission experiments 

for the Si-face that directly reveal the bonding and subsequent decoupling of the buffer layer 

from the Si-face SiC, Ref. 50, are not yet available for the C-face; such data would provide more 

complete evidence for our interpretation of our C-face results. 

Although we have not determined the exact structure of the layer between the √43  

graphene-like layer and the underlying SiC substrate, as represented by the box with question 

marks in Figs. 4.1(a) and (b), it is possible that this layer contains excess Si atoms compared with 

a SiC bilayer. Determining the stoichiometry of this interface immediately below the graphene-

like layer is a crucial issue for the complete structural determination of the unoxidized C-face 

interface. In any case, during the subsequent graphene formation it is expected that the graphene-

like layer becomes a new graphene layer and another graphene-like layer forms underneath it and 

bonds to the substrate, in the same way that graphene growth occurs on the Si-face [32]. 
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After air exposure, with or without subsequent annealing in oxygen environment, the √43 

pattern disappears and reflectivity spectra measured by LEEM change. As shown in Fig. 4.3 and 

Fig. 4.4, the reflectivity curves of that pristine buffer layer [curves A and B of Fig. 4.3(b)] are 

quite different than that after oxidation has occurred [curves A and B of Fig. 4.4(b)]. The general 

effect of the oxidation is seen to be the formation of a prominent minimum in the reflectivity 

near 6.6 eV. The minimum also occurs for graphene on top of the buffer layer, albeit shifted 

upwards by about 0.3 eV, as seen for single-layer-thick graphene on the buffer layer [curve C of 

Fig. 4.4(b)]. This transformation in the reflectivity curves has been observed repeatedly on 

several samples we prepared, and we interpret this transformation as arising from decoupling of 

the graphene-like buffer layer from the underlying SiC, analogously to what occurs for the 6√3 

buffer layer on the Si-face [50,53,55, 56]. 

In many cases we observe the √3 × √3 − R30° LEED pattern to form after oxidation of the 

graphitized surface, but not always. We note that a significant variation from sample to sample is 

found in the efficacy with which the √3 × √3 − R30° pattern forms. By comparing the detailed 

air/oxygen exposure and heating conditions for all our samples, it seems that √3 × √3 − R30° 
pattern is more likely to form on samples with fewer graphene layers and with subsequent 

higher-temperature annealing. We therefore believe that in some cases oxidation has occurred, 

but the oxidized layer has not ordered sufficiently to form the √3 × √3 − R30° structure. The 

formation of an ordered Si2O3 silicate layer under graphene requires right amount of Si and O 

atoms, and thick multilayer graphene may restrict the transport of O atoms through it. However, 

even on those samples without a √3 × √3 − R30° pattern, reflectivity curves the same as those 

of Fig. 4.8(b) are obtained (i.e., including the G0 and G0 + G curves of Fig. 4.8(b) in particular), 

indicating that decoupling can occur even without the formation of an ordered silicate layer. 

When oxidation of our C-face sample occurs, µ-LEED results from the buffer layer before 

and after oxidation are unchanged, as expected since that layer is essentially graphene. As noted 

in Fig. 4.3(c) and (d), those µ-LEED results are acquired at energies of around 44 eV or below, 

since at higher energies the diffraction spots observed in the LEEM broaden considerable and 

lose intensity. However, for the wide-area LEED patterns acquired with a conventional LEED 

apparatus, and displayed in this chapter at 100 eV, a change is observed before and after 

oxidation of the sample, namely, the √43 spots are present in the former case but absent in the 
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latter. We attribute this difference between the diffraction results of the LEEM compared to the 

conventional apparatus simply to the energy-dependence of the diffraction intensities (and also 

considering instrumental effects in the LEEM at the higher energies). Indeed, using the 

conventional LEED apparatus at lower energies, we find that the √43 spot intensities diminish as 

the energy is reduced from 100 eV, being very weak at energies below 60 eV. The disappearance 

of the √43 spots upon oxidation is interpreted, as mentioned earlier, in terms of a release of the 

covalent bonds between the graphene-like layer and the underlying SiC substrate. 

The bonding and decoupling behavior of the graphene-like layer on the C-face is similar to 

that of the 6√3 buffer layer on the Si-face. However, the behavior of the two surfaces is still 

different in some aspects. First, the 6√3 buffer layer is quite stable and can survive under many 

environments, whereas even with just a few days of air exposure the √43 pattern will disappear. 

Second, since the 6√3  buffer layer acts as a template for subsequent graphene formation, 

graphene layers do not have rotational disorder on the Si-face. However, we still get rotationally 

disordered graphene films on the C-face with the presence of a graphene-like layer, although the 

disorder is much less severe than for vacuum-prepared samples [41]. 

For single-layer graphene on the C-face of SiC, the group of de Heer and coworkers [129] 

reported a diffraction pattern consisting of sharp graphene spots located at positions rotated by 

30º relative to the principal (1,0) SiC spots. We sometimes obtain a similar arrangement of 

graphene spots in our samples with reasonably sharp graphene spots along a 30º azimuth relative 

to the SiC spots, as shown in Fig. 4.6 (these types of graphene diffraction patterns are actually 

quite unusual on the C-face since, as just mentioned, the graphene spots more commonly are 

significantly broadened due to rotational disorder [17]). However, a significant difference in the 

patterns from our samples compared with those of de Heer et al. is that, after oxidation, our 

patterns display a √3 × √3 − R30°  pattern (or a √43  pattern before oxidation) whereas the 

pattern reported by de Heer et al. shows no such spots [129]. Hence, it appears that no ordered 

silicate layer is present on their samples. Further investigation of the graphene/SiC interfaces on 

their material (e.g., low-energy electron reflectivity measurement), compared with ours, is 

needed to further discern possible differences in the structures. 
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4.5 Summary 

By preparing graphene on the C-face of SiC in a Si-rich environment, produced either by 5 × 10-5 

Torr of disilane or using 1 atm of purified neon, a new interface structure with √43 × √43 −
� ± 7.6° symmetry is found to form between graphene layers and the underlying SiC substrate. 

Before oxidation of the surface, the bottommost graphene-like layer is bonded in some way to 

the SiC. After oxidation, this graphene-like layer decouples and becomes a graphene layer. This 

decoupling behavior is analogous to the decoupling of the 6√3 buffer layer on the Si-face. After 

decoupling, an ordered Si2O3 silicate layer is found to usually form between the decoupled layer 

and the underlying SiC substrate (although the decoupling can also occur even without an 

ordered silicate layer, i.e. through the formation of what we believe to be a disordered oxide 

layer). 
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Chapter 5 

 

Size, shape, and composition of 
InAs/GaAs quantum dots by scanning 
tunneling microscopy and finite-
element calculation 
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5.1 Introduction 

Semiconductor quantum dots (QDs) have been investigated extensively over the past decades 

[137], with InAs QDs grown on GaAs being one of the most commonly studied materials system. 

These self-assembled dots can be grown using molecular beam epitaxy (MBE) in the Stranski-

Krastanow growth mode. Common experimental methods for studying QDs generally yield 

information on only structural characteristics (size, shape, and composition), e.g., using electron 

microscopy or x-ray diffraction, or on spectroscopic properties (energies of confined states), e.g., 

using low-temperature photoluminescence. However, the combination of scanning tunneling 

microscopy and spectroscopy (STM/S) can in principle yield information on both types of 

properties. Such measurements have the benefit of eliminating the inhomogeneous broadening 

that is inherent in measurements that average over the distribution of QDs in a sample. 

Nevertheless, prior STM/S studies have focused primarily on the structural 

[138,139,140,141,142] or the spectroscopic characteristics [143,144,145,146,147,148,149], with 

a complete determination of QD size, shape, composition, and electronic properties based solely 

on STM/S having not been reported. 

To accurately model experimental data relating to QDs, it is important to develop a 

quantitative relationship between the QD size and the energy of its states. Two widely cited 

papers in the literature have developed theories of this sort, one based on nonlocal, empirical 

pseudopotentials [150], and the other on an eight-band � ⋅ � method [151]. Results for the two 

techniques generally agree in terms of the ordering and nature of the states, but the actual 

energies of the states for specific QD sizes differ significantly, for example, the energies of the 

lowest electron bound state differ by nearly a factor of 2 (subsequent work demonstrated that this 

discrepancy arose both from the parameters used in the computations as well as from the 

theoretical techniques per se) [152]. Comparison with experimental data for QDs of known size 

and shape is desirable in order to provide some measure of validation for the theories. 

A prior study attempted such a comparison for lens-shaped QDs with base diameter of 25 

nm and height 3.5 nm but lack of experimental knowledge on the composition of the QDs 

inhibited a parameter-free comparison [153]. A very recent study accomplished this type of 

comparison for InAs QDs with 24 nm base diameter and 7 nm height, by combining 

experimental results from STM and from optical spectroscopy, and this work then employed 
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theoretical predictions to fine-tune the QD structural parameters [154]. In contrast, in the present 

work we use STM/S measurements alone to extract both the structural and spectroscopic 

properties of QDs (albeit without the fine structural details as in Ref. 154), and we then employ 

these results as a test for the validity of the prior theoretical predictions for the binding energies 

of the QD states [155,156]. 

In this project, my own work focused on the determination of QD size, shape, and 

composition by comparison of measured STM data with finite-element calculations. The STM 

measurements themselves, along with STS measurements and associated modeling were 

accomplished by other group members. Hence, in this chapter I will focus on the determination 

of QD structural properties utilizing STM topographic data together with finite-element 

calculations. 

5.2 Results 

The InAs/GaAs QD structures were grown using solid source MBE [157]. On an n-type (001) 

oriented GaAs substrate, 200 nm of GaAs buffer layer was grown followed by five periods of 

InAs QDs. The QD layers were separated by 50 nm of GaAs. The superlattice was then capped 

with about 200 nm of GaAs overlayer. The GaAs buffer, spacer, and cap layers as well as the 

QDs were all nominally undoped. The GaAs was deposited at about 1 ML/s 

(ML=monolayer=0.28 GaAs thickness), with the wafer held at 580 ºC. The InAs for the QD 

layers was deposited at 0.27 ML/s (ML=0.30 nm InAs unstrained thickness) with the sample at 

490 ºC, and using a deposition time of 10 s. This relatively large growth rate for the QDs is 

found to produce a high density of relatively small QDs, which lead to improved behavior of 

infrared focal plane arrays made with similarly grown QDs [158]. 

Cross-sectional STM (XSTM) measurements were performed at room temperature in an 

ultrahigh vacuum chamber with base pressure ˂5 × 10-11 Torr. Samples were cleaved in situ to 

expose atomically flat (110) surfaces for subsequent STM and scanning tunneling spectroscopy 

(STS) measurements. Commercial Pt-Ir tips were cleaned in situ by electron bombardment prior 

to use. Images are acquired with a constant current of 0.1 nA and at sample-tip voltages specified 

below.  
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Fig. 5.1 STM images of two QDs, showing location of topographic cuts through each QD. Growth 
direction is from right to left across each image. Both images were acquired with sample voltage of -2 V, 
and are displayed with gray scale ranges of (a) 0.26 and (b) 0.24 nm. (Data was acquired by Sandeep 
Gaan of Prof.  Feenstra’s research group.) 

Figure 5.1 shows two representative STM images of our QDs. The QDs appear bright in the 

images because, after cleavage, they relax outwards due to the strain arising from the 7% lattice 

mismatch between InAs and GaAs. We find a cross-sectional shape consistent with a truncated 

pyramid, a truncated cone, or a lens (section of a sphere), similar to that found by prior workers 

[159,160]. Further definition of the QD shape can be obtained using the methodology of Bruls et 

al. [159] in which the measured cross-sectional heights are plotted as a function of the measured 

cross-sectional base length, as shown in Fig. 5.2. The maximum base length along the [11�0] 
direction and height along the [001] direction are seen to be � = 10.5 ± 0.5 nm and ℎ = 2.9 ±
0.2 nm, respectively (this height includes the wetting layers). The distribution is seen to be 

consistent with 3D dot shapes of either a truncated cone or a lens shape, and we use the latter for 

further analysis. For this lens shape, the radius of the corresponding sphere is � = [(�/2)� +
ℎ�]/(2ℎ) = 6.20  nm, and the maximum angle of the sidewall to the base is 57.8º. The 

occurrence of this type of shape, for small QDs such as ours, is well explained in a work of 

Eisele et al. [160] 
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Fig. 5.2 Distribution of QD base lengths and heights, compared to theory for various shapes of the dots: 
truncated trapezoid—dotted line; truncated cone—dashed line; and lens shape—solid line. The shapes are 
pictured in the upper part of the figure, together with a few possible locations of the cleavage plane. 

Topographic cuts through the QDs from Fig. 5.1(a) and (b) are shown in Fig. 5.3. These two 

QDs have cross-sections that are among the largest of any that we have studied, so that we can 

be confident that the cleavage plane has passed nearly through the center of the QDs. Assuming 

that electronic contributions to the images are small [161], this cut can be compared to the results 

of finite-element analysis (continuum mechanics, including anisotropic effects [ 162 ]) 

accomplished by using COMSOL software for a strained QD that is elastically relaxed at the 

cleavage surface. We consider our lens geometry with variable In composition x of the InxGa1-

xAs QD. At the same time, we match to data for the distance between corrugation maxima (local 

lattice parameter), shown in Fig. 5.3(b), measured along the same cut through the QDs as for the 

surface displacement of Fig. 5.3(a). We match the experimental data with finite-element 

computations made using a lens shape in the unstrained geometry with dimensions of � = 9.5 

and ℎ = 2.6 nm which correspond to, after strain, a distorted lens shape with � = 9.8 and ℎ =
2.6 nm. We find agreement between experiment and theory for a linearly-graded In composition 

pictured in Fig. 5.3(a), varying from � = 0.65 at the bottom of the QD to � = 0.95 in the middle 

and back to � = 0.65 at the top of the QD. 
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Fig. 5.3 (a) Cross-sectional topographic cuts and (b) corrugation period (local lattice parameter), 
measured along the dashed lines in Figs. 5.1(a) and (b) (upper and lower data sets, respectively). 
Experimental results are shown by solid lines, and results of finite-element computation by circles. The 
inset in (a) shows the step-graded composition profile for the QD used in the computations. 

The simultaneous fitting of the data in Figs. 5.3(a) and (b) provide strong constraints on the 

In composition. The average x-value (averaged over the [001] direction) of 0.80 is determined to 

an accuracy of a few percent and the grading of the x-value of 0.21 nm-1 is determined with an 

accuracy of around 20% – 30%. Prior works have indicated a grading profile that is much less 

steep in the lower part of the QD than the upper part [154,159,163]. Our results are not 

inconsistent with that (i.e. at the limit of three times our estimated error range), although they 

favor the symmetric grading just mentioned. Separately, we note that for both data sets in Fig. 

5.3(a) the experimental data are slightly higher than the finite-element results for spatial 

locations ≈1 nm above the apex of the QDs. We speculate that this discrepancy could arise from 

the presence of some excess In located in the GaAs above the QD, although we have not further 

investigated this possibility. 
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5.3 Summary 

In summary, we have employed STM to probe the structure of InAs QDs in GaAs. Cross-

sectional imaging, together with the finite-element calculations, permits a determination of the 

shape of the dots (lens-shaped, with maximum size of 10.5 nm base length and 2.9 nm height). 

Comparison between the STM data and the calculation results of the displacement of the dot 

profile out from the cleavage surface, together with observation of its local lattice parameter, 

leads to an accurate determination of the cation composition as varying from 65% indium at the 

base of the QD to 95% at its center and back to 65% at its apex. 
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Chapter 6 
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In this thesis we studied epitaxial graphene produced by thermal decomposition of SiC. Earlier 

studies on graphitization of SiC focused on UHV annealing of SiC, while my study focuses on 

graphene formation under three environments: 1 atm of argon, 1 atom of cryogenically purified 

neon and a low-pressure background of disilane. In this chapter we summarize our results. 

6.1 Morphology of graphene on SiC prepared in argon, neon or disilane 

On the Si-face, as compared to vacuum-prepared samples, we found improvements in the 

morphology of graphene films in all three environments. The presence of argon, neon or disilane 

gas decreases Si sublimation rate, thus increasing the temperature required for graphene 

formation. The higher graphitization temperature enhances the mobility of diffusing species, 

which in turn results in an improved morphology of the graphene films. The samples prepared in 

all three environments are found to have much larger domains of uniform graphene thickness. It 

is quite easy to produce a single ML extending over 10’s or 100’s of µm on the surface, with 

longer annealing (or higher temperatures) presumably leading to a second ML, etc. 

One the C-face, the same procedures as used for the Si-face are employed. However, results 

on the C-face are quite different than for the Si-face. When argon-annealing is employed, instead 

of uniform layer-by-layer growth as seen on the Si-face we observed thick islands of graphene in 

the initial stage of graphene formation, which we attribute to unintentional oxidation of the 

surface. When annealing in cryogenically purified neon is employed (cleaner than the argon 

environment), we eliminated the unintentional oxidation and obtained relatively uniform 

graphene films. Use of a low-pressure background of disilane yields a similar improvement, i.e. a 

single layer of graphene over 10’s or 100’s µm is easy to produce. 

6.2 Interface structure for graphene on SiC 

Since interface structures have much effect on the structural and electrical properties of graphene 

films on top of them, much attention has been paid to interface structures between graphene 

films and the underlying SiC substrate in my study. 

On the Si-face, we find that for all environments (including vacuum environment) the 

interface structure is a graphene-like structure but with some additional structural elements (five-

fold and seven-fold carbon rings), forming 6√3 × 6√3 − �30° unit cell [131]. Since this layer is 
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strongly bonded to the SiC below, it is considered as a buffer layer. As additional Si is 

sublimated from the sample, this buffer layer eventually converts to pristine graphene and a new 

buffer layer forms below it. A LEED image and a schematic structural model for the 6√3 ×
6√3 − �30° reconstruction and graphene on top are shown in Fig. 6.1. 

 
Fig. 6.1 (a) A LEED pattern at 100 eV shows a 6√3 × 6√3 − �30° pattern. The 6 fold satellite spots 
around the SiC and graphene spots arise from the 6√3 × 6√3 − �30° reconstruction. (b) Side view of the 
6√3 × 6√3 − �30° reconstruction. Lines are drawn between the buffer layer and the topmost Si atoms on 
SiC to indicate that the buffer layer is strongly bonded to the substrate. 

On the C-face, the situation is found to be more complex than for the Si-face: more than one 

interface structure that has been observed, depending on the preparation conditions. 

In vacuum, the 3 × 3 reconstruction is often found. A detailed model for this reconstruction 

has recently been proposed in a theoretical study by L. Nemec et al [164]. This 3 × 3 structure is 

an energetically stable structure, and it exists before graphene formation. Subsequent graphene 

forms on top of the 3 × 3 structure, covering it like a carpet, with relatively weak interaction 

between the graphene and the 3 × 3 structure. A LEED image and a schematic model for the 

3 × 3 structure and graphene are shown in Fig. 6.2. 

 

Fig. 6.2 (a) A LEED at 100 eV shows a 3 × 3 pattern. (b) Side view of the  3 × 3 reconstruction. No 
lines are drawn between the graphene layer and the reconstruction because they are weakly 
bonded. 
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At relatively low PSi (≈10-6 Torr), the (2 × 2)X  reconstruction is found, consisting of Si 

adatoms on T4 sites terminating the SiC bilayer. The subscript “C” on the 2 × 2 label denotes 

that this reconstruction is more carbon rich than a different 2 × 2 structure that occurs on the 

same surface; nevertheless, it is important to realize that this (2 × 2)X structure is in fact Si-rich 

compared to a terminating SiC bilayer, i.e. it contains 1/4 ML of excess Si atoms on the surface. 

A LEED image and a structure model for the (2 × 2)X reconstruction and graphene are shown in 

Fig. 6.3. 

 
Fig. 6.3 (a) A LEED pattern at 100 eV shows a 2 × 2  pattern. (b) Side view of the (2 × 2)X 
reconstruction. It consists of Si adatoms on T4 sites terminating the SiC bilayer. No lines are 
drawn between the graphene layer and the reconstruction because they are weakly bonded. 

In chapter 4, we have reported on the formation of graphene on the C-face under conditions 

of higher PSi than occurs for the (2 × 2)X or the 3 × 3 surfaces. Specifically, for a pressure of 5 

× 10-5 Torr, we observed that the first C-layer to form is a graphene-like layer having a √43 ×
√43 − � ± 7.6° symmentry. Although the precise atomic geometry of this graphene-like layer 

and the layers underneath it was not determined, we can certainly expect that it contains more 

excess Si atoms than for the 1/4 ML situation of the (2 × 2)X structure. A LEED image and a 

schematic model for the interface structure are shown in Fig. 6.4. Whether or not the graphene-

like layer is strongly bonded to the underneath structure or weakly bonded is not clearly known. 

We do know however, as discussed in chapter 4, that oxidation of the surface produces a silicate 

layer with weakly-bonded graphene above it, and furthermore we know experimentally from 

low-energy electron reflectivity (LEER) measurements that the graphene-like layer prior to the 

oxidation is considerably more strongly bonded to the underlying structure than after the 

oxidation. So we find that there is a not-so-weak interaction between the graphene-like layer and 

the structure underneath it. This interaction produces a better rotational alignment of the 

graphene on the surface than for vacuum-prepared graphene on the C-face (hence, larger 
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domains of single-thickness graphene), but most likely the bonding is not as great as for the 

6√3 × 6√3 − �30° structure on the Si-face. 

 
Fig. 6.4 (a) A LEED pattern at 100 eV shows a √43 × √43 − � ± 7.6° pattern. (b) Side view of the 
√43 × √43 − � ± 7.6° structure. Few lines are drawn between the graphene-like layer and the structure 
underneath it, indicating a not-so-weak interaction. 
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