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Abstract

The elastic properties of biological materials play an important role in many
biomechanical functions. As a result, a large effort has gone into understanding these
properties through the creation of theoretical frameworks and the measurement of
the parameters entering such theories. With the improvement of computer hardware
and software, computational studies now work alongside experimental techniques to
probe the mechanics of biomaterials. In this thesis, we will look at three different ways
that computational work to improve our understanding of the elastic properties of
biomaterials: (1) developing methods to measure important material parameters, (2)
test theories and provide data to refine theories, and (3) develop new computational
models to investigate the properties of biomaterials.

In Chapter 2, we discuss a method of measuring the bending modulus of lipid
bilayers in the fluid-phase by simulating buckled membranes. This method is compu-
tationally efficient and can be applied to lipid models of a wide range of resolution,
using both implicit or explicit solvent. After showing how Helfrich theory [1], a stan-
dard theory of membrane elasticity, predicts the shape of the buckles as well as the
stress-strain relation, we apply the method to three different coarse-grained models:
a low resolution implicit solvent model, a medium resolution implicit solvent model,
and a medium resolution explicit solvent model.

In Chapter 3, we try to apply the method from Chapter 2 to membranes in the
gel-phase. We find that Helfrich theory fails to accurately describe both the shape
and stress-strain relation of the buckles. Drawing inspiration from the shapes of
the simulated buckles, we present a modification of Helfrich theory that incorporates
curvature softening and show that this theory does describe both the shape and stress
of the gel-phase buckles. Unexpectedly, the buckles exhibit negative compressibility.

In Chapter 4, we apply the new theory to the fluid-phase buckles studied in Chap-
ter 2. The large fluctuations of the membranes makes the error in our measurement
of the shapes too large to draw proper conclusions from the shape, but we are able to
fit the theory directly to the stress-strain relation from the simulations. The results
show that there is a small amount of curvature softening at large curvatures, and this
has a small effect on the bending modulus of the lipids.

In Chapter 5, we switch our focus to the study of elastic networks, a way of
investigating the fluctuations of biomolecules such as globular proteins and folded
RNA structures. Specifically, we study a technique to create course-grained elastic
networks from a high resolution model without the need to run a reference simulation.
We show that the choice of which particles to remove upon coarse-graining determines
the ability of the elastic network to reproduce the fluctuations of the high resolution
model, with a good choice of particles leading to a network that performs exceptionally
well at replicating the fluctuations.
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Chapter 1

Introduction

In the first paragraph of the textbook Physical Biology of the Cell [2], Phillips et al.
declare, “The art of model building lies in striking the proper balance between too
little detail and too much.” The complexity of biological processes makes it impossible
for humans to understand every part of a system,1 and instead frameworks must be
constructed that focus on the important aspects of a problem. In this thesis, we
are interested in the elastic properties of certain biological materials (lipids, proteins,
and nucleic acids). Thus we start our work by using simple theoretical models for the
elasticity of the materials and see what we can learn. Only when a simple model is
insufficient to explain an observed phenomenon, we expand it.

Specifically, for each project in this thesis, we are working towards one or more
of the following three goals: combine simulations with theory to measure material
parameters in a way that has not been done before; use the results of simulations
to probe the deficiencies of a theory and provide inspiration for how to improve the
theory; and finally create methods that make creating simulation models easier, so
that the models can later be used to address the first two goals. In the next section,
we will briefly describe the different projects in this thesis and provide motivation for
why they advance our goals.

1.1 Overview of Thesis Projects

In Chapter 2, we discuss a method for measuring the bending modulus of fluid phase
lipid membranes within the framework of Helfrich theory [1]. As we will discuss in
detail in the next chapter, multiple techniques have been developed to measure the
bending modulus. All these techniques have different strengths and weaknesses, and
measurements of the bending modulus often disagree [3]. The method that we will
use relies on the active bending of membranes into buckles and extracting the bending

1I still remember as an undergrad walking by the door of a professor. On the door was a large
poster mapping out different cellular metabolic pathways that needed 12 point font so that everything
would fit.
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modulus from the stress-strain relation. This technique gives precise results that help
us gain a better understanding of the bending modulus underlying the elasticity of a
membrane.

We present a derivation for both the shape of the buckle as well as the stress-strain
relation. Next, we test the method with three different coarse-grained lipid models.
Finally, we use the energetics of the buckles to find the temperature dependence of
the bending modules.

In Chapter 3, we apply the buckling method to gel-phase membranes. At first
this seems like a straight forward proposition, but we show that Helfrich theory can
no longer describe the simulated gel-phase buckles. By analyzing their shapes, we de-
velop a modification to Helfrich theory that properly describes the gel-phase buckles.
Combining the new theory with the simulations, we measure the bending modulus
as well as a new characteristic length parameter of the modified theory. We end
the chapter by exploring the energetics of the simulations to discuss the temperature
dependence of the bending modulus in the gel-phase. The simulations reveal that
gel-phase membranes have unexpected elastic properties. This work suggests that
gel membranes may be ideal candidates to study exotic elasticity as well as enticing
elements of novel nanoscale systems.

In Chapter 4, we take the buckling of membranes full circle and apply the modified
theory presented in Chapter 3 to the fluid simulations of Chapter 2. We find that
the new theory can describe the stress-strain relation for the fluid buckles better than
Helfrich theory, but that the effect is not as large as for the gel membranes. Thus,
an idea that started as a way to efficiently measure the bending modulus of fluid
membranes eventually reveals new insights into the fluid phase via an instructive
detour over the gel phase.

In Chapter 5, we switch from membranes to proteins and RNA and present a
technique for creating improved coarse grained elastic networks without the need to
run an atomistic simulation. Once the method is fully understood, it may make
the creation of elastic networks for large systems easier and the networks themselves
more accurate. Working toward that end, we discuss the error associated with the
method and demonstrate how it is affected by the choice of coarse-grained mapping.
We compare the most common mapping for protein elastic networks with better
mappings following from our approach. To improve the efficiency of the method, we
have developed a method to improve the performance of our Monte Carlo searches to
find better networks.

1.2 Motivation

We will go into more detail concerning lipid membranes and proteins in the next
section, but first, we want to give some reasons why we want to model these systems
and calculate their elastic parameters. In order to perform different biological func-
tions, such as forming vesicles as part of endocytosis [4, 5], lipid membranes need to
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deform. This deformation is often driven by proteins, such as dynamin [6], which
plays a role in the separation of newly formed vesicles from the original membrane.
Proteins need energy to bend a membrane, which is supplied by GTP hydrolysis in
the case of proteins like dynamin, and ATP hydrolysis for many other proteins. The
amount of energy needed to reshape a membrane depends on its bending modulus,
and thus we must know it before we can explain how much energy the proteins will
need.

Obtaining the bending modulus of gel-phase membranes has a similar motivation
to the fluid-phase membranes. We need to know the rigidity in order to understand
the energy required to deform a membrane. In addition, we show in Chapter 3 that
lipid membranes in the gel-phase can undergo negative compressibility under the
right conditions. This might help explain the observed faceted nature of gel vesicles
[7, 8]. More importantly, this insight into the elastic properties for gel membranes has
large implications on the usefulness of lipid bilayers in switchable elastic nano-devices.
Effort has gone into developing metamaterials that exhibit negative compressibility
because of their potential in mechanical sensors and microactuators [9]. With the
ability to tune the properties of lipids, they might be ideal candidates for the same
functions.

For the study of proteins, a simple computational model that is easy to work with
can greatly improve our understanding of the functions of certain proteins. The size
of proteins and the long times needed make high resolution simulations impractical
for some protein events. By efficiently creating accurate elastic networks, it may
be possible to investigate events where a protein undergoes a large conformational
change that primarily depends on a small part of the protein. For example, the
Adenylate Kinase has an open and closed state [10]. The protein can be divided
into two fairly stiff blocks connected by a hinge [11]. By modeling these blocks with
a computationally inexpensive elastic network, it might be possible to observe in a
computer simulation how the hinge portion changes as the protein moves between
the open and closed states, without completely neglecting the fluctuations of the two
blocks.

1.3 Relevant Biological Materials

Though there are many important molecules involved in biological processes, in this
thesis, we will focus on three types of molecules: lipids, proteins, and nucleic acids.

1.3.1 Lipids

Lipids are small, amphiphilic molecules with a propensity to form membranes, which
makes them the ideal building blocks for the two-dimensional partitions cells use to
compartmentalize their interior, as well as separate themselves form the outside world.
Though there are many different kinds of lipids [12], we will focus on phospholipids,
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Figure 1.1: Chemical structure of DMPC lipid [13].

which generally consist of two hydrophobic fatty acid tails and a hydrophilic head
group. The tails consist of hydrocarbon chains that normally have between 12 and
24 carbons, linked together in single bonds, with potentially a few cis-double bonds
interspersed that introduce some local disorder. The chains are linked to a glycerol
molecule by ester bonds. The glycerol is also linked to the phosphate group which
connects to the head group of the lipid [4, 5].

The amphiphilic nature of lipids causes them to self-assemble into various struc-
tures such as bilayers, micelles, and inverse hexagonal phases [14, 15]. The structures
formed depend on the type of lipid, specifically on the relative sizes of head and tail
portions of the lipids [14, 15]. We will focus on lipids for which the cross sectional
area of the head and tail are similar, and thus the lipids normally form bilayers [14].

On a macroscopic scale, lipid bilayers can be treated as a thin fluid-elastic sheet.
The canonical starting description for the elastic energy E , of these membranes is the
Helfrich Hamiltonian [1]:

E [S] =
∫

S

dA

{
1

2
κ(K −K0)

2 + κ̄KG

}
, (1.1)

where K = c1+ c2 is the total curvature, c1 and c2 are the principal curvatures, K0 is
the spontaneous curvature, and KG = c1c2 is the Gaussian curvature. Furthermore, κ
is the mean curvature modulus (or bending modulus) and κ̄ is the Gaussian curvature
modulus [16, 17]. This theory breaks down at smaller length scales (on the order a
couple of lipid lengths) where microscopic properties of the lipids, such as tilt, become
important [18–20].

Lipid membranes in nature are normally found in a fluid phase (Lα), but as they
are cooled, they can enter a variety of different phases, including the ripple (Pβ′) and
gel Lβ′ phases. This gel-phase is characterized by an increased ordering of the tails,
increase in membrane thickness, and a reduction in the area per lipid [21–24].

1.3.2 Proteins

The second group of molecules that will be discussed in this thesis are proteins, which
are polymeric molecules formed by a chain of amino acids. They perform a variety of
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Figure 1.2: Chemical structure of four amino acids [28].

Figure 1.3: Image of RNA nucleotide [31].

biological roles, including cell signaling, catalyzing metabolic reactions, motors, and
structural building blocks [4, 5, 25–27].

Though proteins are polymers, they have been evolutionarily optimized to have
material properties beyond what is predicted by standard polymer physics. Proteins
rely on the interactions of the different amino acids to form intricate secondary and
tertiary structures. Most proteins are weakly stable [29, 30], and thus often rely on
cooperative effects to maintain their structure. This tenuous stability of the structure
results in many proteins being able to fold into multiple states, which is essential for
many of their biological functions.

All amino acids have a backbone plus a side chain (except Glycine which does not
have a side chain). The backbone consists of a central carbon (called the α-carbon
or Cα) that is connected to an amino group on one end and a carboxyl group on the
other. The Cα is also connected to the side chain of the protein, which is the only
part that is different between amino acids. The chemical properties of the different
side chains are vital to the characteristics of the proteins.

1.3.3 Ribonucleic Acid (RNA)

Ribonucleic acid (RNA), like Deoxyribonucleic acid (DNA), is also a polymeric com-
pound, which in this case is formed by a chain of nucleotides. The nucleotides contain
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a backbone that is formed by a sugar and a phosphate group. A nitrogenous base
that is attached to the sugar group completes the nucleotide. RNA has a ribose sugar
and normally has either an adenine, guanine, cytosine or uracil nitrogenous base. In
contrast, DNA has a deoxyribose sugar group and has a thymine base in place of
uracil. The primary function of both DNA and RNA is to store and transfer genetic
information; in addition, RNA plays many roles in protein synthesis [4, 5].

Because of its hydroxyl group a tthe 2′ position of its sugar ribose, RNA is more
prone to hydrolysis than DNA (which has the hydroxyl removed2), and thus it is less
stable. In addition, RNA is often found in a single-stranded form that can fold to
form a large number of secondary structures, including helices and loops, and tertiary
structures [32]. We will primarily be concerned with seeing how techniques commonly
used to model the fluctuations of proteins work for RNA structures.

1.4 Biophysics Simulations

Computer simulations complement both experimental measurements and theoreti-
cal calculations [33, 34], especially in providing insight into the relationship between
microscopic interactions and macroscopic phenomena. They act like virtual exper-
iments, where the researcher knows all the microscopic positions and interactions
between particles in the system. Thus, we can probe resolutions that we would oth-
erwise be unable to investigate. Also, by comparing the results of simulations to
experiments, we test the validity of the theoretical models on which the simulations
are based.

Once we have a model for a system, we sample a time average by either Molec-
ular Dynamics or Monte Carlo Simulations. Molecular dynamics (MD) simulations
integrate the classical equations of motion of the system, with “thermostats” and
“barostats” helping to create the proper ensemble [35, 36]. On the other hand, Monte
Carlo simulations create a Markov chain where each step is determined stochastically
based on a distribution function, with the choice of function determining the ensem-
ble. In both cases, the time average of the simulated trajectory will provide a good
proxy for an ensemble average as long as there is enough sampling and ergodicity
holds [37]. In this thesis, we will primarily be using molecular dynamics simulations.

1.5 Coarse-Graining

For any computational study, an appropriate model must be chosen. Models can be
classified in a number of ways, but one of the biggest classifications is between atom-
istic and coarse-grained simulations. As the name suggests, atomistic simulations

2Hence the name
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represent every atom of the system explicitly3. The computational cost makes simu-
lating large systems challenging and often impractical. Coarse-grained (CG) models
aim to improve the efficiency of simulations by combining multiple atoms into a single
particle while preserving the important physics of the system.4

1.5.1 Benefits of Coarse-Grained Models

The most obvious benefit of coarse graining is the reduced computational effort for
each time step because the CG model has less particles, but there are other fac-
tors that also speed up coarse-grained (CG) simulations. With lower resolution, CG
models average out the fast degrees of freedom of an atomistic model (such as bond
vibrations), and are thus able to use larger time steps during MD simulations [39, 40].
This also leads to lower molecular friction and a smoother energy landscape that is
easier to sample. Putting everything together, CG models can have more than three
orders of magnitude computational speedup compared to atomistic models [41].

Obviously any reduction in simulation time is nice, but for many biological systems
it is a necessity. As an example, we can look at the simulation of a membrane in
a square simulation box of length L. The number of particles in the membrane is
proportional to L2, so if the box size is doubled, we will have four times the number of
particles in the membrane. This increase in the number of particles can be dealt with
though parallel computing via standard domain decomposition schemes. However,
this is not the end of the story because the relaxation time for the undulation modes
of the membrane scales as L4 in the absence of hydrodynamic interactions. Therefore,
the time needed for the simulation scales as L6 [42], and doubling the simulation size
requires 64 times as much computational effort.

Besides improvements in efficiency, coarse-graining has a more subtle benefit. The
goal of coarse-graining is to preserve the important physics of the system that pro-
duces the phenomenon that we want to study. Both successful models and failures
provide insight into the system [43]. If a model works, we know that we have removed
the parts of the system that probably do not matter for the question at hand, while
if the model fails, we have apparently eliminated an important part of the system.

1.5.2 Creating Coarse-Grained Models

The creation of any CG model requires two steps: (1) creating a mapping from the
high-resolution system to the CG system, and (2) defining the interactions between
the CG particles in a way that preserves the essential physics.

3The exception is a class of models called united-atom models, in which the non-polar hydrogens
are implicitly included in their “parent” heavy atoms. This is a form of coarse-graining, but these
models are often considered atomistic. The Berger lipid model is a popular united-atom model [38].

4One should remember that even atomistic models already have a form of coarse graining as
they rely on classical and not quantum mechanics; the electrons are coarse-grained away, leading to
effective classical interactions of bonded and non-bonded types
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There are many ways to create the mapping for the CG system, and the mapping
function affects the accuracy and transferability of the CG model [43]. Though there
are some conditions that have been proposed for optimizing mappings [44], and sys-
tematic methods are under development [43], by and large the mapping still depends
on the intuition of the modeler.

Once the mapping has been chosen, we need to develop the appropriate interac-
tions for the CG particles. There are two main classifications for methods for creating
interactions: “bottom-up” and “top-down”. In bottom-up modeling, the interactions
are chosen so that the CG model can reproduce some property of a higher resolution
model. On the other hand, top-down modeling tries to reproduce observables on
larger scales obtained either from experiments or from general theoretical conditions.

There are many different systematic ways to parameterize a bottom-up model.
With structure-based methods, the goal is to reproduce the structure factor of the high
resolution model. The simplest technique is Boltzmann inversion, where we assume
the radial distribution function between particles obeys the Boltzmann distribution
[43, 45]:

g(q) = Z−1 exp[−βU(q)] (1.2)

where q is the degree of freedom, Z is the partition function, β = kBT , and U(q) is
the potential of the degree of freedom. q is normally the distance between particles or
a bond angle, or a torsion angle. If we invert the Boltzmann distribution, we derive
the potential as a function of the probability distribution:

U(q) = −kBT ln g(q) (1.3)

This method would be exact if the many-body potential of mean force (PMF) replaces
the potential energy.

In order to create reproduce the distribution function, we turn to iterative meth-
ods. In these methods, the CG potentials are guessed and a CG simulation is per-
formed. The CG potentials are then modified based on the difference in the atom-
istic and CG distribution functions. The process is repeated until the distribution
functions agree to an acceptable accuracy. The most common method is iterative
Boltzmann Inversion (IBI) [43, 46]. Inverse Monte Carlo (IMC) [43, 47] is also effec-
tive. The difference between the two methods is in the way the CG potentials are
iteratively refined.

An alternative to structure-based approaches is to try to match (or at least ap-
proximate) the multibody potential of mean force using a set of interactions (such as
all possible continuous two body interactions). The first success in this regard was
achieved by a method called Force Matching (FM) [43, 48, 49]. If we allow arbitrarily
complex multibody potentials, FM would produce an exact result, but normally we
want to come up with the best approximation using standard force fields.

Top-down models are divided into generic models and chemically specific models.
Chemically specific models still aim to represent specific chemical systems, and thus
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are more ambitious than generic models. They are designed to match certain ther-
modynamic properties of the system, such as the partitioning from an aqueous to a
hydrophobic region.

In contrast, generic models are designed to qualitatively reproduce the most gen-
eral properties of the material. For example, a generic lipid model might be designed
to self-assemble and have a fluid and a gel phase. The interactions in generic models
are normally simple and computationally efficient to calculate. The parameters of
the interactions can be tuned in order to match desired macroscopic properties of a
material, but one should not push this too far and ask material specific questions.

1.5.3 Limitations of Coarse-Grained Models

There is no such thing as a free lunch, and coarse-graining comes at a cost. Un-
less we use very complex multi-body potentials, we cannot reproduce all the physics
in a system with a coarse-grained model [44]. There are two main problems, and
they are called “representability” and “transferability” issues. The representability
of a model deals with how well a model can represent different properties of the sys-
tem. Most good CG models can represent a certain part of the system extremely
well, while failing with other properties [50, 51]. For example, when structure-based
coarse-graining is used to create a model of water, the two-body radial distribution
function is matched to a high precision [52]. Certain properties that are related to the
radial distribution function are then reproduced to high accuracy as well, such as the
compressibility. Unfortunately, the pressure of the system may be off by a lot. For
instance, some very well-known single-site CG models of water do well matching the
structure, but have the pressure (at standard temperature and density) off by four
orders of magnitude [52]. The pressure can be corrected, but at the cost of reduced
accuracy for the compressibility. It depends on what the model is going to be used
for as to whether it should be parameterized to exactly match certain properties at
the expense of others or if it should reproduce many properties in a reasonable way.

Transferability is concerned with the questions of how well the model works when
the state point is changed in a simulation. Every coarse-grained model is designed
for a specific temperature, solvent, concentration, etc. There is no guarantee that
the model will work at a different state point. Much like with representability, the
transferability can often be improved at the expense of accuracy at the state point
[43, 53].

1.6 Lipid Models Used in This Thesis

1.6.1 Cooke

The Cooke model is a low resolution, top-down implicit solvent lipid model [54, 55].
Each lipid is represented by three beads: one head bead and two tail beads. The beads
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Figure 1.4: Image of the Cooke lipid model. The head bead is in blue and the tail
beads are in yellow. The head beads only interact repulsively with other beads,
while the tail beads have an attractive potential with other tail beads.

in each lipid are connected by FENE (finitely extensible nonlinear elastic) bonds to
their immediate neighbors. The head and last tail bead are connected by a harmonic
bond with the purpose of controlling the stiffness of the lipid. The model is designed
with only two-body potentials in order to make the analysis of observables easier.

Every bead has a repulsive interaction with every other particle, which describes
the excluded volume of the particle. This interaction is defined as a Weeks-Chandler-
Andersen (WCA) potential, which is just a truncated and shifted Lennard-Jones
potential [56]. In addition, there are attractive interactions between the tail beads
of the different lipids. The attractive interactions have the form of a squared cosine
function [55] which are similar to Lennard-Jones interactions, except the interaction
range is easily tunable and the interaction goes exactly and smoothly to zero at some
point. This extension is necessary for the model to have a fluid phase [55]. The width
of the potential is controlled by a parameter wc, which can be tuned in order to adjust
the properties of the membrane. The standard value is wc = 1.6σ, where σ is the
Lennard-Jones length unit. When comparing the size of a Cooke model lipid with
typical real lipid sizes, one finds that σ ≈ 1 nm [55]. The model also has an intrinsic
energy unit ǫ which we will relate to kBT .

Since the Cooke model is highly coarse-grained, it has numerous limitations. First,
the lack of solvent means that there are no hydrodynamics in the simulation, and thus
any phenomenon that depends on hydrodynamics cannot be investigated. Also, the
Cooke model only has one tail, whereas phospholipids have two tails. Since the model
only has two tail beads, the tails have much less conformational flexibility compared
to higher resolution models or realistic lipids. It will therefore be unable to represent
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Figure 1.5: Image of the Martini lipid model.

phenomena which rely on these aspects of a lipid.
The power of the Cooke model comes in its efficiency. With only three beads per

molecule, it does not take as much computer time to achieve long simulations. In
addition, the flip-flop rate of lipids in the bilayer is faster than for higher resolution
models. Thus, we can reach trans-bilayer equilibrium much faster than for many
other models.

1.6.2 MARTINI

The MARTINI lipid models are top-down coarse-grained models with an explicit
solvent [57, 58]. MARTINI beads on average represent a group of four heavy atoms.
The beads are classified by the charge and hydrophobicity of their collection of atoms.
There are 18 different types of CG particles that vary in their polarity and charge. The
nonbonded interactions between beads are parameterized to reproduce experimental
thermodynamic data, such as the free energy of hydration and vaporization, as well
as the partition coefficients between water and a hydrophobic liquid, such as decane.
The nonbonded interactions are the same for different systems that use the same
beads, making it very easy to “click together” models using MARTINI. Of course we
have to be careful how we do that. Just because MARTINI is easy to work with does
not mean it is easy to get the science right.

The water beads for MARTINI correspond to four water molecules. Unfortunately,
standard water in MARTINI has a tendency to freeze at 290 K, a temperature much
higher than the freezing temperature of water [58]. Freezing is especially common
when there are flat elements in the simulation, which makes lipid simulations a par-
ticular problem. This is solved by adding a small amount of anti-freeze (10 percent of
the solvent) to the simulation. The anti-freeze is just a solvent particle that interac-
tions with all non-solvent particles just like the ordinal solvent particle, but appears
larger to solvent particles. The distance parameter of the interaction is scaled from
0.47 nm to 0.57 nm [57]. This prevents the mixed solvent from crystallizing. When
there is only 10 percent anti-freeze, the effect on most observables of the membrane
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Figure 1.6: Image of the Plum lipid model. From left to right, DPPC, POPC,
and DOPC are represented.

is less than one percent [58, 59].
There are between 10 and 12 beads per MARTINI lipid for most lipids. This gives

enough resolution for MARTINI to differentiate between some types of lipids, but the
resolution is not fine enough to avoid ambiguity. For example, DMPC and DLPC
are represented using the same number of beads. Thus, we have to be careful to not
over-interpret the quantitative measurements obtained using the MARTINI models.

1.6.3 Plum

A third CG model that we will use is the Plum lipid model [60, 61], a medium
resolution implicit-solvent model that can, for instance, represent DPPC, DOPC,
and POPC. The DPPC, POPC, and DOPC models contain 15, 16, and 17 beads,
respectively. There are eight different bead types, with each bead systematically
parametrized using IBI. The different lipids are created by combinations of the pa-
rameterized saturated and unsaturated tails. Because the model was parameterized
using IBI from simulations of flat membranes, it performs well at reproducing the
observables of flat membranes, though it may have greater transferability problems
than the MARTINI model.

1.7 Elastic Networks

With proteins, we are often interested in how they fluctuate around an equilibrium
configuration. Elastic network models provide efficient and surprisingly effective ways
to model these fluctuations [62–75]. In all cases, particles are connected by a quadratic
interactions (though what the interaction is quadratic in can be different). The models
can be separated into two types, networks based on the distance between particles
(called elastic network models or anisotropic network models, ANM) and networks
based on the displacement of particles from their equilibrium positions (the most
common example is the Gaussian network model) [43].
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Before we discuss specific networks, let us assume that we have a system of N
particles that can be described using the force field E(~r) where ~r is the vector of all
the degrees of freedom of the system

~r = (~r1, ~r2, ..., ~rN )
⊺ = (r1,x, r1,y, r1,z, ..., rN,x, rN,y, rN,z)

⊺ . (1.4)

We now expand the energy around the equilibrium configuration ~r0 of the particles
to quadratic order:

E(~r) ≈ E0 +
1

2

∂2E

∂rµi ∂r
ν
j

δrµi δr
ν
j , (1.5)

where rµi is the µ component of particle i and δrµi = rµi − rµi,0. We now have a

quadratic approximation of the original system that is defined by the Hessian ∂2E
∂rµ

i
∂rν

j

.

In Chapter 5, we will describe models of this form as Hessian networks or Hessian for
short.5

The Gaussian network model (GNM) is a subclass of the Hessian network with
its potential energy defined as [63]

U =
k

2
δ~r⊤Γδ~r , (1.6)

where k is the force constant, δ~r = ~r − ~r0 , and Γ is the connectivity (or Kirchhoff)
matrix. The elements Kirchhoff matrix are defined by:

Γij =





−1 if i 6= j and rij ≤ rc
0 if i 6= j and rij > rc
−∑

i,j 6=i Γij if i = j
. (1.7)

where rij is the distance between particles i and j, and rc is a cutoff distance.

In this network, every interaction has the same strength. The potential can be
separated into independent functions of the Cartesian coordinates which make the
fluctuations isotropic and thus unphysical. Despite these simplifications, this network
has been effective at reproducing experimental B-factors6 of proteins [63, 65, 75]. The
GNM potential is a quadratic function which allows many properties, including the
free energy and the fluctuations of each particle, to be determined analytically using
Gaussian integrals [43, 63].

5This network is sometimes referred to as a Gaussian network, but the original Gaussian network
had a more specific definition. We hope to avoid confusion by defining this interaction as a Hessian
network.

6B-factors describe the effect of thermal motion on the attenuation of x-ray or neutron scattering.
It indicates the flexibility of different parts of the system.
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The energy of elastic network models (ENM)7 is dependent on the distance be-
tween particles:

U =
1

2

∑

i,j

ki,j(di,j − d0i,j)
2 , (1.8)

where di,j is the distance between particles i and j, d0i,j is the equilibrium distance
between the particles, and ki,j is the spring constant between these particles [62, 67].
At first glance, Eq. 1.8 might look quadratic, and it is quadratic in the distance
between particles, but it is not quadratic in the positional degrees of freedom. This
makes it difficult to analyze analytically, but it can easily be incorporated into an MD
simulation. The fluctuations of an ENM are anisotropic and provide more realistic
normal modes than GNMs [67]. However, it surprisingly performs worse at predicting
experimental B-factors [75]. In order to improve the accuracy of the network, the
spring constants are often refined by comparing an observable from the CG network
to the equivalent observable from atomistic reference simulation, such as the root
mean square fluctuations [71]. This of course requires an atomistic simulation to be
run as a reference. This is computationally expensive, and often raises the question
that if we have enough computational time to run a proper reference simulation, why
do we need a coarse-grained model. Indeed, the motivation for Chapter 5 is to create
better elastic networks without the need for atomistic simulations.

7There is some confusion with what is called an elastic network. Some people will call Gaussian
networks elastic networks as well. To avoid confusion, we will only use the term elastic network for
networks where the energy depends explicitly on the distance between particles.
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Chapter 2

Buckling of Fluid Membranes

In this chapter, we will introduce the buckling protocol, and show how we can measure
the bending modulus of lipid membranes, as well as its temperature dependence.
First, we will derive equations for the shape of a buckle and the stress-strain relation
for the buckles, starting from the Helfrich Hamiltonian. Next, we show that the
protocol works for three different lipid models: Cooke [54, 55], MARTINI DMPC [57],
and Plum DOPC [60, 61]. The simulation shapes are compared to the theoretical
prediction, and then the bending modulus for each model is calculated. Finally,
we argue that by also measuring the energies during the simulations, we can gain
additional insights into the thermodynamics of the buckled membranes, which enables
us to describe the temperature dependence of the bending modulus in the vicinity of
the actual simulation temperature.

2.0.1 Modeling Lipid Bilayers: Helfrich Theory

As discussed in Chapter 1, lipids can self-assemble into bilayer membranes with lateral
extensions several orders of magnitude larger than the lipid size. These membranes
can be modeled effectively as continuum elastic sheets for large length scales. For
many problems, the Helfrich theory, a simple continuum theory with only a few pa-
rameters, is adequate to describe the membranes [1]. As mentioned in Chapter 1,
Helfrich theory treats a membrane as an elastic sheet governed by the energy func-
tional

E [S] =
∫

S

dA

{
1

2
κ(K −K0)

2 + κ̄KG

}
, (2.1)

where K = c1+ c2 is the total curvature, c1 and c2 are the principal curvatures, K0 is
the spontaneous curvature, and KG = c1c2 is the Gaussian curvature. Furthermore, κ
is the mean curvature modulus (or bending modulus) and κ̄ is the Gaussian curvature
modulus. Other terms can be added to the Hamiltonian to describe other properties
of the membrane (such as the edge tension if the membrane has an open edge, or the
stretching modulus), but for now we will only focus on the curvature dependence of
the energy.
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The principal curvatures c1 and c2 are the maximum and minimum values of all
possible normal curvatures at a point on the membrane. The study of curvature and
differential geometry is vast, and more thorough treatments can be found [16, 17],
as well as how they apply to lipid membranes [76]. This Hamiltonian is surprisingly
simple (only quadratic in curvature), but describes the behavior of lipid membranes
well [77].

Though the theory fixes the functional form of the Hamiltonian, it tells us nothing
about the values of the moduli, and a lot of effort has gone into trying to measure
them. Before discussing techniques to measure the bending modulus, I want to quickly
mention the other parameters. The spontaneous curvature, K0, can be determined
by analyzing the shape of a curved membrane with regions of opposing K0 [78].
The Gaussian modulus, κ̄, has been measured using simulations of membranes that
transition from flat patches to vesicles [79, 80]. We will now discuss how to measure
the bending modulus, κ.

2.0.2 Measuring κ

There exist a fair number of techniques to measure κ. The most common method
in simulations [54, 55, 60, 81–93] and experiments [94–99] is to measure the power
spectrum of membrane undulations. For a membrane under zero lateral tension, the
mean curvature modulus is obtained through the equation

κ =
kBT

L2q4〈|hq|2〉
, (2.2)

where |hq| is the amplitude of the undulation mode of wave vector q.
The theory behind the undulation method assumes that the membrane is a thin

sheet with no internal structure. This is a perfectly fine assumption for large mem-
branes, but it begins to break down as the membrane patch becomes smaller, as the
power spectrum is contaminated more and more by the lipid tilt fluctuation modes
[91]. Thus, we want to sample long wavelength undulations, which require larger
simulation sizes and consequently longer simulation run times.

The periodic boundary conditions require that the largest wavelength possible is
λmax = L. The time needed for the system to reach equilibrium depends on the
relaxation time of these modes. For a membrane in a viscous solvent, the relaxation
time can be expressed as

τr ≈
4µv
κq3

, (2.3)

where µv is the viscosity and q is the wave vector [100–102]. This scaling prevents us
from relying exclusively on computational parallelization via domain decomposition;
if we double the size of the simulation, doubling the number of cores that we use to
run the simulation will not be enough. We also have to run the simulation eight times
longer.
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To get a better feel for the problem, let us look at an early important simulation
study by Lindahl and Edholm [82] in the year 2000, in which they simulated 1024
DPPC lipids (which form a square bilayer of approximate side length 20 nm) for 10
ns. This took 30,000 CPU hours. At this size, the contamination from lipid tilt modes
is large [91], but at the time, simulating a membrane of this size required a herculean
effort. For the bending modulus measured by Lindahl and Edholm, κ = 4× 10−20 J,
the relaxation time for the slowest and most important mode was τr ≈ 3.2 ns. If we
were to double the box size in order to obtain slower modes, the slowest relaxation time
becomes τr ≈ 26 ns. Thus, simulations that sample the appropriate long wavelength
modes for accurate results are computationally expensive.

A more recent method has been developed by Watson et al. [19] which embraces
the lipid orientation fluctuations instead of trying to minimize their effect. Starting
from a higher resolution theory that incorporates the effect of lipid tilt, it can be
shown that the bending modulus depends on the square of the orientation fluctuation
modes, specifically,

κ =
kBT

q2
〈
|n̂||
q |2

〉 , (2.4)

where |n̂||
q | are the amplitudes of the longitudinal orientation fluctuation modes. The

orientation of a lipid is the angle it makes with respect to the xy-plane, whereas the
lipid lilt is the angle that the tail makes with respect to the normal of the membrane.
The orientation fluctuations are much easier to measure than the tilt fluctuations.

Since this theory relies on a microscopic quantity of the lipids, instead of assuming
that the membrane is a thin sheet, much smaller simulations can be used. Specifically,
Watson et al. showed that about 400 lipids are sufficient to achieve the same accuracy
as an undulation simulation using 2048 lipids.

Both of the above methods look at fluctuations, and these fluctuations are in-
versely proportional to the bending modulus κ. Thus for flexible membranes (small
values of κ), the measured signal (the power spectrum) will be relatively large, and
of course the opposite is true for stiff membranes. Therefore, these methods work
best for flexible membranes. Active bending methods present a nice alternative to
the fluctuation methods where the observable is directly proportional to the bending
modulus. In these methods, the membrane is actively bent into some configuration
and then the force needed to hold the membrane in this configuration is measured.
Since the force is proportional to κ, the methods will perform better for stiffer mem-
branes. Most fluid lipid membranes have a rigidity around 20 kBT , which falls in
a range where both types of methods can be used [3], though for extremely stiff
membranes, such as lipids in the gel phase, active bending is preferable.

An early example of successful active bending is the simulation of cylindrical teth-
ers [103]. The force Fz required to hold a tether of radius Rt is directly proportional
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to the bending modulus, specifically

κ =
FzRt

2π
. (2.5)

This technique works well for highly coarse-grained implicit solvent models, but can-
not be used for high resolution or explicit solvent models because of the equilibration
problems. First, the cylinder partitions the simulation box into an inner and an
outer region, and the solvent will need to pass through the membrane in order to
reach equilibrium. The permeability of water through lipid membranes is normally
between 2 × 10−3 to 15 × 10−3 cm/s [104], so we expect a water molecule to take
on the order of microseconds to move through the membrane, a long time for many
molecular simulations with the time needed for equilibration longer. Second, the two
monolayers will have a different number of lipids since each monolayer has a different
radius, and the exact number of lipids for each monolayer in equilibrium cannot be
calculated at the start of the simulation. Lipid flip-flop will be required in order for
the membrane to reach equilibrium. Experiments suggest that the flip-flop rate for
phospolipids in a pure bilayer can be less than one flip per hour [105]. Both issues
render the required simulation time too long to make simulating cylinders a practical
option for anything but a highly coarse-grained implicit solvent model.

Finally, we want to mention an early attempt to extract the bending modulus
using active bending that is similar to buckling technique we discuss below. Den
Otter and Briels [106] used umbrella sampling methods to sample amplitudes much
larger than would usually occur thermally. Unfortunately for this technique, when
a membrane fluctuates at fixed projected area, it invariably needs to stretch. For
the large amplitudes simulated for the paper, the associated stretching energy over-
whelms bending energy. This stretching was not properly taken into account, and so
the stretching contribution was misinterpreted as a bending rigidity that increased
with curvature. Buckling removes this problem because the isotropic stress on the
membrane is small, hence stretching and compression are less of a problem, even at
large curvatures.

Our aim is to develop a method that will accurately and efficiently provide the
value of κ for a wide range of lipid models. To this end, we want an active bending
method that will work well for stiffer membranes and will not need very large sim-
ulations. The technique must avoid the limitations of other active bending methods
by not partitioning the simulation box into two separate regions (for solvent based
models) and lipid flip-flop should not be required to achieve thermal equilibrium. The
buckling method we will now discuss satisfies all of these requirements.

2.1 Buckling Theory

We now discuss the theory behind the buckling method, which was first proposed by
Noguchi [107]. We will be presenting a different derivation that provides an analytical
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Figure 2.1: Illustration of the geometry of a buckled membrane. The membrane
is inside a rectangular box of side lengths Lx, Ly, and Lz and is buckled along the
x-direction. Its shape is specified though the angle ψ(s) along the arc length s.
The strain for this particular buckle is γ = (L− Lx)/L = 0.4.

solution to the stress-strain solution [108]. By minimizing the energy functional under
the constraints of having a buckle of a given buckling strain, we can derive the shape
of the buckle as well as the stress-strain relation along the buckle, which is then used
to calculate the bending modulus.

2.1.1 Hamiltonian and Shape Equation

Let us assume that there is a rectangular membrane with dimensions (L, Ly), which
we fit inside a rectangular box with side lengths Lx < L, Ly, and Lz with periodic
boundary conditions in all directions. In addition, we assign the buckle to move in
the x-direction so that the membrane is invariant to translations along the y-axis, as
shown in Fig. 2.1. Also, we initially will ignore thermal fluctuations and focus on the
ground state of the buckle.

We start by simplifying Eq. (2.1) by removing all unnecessary terms. We will
only look at membranes where both monolayers have the same lipid compositions.
Thus, K0 = 0 since the intrinsic curvature of the monolayers will cancel each other
out. For a buckle, one of the two principle curvatures is zero, so KG = 0. Therefore,
the simplified equation becomes

E [S] = κ

∫

S

dA

{
1

2
K2

}
. (2.6)

19



We now parametrize the membrane shape by the angle ψ(s), which the membrane
makes against the horizontal axis, and which is measured as a function of the arc
length along the contour. Note that K = −ψ̇. Eq. (2.6) now becomes

E [ψ(s)] = Ly

∫ L

0

ds

{
1

2
κψ̇(s)2 + fx

[
cosψ(s)− Lx

L

]}
, (2.7)

where fx is the Lagrange multiplier needed to constrain the box length in the x-
direction to a predetermined fraction of the length of the membrane. Physically, fx
corresponds to the lateral compressive stress along the x-direction. Note that this is
not the same as the isotropic surface tension Σ of the membrane, which we will go
into more detail in Sec. 2.1.4.

The first goal is to find the shape of the buckle. After a functional variation with
respect to ψ(s), we find the Euler-Lagrange equation

ψ̈ + λ−2 sinψ = 0 , (2.8)

where λ2 = κ/fx is a constant with dimension of squared length. Note that Eq. (2.8)
is the classical pendulum equation. After multiplying it by ψ̇, integrating once, and
noting that the mean curvature vanishes at the inflection points of the curve, we find
that

ψ̇ = λ−1
√
2(cosψ − cosψi) , (2.9)

where ψi is the angle at the inflection point. At this point, we can formally solve for
the ground state energy by inserting Eq. (2.9) back into Eq. (2.7). We find that the
ground state energy is

E = Lyfx(Lx − L cosψi) = fxA[2m− γ] , (2.10)

where A = LLy is the area, γ = (L− Lx)/L is the compressive strain, and where we
define m as

m = sin2 ψi

2
. (2.11)

If we choose the arc length coordinate such that ψ(s = 0) = 0, the solution to Eq.
(2.9) can be expressed as an elliptic integral of the first kind:

s/λ = F

[
arcsin

(
m−1/2 sin

(
ψ

2

))
,m

]
. (2.12)

We use the notation of Abramowitz and Stegun [109] for all special functions. By
inverting Eq. (2.12), we find the equation of the angle as a function of arc length:

ψ(s) = 2 arcsin
(
m−1/2sn[s/λ,m]

)
, (2.13)
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where sn is a Jacobi elliptic function. The shape of the buckle is obtained by inte-
grating the cosine and sine of the angle

x(s) = 2λE[am[s/λ,m],m]− s , (2.14a)

z(s) = 2λ
√
m (1− cn[s/λ,m]) . (2.14b)

Though it may not be apparent, the shape of the buckle does not depend on any
material properties of the lipids. In the next two sections, we will derive an expression
showing that fx is equal to κ times a function that depends on the buckling strain.
Thus λ is independent of the material properties of the lipids. In addition, m only
depends on the buckling strain. This means that the shape of a membrane buckle is
independent of lipid type.

2.1.2 Applying the constraint of imposed strain

At this point, there are still two unknowns, the elliptic parameter m and a charac-
teristic length λ, and we will need to enforce two constraints to find them. First, the
periodic boundary conditions require that ψ(s) has a period L; and second, the buckle
must fit exactly into the box so that x(L) = Lx. The periodicity of ψ(s) requires that
ψ(L/4) = ψi, which when combined with Eq. (2.12) means that

L

4λ
= F

[π
2
,m

]
≡ K[m] . (2.15)

Also, the symmetry of the buckle requires that x(L/4) = Lx/4, which when combined
with Eq. (2.14a) leads to Lx = 8λE[m] − L. We now can define the compressional
strain γ as a function of m:

γ :=
L− Lx
L

= 2

(
1− E[m]

K[m]

)
. (2.16)

We want to invert this equation to find m as a function of γ. Unfortunately, this
cannot be done in a closed form, and we will instead strive to express the function as
a series expansion. We start by writing m as a series in powers of γ:

m(γ) =
∞∑

i=1

aiγ
i . (2.17)

The series expansion starts at i = 1 instead of i = 0 because when γ = 0, the
membrane is flat and the inflection angle is zero. Thus, m = 0 when γ = 0.

We could use Lagrange’s inversion theorem to find the coefficients:

ai =
1

i!
lim
m→0

∂i−1

∂mi−1

[
2

m

(
1− E[m]

K[m]

)]−i
, (2.18)
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i 0 1 2 3 4 5 6 7 8

ai 0 1 −1
8

− 1
32

− 11
1 024

− 17
4 096

− 55
32 768

− 179
262 144

− 9 061
33 554 432

bi 1 1
2

9
32

21
128

795
8 192

945
16 384

2 247
65 536

42 639
2 097 152

6 446 547
536 870 912

di 1 5
8

27
64

295
1 024

1 605
8 192

2 163
16 384

92 253
1 048 576

1 944 495
33 554 432

20 252 835
536 870 912

Table 2.1: Coefficients for several series-expansions occurring in this chapter. The
associated functions are displayed in Fig. 2.2. The naming of the coefficients is
consistent with Hu et al [108]. The coefficients ci are not given because they deal
with the stress across the bilayer, fy, which is discussed in the paper but not in
this chapter.

but the faster way is to insert Eq. (2.16) into Eq. (2.17), expand the right hand side
in γ, and compare the coefficients on both sides. We find that

m(γ) = γ − 1

8
γ2 − 1

32
γ3 − 11

1024
γ4 · · · (2.19)

Table 2.1 provides the coefficients for m as well as other important series expan-
sions in this chapter up to i = 8.

2.1.3 Stress-Strain Relationship

Now that we can express m in terms of γ, we can use Eq. (2.15) to find fx(γ):

fx(γ) = κ

(
4

L
K[m(γ)]

)2

= κ

(
2π

L

)2 ∞∑

i=0

biγ
i (2.20a)

= κ

(
2π

L

)2 [
1 +

1

2
γ +

9

32
γ2 +

21

128
γ3...

]
. (2.20b)

The first interesting thing about the stress is that it does not go to 0 as the strain

approaches 0. Instead, limγ→0+ fx = κ
(
2π
L

)2
, which is called the buckling threshold,

since a flat membrane will only buckle if the stress on its ends is greater than or equal
to the threshold. Next, we see that the stress always increases with γ, and for small
strains we find

fx(γ)− fx(0)

fx(0)
=

1

2
γ +O(γ2) . (2.21)

The prefactor 1/2 does not depend on the type of boundary conditions of the buckle
[9].
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Figure 2.2: Sketch of the important series functions. Sa(γ) = m(γ) =
∑

i=0 aiγ
i

is shown with the black solid line. Sb(γ) =
∑10

i=0 biγ
i, which is used to calculate

fx(γ) is shown in the red line. Sd(γ) =
∑10

i=0 diγ
i, which is used to calculate the

fluctuation correction for fx(γ) is shown in the blue line. The coefficients are given
in Table 2.1.

We can now calculate the energy of the buckle as a function of strain by inserting
Eq. (2.20a) and Eq. (2.17) into Eq. (2.10):

E = κ(2π)2
L2
y

A

∞∑

i=0

biγ
i+1

i+ 1
, (2.22)

This will prove useful later in this chapter when we look at the energetics of the
buckling simulations.

Unlike sheets of solid material, the fluid lipid membranes also exert forces along
the buckle ridges (y-direction). The strength of these forces can be found by differen-
tiating the energy in Eq. (2.22) with respect to Ly. It turns out that the stress-strain
relation in the y-direction is more difficult to measure, leading to a less precise deter-
mination of the bending modulus. For this reason, I will not go into the derivation
of the forces in the y-direction. For interested readers, this information can be found
in Hu et al. [108].
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2.1.4 Isotropic stress

We now show a second derivation of the stress-strain relation using the stress tensor.
With this derivation we will also be able to identify the isotropic stress of the buckles.
We start by imagining a cut through the membrane at a given point along a chosen
tangential direction t. Let l be a vector perpendicular to the cut and tangential to
the membrane, and n be the local membrane normal. The three vectors {t, l,n} form
a local orthonormal coordinate system.

We now imagine that the membrane on one side of the cut is removed and look at
the force per unit length, f , along the cut (in equilibrium, this force would be balanced
by the removed part of the membrane). Expanding f in the local coordinate system
gives [108]:

f =

[
1

2
κ
(
K2

⊥ −K2
‖

)
− Σ

]
l + κ

[
K⊥‖(K⊥ +K‖)

]
t− κ(∇⊥K)n , (2.23)

where K⊥ and K‖ are the local curvatures perpendicular and parallel to the cut, K⊥‖

is the off-diagonal element of the local curvature tensor, ∇⊥ is the directional surface
derivative along l, and Σ is the isotropic tension. Σ is the curvature independent
part of the surface stress. For ordinary fluid interfaces and films this is just the
surface tension, but for the buckle Σ comes from the constraint linking the total and
projected area. Also note that the contribution of f along t will vanish if we choose
a cut where K⊥‖ = 0. This happens when t points along a principal direction.

Specifically for a cut along the y-direction of a buckle, K‖ = K⊥‖ = 0 and K⊥ =

−ψ̇, and Eq. (2.23) simplifies to:

f =

[
1

2
κψ̇2 − Σ

]
l + κψ̈n . (2.24)

The buckling stress fx is just the projection of f along the x-direction:

fx =

[
1

2
κψ̇2 − Σ

]
cosψ − κψ̈ sinψ . (2.25)

Combining this with the Euler-Lagrange equation (2.8) and the first integral (2.9),
we get an equation for Σ:

Σ = −fx cosψi . (2.26)

For ψi < π/2, this shows that Σ < 0, which confirms that the curvature-independent
part of the membrane stress is initially compressive. As γ increases, we will eventually
reach a point where ψi = π/2 and there will be no isotropic stress in the buckle. This
occurs when m = 1/2, which corresponds to a strain of γ = 2(1 − E[1/2]/K[1/2]) ≈
0.543. We must be careful to not confuse the isotropic stress with fx or fy, neither of
which will vanish when Σ = 0. If we keep pushing the buckle, Σ becomes positive and
a compressive force at the ends of the buckle leads to a tensile isotropic contribution
to the overall stress.
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2.1.5 Undulation correction for fx

Thermal membrane undulations will affect the stresses of the buckle because the
fluctuations shrink the projected surface area and contract the membrane. We can
approximate the effect of the fluctuations with a flat membrane fluctuation theory.
We will assume that there are no undulations in the y-direction, which is reasonable
as long as we make Ly ≪ Lx. Thus, we only need to look at fluctuations in the
x-direction.

The undulations reduce the overall average arc length of the membrane (in both
the flat and buckled state) by introducing wrinkles into the membrane. When we
want to measure the length L, we measure the equilibrium box size Lx of a flat strip
of membrane while no buckling force is applied. However, this is not the ground state
length L0. For the fluctuation correction, we first need to account for the difference
between L and L0.

We start by expanding the stress-free nearly-flat shape of a membrane, h(x), as a
Fourier series:

h(x) =
∑

q

hqe
iqx , (2.27)

where q ∈ 2π
L
Z and h−q = h∗q. The energy can now be expressed as:

E [h] = Ly

∫ L

0

dx

{
1

2
κ[h′′(x)]2

}
. (2.28)

The equipartition gives the two-point correlation:

〈hqh∗q′〉 =
kBT

LyLκq4
δqq′ . (2.29)

Up to quadratic order, the total arc length is then found to be

〈L0〉
L

= 1 +
1

2L

∫ L

0

dx〈[h′(x)]2〉 = 1 +
1

2

∑

q

q2〈|hq|2〉 = 1 +
1

2

∑

q

kBT

LyLκq2
. (2.30)

We can approximate this sum as an integral:

〈L0〉
L

≈ 1 +
L

2π

∫ ∞

2π/L

dq
kBT

LyLκq2
= 1 +

kBTL

(2π)2κLy
= 1 + δ . (2.31)

Thus the relative difference between 〈L0〉 and L is given by the (hopefully small)
parameter:

δ =
kBTL

(2π)2κLy
. (2.32)

Using typical values for membranes, we find that it is normally on the order of 1%
and hence indeed small.
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We now want to replace L by L0 in the definition of γ and then Eq. (2.20). To
linear order in δ, we find

〈L0〉−2 = L−2[1− 2δ +O(δ2)] , (2.33a)

γi0 = γi + iγi−1(1− γ)δ +O(δ2) . (2.33b)

After some algebra, the fluctuation correction can be expressed as:

δfx = −3kBT

2LLy

∞∑

i=0

diγ
i (2.34a)

= −3kBT

2LLy

[
1 +

5

8
γ +

27

64
γ2 + ...

]
, (2.34b)

where the coefficients di =
2
3
[(i+ 2)bi − (i+ 1)bi+1] are listed in Table 2.1. To lowest

order in γ, the ratio of the correction to the ground state stress is
∣∣∣∣
δfx
fx

∣∣∣∣ ≈
3

8π2
× L

Ly
× kBT

κ
. (2.35)

For the simulations we perform, this effect is in the percent range and thus barely
affects the results for fx.

2.2 Summary of Buckling Theory

Let us now summarize the main results for both the shape and the stress-strain
relation. The shape of the membrane is expressed in the parametric form:

x(s) = 2λE[am[s/λ,m],m]− s , (2.36a)

z(s) = 2λ
√
m (1− cn[s/λ,m]) . (2.36b)

The parameter λ =
√
κ/fx can be expressed as

λ =
L

2π

√∑

i=0

biγi (2.37)

The stress-strain relation with the fluctuation correction along the buckle is

fx(γ) = κ

(
2π

L

)2 ∞∑

i=0

biγ
i − 3kBT

2LLy

∞∑

i=0

diγ
i . (2.38)

Finally, the energy of the compressed buckle is:

E =
4π2κLy
L

∞∑

i=1

bi−1

i
γi (2.39)
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2.3 Simulation Setup

We now discuss the setup for the molecular dynamics simulations. We start with some
theoretical considerations, move to practical considerations, and finally describe the
outcomes of the simulations themselves.

2.3.1 Theoretical Considerations

One thing to take into consideration is the maximum curvature of the buckle. It has
been shown that there is a slight curvature-dependence on the effective rigidity of
fluid membranes [93]. From Eq. (2.9), we see that Rmin = ψ̇max = ψ̇(0) = 2

√
m/λ.

By combining this equation with Eq. (2.15) and Eq. (2.17) we find that

L

Rmin

= 8
√
m(γ)K[m(γ)] (2.40a)

= 4π
√
γ

[
1 +

3

16
γ +

39

512
γ2 +

303

8192
γ3
]
. (2.40b)

For example, at γ = 0.5, Rmin is 10 times smaller than L. Thus, if we want to limit
our simulations to stay below a maximum curvature over a range of strains, we know
how long the membrane must be.

Also, the fluctuation analysis that we choose assumes that there are no fluctuations
in the y-direction, thus we need to simulate strips of membrane with Ly ≪ L. This
is actually a bonus, since it means that we can simulate fewer lipids and makes the
method more efficient. We still need Ly to be large enough so that a lipid does not
directly interact with its mirror images from the periodic boundary conditions and
to avoid finite size effects. For example, the simulations of the Cooke membrane,
Ly = 12.0σ, while Lx = 66.75σ. With this value for Ly, the strip has around 10 lipids
across. This thin strip is 0.18 times smaller than a square membrane.

2.3.2 Creating the Buckles

The first step in the process is to create buckles at different strains. We will discuss
four different techniques: active compression, back-mapping, approximate transfor-
mation, and exact transformation. All methods have been used to varying degrees of
success. The exact transformation has shown the most success in terms of how fast
the buckles can reach equilibrium.

Active compression

The first technique is to use active compression to create the buckle. The idea is to
slowly reduce the box length in the x-direction until the membrane buckles, and then
continue to push until we have reached the desired buckling strain. This can be done
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in two ways: (1) apply a barostat with excess pressure along the x-direction, and (2)
shrink the box length in small steps while allowing the membrane to relax between
each box shrinking step.

For implicit solvent models, we do not have to worry about the z-direction, as
long as Lz is large enough for the buckle to not interact with its periodic image. For
explicit solvent models, we need to increase Lz as we decrease Lx to ensure that the
solvent density remains unchanged. This can be accomplished by applying a barostat
along the z-direction.

Active compression can cause major problems when we start with a flat membrane.
As we push a flat membrane past the buckling threshold, we break the symmetry in
creating the buckle. When this happens, we might excite higher order buckling modes,
that are unstable, but require time to decay. This can be avoided by explicitly break-
ing the symmetry ahead of time by pre-imposing a small buckle on the membrane
(through a coordinate transformation discussed below) and then create the larger
buckle using active compression.

Back-mapping from a buckled lower resolution model

If we already have a low resolution course-grained buckle, we can create buckles for a
new model by back-mapping from the old. The only requirement is that the aspect
ratios of the lipids in each model are close to each other. This was used to create
the first early MARTINI buckles. There is a built-in GROMACS routine that is
described in Rzepiala et al. [110]. This method works well when we already have
a low resolution model in equilibrium then can be back-mapped easily into a high
resolution so that the high resolution model can quickly reach equilibrium.

Approximate transformation of a flat membrane

For small strain (γ . 0.2), the buckle shape can be reasonably approximated using a
cosine function: 


x
y
z


 →




xLx/L
y

z + za cos(2πx/L)


 , (2.41)

where the buckling amplitude is given by

za = 2λ
√
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(2.42a)
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[
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8192
γ3 . . .

]
. (2.42b)

This simple transformation does not take into account the correct tilt of the lipids
and the approximation becomes less accurate as γ increases. The first Plum buckles
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were created by first creating small buckles using this method and then actively
compressing them.

Exact transformation of a flat membrane

The best way to create the buckles is to transform the positions of the lipids in a flat
bilayer to their theoretical position. Specifically, for each lipid we first need to choose
a position to represent the lipid. A point close to the pivotal plane [111] appears to
be a reasonable choice; we chose the middle bead for the Cooke model, the C1A bead
for MARTINI, and AS12 bead for the Plum model. We then use the x-position of
this point as the arc length, and then translate each particle of the lipid using the
theoretical shape equations (2.14). Using Eq. (2.13), we can calculate the angle of
the normal vector of the lipid to the buckle with respect to the x-axis. We use this
angle to rotate the lipid about the central position of the lipid.

For all models, it is necessary to follow the transformation with a short warm-up
simulation with softened potentials to relax overlap in the tail regions of the lipids.
For explicit solvent models, we buckle the solvent-free system and then add the solvent
afterwards.

2.3.3 Simulation Parameters

Table 2.3.3 summarizes the important parameters of the simulations: model type,
temperature, number of lipids, solvent, and box lengths. For the Cooke model, we
used the “standard” values for the simulation length and energy units, specifically,
wc/σ = 1.6 and kBT/ǫ = 1.1. The simulations were performed in ESPResSo [112]
with a Langevin thermostat [113], and a time step δt = 0.002τ .

The MARTINI DMPC model was simulated using GROMACS 4.5 [114]. A
Berendsen thermostat [115] with a time constant τΓ = 1ps and reference temper-
ature T = 300K. The time step was δt = 20 fs. The Lennard-Jones and Coulomb
cutoffs were 1.2 nm, and the neighbor list ranged up to 1.2 nm; it was updated every
10 steps. A Berendsen barostat [115] was also used with Px = Py = Pz = 1bar and
κT,x = κT,y = 0 (which keeps Lx and Ly fixed), κT,z = 3× 10−5 Pa.

The Plum DOPC model was simulated using ESPResSo [112] with simulation
units σ = 1 Å, energy ǫ = kBT ≈ 4.28× 10−21 J at T = 310K, and time τ = 0.062 ps.
The time step is δt = 0.02τ . A DPD thermostat [116] was used with a friction
coefficient γf = 1τ−1, a cutoff of 15 Å, and a time constant τΓ = 0.02τ .

2.4 Simulation Results

We now apply the theoretical analysis from section 2.1 to the simulation results. First,
we will look at the stress-strain relation for each model, from which we can derive
the bending modulus. Next, we look at the shape of the buckles and discuss how to
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Model lipid T
beads

lipid
Nlipids Nsolvent L Ly

Cooke wc/σ = 1.6 1.1 ǫ/kB 3 1344 — 66.75σ 12.0σ

MARTINI DMPC 300K 10 1120
19 623

1 bead=4H2O
46.75 nm 7.1 nm

Plum DOPC 310K 17 902 — 48.5 nm 7.1 nm

Table 2.2: Summary of the properties of the three lipid models compared in this
section.

compare the theoretical shape to the simulation data. Finally, we explore the ener-
getics of the simulations and use the results to extract the temperature dependence
of the bending modulus.

2.4.1 Stress-Strain Relation

We start with the stress-strain relation (2.20) for the three models from which we
can infer the value of κ. The results are shown in Fig. 2.3, Fig. 2.4, Fig. 2.5 for
the Cooke, MARTINI and Plum buckles respectively. We see that the fluctuation
correction in the x-direction is indeed small. Also, the deviation between data and
theory is larger at small strains (γ < 0.05) for the Cooke model, which might be
caused by the compressive stress having a relatively larger effect at smaller strains,
or by another effect that we first discuss in Ch. 3
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Figure 2.3: The stress-strain relationship for the Cooke model. The filled circles
are the measured stress in the x-direction (along the buckle). The black line is the
theoretical fit including the fluctuation correction, with κ as the fitting parameter.
The gray dotted line is the prediction without the fluctuation correction.
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Figure 2.4: The stress-strain relationship for the MARTINI model.
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Figure 2.5: The stress-strain relationship for the Plum model. The theory does a
poorer job describing the Plum model than the other models.

From the stress-strain relation, we obtain values for κ for each model, which are
presented in Table 2.3. The table also includes a list of previous results for the
models except for the Plum DOPC model, for which the bending modulus has not
been measured. The bending modulus for Plum POPC has been measured [60], but
we were unable to successfully apply the buckling protocol to the Plum POPC model
because the simulations never reached an equilibrium value, despite the fact that they
were run longer than for the other models. The stress would continue to randomly
jump during the simulations which coincided with defects forming in the membrane.
More success was found using the Plum DOPC model, which is the model that we
will discuss.

For the Cooke model, the result using the buckling method agrees within error
bars with two of the three previous reported results. The one exception [103] is lower
compared to the other measurements. It was performed with the tether method and
included results from tethers with large curvatures. The error of those values did
not justify a curvature-dependent fit, but later work [79] with more accurate results
showed the need for a curvature-dependent effective rigidity. When the old data is
reanalyzed with the correction, the new value shifts into agreement with the other
results, κ = (11.9±0.7) kBT . For MARTINI DMPC, the value of the bending modulus
is smaller than previous measurements derived from undulation measurements.
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Model κ/kBT κ/kBT [Ref], method

Cooke 12.8± 0.4
11.7± 0.2 [103], T
12.5± 1 [103], HF
12.44± 0.26 [79], T

MARTINI 29.0± 1.0
36 [92], HF

40.3 [117], HF
40.5 [80], HF

PLUM 5.49± 0.4 —

Table 2.3: Summary of the measured bending rigidity κ as derived from the buck-
ling stress in x-direction. Various previous results for κ using different methods
(HF for height fluctuation methods and T for using the force along a tether) are
given in the last column.

2.4.2 Getting the Shape of Buckled Membranes

As shown in subsection 2.1.1, the theory predicts the shape of the buckled membrane
in addition to the stress-strain relation. The shape of the buckle does not depend on
the material parameters of the membrane, so we cannot use it to extract information
about κ, but it does act as an important check for how well the theory describes the
buckles.

In order to compare the shape of the simulated buckle to the theory, we must
relate two thick monolayers of discrete lipids to a continuous two dimensional sheet.
Therefore, we need to project the position of each lipid to the midplane. We resolve
this by first treating the position of each lipid as the position of one or the average
of a few particles of the lipid. Specifically, we want the position to be close to the
pivotal plane value. At the start of the project, we did not have a good value for
the position of the pivotal plane, so we made an guess. For the Cooke model, we
choose the position of the middle bead. For the MARTINI model, we choose the
average position of the two CA beads (the first carbon group of each tail). For the
PLUM model, we choose the average of AS11 and AS21. Next, we find the vector
that connects the head of the lipid to the tails. For the Cooke model, this is simply
the vector between the head bead and the second tail bead. For the MARTINI model,
we use the vector between the P04 bead and the average of the C3A and C3B beads
(bottom tail beads). For the PLUM model, we choose the vector between the GL
bead and the average of the AS15 and AS25 beads.

Finally, we shift the position of the reference bead in the direction of this vector
by the average distance from the particle to the midplane, which was found using a
flat membrane. Fig. 2.6 shows the original position and the projected position of the
middle bead from a snapshot of a Cooke simulation. After we project the lipids to
the midplane, we shift the membrane so that the minimum value in the z-direction is
at x = 0, so that we are consistent in how we look at different snapshots of the same
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Figure 2.6: The position of the middle bead in a Cooke buckle bilayer. The red
solid circles are the original position of the beads. The blue open circles are the
positions after they have been shifted to the midplane. Note that the x- and
z-directions are not to scale.

buckle. Fig. 2.7 shows a snapshot of the Cooke model before and after the membrane
has been shifted.

There are a couple of different ways to get the shape from here. The easiest way
is to bin the particles and then take their average position in the z-direction. There
are two problems with this technique. First, this does not give a continuous function
that could aid in future analysis. Second, the bin size can have a subtle effect on the
final result. If the bins are too small, there may be too much noise in the shape. If
the bins are too large, we will underestimate the sharpness of the buckle at the local
maximum and minimum parts of the buckle.

One potential way is to fit using smoothing splines [118]. The main difficulty with
splines is storing and transferring the coefficients that describe the spline to other
programs for later analysis.

The periodicity of the buckles makes expanding the shape as a Fourier series
attractive. The most straightforward way to obtain the coefficients would be to bin
the particles and then perform numerical integration, but the binning still can cause
problems. Instead, we fit the particles to a Fourier series using χ2 minimization. This
changes the value of the coefficients by a small amount (on the order of a percent)
compared to binning and integrating.

We still need to determine how many terms we should use: too few and we cannot
properly describe the shape, but too many terms will lead to over-fitting and capture
the noise from the simulation. We determined the valid coefficient range by measuring
the length of the buckle for different numbers of coefficients. Fig. 2.8 shows how the
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Figure 2.7: This figure shows how a Cooke membrane is shifted. The blue open
circles are the positions of the middle beads after they are shifted toward the
midplane. The green solid circles are the positions of the beads after the minimum
of the buckle has been shifted to x = 0. The minimum is found by averaging the
positions of all beads with z-position within 5 percent of the z-position of the bead
with the minimum position. The black line is the Fourier series fit. Note that the
x- and z-directions are not to scale.

length changes with the number of Fourier coefficients for the Cooke a Cooke buckle.
Initially, the length should change as more terms are added, but it will then settle at
a fixed length, only to then increase again as the new terms only add wiggles due to
the noise.

The membrane fluctuates during the simulation, so that it often does not look
like the theoretical shape at a specific point in time. Fig. 2.9, Fig. 2.10, and Fig. 2.11
show the range of fluctuations that a membrane undergoes during a simulation for the
Cooke, MARTINI, and Plum models, respectively. For all three models, the mem-
branes fluctuate around a buckle shape. The Plum model shows the most fluctuations;
the MARTINI model shows the least, and the Cooke model is in between. When we
measure the bending modulus, it will come as no surprise that the Plum model has
the smallest and the MARTINI model has the largest bending modulus. The extent
of fluctuations for the Plum model makes analyzing the shape more difficult than for
the other models.

To remove fluctuations, we average the coefficients for each snapshot. It is easy
to see that averaging the coefficients is the same as averaging the shapes:

〈z(x)〉 =
〈
∑

n

an cos

(
2πnx

L

)〉
=

∑

n

〈an〉 cos
(
2πnx

L

)
. (2.43)
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Figure 2.8: The length of the Fourier series fit as a function of the number of
terms in the series. The length reaches a peak at the third coefficient (the results
for one coefficient is not shown) before settling at a lower value for a range of
coefficients. After 20 coefficients, the length begins to increase, signifying that the
fit is beginning to over-fit the noise in the simulation. From this graph, we would
expect that using between 10 and 20 coefficients should give the best results.
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Figure 2.9: The graph shows the range in shapes for the Cooke membrane at
two different strains (Left: γ = 0.11; Right: γ = 0.29) as it fluctuates. For each
snapshot, the membrane is first shifted so that its minimum is at x = 0σ and the
shape is centered so that the middle of the membrane is at z = 0σ. 68 percent
of the membrane snapshots fall in the dark grey band. 95 percent fall in the light
grey band. The two black lines are the maximum and minimum position of the
membrane over the simulation.
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Figure 2.10: The graph shows the range in shapes of a MARTINI membrane as
it fluctuates. Left: γ = 0.15. Right: γ = 0.30. The alignment of the membrane
for each snapshot and the colors are the same as in Fig. 2.9.
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Figure 2.11: The graph shows the range in shapes of a Plum membrane as it
fluctuates. Left: γ = 0.16. Right: γ = 0.28. The alignment of the membrane for
each snapshot and the colors are the same as in Fig. 2.9.

To increase our sampling of fluctuations and improve the averaging, we enforce
the symmetries which we know exist in equilibrium. Practically, this means that we
perform three reflections of the shape from each snapshot. Specifically, we reflect the
buckle around x = Lx/2, reflect around y = Ly/2 and shifting the membrane in the
x-direction by Lx, and finally, reflect around y = Ly/2, shifting the membrane in
the x-direction by Lx, and then reflecting the membrane around x = Lx/2. This is
visualized in Fig. 2.12

2.4.3 Shape of Buckles

Now that we have the simulation shapes, we check to see how well the theoretical
prediction matches the shapes. Figs. 2.13, 2.14, and 2.15 show the average shape
for the Cooke model at γ = 0.11, the MARTINI model at γ = 0.15, and the PLUM
model at γ = 0.12 respectively. For all three models, the theory successfully predicts
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Figure 2.12: This figure shows the four shapes derived from one snapshot of a
simulation. The black solid line is the fit from the original particles. The red line
is the fit from reflecting the particles about the line x = Lx/2. The blue line is
from reflecting the particles about the line y = Ly/2 and shifting the particles.
The green line is from reflecting the particles about the line y = Ly/2, shifting,
and then reflecting about x = Lx/2.

the simulation shape for these strains. As the strain increases, the deviation between
simulation and theory increases. This can be quantified by looking at the root mean
squared deviation (RMSD) between the two:

RMSD =

√
1

Lx

∫ Lx

0

dx [ztheory(x)− zsimulation(x)]
2 . (2.44)

Figs. 2.16 and 2.18 show the RMSD as a function of strain for the Cooke and PLUM
simulations respectively. This suggests that higher order corrections of the curvature
might be needed at large strains, and we will discuss this further in Chapter 4.

2.5 Energetics of Fluid Membranes

An analysis of the energy of the buckled membranes provides insight into the temper-
ature dependence of the bending rigidity near the simulation temperature. We first
compare the free energy E(γ) to the potential energy E(γ) as a function of strain from
the simulations. The free energy of the buckle is found by integrating the stress-strain
relation which we have previously calculated in Eq. (2.22).

The potential energy of the membrane can be calculated directly from the simu-
lation. We set E(γ = 0) = 0. For implicit solvent models, we can just find the total
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Figure 2.13: Comparison between the average simulated and theoretical buckle
shape for a Cooke membrane. Top-left: The average shape of the Cooke model
buckle at γ = 0.11 is shown with red circles. The blue line is the predicted Euler
buckle shape. Bottom-left: The residual between the simulation and the theory.
The theory does a good job matching the simulation shape with a RMSD of 0.038σ.
Recall that there is no fitting parameter for the theory, so this is a true prediction.
Top-right: The average shape of the Cooke model buckle at γ = 0.29. Bottom-
right: The residual between the simulation and the theory. The deviation between
the theory and simulation shape is greater for this larger strain. The RMSD is
0.17σ.

x [σ]

∆
z
[σ
]

3020100

0.2

0.0

-0.2

z
[σ
]

12

9

6

3

0.0

x [σ]

∆
z
[σ
]

3020100

0.4

0.2

0.0

-0.2

-0.4

z
[σ
]

18

15

12

9

6

3

0.0

Figure 2.14: Comparison between the average simulated and theoretical buckle
shape for a MARTINI membrane. Top-Left: The average shape of the Cooke
model buckle at γ = 0.15 is shown with red circles. The blue line is the predicted
Euler buckle shape. Bottom-Left: The residual between the simulation and the
theory. The RMSD is 0.053σ. Top-Right: The average shape of the Cooke model
buckle at γ = 0.30 is shown with red circles. The blue line is the predicted Euler
buckle shape. Bottom-Fight: The residual between the simulation and the theory.
The RMSD is 0.11σ.
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Figure 2.15: Comparison between the average simulated and theoretical buckle
shape for a PLUM membrane. Top-Left: The average shape of the PLUM model
buckle at γ = 0.16 is shown in red circles. The blue line is the predicted Euler
buckle shape. Bottom-Left: The residual between the simulation and the theory.
The RMSD is 0.11σ. Top-Right: The average shape of the PLUM model buckle
at γ = 0.28 is shown in red circles. The blue line is the predicted Euler buckle
shape. Bottom-Right: The residual between the simulation and the theory. The
RMSD is 0.25σ.
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Figure 2.16: The RMSD from the shape prediction at different strains for the
Cooke model. At low strain, the RMSD is very small which is impressive consid-
ering that there is no fitting parameter for the figure. As the strain increases, the
difference between the simulation and theoretical shapes increase. For the larger
strains, the method we use to measure the shape of simulations can no longer be
used because the membrane can have overhangs.
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Figure 2.17: The RMSD from the shape prediction at different strains for the
Martini model. Much like the Cooke model, at low strain the RMSD is very small
but increases with strain. There is a large jump in the RMSD between γ = 0.3
and γ = 0.35.
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Figure 2.18: The RMSD from the shape prediction at different strains for the
PLUM model. Outside of the buckle at γ = 0.04, the RMSD of the buckles
increases with strain.
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Figure 2.19: Top: Comparison of the energy, Esim, of the Cooke model buckling
simulations (filled red circles) with the free energy, E(γ), of the buckles (solid black
line). The energy is shifted so that at zero strain the energy vanishes. The free
energy was calculated using Eq. (2.39) with κ = 12.8 kBT . The dashed red line
comes from fitting the energy to the equation Esim = E0 +RE(γ) with E0 and R
as fitting parameters. Bottom: The ratio between the simulation energy and the
buckling free energy is shown. The ratio is approximately constant.

potential energy in the simulation and then shift the energies by a constant factor.
For explicit solvent models, we have to worry about the potential energy contribu-
tion of the solvent. If we keep the number of solvent molecules constant, then the
solvent potential energy should be the same for every simulation, and we can remove
it by shifting the energy for each simulation. However, fixing the number of solvent
molecules for all γ will make the simulations less efficient, because most simulations
will have more solvent than necessary.

Fig. 2.19 shows the energetics for the Cooke model. The figure shows that, as γ
increases, the energy and free energy also increases. This is not surprising given that
we have to do work on the system to buckle a membrane. Second, the free energy
is always less than the potential energy, which means that the entropy S(γ) favors
bending. Finally, the ratio of the energy to the free energy,

R =
Epot(γ)

E(γ) , (2.45)

is essentially constant. The compression of the membranes at low strains causes the
deviation in the ratio. Figs. 2.20 and 2.21 show the energetics for the MARTINI and
PLUM simulations, respectively.
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Figure 2.20: Comparison of the energy (Esim) of the MARTINI model buckling
simulations with the free energy (E(γ)) of the buckles. The description of the
symbols and methods is the same as in Fig. 2.19. The free energy was calculated
using κ = 29.0 kBT . Bottom: The ratio between the simulation energy and the
buckling free energy is shown. The ratio is approximately constant.

Since the bending modulus κ is the free energy per unit area per unit squared
curvature, we can separate it into an energetic part κE and an entropic part TκS
where κ = κE − TκS, just like the free energy itself. The ratio of the energetic
and entropic parts will have the same ratio R. The Cooke and MARTINI models
have similar values for R, with R = 5.43 ± 0.12 for Cooke and R = 4.59 ± 0.08 for
MARTINI. The ratio of the Plum model, R = 9.3 ± 1.0, is almost double the ratios
of the other models.

The question now becomes what we can tease out of this ratio, which turns out to
be the temperature dependence of the bending modulus. We can relate the entropic
bending modulus to the total bending modulus by

κS = − ∂κ

∂T
. (2.46)

It follows that
∂ log κ

∂ log T
= 1−R . (2.47)

If we make the assumption that R does not change with the temperature, then the
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Figure 2.21: Comparison of the energy (Esim) of the PLUM model buckling simu-
lations with the free energy (E(γ)) of the buckles. The description of the symbols
and methods is the same is in Fig. 2.19. The free energy was calculated using
κ = 5.49 kBT . Bottom: The ratio between the simulation energy and the buckling
free energy is shown. The ratio is approximately constant.

temperature dependence of the bending modulus is:

κ(T ) = κ0

(
T0
T

)R−1

, (2.48)

where T0 is a specific reference temperature and κ0 = κ(T0). Of course, it is not
guaranteed that R is constant, but as long as it does not strongly change with T , Eq.
(2.48) will provide a good approximation in the region around T0. Since R > 1 for the
studied models, the membranes become more flexible as the temperature increases.
This is the intuitive reason why entropy should favor bending.

It is not thermodynamically necessary that R > 1. In fact for some lipids, mem-
branes soften upon cooling when slightly above their main phase transition [119–121],
which means that entropy disfavors bending in this case.

In fact, these experiments [119–121] suggest that at 300 K (3 K above the transi-
tion temperature into the ripple phase) R is negative for DMPC. This result might
seem counterintuitive, but it is not forbidden by thermodynamics. These experimen-
tal results for DMPC are very different from the simulation results. There is one
simple explanation for this that deals with the difference in transition temperatures
for real DMPC and MARTINI DMPC. MARTINI DMPC underestimates the main
transition temperature of DMPC, Tm. For real DMPC, Tm ≈ 297 K, while for MAR-
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Figure 2.22: The temperature dependence of the bending modulus κ(T ) for the
Cooke model (log-log plot). The measurements were performed by simulating
tethers. The line is a fit to Eq. (2.48) with R and κ0 as fitting parameters.
The R value from the slope agrees with the value determined from analysing the
energetics of buckles at a single temperature within error bars.

TINI DMPC Tm ≈ 274 K [59]. Thus, our MARTINI simulations at 300 K are way
above the transition temperature, and behave similar to DOPC when it is not near
its Tm. Experiments on DOPC safely above the main transition temperature (30−60
K) suggest that R = 2.8 ± 0.2 [122]. The discrepancy between the DMPC simula-
tions and experiment are most likely caused by the difference in the phase transition
temperature between the two.

2.6 Discussion

We have shown how the buckling method can be used to measure the bending modu-
lus of fluid membranes, using the Cooke, MARTINI, and PLUM models as examples.
In addition, by looking at the energetics of the simulation, we can obtain the local
temperature dependence of the bending modulus. The method is efficient, requiring
the simulation of only a strip of membrane and does not need to sample slow fluc-
tuation modes. Finally recall that actively bending a membrane in a buckle should
work better for stiffer membranes, such as membranes in the gel-phase. This will be
the topic of the next chapter.
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Chapter 3

Buckling Gel Membranes

In this chapter, we will examine buckled membranes in the gel phase, with the pri-
mary goal of determining the bending modulus. As we argued in Chapter 2, the
buckling method should perform even better with stiffer membranes, and gel phases
are believed to be significantly stiffer than their fluid counterparts. However, we will
see that Helfrich theory fails to properly describe the buckled gel-phase membranes.
Specifically, we find that the gel membranes soften upon bending, which leads to
curvature localization and negative compressibility—neither of which are predicted
by the theory using the Helfrich Hamiltonian. We propose a theoretical framework
that expands on Helfrich theory with an energy density that smoothly transitions
from a quadratic to a linear curvature dependence, which introduces a new cross-over
length scale ℓ. With this new theory, we describe the shape of the buckles, examine
the stress-strain relation, and finally extract both the bending modulus and the new
length scale ℓ from simulations.

3.0.1 Gel phase Membranes

When a fluid lipid bilayer is cooled below the main phase transition temperature,
it can enter a number of different phases. One of the main phases is the gel-phase
(Lβ′), which is primarily characterized by an increased ordering of the tails of the
lipids, normally observed by measuring the lipid tail order parameter [23, 24]. The
straightening of the tails leads to an increase in the membrane thickness and a reduc-
tion of the area per lipid [22, 24]. Most important for this thesis, the rigidity of the
membrane greatly increases.

Gel-phase membranes have not been studied to the same extent as fluid phase
membranes, because with few exceptions, such as the stratum corneum [123, 124],
most in vivo lipid membranes are in the fluid phase. However, chemists can now
synthesize a large number of lipids with a wide range of main phase transition tem-
peratures, from below the freezing temperature of water to over 75◦ C [125]. This
has increased the interest of bioengineers, hoping to take advantage of the material
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properties of these membranes for applications such as drug delivery [8, 126, 127].
Permeation through gel membranes is much slower than that of the fluid phase, with
the maximum permeability rate occuring around the phase transition temperature
[126]. Thus the general idea is to store the drug inside a vesicle in the gel phase
and then heat the part of the body where the drug is to be delivered above the
transition temperature, releasing the drug in the targeted area. This means that the
lipids that form the vesicle need their transition temperature to be slightly above the
temperature of the human body.

Besides such potential bioengineering applications, studying the bending proper-
ties of gel-phase membranes might reveal exciting exotic behavior1. As we will see,
gel membranes have the interesting mechanical property of curvature localization,
which under the right conditions leads to negative compressibility. This phenomenon
has been studied previously in wide isotropic beams [9], floating elastica [128–131],
and elastic metamaterials [9]. Though negative compressibility normally exacerbates
the failure modes of a material, this property can be useful for some applications, for
instance in mechanical sensors and microactuators [9, 130, 131]. The vast amount
of information available concerning the structure and thermodynamics of lipid mem-
branes makes them attractive candidates to study negative compressibility. In ad-
dition, the ability to trigger this exotic behavior simply by cooling below the main
phase transition temperature, which can be tuned using suitable lipids or mixtures of
lipids, makes lipids promising candidates for use in switchable elastic nano-devices.

3.0.2 Motivation for using buckling method for gel-phase
membranes

We know that lipid membranes in the gel-phase are much stiffer than their fluid
counterparts [132], making traditional fluctuation methods impractical as we dis-
cussed in Chapter 2. Recall that fluctuation methods measure the amplitude of the
fluctuating modes (undulation [60, 81–84, 86, 88, 92, 93] or orientation fluctuations
[19, 89, 91, 133]) which are inversely related to the bending modulus, and thus the
signal is very small for gel membranes. The other active buckling methods discussed
in Chapter 2 will still have equilibrium difficulties, making them impractical. Thus,
the buckling method appears to be ideal for gel-phase membranes.

3.1 Simulation setup

In this section, we first cover the two lipid models that we use in the simulations.
Next, we discuss how we create the gel membranes and then the buckles. Finally, we

1In the interest of full disclosure, this is of course a post-factum rationalization of the historical
development. We only found out about the unexpected behavior after we started studying the
gel-phase membranes. We entered this project under the belief that it would be a straightforward
extension of the fluid phase.
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go over some of the main difficulties that were encountered in the simulations as well
as how we handled the problems.

3.1.1 Lipid models: Cooke

For the model parameters that we use (wc/σ = 1.6), the Cooke model undergoes a
single phase transition from the fluid phase to the gel phase with transition tempera-
ture kBTm ≈ 0.97ǫ [54, 55]. As with all lipids when they enter the gel phase, the area
per lipid drops, the diffusion constant decreases by two orders of magnitude and the
orientational order parameter abruptly increases [54, 55].

The Cooke gel membranes do not have spontaneous average tilt, and thus we
will not be able to tell if tilt has an effect on the buckling of gel membranes. The
qualitative results of the Cooke model should have more significance for lipids that
do not display tilt, such as PE lipids [134]. Finally, though the Cooke model exhibits
many of the characteristics of a gel-phase, we remind the reader that it is a highly
coarse-grained model which was developed with the fluid phase in mind. We expect
it to behave qualitatively like a gel-phase membrane, but we caution against reading
too much into the quantitative values.

3.1.2 Lipid models: MARTINI

Just as with the fluid membranes, we will use the MARTINI model of DMPC [57]2.
Rodgers et al. have looked at the phase behavior for a number of MARTINI lipid
types including DMPC [59].

For MARTINI DMPC, the main phase transition is at 274 K. The area per lipid
drops at the phase transition to approximately 0.46 nm2. Also, the order parameter
and the height of the membrane both increase discontinuously at the phase transition,
and the diffusion constant decreases by two orders of magnitude; all of these results
are consistent with a gel phase [59].

As with the Cooke model, the MARTINI DMPC model does not show any sys-
tematic tilt. This is different from real DMPC, and again, we should be careful to
not read too much into the specifics of MARTINI DMPC. Instead, our focus is on
the qualitative results.

3.1.3 Simulation parameters

We used the standard tuning for the Cooke model with wc/σ = 1.6, but with the tem-
perature reduced to T = 0.85 ǫ/kB. The simulations were performed using ESPResSo
[112], employing a Langevin thermostat [113], with a time step of δt = 0.002 τ . The
simulation box dimensions were kept fixed for each buckle simulation.

2The resolution of MARTINI prevents it from distinguishing between DMPC and DLPC.
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Figure 3.1: As we reduce the temperature for the Cooke model, the potential
energy (left) and strip length (right) jumps at the main transition temperature.

The MARTINI simulations were performed using GROMACS 4.5 [114], employing
a Berendsen thermostat [115] with a time constant τT = 1 ps at a reference temper-
ature of T = 265 K. Ten percent of the solvent consists of “antifreeze” particles;
this percentage has been shown to prevent the solvent from freezing, while having
little effect on the membrane [57, 59]. The simulation used an integration time step
δt = 30 fs, which is smaller than what is normally used for fluid membrane simu-
lations, but has previously been shown to be more appropriate for gel simulations
[59]; a 1.2 nm cutoff for the neighbor list which is updated every 10 steps; a relative
dielectric constant ǫr = 15, and 1.2 nm cutoffs for Lennard-Jones and Coulomb in-
teractions. The barostat for the z-direction was set to P = 1 bar and κT = 3× 10−5

Pa.

3.1.4 Creating the gel membranes

To create the gel membranes, we slowly cool simulations of flat membrane strips by
reducing the temperature by 0.005 ǫ/kB for the Cooke model and 1K for the MAR-
TINI model, running the simulation at this temperature for 2000 τ for Cooke and
18 ns for MARTINI, and then repeat the process. The simulations of flat membranes
are done at constant tension, because the area per lipid changes as the temperature
changes, and the simulation box needs to change accordingly. Unlike most simula-
tions, where we isotropically couple the pressure along all three simulation axes, we
must apply a separate barostat for all directions. This is necessary to help the lipids
order themselves when the membrane enters the gel phase.

As we cool the membranes, we observe jumps in the energy and box length at the
main phase transition (Fig. 3.1), showing that we did move through the transition to
the gel phase.
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3.1.5 Creating buckles

We create the buckles using the exact transformation method described in Chapter 2.
After creating the buckles, we need to perform a standard warm-up where we slowly
remove caps on the potentials. For the MARTINI simulations, we first add the anti-
freeze and then the water solvent. The position of each anti-freeze particle is randomly
chosen, and the particle is kept as long as no other particle is within a cutoff distance
which was 0.21 nm. The process is continued until enough anti-freeze particles are
added to the simulation. After the anti-freeze is in place, the simulation box is fully
solvated and then water particles are removed that are within 0.21 nm of a non-water
particle. For the MARTINI simulations, an energy minimization step is performed
both before and after the solvent is added.

3.1.6 Comment on Simulation Difficulties

There are two main difficulties with the simulation of gel buckles. The first problem,
which applies to any simulation of gel membranes, is the long times required to reach
equilibrium. To make matters worse, the simulation may enter a state characterized
by long stretches where the energy and stress are both constant, only to be terminated
by a sudden jump where the energy drops and the stress increases. An example
is shown in Fig. 3.2. These jumps also do not necessarily decrease in magnitude
as the simulation increases, which prevents us from being able to extrapolate the
equilibrium values. For the simulation in Fig. 3.2, it appears that the time between
jumps increases with the number of jumps. Other simulations have shown a long time
(most of the simulation) before any jumps, so we have not been able to confirm if this
increase in time between jumps always holds. We can only run the simulations longer
than normal and hope that if we do not see a jump, the simulation is in equilibrium.
Thus, we only know for sure that we have a lower bound on the stress for each
simulation. The number of jumps appears to depend on how smoothly the buckle is
created, with a large number of jumps occurring when the gel buckle is created by
either cooling a fluid buckle or by compressing a flat gel buckle. When we create the
buckles using the parametric equations of the shape, we see far fewer jumps, most
likely because we start with fewer defects.

Second, the buckle deforms to such an extent that it can no longer be described
as a continuous membrane at large strains. Fig. 3.3 shows a snapshot of a Cooke
membrane at γ = 0.21, where the inner monolayer (the monolayer with the larger
curvature) breaks at the points of highest curvature. As our subsequent theoretical
analysis will suggest, this might be a property of gel-phase bilayers and not a failure
of the simulations. For the membranes that we simulate, this break occurs at strains
of γ > 0.2, but we can easily avoid this by only simulating buckles at smaller strains.
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Figure 3.2: Left: The potential energy of a Cooke buckle versus time during the
start of a simulation. The energy appears to fluctuate around a constant value,
as if the system is in equilibrium, before making a sudden sizable jump. This
makes it very difficult to determine when the system is in equilibrium. Right:
The measured force in x-direction as a function of the jumps in the energy. Force
increases with each jump, often by a large amount.

Figure 3.3: Snapshot of a Cooke gel buckle at γ = 0.21. The leaflet under the
largest curvature has formed a crease and now forms two flat monolayers.
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Figure 3.4: Left: The stress as a function of strain for the Cooke gel buckle
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from Helfrich theory. Right: The stress for the MARTINI simulations is shown in
red. The black line is again the best fit from Helfrich theory. In both cases, the fit
is poor: the stress in the simulations decreases with increasing strain, the opposite
of what the theory predicts.

3.2 Applying Helfrich Theory to Gel Membranes

Once we have the simulations set up properly and run them long enough to feel
reasonably confident that they are at equilibrium, we can try to extract the bending
modulus, just like we did for the fluid buckles, by fitting the stress-strain relation.
This relation is shown in Fig. 3.4, together with the best fit from Helfrich theory.
It is clear that the simulation results fail to fit the Helfrich buckling theory, not
just quantitatively, but qualitatively. The theory requires the stress to increase with
strain, but the stress seems to decrease for both models (though the effect is larger
for the Cooke model). This implies that the buckles have a negative compressibility,
which is fairly exotic behavior that does not occur for Euler buckles.

If we brazenly attempt to extract the bending modulus from the poor fit, we
find that the value of κ=48.2 ± 5.9kBT for Cooke and 146 ± 17kBT for MARTINI)
is only 4 (Cooke) to 5 (MARTINI) times greater than in the fluid phase, which is
surprisingly small considering that experiments suggest that it should be around an
order of magnitude larger [132].

In Fig. 3.5, we compare the energy and the free energy derived from Helfrich
theory and calculate the ratio between the two. The ratio (R = 8.9± 1.7) is almost
twice the ratio in the fluid phase. If we project the temperature dependence of the
bending modulus for both the gel and fluid phase membranes (shown in Fig. 3.6),
the gel-phase calculation predicts smaller values for the bending modulus in the fluid
phase, including at the phase transition. This would suggest that there would be a
small decreasing jump at the phase transition when the membrane is cooled. Though
this is possible, it is unlikely and suggests that there is a problem with this analysis.

To understand the origin of this problem, we compare the shape of the gel buckles
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Figure 3.5: Top: The energy of Cooke gel buckles versus the dimensionless strain.
The red circles are the shifted potential energy of the buckles. The black line is the
free energy of the buckles, assuming that Helfrich theory is the correct description
for the buckles. The red line is the best fit curve, assuming that the potential
energy is a constant ratio of the free energy. Each measurement has error bars,
but they are too small to see. Bottom: The ratio of the energy to the free energy
for each simulation. The fit for the ratio is poor, which is consistent with the poor
fit to the stress-strain relationship.

to the predicted shape from Helfrich theory. We get the shape of the gel buckles
using the process described in Chapter 2. Fig. 3.7 and Fig. 3.8 show the range
of fluctuations that the membrane undergoes during a simulation for the Cooke and
MARTINI models respectively. The fluctuations are much smaller for the membranes
in the gel phase than in the fluid phase, as is to be expected.

Fig. 3.9 compares the classical Euler shape with the simulation shape for a Cooke
buckle at γ = 0.08. We see the deviation in the shape, though small, is non-random
and is much larger than the deviations at this strain in the case of fluid buckles
(Fig. 2.13). The curved regions at the turning points are more curved than the Eu-
ler prediction, while the flat regions are flatter. This suggests that gel-membranes
experience curvature softening at large curvatures. Fig. 3.10 shows the RMSD be-
tween the simulation shapes and the Euler buckle for the Cooke membrane. Even
at small strains, there is a large deviation that increases with the strain. Fig. 3.11
shows the shape of a MARTINI buckle at γ = 0.16 which also shows a similar devi-
ation to the Euler shape. The RMSD for the MARTINI buckles (Fig. 3.12) shows a
small relatively constant value for γ ≤ 0.1 but also becomes much larger as the strain
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is surprisingly low, and the value of the gel bending modulus is actually lower than
the value of the fluid bending modulus at the phase transition.

increases.

3.3 Theory

In this section, we discuss how we expand on the Helfrich framework in order to
more accurately describe the gel-phase buckles. We start by proposing a new energy
functional that accounts for the curvature softening observed in the shape of the
gel-phase buckles. We then go into the details of how we solve the Euler-Lagrange
equations of this functional, which describe the shape of the buckles. From this, we
calculate the value of κ plus the new material parameter ℓ by suitable fitting.

3.3.1 Modifying Helfrich Theory

We need to modify the Helfrich Hamiltonian in order to properly describe gel phase
buckles. The curvature localization exhibited by the simulated shapes suggests that
the energy penalty for large curvatures is lower than what Helfrich theory would pre-
dict. Perhaps the easiest modification to think about is extending Helfrich theory by
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Figure 3.8: The graph shows the range in shapes of a MARTINI membrane as it
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Figure 3.9: Top: The shape of the simulation of the Cooke membrane at γ = 0.08
is shown with red dots. The blue line is the shape predicted by Helfrich theory.
The prediction fails to capture the sharpness in the regions of large curvature
and the flatness between these regions. The insert emphasizes the deviation at
the maximum of the buckle. Bottom: The difference between the shape of the
theoretical prediction and the simulation is shown.

a quartic term that has a negative pre-factor. This would pose a problem, though,
because the energy density would not be bounded below, which in turn could po-
tentially lead to problems with the numerical solutions—besides the fact that it is
theoretically unsatisfying. We could bound the energy density below by adding a
sixth order term in the curvature, but then we would need two new parameters, and
we want to make sure that we do not add unphysical structure to the functional.

Our goal is to add higher order terms where the moduli are related by only two
parameters, the bending modulus κ and a new length parameter ℓ. In addition, the
functional must be bounded below and should ideally be convex. A convenient way
to achieve this is by using a functional form that crosses over from a quadratic to a
linear dependence of the curvature at a characteristic curvature scale ℓ−1. There are
multiple functions that process these qualities, but some are easier to work with than
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others. We chose the following functional [135]:3

ẽ(K) = κℓ−2
[√

1 + ℓ2K2 − 1
]

(3.1a)

=





1

2
κK2 − 1

8

(
κℓ2

)
K4 +O(K6) , K ≪ ℓ−1

κℓ−1
(
|K| − ℓ−1

)
+O(K−1) , K ≫ ℓ−1

. (3.1b)

At small curvatures, the equation looks like Helfrich theory modified by a negative
quartic term. At large curvatures, the energy increases linearly with the curvature.

There are other higher order terms that could matter for gel phase lipids. The first
set are terms that depend on the Gaussian curvature, KG, mainly K2KG and K2

G.
Since we are investigating planar buckles, KG = 0, so even if these terms might be
relevant to gel membranes, they do not affect buckles and thus we cannot investigate
them. However, there is another term, (∇K)2, which is also of inverse quartic order
in length. This term could also lead to curvature softening as long as its modulus is
negative. We initially leave out this term only for pragmatic reasons, since we would
have to include more moduli and it would make the theory harder to solve. We will
see that the simulations agree well with the new theory without a (∇K)2 term. This
suggests (but does not prove) that its effect is small.

3It turns out that there is a physical interpretation of this functional which we did not know
about when we chose it. We will discuss the surprising physics connection later in this chapter. We
chose this specific functional primarily because it was the easiest one to work with.
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Figure 3.11: Top: The shape of the simulation of the MARTINI membrane at γ =
0.16 is shown with red dots. The blue line is the shape predicted by Helfrich theory.
The prediction fails to capture the sharpness in the regions of large curvature
and the flatness between these regions. The insert emphasizes the deviation at
the maximum of the buckle. Bottom: The difference between the shape of the
theoretical prediction and the simulation is shown.

3.3.2 Predicting the shape and stress in the new theory

We now need to solve the Euler-Lagrange equation for the new energy functional,
similar to what we did for the Helfrich theory. We again will describe the shape
through the angle ψ(s) of the profile’s tangent vector with respect to the horizontal
as a function of arc length s with K = −dψ/ds = −ψ̇. The energy of the buckle is

E = κLy

∫ L

0

ds

{
1

ℓ2

[√
1 + ℓ2ψ̇2 − 1

]
+

1

λ2

[
cosψ − Lx

L

]}
. (3.2)

We again vary E [ψ(s)] with respect to ψ to find:

δE = κLy

∫
ds





ψ̇
√

1 + ℓ2ψ̇
2 δψ̇ − λ−2 sinψ δψ





. (3.3)

After integrating by parts, this leads to the Euler-Lagrange equation:

−λ−2 sinψ =
d

ds

ψ̇√
1 + ℓ2ψ̇2

. (3.4)
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Figure 3.13: Graph of curvature energy functions. The black line is the total
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is the energy function of the modified theory. At small curvatures, the energy
looks quadratic, but becomes linear at large curvatures. The small blue line shows
the asymptotic behavior of the linear theory. The crossover from the quadratic to
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We still have the same boundary conditions as before, and we measure the arc length
from the inflection point, ψ(s = 0) = ψi and ψ̇(s = 0) = 0.

Eq. (3.4) can be integrated using the integrating factor ψ̇.

ℓ2

λ2
(cosψ(s)− cosψi) = 1− 1√

1 + ℓ2ψ̇2

. (3.5)

We now will define f̃x = ℓ2/λ2 = ℓ2fx/κ and perform some algebra to get a more
useful form of Eq. (3.5):

ℓψ̇ =

√[
1− f̃x(cosψ − cosψi)

]−2

− 1 . (3.6)

Separating variables, we obtain the quadrature

s = ℓ

∫ ψ(s)

ψi

dψ
1√[

1− f̃x(cosψ − cosψi)
]−2

− 1

. (3.7)

This equation has three parameters: the inflection angle ψi, the scaled stress f̃x, and
the crossover length ℓ. We still have two boundary conditions: the periodicity and
confinement on the membrane, ψ(L/4) = 0 and x(L/4) = Lx/4, respectively, which
can be used to find the first two parameters. In order to find the value of ℓ, we
need to fit the theory to the measured shape. This is fundamentally different from
the Helfrich buckles, where the shape of the buckle does not depend on the material
parameters of the membrane.

For small ℓ and small f̃x (note that small f̃x follows directly from small ℓ) we can
expand the right side of Eq. 3.7, which leads to:

s =

∫ ψ(s)

ψi

λ

ℓ

dψ√
2(cosψ − cosψi)

+O(ℓ) , (3.8)

which is just the quadrature of the Euler buckle.
We can also express the shape of the buckle as quadratures. Using the fact that

ds = dψ/ψ̇, we find that dx = ẋ ds = cosψ d (ψ/ψ̇), and dy = ẏ ds = sinψ d(ψ/ψ̇).

x = ℓ

∫ ψ(s)

ψi

dψ
cosψ√[

1− f̃x(cosψ − cosψi)
]−2

− 1

, (3.9)

y = ℓ

∫ ψ(s)

ψi

dψ
sinψ√[

1− f̃x(cosψ − cosψi)
]−2

− 1

. (3.10)
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Figure 3.14: Graph of f̃x as a function of γ for different values of δ. The values
of δ for each colored line are shown in the key. The three lines with the smallest
values of δ have positive compressibility, while the remaining seven exhibit negative
compressibility. The critical value of δ where negative compressibility starts is at
δ = 1/

√
3 ≈ 0.58.

With these equations, we can fit the shape of buckled membranes to the simula-
tions to obtain values for ℓ and f̃x. Once we know these parameters and the stress fx
measured from the simulations, we can obtain κ.

We would like to express everything in terms of the dimensionless strain γ =
1− Lx/L, just as with the Helfrich theory. Using the same expansion and matching
coefficients technique that was used for the fluid buckle equations, we can express the
stress in terms of γ and the additional dimensionless parameter δ = 2πℓ/L:

fx(γ, δ) = κ

(
2π

L

)2 [
1 +

1

2

(
1− 3δ2

)
γ +

9

32

(
1− 14

3
δ2 +

31

3
δ4
)
γ2 + ...

]
(3.11)

For δ > δc = 1/
√
3, the slope of the stress-strain relation becomes negative, meaning

that the membrane will have a negative compressibility. Unfortunately, Eq. (3.11)
no longer converges in this regime and we must rely on numerically fitting the shape.
Fig. 3.14 shows how f̃x changes for different values of δ.

3.4 Results

We now want to apply the new theory to the simulations of gel membranes. In the
first subsection, we describe how we perform the fit. Next, we examine how well the
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new theory predicts the shape, before looking at the new stress-strain relation and
measuring the bending modulus. Finally, we explore the energetics of the buckles.

3.4.1 Fitting the Simulations to the New Theory

As we mentioned above, the series expansion does not converge when δ > 1/
√
3,

which happens to be the regime of our gel buckles. Therefore, we have to turn to
numerics. We find the value of f̃x and δ by minimizing the squared difference between
the simulation shape and the numerically determined theoretical shape for specific f̃x
and δ.

These fits are computationally expensive, which makes attempts to sample the
simulation shape many times in order to perform an error analysis impractical. To
create a rough error estimate for δ and f̃x, we partition each simulation into equal
time blocks. For each block, we calculated the average shape, and then fit the shape to
get the values from the theory for each block. At this point, we have four parameters
for each block, δ, f̃x, L, and fx. We calculate the value of L from the simulated
shape from each block. In order to obtain an error estimate for ℓ and κ, we use a
bootstrapping method where we resample from a multi-variable Gaussian distribution
where we assume that the four parameters are correlated.

3.4.2 Shape

Now that we have applied the new theory to the simulations, we first want to confirm
that it can describe the shape of the simulated buckles. Fig. 3.15 and Fig. 3.16
show the average shape for a Cooke buckle and a MARTINI buckle respectively. The
shape from the new theory does a much better job of describing the shape from the
simulation than the Helfrich theory. This is also true for the MARTINI model when
γ > 0.1.

Fig. 3.17 shows the RMSD between the theoretical shapes and the simulation for
the Cooke model. The new theory consistently describes the shape better regardless
of the strain value. Fig. 3.20 shows the RMSD for the MARTINI model. At γ < 0.08
the shape is described equally well by both Helfrich theory and the new theory. As
the strain increases, the new theory is still able to properly describe the shape of the
buckles.

The best fit value of ℓ for the Cooke model is ℓ = 24.8 ± 1.1σ while for the
MARTINI model is ℓ = 13.4 ± 0.6 nm (Table 3.1). Fig. 3.18 shows the measured
values of ℓ for the Cooke simulations, and Fig. 3.21 shows the same for the MARTINI
simulations. The Cooke model shows a small decrease in the value of ℓ with respect
to the strain, whereas ℓ appears constant for MARTINI. For the Cooke model, the
measurements at small strains have larger errors, and the change in ℓ with strain may
reflect on problems measuring the shape.

Using the best fit value of ℓ for each model, we can look at how the RMSD between
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Figure 3.15: Comparison between the average simulated and theoretical gel buckle
shapes for the Cooke model. Top: The average shape of the Cooke model buckle at
γ = 7.7% is shown in red circles. The blue line is the predicted Euler buckle shape.
As we have seen before, the Euler shape does not match the simulation. The black
line is the best fit from the new extended theory, using ℓ as the fitting parameter.
The vertical axis is stretched approximately fivefold for better visibility. Bottom:
The residuals between the simulation and the two theories is shown using the same
coloring as the top. The RMSD for the Euler buckle is 0.122σ, whereas the RMSD
for the extended theory is only 0.015σ, nearly an order of magnitude smaller.

the Euler shape and the shape predicted by the new theory depends on the strain.
Fig. 3.19 shows the RMSD for the Cooke model, and Fig. 3.22 shows the same for
the MARTINI model. In both cases, the RMSD increases with the strain, with the
increase being greater for the Cooke model because it has a larger ℓ.

3.4.3 Stress-strain Relation

Now that we know that the theory correctly describes the shape, we turn to the
stress-strain relation and extract the bending modulus. From the shape fit, we find
ℓ and the dimensionless strain variable f̃x, which we can combine with the stress to
get κ. The bottom panels in Figs. 3.23 and 3.24 show the values of κ for the Cooke
and MARTINI simulations respectively, and we can see that within error bars, κ is
independent of strain. The top graphs show the stress-strain relation expected for a
gel membrane with the average ℓ and κ from the simulations. In addition, if we take
the average value of κ from each simulation, we can get two measures for the stress:
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Figure 3.16: Comparison between the average simulated and theoretical gel buckle
shapes for the MARTINI model. Top: The average shape of a buckle at γ = 0.17
is show in red circles. The blue line is the predicted Euler buckle shape, and the
black line is the best fit from the new theory, using ℓ as the fitting parameter. The
vertical axis is stretched by approximately a factor of three for better visibility.
Bottom: The residuals between the simulation and the two theories is shown using
the same coloring as the top. The RMSD for the Euler buckle is 0.167 nm, whereas
the RMSD for the extended theory is 0.011 nm, over an order of magnitude smaller.

directly from the stress tensor, and by scaling the scaled stress f̃x that is calculated
from the shape. Both measurements of the stress agree with the theory and show a
negative compressibility.

3.4.4 Values

Table 3.1 gives the material parameters derived from fitting the simulation data for
the Cooke and MARTINI DMPC models. The first thing to notice is that for both
models κ/kBT is almost an order of magnitude larger than for the fluid membrane, in
line with common expectations [132, 136, 137]. This shows that the seemingly small
deviation in shape of the membrane from the Euler buckle prediction has a large
effect on the inferred moduli. The second major observation is the size of ℓ; in both
cases, it is substantially larger than the lipid size or even the membrane thickness,
again confirming that the membranes cannot be described with just Helfrich theory.
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Figure 3.17: The RMSD between the simulation shape and the shape predicted
by Helfrich theory (black solid circles) and the new theory (blue open circles) as a
function of strain for the Cooke model. The new theory does a better job predicting
the shape of the simulations at all strains and the RMSD stays relatively constant
as the strain increase.
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Figure 3.18: The value of ℓ as a function of γ for the Cooke gel-phase simulations.
The value of ℓ decreases slightly with γ. However, the error in the measurement
at small strains is larger, which stems in part from the increased difficulty of
differentiating between the shapes with different values of ℓ at small strain.
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Figure 3.19: The RMSD between the shape predicted by the Helfrich theory and
the shape predicted by the new theory as a function of strain. For the shapes
from the new theory, we use the average value of ℓ from the Cooke simulations,
ℓ = 24.8σ. The red circles use the value of ℓ from each simulation.
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Figure 3.20: The RMSD between the simulation shape and the shape predicted
by Helfrich theory (black solid circles) and the new theory (blue open circles) as a
function of strain for the MARTINI model. At small strains (γ < 0.08), the new
theory and Helfrich perform similarly, but where as the Helfrich theory fails at
larger strains, the new theory does well at larger strains.
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Figure 3.21: The value of ℓ as a function of γ for the MARTINI gel-phase simu-
lations. The data supports that ℓ is independent of γ for the MARTINI model.
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Figure 3.22: The RMSD between the shape predicted by the Helfrich theory and
the new theory as a function of strain. For the shapes from the new theory, we
use the average value of ℓ from the MARTINI simulations ℓ = 13.4 nm. The red
circles use the value of ℓ from each simulation.
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Figure 3.23: Top: The buckling stress fx as a function of strain γ is plotted for the
Cooke model. The open circles are calculated directly from the stress tensor. The
filled circles are calculated by scaling f̃x by κ/ℓ2, where f̃x and ℓ are calculated
from the shapes of each simulation and κ is taken from the measured stresses by
averaging over all simulations. The solid curve is the extended theory’s prediction
for fx(γ) using the average value of f̃x and ℓ. The 68% (dark gray) and 95% (light
gray) confidence bands are based on resampling from the individual simulation
results. The dashed blue line is an attempted fit to the Helfrich theory. Bottom:
The bending rigidity κ derived from each simulation for the Cooke model. The
black line is the average value of κ from all simulations. The dark gray and light
gray areas are the 68% and 95% confidence bands.

Model κfl [kBTfl] κgel [kBTgel] ℓ (nm) w (nm) ℓ/w

Cooke 12.8± 4 96± 5 27.5± 2.2 5.3 5.2± 0.4
MARTINI 29± 1 230± 10 13.9± 0.5 3.9 3.6± 0.1

Table 3.1: The values for the fluid membranes are obtained using the buckling
method (Chapter 2). The temperature differs between the fluid and gel phase: for
the Cooke Model, Tfl = 1.1ǫ/kB and Tgel = 0.85ǫ/kB; for the MARTINI Model,
Tfl = 300 K and Tgel = 265 K. The length ℓ is the new parameter of our theory. The
bilayer width w is measured as the distance between head beads in the opposing
planes for Cooke and between the phosphate beads in MARTINI.
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Figure 3.24: The buckling stress fx as a function of strain γ is plotted for the
MARTINI model. The symbols have the same meaning as in Fig. 3.23.

3.4.5 Energetics

For the fluid buckles, we were able to extract the temperature dependence of the
bending modulus by analyzing the energetics of the buckles. We now explore if the
same thing is possible for gel membranes, focusing first on the Cooke membranes and
then turning to the MARTINI model. Fig. 3.25 shows the energy and free energy of
the Cooke model as a function of strain. The free energy was calculated by numerical
integration of the stress-strain relation using the average δ from the simulations.
Just as with the fluid membranes, the (shifted) energy is equal to the free energy
times a constant, R = 7.15 ± 0.09, which is smaller than the ratio obtained using
Helfrich theory (RHelf = 8.9± 1.7). It is still larger than the ratio for the fluid phase
(R = 5.43±0.12). In all cases, the fits are worse than for the fluid simulations. This is
most likely caused in part by some simulations still containing defects, though part of
the reason is that the error of the mean for these gel simulations is consistently smaller
than for fluid simulations because the membranes have much smaller fluctuations than
in the fluid phase.

Since the ratio is constant with respect to strain, we again can use Eq. (2.48) to
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Figure 3.25: Top: The energy of the buckles versus the dimensionless strain. The
red circles are the shifted potential energy of the buckles. Each point has error
bars, but they are too small for most the data points. The black line is the free
energy of the buckles calculated from integrating the stress-strain relation derived
from the new theory. The red line is the best fit curve assuming that the potential
energy is a constant ratio of the free energy with R = 7.15. Bottom: The ratio of
the energy to the free energy for each simulation. Though the fit is not the best,
it is better than the fit using Helfrich theory (Fig. 3.5).

find the temperature dependence of κ. Since the ratio is larger for the gel membrane,
κ changes with respect to temperature more for gel membranes. Fig. 3.26 shows the
temperature dependence of κ for the Cooke model under the assumption that the ratio
is constant with respect to temperature except at the phase transition temperature.
At the phase transition, the jump in κ is 13.8 ǫ = 13.4 kBT . Thus, the new theory
predicts that the bending modulus will jump as the membrane goes from the fluid
to the gel phase, as opposed to the decrease as an analysis using Helfrich theory
predicted. For simulations at kBT = 0.9 ǫ, κ = 68.7 ± 5.8 ǫ, and for kBT = 0.95 ǫ,
κ = 47.0 ± 3.9 ǫ. In both cases, the measured value is slightly larger than the value
predicted from the energetics at kBT = 0.85. The large temperature dependence in
the gel phase means that the jump at the phase transition is only a factor of two
instead of one order of magnitude.

For the Cooke model in the fluid phase, the predicted bending modulus using R
was accurate over a large temperature range because R barely changed with tem-
perature. To check if this is the same for the gel phase, we calculate the ratio at
kBT = 0.90 ǫ and kBT = 0.95 ǫ. For kBT = 0.90 ǫ, R = 7.77 ± 0.04 which is slightly
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Figure 3.26: The temperature dependence of the bending modulus derived from
analyzing the energetics of Cooke buckles is shown. The blue line is from the gel
phase simulations at kBT = 0.85 ǫ with the dark and light cyan bands correspond-
ing to the 68% and 95% confidence bands respectively. The red line is from the
fluid phase simulations. There are also confidence bands for the fluid tempera-
tures, but they are too small to be noticeable. The phase transition for the Cooke
model is at kBTm = 0.97 ǫ. The larger value of R in the gel phase means that
the bending modulus changes more rapidly than for the fluid phase. The black
dots are the calculated values of κ using simulations of buckled membranes at the
given temperatures. For the gel-phase, the derived temperature dependence of κ
appears to slightly underestimate the value of κ, but it .

larger than for the buckle at kBT = 0.85ǫ. At kBT = 0.85 ǫ, R = 15.5± 0.2 which is
much larger than for the lower temperatures. Fig. 3.27 shows how the ratio changes
with temperature.

We now turn to the energetics of the MARTINI model. Fig. 3.28 shows that at
T = 265K, R = 8.71 ± 0.04. This is almost double the value for the membrane
in the fluid phase. Thus we suggest that the temperature dependence is greater for
the MARTINI gel phase. Fig. 3.29 shows the predicted temperature dependence of
κ. As with the Cooke model results, this is only an estimate, and its predictive
power decreases as the temperature moves farther from the simulation temperature.
Also, the behavior may be radically different in the temperature region around the
main transition temperature, where in addition we cannot obtain valid results from
simulations.
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Figure 3.27: The temperature dependence of the value of R for the Cooke model.
The vertical black line marks the main transition temperature. For the gel phase,
R increases as the temperature gets closer to the transition temperature. In all
cases, R is larger for the gel phase than for the fluid phase.

3.5 Materials with Negative Compressibility

Recently, there has been a lot of effort in discovering, designing, and understanding
materials that exhibit negative compressibility [9, 128–131]. This behavior has been
observed in wide isotropic beams, metamaterials, and floating elastica. For most
applications this is undesirable because it leads to large deformations and failure
modes, but these properties can also enable novel application in mechanical sensors
and microactuators [9]. This is especially true for thin materials that exhibit this
behavior. Not only do the gel membranes have negative compressibility, but they are
surprisingly thin compared to the other materials.

Oshri and Diamant have developed a framework for describing homogeneous thin
compressible elastics from which our curvature functional (Eq. 3.1a) naturally arises.
When combined with thin plate theory [76, 138], they can predict the value of ℓ
for compressible material, which they find to be very small, ℓ = w/

√
48, where w

is the thickness of the membrane. This implies that negative compressibility would
occur only when the width-to-length ratio is greater than the critical ratio w/L >
2/π ≈ 64%, which corresponds to δ = 1/

√
3, where thin-plate theory of course would

no longer be valid. This dramatic difference in the value of ℓ suggests that even
though the gel membranes can be described with the same functional as compressible
membranes, the underlying physics behind the phenomenon for gel membranes is not
compressibility.

When finite-width corrections are accounted for, experiments and numerics have
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Figure 3.28: Top: The energy of the buckles versus the dimensionless strain for
the MARTINI simulation. The red circles are the shifted potential energy of the
buckles. The black line is the free energy of the buckles calculated from integrating
the stress-strain relation derived from the new theory. The red line is the best fit
curve assuming that the potential energy is a constant ratio of the free energy
where R = 8.71. Bottom: The ratio of the energy to the free energy for each
simulation.

shown critical ratios of w/L as low as 12%. Some metamaterial beams have shown
critical ratios as low as 5% [9]. In contrast, the Cooke and MARTINI models exhibit
critical ratios of 1.8% and 2.6%, and thus have a more striking elastic response than
state-of-the-art metamaterials. When we combine this with the fact that the main
phase transition is tunable by lipid type and composition, these gel membranes are
ideal model systems to test this exotic elasticity.

3.6 Discussion

We have shown that Helfrich theory does not accurately describe the buckling of gel-
phase membranes. This is noticeable in the shape of the buckles as well as in the
stress-strain relation. The membranes undergo curvature softening upon bending,
which leads to curvature localization and negative compressibility. These effects can
be described by a new energy density that is quadratic at low curvatures, but becomes
asymptotically linear. With this new theory, we accurately describe both the shape
and stress-strain relation, and from these, we extract the bending modulus as well
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Figure 3.29: The temperature dependence of the bending modulus derived from
analyzing the energetics of two MARTINI buckles (one each in the gel and fluid
phase) is shown. The blue line is from the gel phase simulations with the dark
cyan and light cyan bands corresponding to the 68% and 95% confidence bands
respectively. The red line is from the fluid phase simulations. The phase transition
for the MARTINI model is at T = 274K. The larger value of R in the gel phase
means that the bending modulus changes more rapidly than for the fluid phase.

as a new material parameter ℓ that describes how the gel membrane physics deviate
from Helfrich theory. Our new theory is only a phenomenological macroscopic theory
and does not address the underlining microscopic physics behind the phenomenon.

We also note that both the Cooke model and MARTINI DMPC do not show
intrinsic tilt in the gel phase. In fact this is one of the areas that MARTINI DMPC
fails to properly model physical DMPC. However, the lack of tilt does not invalidate
the finding because there are classes of lipids, such as PE lipids, that do not have
an intrinsic tilt in their gel phase, but the theory may need to be further modified
for lipids with intrinsic tilt. In fact, adding intrinsic tilt would potentially add new
challenges because it would break a symmetry of the system. It has been shown that
the fluctuation behavior of gel lipids is different along the tilt direction and against it
[139]. This suggest that there could be a difference in the bending modulus depending
on whether the tilt was along or across of the buckling direction.

The new insights into the mechanical properties by buckling gel-phase membranes
will hopefully increase interest in the study of such materials. With a more complete
understanding, these membranes may prove to be enticing parts of novel nanoscale
systems.
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Chapter 4

Revisiting the Buckling of Fluid
Membranes

In this chapter, we reanalyze the fluid-phase buckles we first looked at in Chapter 2
with the theory described in Chapter 3. Recall that for the fluid phase buckles the
stress-strain relationship predicted by Helfrich theory was a decent fit for the Cooke
and MARTINI simulation results (Fig. 2.3, Fig. 2.4), and a poor fit for the Plum
model (Fig. 2.5). The shape of the simulated buckles begin to diverge from the
theoretical shape at larger strains (Figs. 2.16, 2.17, 2.18). The disagreement between
the Euler and simulation shapes were smaller than what was seen for the gel-phase
membranes, but still noticeable, suggesting that the fluid membranes might also have
ℓ values—small values, but not zero.

This possibility is compatible with previous findings because curvature softening
has been observed in simulated membrane tethers. Assuming no curvature depen-
dence to the bending modulus, the bending modulus is just Eq. 2.5 from Chapter 2
[103]. Results from Hu et al. [79] support a correction

FzRt

2π
= κ+

B

R2
t

(4.1)

where B, a fitting parameter, is negative [108]. Let us begin by applying the new
theory to membrane tethers and see if we get a similar result. The energy of the
tether will be

E = A
κ

ℓ2

[√
1 +K2ℓ2 − 1

]
, (4.2)

where A = 2πRtLt is the surface area of the tether. The curvature of the tether is
K = 1/Rt = 2πLt/A, so the energy becomes

E = A
κ

ℓ2



√

1 +

(
2πℓL

A

)2

− 1


 . (4.3)
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We now calculate the force required for holding the tether in place at constant area:

Fz =
∂E

∂Lt

∣∣∣∣
A

=
2πκ√

1 + (ℓ/Rt)2
. (4.4)

Thus,

FzRt

2π
=

κ√
1 + (ℓ/Rt)2

(4.5a)

≈ κ

[
1− ℓ2

2R2
t

]
(4.5b)

Thus the fitting parameter in Eq. (4.1) is

B = − ℓ2

2κ
, (4.6)

showing that the empirical correction in Eq. (4.1) is indeed supplanted by our exten-
sion of Helfrich theory.

Using the data from Harmandaris and Deserno [103] gives ℓ = 2.3 ± 1.8σ for
the Cooke model in the fluid phase. The data from Hu et al. [108] gives a value of
ℓ = 4.5 ± 2.6σ. Fig. 4.1 shows a plot of FzRt/2π as a function of Rt using the data
from Hu et al. [108]. The fit using the new theory better describes the simulation
results compared to Helfrich theory.

Turning from the tethers, in this chapter, we apply the same method of analyzing
the shapes of the buckles to measure ℓ, and then combine this with the stress to
measure κ. We then look at how the new shape prediction improves on the Euler shape
prediction. Next we look at the new predicted stress-strain relationship. Finally, we
measure ℓ and κ by fitting the theory directly to the stress-strain data taken from
the simulations.

4.1 Analyzing the Shape of Fluid Membranes

We start this section by comparing the shape of the fluid simulations to the new
theory for all three models. We then look at the predicted stress-strain relationship
of the new theory.

4.1.1 Shape

Fig. 4.2 shows the same two fluid Cooke buckle simulations as we have previously seen,
only this time the shape predicted by the new theory is also shown. In both cases, the
new theory performs better than Helfrich theory. Fig. 4.3 shows the RMSD of both
Helfrich and the new theory with respect to the simulations and confirms that the
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Figure 4.1: Graph of FzRt/2π versus the radius of the tether Rt. If no correction
is needed to Helfrich theory, then FzRt/2π would be constant (red line). The black
line is the prediction using theory described in Ch. 3 with ℓ = 4.5. The fit using
the new theory is superior to the prediction by Helfrich theory.

new theory describes the shape of buckles at higher strains much better than Helfrich
theory. Fig. 4.4 and Fig. 4.5 show the shape analysis for the MARTINI model, while
Fig. 4.6 and Fig. 4.7 show the same for the Plum model. In all cases, the new theory
performs better at describing the averaged simulation shape than Helfrich theory.

We now look at the measured values of ℓ obtained by fitting the simulation shape
to the theoretical shape. Fig. 4.8 shows ℓ as a function of strain γ. For γ > 0.1, ℓ is
constant, but for smaller strains, ℓ is larger. Fitting ℓ to a constant gives a value of
ℓ = 10.1±0.4σ. This is smaller than for the gel phase by a factor of 2.7. This value of
ℓ corresponds to δ = 0.95± 0.04, which would imply that the fluid membranes are in
the negative compressibility regime1. At small strains, the errors associated with the
measurements are substantially larger. The shape barely changes with ℓ meaning that
the function we are trying to minimize during the fit (the squared difference between
the theoretical and simulated shapes) is extremely flat around the minimum, and
small errors in measuring the simulated shape can have a large effect.

Fig. 4.9 shows the characteristic length ℓ versus the strain γ for the MARTINI
fluid model. As with the Cooke model, ℓ is constant for γ > 0.1. Fitting to a constant
gives ℓ = 8.1±0.8 nm, which corresponds to δ = 1.1±0.1. Thus in the fluid phase, the
MARTINI membrane has a smaller value of ℓ than in the gel phase, but the value for
δ would again imply that the MARTINI membrane also has negative compressibility,

1Recall that the critical value of δ, beyond which the compressibility becomes negative, is δ =
1/
√
3 ≈ 0.58
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Figure 4.2: Comparison between the average simulated, Helfrich predicted, and
new theoretical buckle shape for two Cooke membranes. Top-left: The average
shape of a buckle at γ = 0.11 is shown in red circles. The blue line is the predicted
Euler shape, and the black line is shape from the new theory. Bottom-left: The
residual between the two theories and the simulated shape. The blue line is for
Helfrich theory, and the black line is for the new theory. The RMSD for Helfrich
is 0.038σ, while the RMSD for the new theory is 0.003σ. Both fits are good, but
the new theory performs better. Top-right: The shape of a buckle at γ = 0.29.
Bottom-right: The residues for the buckle at γ = 0.29. The RMSD for the Helfrich
theory is 0.17σ while the RMSD for the new theory is 0.014σ.
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Figure 4.3: The RMSD between the simulated shape and the Helfrich shape (black
circles) and the new theoretical shape (blue open circles) for the Cooke buckles.
For all strains, the new theory does better than the Helfrich theory.
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Figure 4.4: Comparison between the average simulated, Helfrich predicted, and
new theoretical buckle shape for two MARTINI membranes. Top-left: The average
shape of a buckle at γ = 0.15 is shown. The symbols have the same meaning as
in Fig. 4.2. Bottom-left: The residual between the two theories and the simulated
shape. The RMSD for Helfrich is 0.053 nm, while the RMSD for the new theory
is 0.008 nm. Both fits are good, but the new theory performs better. Top-right:
The shape of a buckle at γ = 0.30. Bottom-right: The residuals for the buckle at
γ = 0.30. The RMSD for the Helfrich theory is 0.11σ while the RMSD for the
new theory is 0.048 nm.
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Figure 4.5: The RMSD between the simulated shape and the Helfrich shape (black
circles) and the new theoretical shape (blue open circles) for the Martini buckles.
For all strains, the new theory does better than the Helfrich theory.
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Figure 4.6: Comparison between the average simulated, Helfrich predicted, and
new theoretical buckle shape for two Plum membranes. Top-left: The average
shape of a buckle at γ = 0.16 is shown. The symbols have the same meaning as
in Fig. 4.2. Bottom-left: The residual between the two theories and the simulated
shape. The RMSD for Helfrich is 0.11 nm, while the RMSD for the new theory
is 0.02 nm. Top-right: The shape of a buckle at γ = 0.28. Bottom-right: The
residuals for the buckle at γ = 0.28. The RMSD for the Helfrich theory is 0.25σ
while the RMSD for the new theory is 0.035 nm.
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Figure 4.7: The RMSD between the simulated shape and the Helfrich shape (black
circles) and the new theoretical shape (blue open circles) for the Plum buckles. For
all strains, the new theory does better than the Helfrich theory.
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Figure 4.8: Graph of ℓ versus the strain γ for Cooke fluid-phase membranes. At
small γ, ℓ is consistently larger, though it also has much larger errors associated
with it. This may be caused by the difficulty of measuring ℓ for small strains.
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Figure 4.9: Graph of ℓ versus the strain γ for MARTINI fluid-phase membranes.
At small γ, ℓ is consistently larger just as with the Cooke model. This may be
caused by the difficulty of measuring ℓ for small strains.

but this could be caused by not measuring the average shape of the buckles to a high
enough accuracy.

Fig. 4.10 shows ℓ versus strain for the Plum fluid model. Fitting the simulation
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Figure 4.10: Graph of ℓ versus the strain γ for the Plum fluid-phase membranes.
The measurements at strains γ < 0.2 are consistently larger than for larger strains,
and they have much larger error bars.

values of ℓ to a constant gives ℓ = 9.0 ± 0.6 nm. This corresponds to δ = 1.2 ± 0.1.
The Plum simulations at strains γ < 0.2 have large error bars, stemming from the
difficulty in measuring the shape of the Plum membranes.

For all three models, the measured values of ℓ and δ are surprisingly large. In
addition, the standard deviations of the measurements at smaller strains are large.
This all suggests that, at the moment, we may not be able to measure the shape of
the fluid membranes (due to the way we handle fluctuations) sufficiently accurately.
To confirm that there is a problem, we turn to the stress-strain relationship predicted
by the shapes and show that it does not agree with the simulation results as well as
Helfrich theory does.

4.1.2 Stress-strain Relationship from the Shape

Combining the shape analysis (specifically, the obtained value of ℓ) with the mea-
sured stress from the simulations, we calculate κ and the stress-strain relationship
predicted by the new theory. Fig. 4.11, Fig. 4.12, and Fig. 4.13 show the stress-strain
relationship for the Cooke, MARTINI, and Plum models respectively. For the Cooke
and MARTINI membranes, the stress-strain relationship is plausible considering the
data, but it fails to describe the data better than Helfrich theory. The new stress-
strain relationship overestimates the stress at small strains, and underestimates it at
large strains, which is opposite of what Helfrich theory predicts. Though the fit to
the shapes is consistent with the simulation stress, this is more of a result of the large
uncertainties than because the prediction matches the stress.
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Figure 4.11: Top: The buckling stress fx as a function of strain γ is plotted for the
Cooke model. The open circles are calculated directly from the stress tensor. The
filled circles are calculated by scaling f̃x by κ/ℓ2, where f̃x and ℓ are calculated
from the shapes of each simulation and κ is taken from the measured stresses by
averaging over all simulations. The solid curve is the extended theory’s prediction
for fx(γ) using the average value of f̃x and ℓ from the simulations. The 68% (dark
gray) and 95% (light gray) confidence bands are based on resampling all data. The
dashed blue line is an attempted fit to the Helfrich theory. Bottom: The bending
rigidity κ derived from each simulation for the Cooke model. The black line is the
average value of κ from all simulations, where κ = 17.7 ± 0.3 ǫ = 16.1 ± 0.3 kBT .
The dark gray and light gray areas are the 68% and 95% confidence bands.
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Figure 4.12: Top: The buckling stress fx as a function of strain γ is plotted for the
MARTINI model. The symbols have the same meaning as in Fig. 4.11. Bottom:
The bending rigidity κ derived from each simulation for the MARTINI model.
Fitting the data to a constant, κ = 42± 3 kBT .

For the Plum model, the predicted stress-strain relationship does a remarkably
poor job of reproducing the stress measured directly from the simulations. Fig. 4.13
shows that the shape fit massively overestimates the stress at smaller strains. In
addition, it predicts that the membrane has a negative compressibility while the stress
is clearly increasing with strain. This is not the fault of the theory itself; rather, it
is because we cannot calculate the shape of Plum buckles correctly due to the large
fluctuations that occur during the simulations.

For all three models, the results from fitting to the shape suggest that the mem-
branes should have negative compressibility. The stress from the simulations does not
support this finding. This disagreement strongly suggests that there is a problem,
at least for the fluid buckles, with how we are measuring the shapes of the buck-
les. It appears that a systematic error enters the average shape when we incorporate
snapshots from a simulation when the buckle is undergoing a large fluctuation.
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Figure 4.13: Top: The buckling stress fx as a function of strain γ is plotted for
the Plum model. The symbols have the same meaning as in Fig. 4.11. Unlike
the other two models, the predicted stress (filled red circles) for each simulation
is consistently larger than the actual measured stress (open circles). This causes
the predicted stress-strain relationship to fail to match the stress measured from
the simulations. This result suggests that we were unable to measure the shape
correctly. Bottom: The bending rigidity κ derived from each simulation for the
Plum model. Fitting the data to a constant, κ = 9.0 ± 0.8 kBT . The measured
value for κ for γ = 0.13 is much larger than for the other simulations.

4.2 Fit to Stress-strain Relationship

4.2.1 Stress-strain Relationship

Instead of relying on the analysis of the shape of the buckles to measure ℓ, we can
obtain ℓ and κ by numerically fitting to the stress-strain relationship instead of to
the shape of the buckles. For the Cooke model, the best fit is with κ = 14.9± 0.8 ǫ =
13.5 ± 0.7 kBT and ℓ = 5.3 ± 2.1σ, which is over 5 times as small as in the gel
phase. This bending modulus is slightly larger than the value obtained using Helfrich
theory, though they are within error bars of each other. This value of ℓ corresponds
to δ = 0.5±0.2, which is below to the transition to negative compressibility. Fig. 4.14
compares the stress-strain relationship for these values of κ and ℓ to the prediction by
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Figure 4.14: The buckling stress fx as a function of strain γ for the Cooke model.
The open circles are calculated directly from the stress tensor. The dashed blue
line is the fit to the Helfrich theory from Chapter 2. The solid black curve is the
fit for δ and κ directly from the stress tensor measurements. The 68% (dark gray)
and 95% (light gray) confidence bands are based on resampling the stress tensor
measurements.

Helfrich theory. Not surprisingly, the new fit does a better job than Helfrich theory
matching the simulations, by decreasing the rate at which the stress increases with
strain.

For the MARTINI simulations, fitting to the stress-strain relationship gives κ =
30.5 ± 1.3 kBT and ℓ = 1.76 ± 1.64 nm, which corresponds to δ = 0.24 ± 0.22. Thus
fitting to the stress suggests that the MARTINI membrane is almost an Euler buckle.
Fig. 4.15 shows the fitted stress-strain relationship.

For the Plum simulations, the stress actually increases with strain faster than
predicted by Helfrich theory, which cannot be described by the new theory. Thus,
the best fit is with ℓ = 0, corresponding to Helfrich theory. The Plum model has
unusual behavior compared to the other models, but the new theory does not improve
on Helfrich theory in describing the model.
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Figure 4.15: The buckling stress fx as a function of strain γ for the MARTINI
model. The symbols and curves have the same meaning as in Fig. 4.14

4.2.2 Shape

For completion’s sake, we now check how the predicted shape using the characteristic
length ℓ obtained by the stress fit compares to the simulation shape. From our
attempts to fit the new theory to the shape, we infer that there are problems with
the way that we averaged the shape. Fig. 4.16 shows the RMSD for the Cooke
membranes. The results are better slightly better than those from Helfrich theory,
and the direct fit from Chapter 2 is still better. For the MARTINI membranes
(Fig. 4.17), there is very little difference in the RMSD for the stress fitted shapes and
the Helfrich buckles, since ℓ is so small.

4.3 Summary of Material Parameters

Table 4.1 presents the values for κ and ℓ of the three models discussed in this chapter.
As discussed previously, the values of ℓ obtained by fitting the new theory to the
shapes are unrealistically large. This also leads to substantially larger values for κ.
Fitting the new theory directly to the stress of the simulated buckles gives much
smaller values of ℓ, including 0 for the Plum model. The MARTINI model shows
very little change from the values obtained using Helfrich theory. The Cooke model
has the largest ℓ, in fact it is just below the transition to negative compressibility. As
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Figure 4.16: The RMSD between the simulated shape and the Helfrich shape
(black circles), the theoretical shape fitted to the simulated shape (blue open cir-
cles), and the theoretical shape using the value of ℓ from fitting directly to the
stress-strain relationship (red filled square) for the Cooke buckles.
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Figure 4.17: The RMSD between the simulated shape and the Helfrich shape
(black circles), the theoretical shape fitted to the simulated shape (blue open cir-
cles), and the theoretical shape using the value of ℓ from fitting directly to the
stress-strain relationship (red filled square) for the MARTINI buckles.
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Model Helfrich Shape Fit Stress Fit

κ [kBT ] ℓ κ [kBT ] ℓ [nm] κ [kBT ] ℓ [nm]

Cooke 12.8± 0.4 n/a 16.1± 0.3 11.1± 0.4 13.5± 0.7 5.8± 2.3
MARTINI 29.0± 1.0 n/a 42± 3 8.1± 0.8 30.5± 1.3 1.76± 1.64

Plum 5.49± 0.4 n/a 9.0± 0.8 9.0± 0.6 5.49± 0.4 0

Table 4.1: Summary of the measured material values for the three models obtained
by either fitting the stress using Helfrich theory, fitting the shapes of the buckles
using the new theory, or fitting the stress using the new theory. Fitting using
the shape gives values of ℓ that are unrealistically large. Fitting the stress-strain
relationship using the new theory shows an improvement over Helfrich, theory
while changing κ by a few percent. Using the new theory to fit the stress for the
Plum model gave the same result as with the Helfrich theory.

a result, κ increased by almost five percent.

4.4 Discussion

In this chapter, we have applied the theory presented for gel-phase membranes in
Chapter 3 to the fluid-phase membranes discussed in Chapter 2. Specifically, we have
fitted the new theory to the shapes of the simulated buckles and to the stress-strain
relationship. For the Cooke and MARTINI models, both techniques give a non-zero
ℓ and a larger value of κ compared to Helfrich theory. Unfortunately, there is a sub-
stantial discrepancy in the values obtained from the two fitting techniques. Fitting to
the shapes consistently gives unrealistically large values of ℓ and the resulting theo-
retical stress-strain relationship does not match the simulations. Fitting to the stress
directly gives more believable results and improves on Helfrich theory in describing
the stress, though its improvement on describing the shapes compared to Helfrich
theory is small.

Qualitatively, the results support the theory that the Cooke and MARTINI mem-
branes undergo curvature softening compared to Helfrich theory. The extent is much
smaller than in the gel-phase.

We believe that the discrepancy in results from fitting to the shape or the stress
stems from the way that we average the simulation shapes, which struggles with large
fluctuations in the shape. The lack of large fluctuations in the gel-phase case explains
why we did not have this problem in Chapter 3. A better understanding of the
fluctuations around the ground state is necessary before we can confidently extract
material parameters from the shape.
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Chapter 5

Coarse-graining Elastic Networks

We now turn our attention away from membranes and explore a technique to create
coarse-grained elastic networks. As we mentioned in Chapter 1, networks have proven
useful in investigating the thermal motions of proteins [62–75] and RNA [140–147].
In addition, the relative simplicity of networks make them attractive models to study
the theoretical underpinnings of coarse-graining [148].

Though simple networks are surprisingly useful, there is always a desire to im-
prove them. The most common way to improve an elastic network1 is to iteratively
refine the spring constants by comparing the fluctuations of the network in an MD
simulation with an all-atom reference simulation [71]. This can lead to very accurate
networks, but is computationally expensive, primarily because it requires an atomistic
simulation to be performed.2

In this chapter, we will discuss a procedure to efficiently create a low resolution
elastic network that accurately preserves the fluctuations of the protein. The method
involves first creating a Hessian network,3 which requires us to calculate the Hessian
matrix of a suitably chosen high resolution model. Next, the unwanted degrees of
freedom of the Hessian network are integrated out, which creates a low resolution
Hessian network. We then create an elastic network from the low resolution model.
The accuracy of the final elastic network depends on which particles are removed, and
an efficient search to determine which particles to remove will improve the accuracy
of the method, all without the need for an atomistic reference.

We test the method with a protein and RNA crystal structure. For both cases,
the choice of which particles to remove has a large effect on the ability of the final
elastic network to reproduce the fluctuations of the high resolution model. This
choice of particles to remove will be called the “reduction”. In this chapter we focus

1We remind the reader that by “elastic network” we mean a network that depends on the distance
between particles. This is not to be confused with a Gaussian network.

2If we had to perform an atomistic simulation for every network we wanted to make, we might
as well just run atomistic simulations.

3A reminder: a Hessian network is quadratic with respect to the displacement of particles from
their equilibrium position.
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Figure 5.1: Anticipated work flow of the proposed method. The goal is to create
the CG EN from the high resolution protein model (blue arrow). In order to do to
this, we first must calculate the Hessian from the protein model. We then calculate
the CG Hessian from the high resolution Hessian. Finally, we create a CG EN from
the coarse-grained Hessian.

on describing the strength of different reductions without the need to run an MD
simulation, as well as ways to search for preferable reductions.

5.1 Theory

The method to create the coarse-grained (CG) elastic network (EN) consists of three
parts:

1. Calculate the high resolution Hessian matrix,

2. Calculate the low resolution Hessian matrix by integrating out the degrees of
freedom of some particles,

3. Create the low resolution EN from the low resolution Hessian matrix.

The flow of the method is shown in Fig. 5.1. We now go into each part in greater
detail.
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5.1.1 Creating the Hessian

The first step is to calculate the Hessian matrix from the high resolution model. The
Hessian matrix is a square matrix that contains all second order derivatives of the
potential energy of the protein model:

Hµ,ν
i,j =

∂2E

∂rµi ∂r
ν
j

, (5.1)

where i, j are the labels of the particles and µ, and ν denote the spatial components.
Thus, the Hessian matrix for a system ofN particles is a 3N×3N matrix. The Hessian
can be partitioned into 3 × 3 submatrices, each of which represents the interaction
between two particles. The eigenvalues of the submatrix correspond to the strength
of the interaction in the principle axis between the particles (along the axis between
the two particles and two other perpendicular positions). If the original interaction
is only along the axis between the two particles, then the submatrix only has one
non-zero eigenvalue.

We can always calculate the Hessian using the definition (Eq. 5.1), but for certain
models, the Hessian can be calculated easier. For example, the Hessian matrix for
the Gaussian network model described in Chapter 1 is just the spring constant times
the Kirchhoff matrix [63]. For elastic network models, the elements of the Hessian
can be calculated using [149]

Hµ,ν
i,j = kijd

µ
ijd

ν
ij − δij

∑

l

kild
µ
ild

ν
il , (5.2)

where kij is the spring constant between particles i and j and dµij is the µ component
of the unit vector between particles i and j

dµij = d̂ij · êµ . (5.3)

5.1.2 Creating the Coarse-Grained Hessian

When we say that we are going to create a coarse-grained Hessian, we mean that
from the original Hessian, we will create a Hessian with fewer degrees of freedom,
such that the partition function Z for the Hessian network of both the original and
CG Hessian will agree up to a constant.

Ignoring the kinetic part of the free energy (which will only change Z by a con-
stant), the partition function is

Z ∝
∫

d~r exp

(−β
2
δ~r⊤Hδ~r

)
, (5.4)

where δ~r is the vector of the changes in position of the system with respect to the
equilibrium position (1.4).
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We partially calculate the partition function by integrating out the degrees of
freedom associated with the particles that we want to coarse grain away. Let the
particles that we want to remain be in set A, while the particles we remove are in set
B. This leaves the partition function in the form

Z ∝
∫

d~rA exp

(−β
2
δ~r⊤AHCGδ~rA

)
, (5.5)

where ~rA is the vector of the positions for all particles in set A. We now have a coarse
grained model with the remaining particles whose interactions are defined by this new
Hessian HCG

In order to calculate HCG, we first partition the Hessian into four parts: the sub-
matrix representing the particles in group A, called HA, the submatrix representing
the particles in group B, called HB, the submatrix of interactions between particles
in group A and group B, called G and the transpose of G:

H =

(
HA G
G† HB

)
(5.6)

We can then calculate the CG Hessian using the formula [66, 69, 72]

HCG = HA −GH−1
B G† . (5.7)

This equation is exact, and thus nothing about the partition function has been lost
in the process4. The bottleneck in terms of computational efficiency is in calculating
the inverse of HB, which will be large if we want to coarse grain away most of the
particles in the system.

5.1.3 Creating the Coarse-Grained Elastic Network

Now that we have a CG Hessian, we want to create an anisotropic elastic network
from the Hessian. If the Hessian was calculated from an elastic network, the easiest
way we could obtain the spring constants is by taking the trace of the submatrix that
corresponds to the correct particles. This is because each submatrix would have only
one non-zero eigenvalue, and that eigenvalue is equal to the spring constant.

Unfortunately, the CG Hessian is no longer representable by an elastic network. By
this, we mean that no elastic network can produce this Hessian. There is a subgroup
of all possible Hessians that correspond to elastic networks. The CG process (5.7)
leads the CG Hessian out of this subgroup, even if the original Hessian network came
from an elastic network. If we want a CG elastic network, we have to choose a network
that approximates the CG Hessian. For example, we could still choose to create an
EN whose spring constants correspond to the trace of the corresponding submatrix

4This is quite rare for coarse-graining methods.
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Figure 5.2: Figure shows another interpretation of the flow of the method. The
red arrow represents that the process to go from the coarse grain Hessian to the
elastic network adds the most error to the process.

of the CG Hessian. There are multiple ways to define the EN, and we will discuss
two of the most obvious ones later in the chapter. Two question naturally follow: (1)
what is the best way to choose the EN from the CG Hessian and (2) does the quality
of the final CG EN depend on the CG Hessian from which it was made? These are
the two questions that we address in the rest of the chapter.

At this point, it is fair to ask why we even bother converting the CG Hessian to
an elastic network. The answer is that we want a CG model that is not dependent on
the reference state ~r0. Elastic networks only depend on the distance between particles
and thus can be expressed as a forcefield. This gives us more flexibility in how we
can use the network. First, we can easily run an MD simulation with an elastic
network. We can also easily combine the network with a higher resolution model
as part of a multi-resolution molecular dynamics simulation [150]. Such simulations
separate a system into high and low resolution regions, where a high-resolution model
(such as an all-atom forcefield) is used for the part of a protein that we want to pay
special attention to and a low-resolution model (such as a CG elastic network) is used
for the remaining and mostly rigid parts of the protein. This way the majority of
computational effort is spent on the important region of the simulation.
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5.2 Metrics to determine quality of CG Elastic

Networks

In order to investigate how the elastic networks we obtain from different reductions5

differ in terms of quality. To this end, we need to develop a metric that describes
how well the network for one reduction will perform compared to another reduction.
We start by creating a metric for the individual interactions between particles. To do
this, we look at the ratio rλ of the second largest eigenvalue to the largest eigenvalue
of the interaction submatrix.6 When rλ = 0, there is only one non-zero eigenvalue
and the interaction can be exactly represented as a spring. As the ratio increases
from zero, the interaction is no longer just radial and therefore cannot be exactly
represented as an interaction in an elastic network, but if the second eigenvalue is
very small compared to the largest, the majority of the interaction is still radial. The
worst possible interactions to be treated as a spring occur when rλ = 1, in which
case the interaction strength perpendicular to the radial direction is as strong as in
the radial direction. For sub-matrices which have imaginary eigenvalues, we use the
magnitude of the eigenvalue, which are in fact the only cases where we find rλ = 1.
The fact that there can be imaginary eigenvalues shows the danger of interpreting
the CG Hessian as describing physical interactions.

Now that we have a way to describe individual interactions, we can use it to rate
the entire reduction. There are many potential metrics that we could use, of which
we will now discuss two. First, we could decide that the effective EN bond we get
from a submatrix of the Hessian is acceptable as long as the ratio is below a certain
cutoff rλ,c. We then judge each CG reduction by the fraction of acceptable bonds

fg =

∑
iΘ(rλ,c − rλ,i)

N
, (5.8)

where N is the total number of bonds and Θ is the unit step function. We will refer
to this as the “good bond fraction”. A larger number corresponds to a better CG
network with a value of one being the best possible. This metric assumes that all
bonds that fall in one of the categories (“good” or “bad”) have the same effect on the
final network. The second metric is to look at the average ratio for all the interactions

fa =

∑
i rλ,i
N

(5.9)

where N is the total number of bonds. Smaller values of fa correspond to better CG
networks. This metric has the benefit that we do not have to choose a cutoff value.
In an upcoming section, we will compare the two metrics for different reductions.

5As a reminder, we are using “reduction” to mean a specific set of particles that we are removing
from the high resolution model.

6Care: rλ stands for the ratio of eigenvalues and not for a distance.
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Figure 5.3: Average value of the good bond fraction for different starting configu-
rations of a toy polymer model. Each point is the average value from 1000 different
random reductions. The red squares are for models with 500 initial particles. The
green open circles have 1000 initial particles. The blue filled circles have 2000
initial particles. The CG networks for larger systems perform better than smaller
systems when the same percentage of particles are removed. As we remove more
particles, the good bond fraction gets worse.

5.3 Effects of System Size and Number of Removed

Particles on Metrics

We start by looking at a toy model of a polymer, where particles are randomly
placed one σ away from the previous particle as long as they do not overlap with
any other particles. Once all the particles have been placed, springs are attached
between particles that are within 4 σ of each other. We created 3000 different random
networks; 1000 with 500 initial particles, 1000 with 1000 starting particles, and 1000
with 2000 starting particles. We then removed different percentages of particles and
calculated the good bond fraction with rλ,c = 0.01. Fig. 5.3 shows the results for the
good bond fraction. The first trend to notice is that the average good bond fraction
decreases as we remove more particles, so the more particles we remove the worse the
average network will be. Second, the larger the initial system, the better the average
good bond fraction for the same percentage of particles removed. We find the same
trends when we instead use the average ratio as our metric.
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Figure 5.4: Image of thee crystal structure of a conformation of Adenylate Kinase.

5.4 Elastic Networks for Protein Molecule

We will now test the method using a high-resolution Gaussian Network as the initial
protein model. We will use a crystal structure of Adenylate Kinase (PDB: 4AKE
[10]) as the model protein. The structure is shown in Fig. 5.4. This protein has a
nice distribution of rigid and flexible domains, and it is also of an intermediate size
with 214 residues and 1656 heavy atoms that makes it computationally inexpensive
to work with. We only look at the heavy atoms in the protein.

5.4.1 Random Configuration Distributions

We start by randomly choosing 5000 different CG reductions, in which 90 percent
of the particles are removed, and look at the distribution of the good bond fraction
and the average ratio. Fig. 5.5 shows the results for the good bond fraction. The
distribution is approximately Gaussian with a mean of 0.19 and a standard deviation
of 0.01. Fig. 5.6 shows the results for the average ratio, where the mean is 0.35 and
the standard deviation is 0.01. Fig. 5.7 compares the two metrics and shows that
they are strongly anti-correlated with a correlation coefficient of −0.76.

Of course the metrics are not helpful if they cannot predict how well the CG
networks perform at reproducing observables of the high resolution model. We will
use the root mean square fluctuations (RMSF) for each particle as the observable
that we compare. The RMSF for a particle is defined as

RMSFi =
√

〈|~ri − ~ri,0|2〉 , (5.10)

where ~ri is the position of the ith particle, and ~ri,0 is the initial position of the particle.
Before calculating the deviation in position of particles from their initial positions,
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Figure 5.5: Distribution of the good bond fraction for CG networks of the Adeny-
late Kinase structure in which 90 percent of bonds have been removed. The mean
value is 0.19 and the standard deviation is 0.01.

we first translate and rotate the system so that the total deviation of all the particles
from the initial frame is minimized.

5.4.2 Defining the Spring Constant

To calculate the RMSF, we run a simulation using the EN network, and thus we now
return to the question as to how we define the spring constant. Remember that in
the ideal case, the spring constant is the only non-zero eigenvalue of the submatrix
of the Hessian representing the interaction between two particles. We already men-
tioned taking the trace of the submatrix. In this case, we are adding the strength of
the non-radial part to the radial interaction, even though these are supposed to be
perpendicular. Another plausible option is to take the largest eigenvalue and ignore
all the non-radial interactions between the two particles.
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Figure 5.6: Distribution of the average ratio for CG networks of the Adenylate
Kinase structure where 90 percent of bonds have been removed. The mean value
is 0.35 and the standard deviation is 0.01.

Fig. 5.8 shows the RMSF for the same reduction with the spring constants defined
as the largest eigenvalue and as the trace. The network that uses the trace for
the interactions is able to reproduce the fluctuations of the all atom network better
than the network using the largest eigenvalues. This is convenient, since it is easier
to calculate the trace of each submatrix than to find the eigenvalues. Choosing
the largest eigenvalue leads to overestimating the fluctuations which is caused by
underestimating the strength of the interactions, which is not surprising considering
that we ignored interactions. The best explanation for why the trace works better is
that we are not ignoring any interactions, and though we are changing the direction of
the non-radial interactions, this is balanced by changes in other interaction pairs. For
the rest of the results shown, the simulations were performed with spring constants
defined by the trace.
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Figure 5.7: Scatter plot of the good bond fraction versus the average ratio for
random reductions with 90 percent of particles removed. The correlation coefficient
is −0.76.
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Figure 5.8: Comparison of RMSF for the particles of the CG network and the
equivalent high resolution particles. The CG reduction had an average ratio of 0.3
and a good bond fraction of 0.21. Left: The largest eigenvalue of the interaction
submatrix was used as the spring constant. Right: The trace of the interaction
submatrix was used as the spring constant.
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Figure 5.9: Comparison of RMSF for the particles of a CG network and the
equivalent high resolution particles. This network has an average ratio of 0.4 and
a good bond fraction of 0.09, which makes it one of the worse networks according
to both metrics.

5.4.3 RMSF of Random Reductions

The network in Fig. 5.8 has an average ratio of 0.30 which makes it the reduction
with the best average ratio from all the randomly sampled reductions. It also has
a good bond fraction of 0.22 when a cutoff of 0.1 is used. We now compare this
network to a network on the other end of the spectrum with an average ratio of 0.4
and a good bond fraction of 0.09. Fig. 5.9 shows this network performs worse at
reproducing the fluctuations of the all atom network, especially for particles that had
large fluctuations in the all atom model.

In general, we see that for reductions with a large average ratio or small good
bond fraction, the CG fluctuations are too large compared to the high resolution
simulation, and they perform worse for the particles that have large fluctuations in the
high resolution simulation. As the metrics improve, the CG networks perform better
at reproducing the fluctuations. The best networks at reproducing the fluctuations
of the high-resolution model are the networks that score high with both metrics.

5.4.4 Single Particle per Amino Acid

We know that there is a distribution of quality of the CG reductions, and we would
obviously like to use the best we can find. Of course, searching for the optimal
reduction will take time, so it would be nice to find a simple rule that we can follow.

Traditionally, CG elastic networks have used the Cα atoms of each amino acid as
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Reduction Good Bond Fraction Average Ratio

Random Reductions (0.21, 0.01) (0.32, 0.01)
Cα 0.21 0.32
Cβ 0.21 0.32

Table 5.1: Good bond fraction and average ratio value for reductions with the
same particle from each amino acid. The values for the random reductions is the
mean value and standard deviation of the distribution (mean, sd).

the remaining degrees of freedom for a coarse-grained description [63, 64, 66, 72, 73,
151]. Fig. 5.10 shows the RMSF comparison for the CG network with only the Cα

from each amino acid remaining. This network has an average ratio of 0.32 and a
good bond fraction of 0.21. Since this network has removed 88 percent instead of 90
percent of particles, the distributions for the average ratio and good bond fraction
are slightly shifted compared to the reductions we have investigated so far: the mean
value and standard deviation of the average ratio distribution are 0.32 and 0.01,
respectively, and the mean value and standard deviation for the good bond fraction
are 0.21 and 0.01, respectively. Thus the Cα network is average for the number of
particles removed according to these metrics. We also looked at using the other atoms
that make up the backbone of an amino acid, but they all perform worse than the
Cα network.

The one atom selection that performs better than the Cα comes from the side
chain of the protein. Fig. 5.11 shows the RMSF results for a network with only the
Cβ particles from each amino acid. Even though this reduction also has an average
ratio of 0.32 and a good bond fraction of 0.21, it reproduces the fluctuations of the
high resolution model slightly better than the Cα network. Our best explanation is
that the Cβ atoms are closer to the center of mass of the amino acid.

5.4.5 Optimized Reductions

We now focus on trying to efficiently find the best reductions. To this end, we have
investigated two Monte Carlo based sampling routines to minimize the average ra-
tio. We have found that minimizing the average ratio is numerically easier and more
successful than maximizing the good bond fraction. Working with the good bond
fraction increases the chance of getting stuck during the search. During each MC
step, one particle in the CG network is swapped with a particle that had previously
been removed. We used both simulated annealing [152, 153] and Wang-Landau sam-
pling [154] with multiple different starting reductions. The simulations were run for
5000 steps so that we could compare their effectiveness to random sampling. Both
simulated annealing and Wang-Landau perform only slightly better than random
sampling. Fig. 5.12 shows the results for one of these optimized reductions. Even
though there is only a slight improvement in terms of the average ratio, the reduc-
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Figure 5.10: Comparison of RMSF for the particles of the CG network with all
the Cα and the equivalent high resolution particles.
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Figure 5.11: Comparison of RMSF for the particles of the CG network with all
the Cβ and the equivalent high resolution particles.
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Figure 5.12: Comparison of RMSF for the particles of a CG network obtained
from SA sampling.

tion reproduces the fluctuations of the high resolution simulation better than any
other reduction we have looked at, including the Cβ only reduction. It especially
performs well for the atoms that undergo large fluctuations, which is where most of
the reductions begin to fail.

5.4.6 Efficient MC Steps

Finding good reductions requires many MC steps, which hurts our goal of efficiency
when these steps are costly. Normally, when we perform the coarse graining routine,
the computational bottleneck is inverting the Hessian matrix of the particles that
we want to remove. Luckily, we do not need to invert the entire matrix when we
make an MC step because we can use information from the previous step. Since we
are only replacing one particle, we are only changing three rows and three columns
of the removed Hessian matrix HB, and so we are able to use information from the
calculation of the inverse for the previous HB to quickly calculate the new inverse.

Our first step is to calculate the inverse matrix of the particles that are the same
for both reductions. Let us call the group of particles that are being removed in both
reductions S the previously removed particle that is now not removed O and the
new particle to be removed N7. We will write the original sub-Hessian of removed
particles HB,0 as:

HB,0 =

(
HO HO,S

H†
O,S HS

)
, (5.11)

7S for same, O for old, and N for new
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where HO,S is the interaction matrix between particle O and the other particles. Our
first goal is to find the inverse of HS because it will be useful later.

We partition the inverse of HB the same way:

H−1
B,0 =

(
M1 M1,2

M†
1,2 M2

)
, (5.12)

where M1 has the same size and is in the same position in the inverse matrix as HO

is in the original matrix.
The inverse of HS is

H−1
S = M2 −M†

1,2M
−1
1 M1,2 . (5.13)

We call the new sub-Hessian of removed particles HB,1,

HB,1 =

(
HN HN,S

H†
N,S HS

)
, (5.14)

where HN is the Hessian submatrix for the new particle to be removed.
To make the final result easier to read, we define N = HN −HN,SH

−1
S H†

N,S. We
then find that the inverse is:

H−1
B,f =

(
N−1 −N−1HN,SH

−1
S

−H−1
S H†

N,SN
−1 H−1

S +H−1
S H†

N,SN
−1HN,SH

−1
S

)
(5.15)

Thus, instead of having to take the inverse of a very large matrix, we need need
to find the inverse of two 3 × 3 matrices, and perform some additional matrix mul-
tiplication and addition. This reduces the time needed to create a new reduction by
orders of magnitude.

The difference between the elements of the inverse matrix calculated using this
method and from scratch is on the order of 10−25 for the first 1000 steps. Over
time, the numerical errors accumulate and eventually the total error begins to rapidly
increase. This normally occurs after 2000 steps and necessitates that we calculate the
inverse matrix directly after a set number of steps (normally 1000 steps to remain on
the safe side).

Even though the Monte Carlo sampling methods have only shown a small im-
provement in finding good networks compared to random sampling (The reduction
in Fig. 5.12 was found using the efficient MC step technique), the fact that we can
perform the MC steps quickly allows us to sample hundreds of times more reductions
in the same amount of time.

We now discuss why the attempts at finding an optimal reduction appears to be
only slightly better than random sampling. Simulated annealing would often become
stuck in a minimum whose average ratio were only three to four standard deviations
from the mean of the distribution. If we raised the “temperature” again, the sample
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would just fall into another well where the reductions were also only three standard
deviations better than the mean. This would continue no matter how long we ran a
simulated annealing simulation. The only difference between running the simulation
for 5000 steps or 25000 steps was the number of different reductions of this type
that would be found. Wang-Landau sampling has the same problem. The density of
reductions that are more than three standard deviations away from the mean must
be extremely small, difficult to find by our MC moves, or maybe it is simply zero.

5.5 Elastic Networks for RNA

We now apply the coarse graining method to an RNA example. Starting with the
crystal structure of the Adenine riboswitch (PDB: 1Y26 [155]), we again produce
an all atom elastic network that we then coarse grain. This riboswitch was chosen
because it is of similar size as the Adenylate Kinase we used as the example for
proteins, with 83 bases and 1499 heavy atoms. The structure is shown in Fig. 5.13.

We use an all atom elastic network with distance cutoff of 0.9 nm for the initial
interactions. In this section, we follow the same order as for proteins where we start
by looking at CG reductions chosen at random before moving to reductions consisting
of the same particle for each nucleic acid.

Figure 5.13: Image of crystal structure of the Adenine riboswitch.
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Figure 5.14: Distribution of the good bond fraction, where a good bond is defined
as an interaction with an eigenvalue ratio below a cutoff of 0.1.

5.5.1 Random Configuration Distribution

As with the protein, we start our investigation by randomly choosing reductions where
90 percent of the particles are removed at random. Fig. 5.14 shows the results for the
good bond fraction which again has a normal distribution. The cutoff value is 0.1.
Fig. 5.15 shows the results for the average ratio. The two metrics have a correlation
of -0.68, which is slightly weaker than for the protein model.

We now look at some reductions that fall at different ends of these distributions.
Fig. 5.16 compares the RMSF for a configuration with an average ratio of 0.34 and a
good bond fraction of 0.23. This makes it one of the best reductions according to its
average ratio and an above average configuration according to its good bond fraction.
Fig. 5.17 shows the RMSF comparison for a CG configuration with an average ratio
of 0.36 and a good bond fraction of 0.25, making it above average according to its
average ratio and one of the best reductions according to its good bond fraction. Both
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Figure 5.15: Distribution of the average ratio.

Reduction Good Bond Fraction Average Ratio

Random Reductions (0.19, 0.02) (0.37, 0.01)
5.16 0.23 0.34
5.17 0.25 0.36
5.18 0.18 0.40

Table 5.2: Good bond fraction and average ratio value for two good reductions
and one bad reduction. The figure that shows the RMSF for the reduction is
given in the table. The values for the random reductions are the mean value and
standard deviation of the distribution (mean, standard deviation).
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Figure 5.16: Comparison of the RMSF for a CG network and the equivalent
particles of the all atom network. The CG network has an average ratio of 0.34 and
a good bond fraction of 0.23. This makes it one of the best reductions according
to its average ratio and an above average configuration according to its good bond
fraction.

CG networks are able to reproduce the fluctuations of the high resolution model over
all ranges of fluctuation magnitude. These results are better than the equivalent
random reductions for the protein model.

Fig. 5.18 shows the RMSF for a configuration with an average ratio of 0.4 and a
good bond fraction of 0.18, making it a poor configuration according to both metrics.
The fluctuations of the network are consistently larger than for the high resolution
model.

We tried to use the same advanced searching techniques to find a better CG
network than what we could obtain randomly, but the best reductions that we found
did not perform any better than the best random networks. This suggests that it is
even more difficult to find the best reductions from the RNA distribution.

5.5.2 Single Particle per Nucleic Acid

We now turn our attention to networks that only have the same particle from each
base. We will specifically look at networks with only the phosphorous atom, the C1’
carbon atom, and the C2 carbon atom from the phosphate, sugar, and base parts
of the nucleic acid respectively. Previous work by Pinamonti et al. [140] has looked
at these three reductions using a Hessian network model, as opposed to the elastic
network that we implement. They found that the C1’ model performed the best at
reproducing the fluctuations of all atom simulations. This was followed by the C2
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Figure 5.17: Comparison of the RMSF for a CG network and the equivalent
particles of the all atom network. The CG network has an average ratio of 0.36
and a good bond fraction of 0.25, making it above average according to its average
ratio and one of the best reductions according to its good bond fraction.

AA RMSF (nm)

C
G

R
M
S
F
(n
m
)

0.120.10.080.060.040.020

0.12

0.1

0.08

0.06

0.04

0.02

0

Figure 5.18: Comparison of the RMSF for a CG network and the equivalent
particles of the all atom network. The CG network has an average ration of 0.4
and a good bond fraction of 0.18 making it a poor configuration according to both
metrics.
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Reduction Good Bond Fraction Average Ratio

Random Reductions (0.16, 0.02) (0.42, 0.01)
P 0.24 0.39
C1’ 0.18 0.42
C2 0.09 0.49

Table 5.3: Good bond fraction and average ratio value for reductions with the
same particle from each nucleic acid. The values for the random reductions are
the mean value and standard deviation of the distribution (mean, sd).

carbon and finally the phosphorus network.
Fig. 5.19, Fig. 5.20, and Fig. 5.21 show the RMSF for the phosphorous, C1’

carbon and C2 carbon respectively. Our results do agree with Pinamonti et al. [140]
in that the C1’ network performs better than the C2 network, but the phosphorus
network performs better than both with our method. The only difference between
the two methods is that we convert the CG Hessian to an anisotropic elastic network,
while Pinamonti et al. stay with a Hessian network. From this we can gather that
the elements of the interactions that we lose when we create the C1’ network are
substantial, where as we don’t lose as much for the phosphorus network.

Since these networks only have six percent of the particles remaining, we cannot
compare average ratio or good bond fraction to the ten percent networks that we have
looked at so far. The mean average ratio distribution for random networks with only
83 particles remaining is 0.42 with a standard deviation is 0.01 and the mean good
bond fraction is 0.16 with a standard deviation of 0.02. The phosphorous network
has an average ratio of 0.39 and a good bond fraction of 0.24 making it well above
average for both of these metrics. The C1’ network has an average ratio of 0.42 and
a good bond fraction of 0.18 making it slightly above average. The C2 network has
an average ratio of 0.49 and a good bond fraction of 0.09 making it one of the worst
networks. This is consistent with the RMSF results.

These results are fundamentally different from the protein networks, where the
better network was not on the backbone. For the protein model, we suggest that this
was because the Cβ particle is closer to the center of mass. For the RNA molecule, the
phosphorous is on the backbone. In addition, all the protein single particle networks
had average values for the average ratio and good bond fraction metric. Instead, the
phosphorous RNA network is at the good tail end of the distribution.

Overall, the general principles of this CG elastic network technique are the same
for the protein and RNA molecules, but we are unable to make universal claims about
what makes a better network.
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Figure 5.19: Comparison of the RMSF for the CG network with only the phospho-
rous atoms and the equivalent particles of the all atom network. The CG network
has an average ratio of 0.39 and a good bond fraction of 0.24.
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Figure 5.20: Comparison of the RMSF for the CG network with only the C1’ car-
bon atoms and the equivalent particles of the all atom network. The CG network
has an average ratio of 0.42 and a good bond fraction of 0.18.
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Figure 5.21: Comparison of the RMSF for the CG network with only the C2 car-
bon atoms and the equivalent particles of the all atom network. The CG network
has an average ratio of 0.49 and a good bond fraction of 0.09 .

5.6 Discussion

We can efficiently create CG Gaussian networks by partially integrating the partition
function of the quadratic Taylor expansion of a high resolution model. Unfortunately,
we cannot exactly transfer the coarse grained Hessian to an anisotropic elastic network
that can be used in Molecular Dynamic simulations, and we are forced to make an
approximation of the CG Hessian. The choice of which particles to remove has a large
effect on the ability of the CG anisotropic network to reproduce the fluctuations of
the high resolution model. For the protein example we discuss, the standard choice
of keeping every Cα works reasonably well, but it is only an average reduction, and
therefore there are reductions that perform better. For instance, picking the Cβ atoms
for a protein configuration over the Cα, or performing a search over all reductions
and finding an even better set of heavy atoms to represent the molecule. For the
RNA molecule, the best CG networks perform exceptionally well at reproducing the
fluctuations, and we were unable to find better reductions using advanced sampling
techniques.

There are two main areas of improvement for this method. Though the advanced
sampling techniques that we tried did not find reductions at the tail of the distribu-
tions, there may be better methods, or there may be a different metric that is easier
to search. The second area of improvement is in determining what makes a good re-
duction. At the moment, the potential lessons from one bio-molecular structure seem
to be contradicted by the lessons from another structure. Are there universal guide-
lines for selecting a good reduction? Regardless, this method already can produce
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elastic networks that can to a good job of reproducing the fluctuations of atomistic
models without the need for an atomistic reference model, and there is still room for
improvement.
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Mathematical Symbols

This section provides a table of the important symbols used in this thesis. The
symbols are ordered by when they appear in the thesis. Not all symbols in the thesis
are listed. Many symbols that are only used briefly have been omitted.

Symbol Description
E Energy of a membrane
S The surface of a membrane
ci Principle curvature of a surface
K The total curvature (K = c1 + c2)
K0 The spontaneous curvature
KG The Gaussian curvature (KG = c1c2)
κ The bending modulus
κ̄ The Gaussian curvature
~r The positional degrees of freedom for a system
~r0 The equilibrium position of the particles in a sys-

tem
rµi The µ component of the position of particle i
δrµi The difference in the µ component of the position

of particle i from its equilibrium position
di,j The distance between two particles
d0i,j The equilibrium distance between two particles
dµi,j The difference in the µ component of the position

between two particles
hq The undulation mode of wave vector q
τr The relaxation time
L The length of a membrane
Fz The force on a membrane tether
Rt The radius of a membrane tether
Lx, Ly, Lz The dimensions of the simulation box
γ The buckling strain (γ = (L− Lx)/L)
φ The angle that the membrane makes against the

horizontal axis
fx The lateral compressive stress along the x-

direction
Σ The isotropic surface tension
λ The ratio of the bending modulus to the lateral

compressive stress
m The elliptic parameter
ψi The angle at the inflection point
σ Unit of length for Cooke simulations
ǫ Unit of energy for Cooke simulations
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Epot The potential energy of a simulation
R The ratio of the potential energy and free energy

of a membrane
ℓ Length material parameter that determines the

extent that the membrane deviates from Helfrich
theory

f̃x The squared ratio of ℓ and λ (ℓ2/λ2)
δ Dimensionless parameter relating ℓ to the length

of the membrane L
w The thickness of a bilayer
Lt The length of a tethered membrane
H The Hessian matrix for a system
Z The canonical partition function
rλ The ratio of the second largest to the largest

eigenvalue
fg The fraction of acceptable bonds for a reduction
fa The average ratio for a reduction
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[38] O. Berger, O. Edholm, and F. Jähnig, “Molecular dynamics simulations of a
fluid bilayer of dipalmitoylphosphatidylcholine at full hydration, constant pres-
sure, and constant temperature,” Biophys. J., vol. 72, no. 5, pp. 2002–2013,
1997.

[39] S. J. Marrink, X. Periole, D. P. Tieleman, and A. H. d. Vries, “Comment on
“On using a too large integration time step in molecular dynamics simulations
of coarse-grained molecular models” by M. Winger, D. Trzesniak, R. Baron and
W. F. van Gunsteren, Phys. Chem. Chem. Phys., 2009, 11, 1934,” Phys. Chem.

Chem. Phys., vol. 12, pp. 2254–2256, 2010.

119



[40] V. Tozzini, “Coarse-grained models for proteins,” Curr. Opin. Struct. Biol.,
vol. 15, pp. 144–150, 2005.

[41] D. Fritz, C. R. Herbers, K. Kremer, and N. F. A. van der Vegt, “Hierarchical
modeling of polymer permeation,” Soft Matter, vol. 5, p. 4556, 2009.

[42] M. Deserno, “Mesoscopic Membrane Physics: Concepts, Simulations, and Se-
lected Applications,” Macromol. Rapid Comm,, vol. 30, pp. 752–771, 2009.

[43] W. G. Noid, “Perspective: Coarse-grained models for biomolecular systems,”
J. Chem. Phys., vol. 139, p. 090901, 2013.

[44] S. Riniker, J. R. Allison, and W. F. van Gunsteren, “On developing coarse-
grained models for biomolecular simulation: a review,” Phys. Chem. Chem.

Phys, vol. 14, pp. 12423–12430, 2012.
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[153] V. Černý, “Thermodynamical approach to the traveling salesman problem: An
efficient simulation algorithm,” J. Optim. Theory Appl., vol. 45, pp. 41–51,
1985.

[154] F. Wang and D. P. Landau, “Efficient, Multiple-Range RandomWalk Algorithm
to Calculate the Density of States,” Phys. Rev. Lett., vol. 86, pp. 2050–2053,
2001.

[155] A. Serganov, Y. R. Yuan, O. Pikovskaya, A. Polonskaia, L. Malinina, A. T.
Phan, C. Hobartner, R. Micura, R. R. Breaker, and D. J. Patel, “Structural Ba-
sis for Discriminative Regulation of Gene Expression by Adenine- and Guanine-
Sensing mRNAs,” Chem. Biol., vol. 11, pp. 1729–1741, 2004.

129


	THESISFORM- DIGGINS
	pdiggins_physics_2016

