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#### Abstract

With increased application of mechanical micromachining for creating small features with complex geometries on a broad range of materials, the need for understanding the mechanics of machining at the micro-scale has been recognized. During mechanical micromachining of metals, the tool-workpiece interaction occurs entirely within either a single crystal or a few crystals of the workpiece material. Consequently, the crystallographic properties (e.g., anisotropy) of individual crystals strongly affect the machining response, including micromachining forces and resulting surface finish. Hence, the crystallographic effects that are generally neglected (due to the perceived isotropic nature of the workpiece) in macro-scale machining need to be studied both experimentally and theoretically for gaining a better understanding of the micromachining process.

This thesis aims to understand the effects of crystallographic anisotropy on machining response of face centered cubic metals through physics-based modeling and experimental analysis. The thesis begins with an introduction to micromachining and the associated crystallographic effects on the micromachining response. Subsequently, a literature review is presented and the shortcomings of the available research are identified. In particular, (a) the lack of physically realistic machining force models incorporating the effects of anisotropy, and (b) a necessity for experimental data analyzing the effect of anisotropy over a broad range of machining conditions, are addressed. The work is performed in three stages, with the first two addressing the former, and the last one addressing the latter shortcoming.

First, a simplified machining force model incorporating the effects of anisotropy is developed by combining a plasticity theory and the Merchant's machining model. Since the deformation geometry is unknown a-priori in machining operations, a shear angle determination scheme is necessary before predicting the forces. For a given crystallographic orientation, the model considers the minimization of the total power, including the shearing (plastic) and rake-face friction power, to determine the shear angle and predict the machining forces. The calculation of shearing power is performed using the Bishop and Hill's plasticity theory, thus incorporating the effects of anisotropy. The model is calibrated and validated using the available (but limited) machining force data from the literature. An analysis of the model is also performed to observe the effects of orientation, friction angle and rake angle. The simplified model neglected the effects of hardening and lattice rotation observed during large strain deformation (such as that experienced in machining).

Second, a more physically realistic rate sensitive plasticity-based machining (RSPM) force model is developed to enhance the simplified model by incorporating the hardening and lattice rotation


effects. Similar to the simplified model, minimization of the total power (sum of plastic and friction power) is used to determine the shear angle. When calculating the required plastic power, rate-sensitive constitutive equations with hardening and kinematics of single crystal deformation (including lattice rotation) are used. The obtained shear angle is then used to predict the machining forces. The RSPM model is calibrated using the Kriging-algorithm-based SuperEGO (efficient global optimization) code to obtain the five material parameters required. Both the calibration and the subsequent validation are performed using the machining force data available in the literature. Use of the RSPM model improved the match with the experiments over the use of the simplified model. The RSPM model is then used to analyze the effects of orientation, rake angle, coefficient of friction and material properties on machining forces.

Third, to address the need for comprehensive experimental data and analysis, a precision turning and a precision planing apparatus are designed and constructed. Initial machining experiments performed on single crystal and coarse-grained polycrystal aluminum showed that the machining force and surface finish values vary strongly with crystallographic orientations. A measurement of deformation below the cut surface also indicated the importance of measuring the subsurface deformation in future studies. Subsequently, a comprehensive study on the effect of anisotropy over a range of cutting parameters is performed for coarse-grained polycrystal aluminum. In these experiments, in addition to the machining parameters, the effect of subsurface deformation is studied by comparing experimental results from cases with and without cleanup cut. The results from these experiments quantified the effects of crystallographic anisotropy, its interaction with machining parameters and the effect of sub surface deformation on machining forces and surface finish.

The thesis concludes with a discussion of future work covering both modeling and experimental aspects of the research. The future work is divided into near term and long term future work, where the near term work includes planing and plunge turning experiments on single crystals and the extension of the RSPM model to oblique machining. In the longer term, modifications to the machining force model to include the non homogeneity of the shear zone, and extension of the model to three dimensional machining operations like milling are proposed.

The fundamental contributions of this thesis research are focused on modeling and experimental investigations on single-crystal and coarse-grained materials. Specific contributions include; (1) A simplified machining model that includes the crystallographic anisotropy; (2) A comprehensive ratesensitive plasticity-based machining force model including hardening and crystal rotation effects and large deformations; (3) An experimental infrastructure, including precision planing and plunge-
turning testbeds, to facilitate experimental investigations and model validations in the presence of crystallographic effects; and (4) An experimental understanding on the effects of crystallography when micro-machining single-crystal and coarse-grained materials.
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## Chapter 1

## Introduction

As current trends towards miniaturization accelerate and ever more applications are realized, garnering a comprehensive understanding of the micro-manufacturing processes becomes imperative for optimizing current technologies and developing future technologies. Mechanical micromachining, which includes the application of traditional machining techniques such as milling, drilling, and turning to the micro scale, is gaining momentum as a flexible and efficient way to make truly three-dimensional micro-scale features and parts from a wide selection of materials [1-14] (see Fig. 1.1). Although kinematically similar, micromachining is fundamentally different from conventional (macro) machining.

An important difference arises from the considerable effect of workpiece microstructure on the micromachining processes. Characteristic dimensions of crystals in metals are commensurate with the uncut chip thickness values experienced in micromachining (see Fig. 1.2(b)). Therefore, the process takes place within individual crystals or within a few crystals at a time. Since elastic and plastic behavior of individual crystals are anisotropic, the mechanical properties vary when passing through different grains. Therefore, machining response, including forces, chip-thickness ratio, lamellae structure, surface finish, built-up edge and side flow will vary during the process. In contrast, since a large number of grains are encountered during macro-scale cutting processes, an averaged effect from the workpiece microstructure is experienced, and the material can usually be assumed to behave isotropically (see Fig. 1.2(a)).


Figure 1.1: Examples of micro machined features (a) PMMA micro pillars, (b) Stainless steel gear, (c) Brass mold (for microfluidic devices), and (d) Green state ceramic wall.

### 1.1 Basics of Machining Process

Machining is a manufacturing process involving removal of thin layer of material (often called the chip) from a larger body (workpiece) using a tool. Most common machining operations include milling, drilling, boring, turning and broaching. Even though the actual operations can involve complicated tool, workpiece interaction geometries, all the machining processes can be modeled based on two basic geometries. These are orthogonal and oblique machining geometries shown in Fig. 1.3.

In orthogonal machining, the cutting edge is perpendicular to the cutting velocity, whereas, in oblique machining the cutting edge makes an inclination angle $(\lambda)$ with respect to the cutting velocity normal. In both cases the chip formation happens through material separation at the cutting edge. Furthermore, the chip undergoes severe plastic deformation as it separates from the workpiece. Considering the focus of the current thesis, only the orthogonal machining geometry is described in detail here.

Figure 1.4 shows the various deformation zones and the nomenclature for the orthogonal machining geometry. The deformation of the chip mostly occurs in the primary deformation zone


Figure 1.2: Comparison between (a) Macro scale machining, and (b) Micro scale machining.


Figure 1.3: Basic machining geometries (a) Orthogonal machining, and (b) Oblique machining.
(PDZ) and the rubbing of the chip on tool face occurs in the secondary deformation zone (SDZ) as shown in Fig. 1.4. Orthogonal machining with continuous chip formation can be modeled as a steady state process. Researchers have used various approaches to model the machining problem, including mechanistic, empirical and numerical procedures.

Of all the available models, Merchant's machining model is frequently cited for its simplicity and effectiveness in capturing the machining kinematics [15]. Merchant idealized the machining process by considering the PDZ as a thin straight plane and the SDZ as a friction zone [16]. The angle the shear plane makes with the cutting velocity is known as the shear angle (see Fig. 1.4). Shear angle determines the amount of deformation and is unknown $a$-priori during machining operation.

In his machining model, Merchant identified the various velocities (viz., shear velocity, chip velocity) and forces involved in machining and arrived at governing relationships between them for a given shear angle. The velocity triangle and the Merchant's force circle diagram provide a graphical representation of these relationships. Furthermore, Merchant arrived at a scheme for


Figure 1.4: Orthogonal machining nomenclature.
determining the shear angle by minimizing the total power, including plastic power in PDZ and friction power in SDZ, consumed during machining. Such power calculation requires the knowledge of both, material behavior and friction conditions on the rake face.

### 1.1.1 Plastic Deformation in Metals

Plastic deformation in metals under most conditions is the result of the motion (also called slipping or glide) of line defects called dislocations (for example edge dislocation in Fig. 1.5(a)) on particular planes, called slip planes, in particular directions, called slip directions. The motion of dislocation does not result in the volume change of the material, consequently plastic deformation is an isovolume process.

For face centered cubic (fcc) metals, the close packed directions on close packed planes are the slip directions, with the corresponding planes being the slip planes as shown in Fig. 1.5(b). A combination of slip plane and a slip direction is called a slip system. There are 12 such slip systems in fcc metals, resulting from 4 slip planes and 3 slip directions on each of those four planes. The slip plane normals belong to the $\left\{\begin{array}{lll}1 & 1 & 1\end{array}\right\}$ family, and the slip direction belong to the $<110>$ family.

The slipping action on slip systems manifests as a strain on the overall material geometry. In general applied plastic strains are accommodated by the material through combination of slipping action on multiple systems. In particular, any arbitrary strain can be achieved by a combination
(a)



(b)


Figure 1.5: (a) Edge dislocation in a lattice and its motion, (b) Face centered cubic unit cell.
of slip on five independent slip systems [39] ${ }^{1}$.
The arrangement of slip systems determined by the crystallographic structure is the cause of anisotropy during plastic deformation. Depending on the orientation of the crystal, the amount of work required in deforming fcc crystals can vary significantly.

[^0]Table 1.1: Experimental studies on single-crystal machining from the literature, and associated machining parameters.

|  | Material | Rake Angle | Feed $(\mu \mathrm{m})$ | Speed $(\mathrm{mm} / \mathrm{s})$ |
| :---: | :---: | :---: | :---: | :---: |
| Clarebrough and Ogilivie (1950) [27] | Pb | $60^{\circ}$ | 25 | - |
| Black [29] | $\mathrm{Cu}, \mathrm{Al}$ | - | $0.0025-2$ | 1 |
| Ramalingam and Hazra (1973) [17] | Al | $40^{\circ}$ | 127 | 0.27 |
| Williams and Gane (1977)[35] | Cu | $40^{\circ}$ | $1-100$ | $0.1-1$ |
| Ueda and Iwata (1980) [30] | $\beta$-brass | $0^{\circ}, 20^{\circ}$ | $0.1-200$ | 0.0025 |
| Williams and Horne (1982) [21] | Cu | $40^{\circ}$ | 100 | 20 |
| Cohen (1982) [19] | $\mathrm{Cu}, \mathrm{Al}$ | $50^{\circ}-0^{\circ}$ | 114.3 | 0.44 |
| Sato et al. (1979-83) [23, 31,34$]$ | Al | $35^{\circ}$ | 100 | 1.66 |
| Sato et al. $(1991)[24]$ | Al | $3^{\circ}$ | $0.5-3$ | 16.66 |
| Moriwaki e al.. (1993) $[22]$ | Cu | $0,5^{\circ}$ | $0.01-3$ | 8833.33 |
| Yuan et al. $(1994)[25]$ | $\mathrm{Cu}, \mathrm{Al}$ | $0^{\circ}$ | $1-10$ | $0.16-0.83$ |
| To et al. $(1997)[20]$ | Al | $0^{\circ}$ | $1-10$ | $0.16-0.83$ |
| Zhou and Ngoi (2001) $[40]$ | $\mathrm{Al}, \mathrm{Cu}$ | $0^{\circ}$ | $5-10$ | 1300 |
| Lawson et al. $(2007)[26]$ | Al | $0^{\circ}$ | $5-20$ | $5-15$ |

### 1.2 Literature Review

Researchers have conducted both experimental and theoretical studies on the effect of crystallographic structure on machining response. A brief overview of these studies (with focus on face centered cubic (fcc) materials) is presented in this section.

A number of experimental studies have confirmed that machining response, including machining forces [17-26], chip lamellae [26-30], dynamic shear stress [17,19-21], and surface roughness [20,22, 31] depend on the crystallographic orientation in fcc metals. Some investigations also considered the effect of crystallographic anisotropy on the built-up edge (BUE) [27] and material side-flow [31]. Researchers have conducted both plunge-turning [19,20,25] and planing experiments [17,21-24,26$29,31]$ on single-crystal metals. Some of the experimentation was conducted inside a scanning electron microscope (SEM), allowing visual observation of chip formation [19, 30]. Single-crystal fcc materials, mainly aluminum [17,19-21,23,24,26,31], and copper [19, 21, 22], have been tested in these studies. The experimental conditions vary significantly across studies, hence a lookup table (see Table. 1.1) containing the conditions for each study is provided for clarity.

Early studies on machining single crystals were aimed at observing the lamellae structure of the chips formed during machining. The first known study was published in 1950 by Clarebrough and Ogilivie [27] who microtomed large crystals of lead, and observed a strong correlation between the crystallographic orientation and lamellae spacing. Subsequent studies of J.T. Black and von Turkovich shed light on various aspects of micro-scale chip formation in single-crystal cutting
[28,29,32,33]. They performed a quantitative study of chip formation mechanisms in single-crystal copper and aluminum via an ultra-microtomy process. Scanning Electron Microscopy (SEM) was used for the first time to examine chip morphology. The lamellae thickness was seen to be affected by the crystallographic orientation and uncut chip thickness (below $2 \mu \mathrm{~m}$ ) [32,33].

In the subsequent years, researchers attempting to establish dynamic shear stress (DSS) ${ }^{2}$ as a fundamental material property, machined coarse grained aluminum crystals [17]. Although the machining forces were seen to vary with the crystal orientation, the DSS was found to be invariant with respect to orientation [17]. However, it must be noted that in in-situ (inside an SEM) plunge-turning experiments conducted later, the DSS was found to vary with crystallographic orientation on single-crystal aluminum and copper [19]. In another study on copper, in addition to the orientation of the cutting plane, the cutting direction was also observed to affect DSS [21].

Of all the machining responses, the behavior of machining forces (and therefore the specific energies) while cutting single-crystal materials at different orientations has been studied in greater detail by various researchers [19, 21-24, 26, 31, 34, 35].

A majority of the researchers [21-24, 26, 31, 34, 35] used the planing configuration, in which the tool cuts along a particular crystal direction for a fixed length of the workpiece (see Fig. 1.6(a)). The planing data on aluminum consists primarily of cutting forces on (1 1 1) [21, 24, 31], (1 1 0) $[21,24,34]$ and ( 001 ) $[24,34]$ planes ( $(u v w)$ in Fig. 1.6(a)). Planing force data was also collected for cutting various directions about $\left[\begin{array}{lll}0 & 0 & 1\end{array}\right][26]$ and $\left[\begin{array}{lll}1 & 1 & 2\end{array}\right][31]$ zone axes on aluminum single crystals (i.e., the zone axis directions coincide with [abc] in Fig. 1.6(a)). The planing forces on copper have been measured while cutting on ( $\left.\begin{array}{lll}1 & 1 & 0\end{array}\right)$ and ( $\left.\begin{array}{lll}1 & 1 & 1\end{array}\right)$ planes [21], and about $\left[\begin{array}{lll}1 & -1 & 0\end{array}\right]$ zone axis $[22,35]$. The results from the planing studies showed that the anisotropy of fcc crystals strongly affects the machining forces, inducing up to $312 \%$ variation in machining forces at different crystallographic orientations for a given zone axis [26]. In addition to constant (stable) forces [17,21-24,26], monotonically-increasing [23], bi-stable [21,26] and periodically-varying [26,30] force signatures have been observed for different cutting parameters and crystallographic orientations during planing experiments. Abrupt, short-term reduction in forces was also observed in some studies [23].

While planing experiments provide detailed data in terms of cutting forces, only one crystal orientation can be machined at a time. As an alternative to the planing configuration, the plungeturning configuration shown in Fig. 1.6(b) has been used in [19,20,25]. This configuration provides near-continuous data for the entire range of cutting directions for a given zone axis. These turning
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Figure 1.6: (a) Planing configuration, (b) Plunge-turning configuration, and (c) In-plane machining
experiments can be further divided into two types. While Fig. 1.6(b) shows the case where the zone axis $[a b c]$ serves as axis of rotation, Fig. 1.6(c) has the cutting plane normal as axis of rotation. Henceforth, the case shown in Fig. 1.6(c) will be refereed to as in-plane machining for clarity.

In the plunge turning experiments of Cohen [19] cutting forces were collected about the $\left[\begin{array}{lll}0 & 0 & 1\end{array}\right]$ zone axis ( $[a b c]$ in Fig. 1.6(b)) while cutting both aluminum and copper single-crystals. The force measurements from these experiments showed a repeatable four-fold symmetry expected from the crystallographic symmetry of $\left[\begin{array}{lll}0 & 0 & 1\end{array}\right]$ zone axis. While the $\left[\begin{array}{lll}1 & 0 & 0\end{array}\right]$ cutting direction produced the minimum force, the maximum force was consistently observed to occur at an offset of 15-20 degrees from $\left[\begin{array}{lll}1 & 1 & 0\end{array}\right]$ cutting direction.

The in-plane machining results [20,25] consist of machining force variation with cutting directions about ( $\left.\begin{array}{lll}1 & 1 & 0\end{array}\right)$ and ( $\left.\begin{array}{lll}1 & 1 & 1\end{array}\right)$ cutting plane normals. The experimental force variation with cutting directions on (1110) plane were found to be larger than those on (111ll) cutting plane due to the increased crystallographic symmetry on ( $\left.\begin{array}{lll}1 & 1 & 1\end{array}\right)$ plane as compared to (1 100$)$ plane.

Despite the above described studies, the available force data is scattered sparsely over the possible cutting conditions, posing a difficulty for validating the developed machining models or gaining a thorough understanding on the effects of crystallographic anisotropy during machining. Although both planing and plunge-turning studies suggest a strong effect of crystallographic anisotropy on machining forces, the available data is insufficient to elaborate on the effects of rake angle, cutting velocity and uncut chip thickness while machining single crystal fcc metals.

Apart from forces another important machining response is the roughness of the machined surface. Experimental studies have found a correlation between different crystallographic orientations and resulting surface roughness [20]. The roughness variation results showed expected crystallographic symmetries in the in-plane machining experiments on copper [20]. In a contrasting result, Moriwaki observed that for uncut chip thicknesses below $0.1 \mu \mathrm{~m}$ when micromachining alreadymachined surfaces the surface roughness (and machining forces) were not affected by the crystallographic orientation [22]. This was explained by considering the significant sub-surface damage (dislocations) left from previous cutting passes.

While the relatively large body of experimental evidence suggests a strong dependence of machining response parameters (lamellae, DSS, forces, and surface quality) on crystallographic orientation, relatively few attempts have been made to incorporate explicitly the effects of crystallographic anisotropy into machining models [34,36-38]. Modeling the effects of anisotropy requires incorporating the underlying physical phenomenon causing the anisotropy. Additional complications in
machining modeling arise from the lack of knowledge of the actual amount of deformation (often characterized by the shear angle). As a consequence, strategies for incorporating the effects of anisotropy must at first include the determination of shear angle.

Researchers have considered a few different approaches for incorporating the anisotropy into machining models. An early work by Sato et al. [34] used the Schmid factor to obtain the active slip systems during machining. The amount of slip on each slip system was assumed to be proportional to the Schmid factor of that slip system. The value of shear angle was then calculated from the vector sum of slip directions on active slip systems.

While the aforementioned approach provides some physical basis, the actual function of Schmid factor is only to predict one active slip system [39]. Hence, Schimd factor-based approaches are more relevant while discussing deformation caused solely by single slip, unlike deformations during machining. To obtain the shear deformation during machining-on any arbitrary orientation-requires simultaneous activation of five or more independent slip systems. Recognizing this fact, later attempts by researchers incorporated Taylor-factor [39] based models, which are more relevant for multi-slip scenarios.

In a more recent effort, Lee et al. [37,38] used a modified form of the Taylor factor, referred to as the effective Taylor factor, to predict the shear angle in single-crystal cutting. For each crystallographic orientation, the Taylor factor was calculated for all possible shear angles. The effective Taylor factor was then obtained by dividing the Taylor factor with cosine of two times the difference between the candidate shear angle and 45 degrees. Essentially, the effective Taylor factor was used to incorporate the geometrical aspect of variation of strain with shear angle by "penalizing" those shear angle candidates away from the geometrically optimal 45 degrees. This form of effective Taylor factor is only applicable for zero rake angle case, since 45 degrees is not geometrically optimal for non-zero rake angles. While the goal was to choose the shear angle from the orientation that provided the minimum effective Taylor factor, this approach did not yield a unique solution in most cases. A texture softening factor was subsequently used to uniquely predict the shear angle as the angle that results in the minimum texture softening factor. This work was then extended to predict the variation in cutting forces with crystallographic orientation using Merchant's model.

While the Taylor-factor based models significantly improve the prediction capability as compared to Schmid-factor based models, they do not incorporate the kinematic aspects (rake angle, strain variation with shear angle) and friction (on the rake face) while arriving at shear angle solutions. In determining the shear angles, all of the aforementioned models used only crystal plasticity models,
while the mechanics of material removal was considered after the determination of shear angle. Therefore, the shear angles and shear forces were insensitive to the changes in friction on the rake face.

### 1.3 Research Objectives

The literature review suggests a critical need for physically realistic force models for micromachining operations. The models need to simultaneously incorporate both the effects of crystallographic anisotropy and the kinematics of the machining process. Furthermore, a careful observation of the available experimental results also reveals a necessity for experimental data on the effects of anisotropy covering a broad range of machining conditions.

The overreaching goal of this thesis is to understand and model the effects of crystallography during the micromachining process. We will address this goal through the following specific objectives:

- To develop physically realistic machining force models incorporating anisotropy.
- To perform experimental analysis and understand the effects of crystallography on machining of coarse grained polycrystal and single-crystals.


### 1.4 Research Contributions

The fundamental contributions of this thesis research are focused on modeling and experimental investigations on single-crystal and coarse-grained materials. Specific contributions include;

1. Development of a simplified machining model incorporating crystallographic anisotropy by combining Bishop and Hill's plasticity model with Merchant's machining force model
2. Development of a comprehensive rate-sensitive plasticity-based machining force (RSPM) model to include the effects of lattice rotation and strain hardening.
3. Development of experimental infrastructure, including a precision planing and a precision turning apparatus for performing micro planing and micro plunge turning operations.
4. An experimental understanding on the effects of crystallography when micro-machining singlecrystal and coarse-grained materials.

## Chapter 2

## A Simplified Model for Orthogonal Machining of FCC Single-crystal Materials

This chapter presents a simplified crystal-plasticity based machining force model and its analysis. First, the model, which combines the Bishop and Hill's plasticity theory and Merchant's machining model, is described in detail. For a given crystallographic orientation (workpiece zone axis and cutting plane), the model considers the minimization of the total power, including the shearing and rake-face friction power, to determine the shear angle and specific energies. Next, the results from the model are validated against experimental data from the literature for machining on single-crystal aluminum and copper, indicating the model's capability to capture the effects of crystallographic anisotropy. The model is then used to investigate the effects of friction, rake angle, and crystallographic orientation on specific energies and shear angles. A set of metrics, including the mean value, the deviation from the mean, and the phase shift of the specific energies, are used to facilitate evaluation of the results over a wide range of parameters. Finally, a simplification to the model, based on the use of Merchant's shear angle, is proposed. The validity of the simplification is mathematically proven, and the simplified model is shown to capture important trends regarding crystallographic anisotropy.

### 2.1 Model Description

In this section, the crystal plasticity based model for orthogonal cutting of fcc metals is described. The model requires the calculation of the plastic power (for shearing) and the friction power. In determining the friction power, the shear and friction forces, as well as the shear strain, are related to the shear angle through Merchant's model [16]. Subsequently, a procedure is used to determine the shear angle that will result in the minimum machining power (i.e., the sum of shearing and friction powers). Once the shear angle is determined, shear strain, and cutting and thrust specific energies, can be calculated. The present model assumes that the effects of lattice rotation during the calculation of plastic power is negligible. A constant coefficient of friction on the rake face is considered. Furthermore, the shear is assumed to occur along a thin shear plane. In contrast to earlier models (e.g., [34]), an a-priori selection of slip systems involved in deformation is not required in the proposed model. Rather, the model provides a superset of potentially active slip systems based on the chosen yield vertex within the Bishop and Hill's theory.

### 2.1.1 Calculation of Plastic Power

Calculation of plastic power necessitates the knowledge of work done in plastic deformation along with the volumetric flow rate. In the presented model, Bishop and Hill's theory [41] is used to obtain the plastic work. The incremental plastic work, $d W_{p}$, can be expressed as

$$
\begin{equation*}
d W_{p}=-B \epsilon_{11}+A \epsilon_{22}+2 F \epsilon_{23}+2 G \epsilon_{13}+2 H \epsilon_{12} \tag{2.1}
\end{equation*}
$$

where the coefficients $A, B, F, G$ and $H$ depend on the critical resolved shear stress (CRSS) $\tau_{c}$ as described in [39], and $\epsilon_{i j}$ are the elements of the strain tensor in the crystallographic coordinate system. Using Eq. (2.1), $d W_{p}$ can be calculated for each of the 56 possible yield vertices that exists for an fcc metal, assuming CRSS is same for all the slip systems. The maximum value of work, out of the 56 yield vertices, is then considered as the work of plastic deformation ${ }^{1}$.

To calculate the strain tensor for the cutting process, the geometry of orthogonal cutting process given in Fig. 2.1(a) is considered, where $\phi$ is the shear angle, $h$ is the uncut chip thickness, and $\alpha$ is the rake angle. For a shear of $d \gamma$ along the shear plane, with the plane-strain condition, the
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Figure 2.1: (a) A depiction of the orthogonal cutting process with the Merchant's cutting force diagram, and (b) the coordinate system used for model derivation.
displacement gradient in the shear plane coordinates $\left(x_{s}, y_{s}\right)$ is given by

$$
E_{s}=d \gamma\left[\begin{array}{lll}
0 & 1 & 0  \tag{2.2}\\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right] .
$$

The symmetric part of the displacement gradient gives the strain tensor $\epsilon_{s}$ as

$$
\epsilon_{s}=\frac{E_{s}+E_{s}^{T}}{2}=\frac{d \gamma}{2}\left[\begin{array}{lll}
0 & 1 & 0  \tag{2.3}\\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right] .
$$

Using a coordinate transformation matrix, the strain tensor $\epsilon_{w}$ in the workpiece coordinate system (1-2-3) shown in Fig. 2.1(b) can be written as

$$
\epsilon_{w}=T_{\phi} \epsilon_{s} T_{\phi}^{T}=\frac{d \gamma}{2}\left[\begin{array}{ccc}
-\sin (2 \phi) & \cos (2 \phi) & 0  \tag{2.4}\\
\cos (2 \phi) & \sin (2 \phi) & 0 \\
0 & 0 & 0
\end{array}\right],
$$

where the coordinate transformation matrix $T_{\phi}$ is given as

$$
T_{\phi}=\left[\begin{array}{ccc}
\cos (\phi) & -\sin (\phi) & 0  \tag{2.5}\\
\sin (\phi) & \cos (\phi) & 0 \\
0 & 0 & 1
\end{array}\right] .
$$

Since Eq. (2.1) requires the strain components to be expressed in the crystal coordinate system, a coordinate transformation can be used to obtain the strain tensor $\epsilon$ in the crystal coordinates as

$$
\begin{equation*}
\epsilon=P \epsilon_{w} P^{T}, \tag{2.6}
\end{equation*}
$$

where coordinate transformation matrix $P$ is determined from the orientation of current coordinate system with respect to the crystal coordinates. Based on the orthonormal Miller indices associated with the directions 1-2-3 given in Fig. 2.1(b), $P$ can be written as

$$
P=\left[\begin{array}{lll}
h & u & a  \tag{2.7}\\
k & v & b \\
l & w & c
\end{array}\right]
$$



Figure 2.2: Definition of the orientation angle for fixed zone axis. A disk-type workpiece is considered in plunge-turning configuration.

One way to describe the cutting orientation (i.e., the cutting-plane normal) is to define an angle $\theta$ from a reference axis perpendicular to the zone axis, as illustrated in Fig. 2.2. Based on this definition, the $P$ matrix can be expressed as

$$
\begin{equation*}
P=R T_{\theta} \tag{2.8}
\end{equation*}
$$

where

$$
R=\left[\begin{array}{lll}
p & d & a  \tag{2.9}\\
q & e & b \\
r & f & c
\end{array}\right], \quad T_{\theta}=\left[\begin{array}{ccc}
\cos (\theta) & \sin (\theta) & 0 \\
-\sin (\theta) & \cos (\theta) & 0 \\
0 & 0 & 1
\end{array}\right]
$$

Combining Eqs. (2.3)-(2.9), an expression for $\epsilon$ can be obtained as

$$
\begin{equation*}
\epsilon=R T \epsilon_{s} T^{T} R^{T} \tag{2.10}
\end{equation*}
$$

where $T$ is given by

$$
T=T_{\theta} T_{\phi}=\left[\begin{array}{ccc}
\cos (\phi-\theta) & -\sin (\phi-\theta) & 0  \tag{2.11}\\
\sin (\phi-\theta) & \cos (\phi-\theta) & 0 \\
0 & 0 & 1
\end{array}\right]
$$

The incremental work for shearing the material along the shear plane can now be calculated from Eq. (2.1) using the elements of the $\epsilon$ matrix ( $\epsilon_{i j}{ }^{\prime}$ s) obtained from Eq. (2.6). The total work of plastic deformation, $W_{p}$, is obtained by summing the incremental work until the prescribed
engineering shear strain $\gamma$ is reached. Under the assumption of no lattice-reorientation during plastic deformation, the total work for any given zone axis and angle $\theta$ in terms of prescribed engineering shear strain simplifies to

$$
\begin{equation*}
W_{p}=\int d W_{p}=\int_{0}^{\gamma} g(\phi-\theta) d \gamma=g(\phi-\theta) \gamma . \tag{2.12}
\end{equation*}
$$

Here, $g(\phi-\theta)$ represents a function that is obtained by maximizing (over the 56 possible vertices) the work expression in Eq. (2.1) after substituting the required elements of the $\epsilon$ tensor from Eq. (2.10). The shearing power (i.e., the power spent in plastic deformation), $\dot{W}_{p}$, can now be obtained from the product of volumetric flow rate of the material and the plastic work as

$$
\begin{equation*}
\dot{W}_{p}=(h w V) W_{p} \tag{2.13}
\end{equation*}
$$

where $w$ is the width of cut and $V$ is the cutting velocity.

### 2.2 Calculation of Forces and Power

Since the shear angle solution will be determined through the minimization of total power, it is necessary to obtain the power spent in overcoming friction on the rake face. The friction power can be obtained if the friction force and chip velocities are known. Where as the chip velocity can be determined from the geometry, the determination of the friction force requires the knowledge of shear force and coefficient of friction on the rake face.

The shear force, $F_{s}$, in Merchant's model can be calculated from shearing power using

$$
\begin{equation*}
F_{s}=\frac{\dot{W}_{p}}{V_{s}} \tag{2.14}
\end{equation*}
$$

where the shear velocity $V_{s}$ can be related to the cutting velocity $V$ as

$$
\begin{equation*}
V_{s}=V \frac{\cos (\alpha)}{\cos (\phi-\alpha)} . \tag{2.15}
\end{equation*}
$$

The friction force, $F_{f}$, can be given in terms of the tangential force $F_{c}$ and thrust force $F_{t}$ as

$$
\begin{equation*}
F_{f}=F_{c} \sin (\alpha)+F_{t} \cos (\alpha) \tag{2.16}
\end{equation*}
$$

where,

$$
F_{c}=\frac{F_{s} \cos (\beta-\alpha)}{\cos (\phi+\beta-\alpha)}, \quad F_{t}=\frac{F_{s} \sin (\beta-\alpha)}{\cos (\phi+\beta-\alpha)},
$$

and $\beta$ is the friction angle, which can be related to the coefficient of friction $\mu$ as

$$
\begin{equation*}
\tan \beta=\mu \tag{2.17}
\end{equation*}
$$

To calculate the friction power $\dot{W}_{f}$, the friction force is multiplied with the chip velocity $V_{c}$ as

$$
\begin{equation*}
\dot{W}_{f}=F_{f} V_{c} \tag{2.18}
\end{equation*}
$$

where,

$$
\begin{equation*}
V_{c}=V \frac{\sin (\phi)}{\cos (\phi-\alpha)} \tag{2.19}
\end{equation*}
$$

The total power, $P_{t}$, can now be calculated by summing the shear power and friction power as

$$
\begin{equation*}
P_{t}=\dot{W}_{f}+\dot{W}_{p}=g(\phi-\theta) \frac{(h w V) \cos (\beta-\alpha)}{\sin (\phi) \cos (\phi+\beta-\alpha)} \tag{2.20}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma=\frac{\cos (\alpha)}{\sin (\phi) \cos (\phi-\alpha)} \tag{2.21}
\end{equation*}
$$

is used to express the engineering shear strain in terms of shear and rake angles.

### 2.2.1 Solution Procedure

The first step of the modeling procedure is the determination of shear angle within the physically allowable ranges. The force relations in Merchant's machining model indicates that shear angles larger than $(90-(\beta-\alpha))$ would reverse the direction of shear force along the shear plane. Furthermore shear angles are required to be positive. Therefore, the physically allowable range of shear angles are within $(0,(90-(\beta-\alpha)))$.

The crystallographic strain tensor is then calculated from Eq. (2.6) for the specified crystallographic orientations of the cutting plane normal and cutting direction. These strain values are used to determine the plastic work using Eqs. (2.1) and (3.10). The product of volumetric flow rate of
the material and the calculated plastic work results in the shearing power following Eq. (3.6).
Next, for the given friction angle and cutting velocity, the shearing force, shearing velocity, and the friction force are determined using Eqs. (2.14), (2.15) and (2.16), respectively. Summing the friction power obtained from Eq. (3.2) with the shearing power yields the total power for the cutting process according to Eq. (3.1).

For a given cutting orientation, total power is calculated for every shear angle candidate (with a specific increment) within the allowable range. The shear angle candidate resulting in the minimum power is then selected as the shear angle for the specified conditions. Therefore, the shear angle and the cutting forces are uniquely determined for given crystallographic orientations of the cutting plane normal and cutting direction.

### 2.3 Model Validation

In this section, we provide experimental validation using data from the literature for both singlecrystal aluminum and single-crystal copper (both fcc metals). In addition to varying cutting direction for constant zone axis, comparisons with data are also provided for varying zone axis for constant cutting plane.

### 2.3.1 Validation for Fixed Zone Axis

The first set of experimental validation includes varying cutting direction (with respect the crystal axes) for $\left[\begin{array}{lll}0 & 1\end{array}\right]$ zone axis (see Fig. 2.2). The experimental data presented in [17, 19] from in-situ diamond-turning experiments inside an SEM on single-crystal aluminum and copper are used for the validation study. The experiments are conducted in a plunge-turning configuration, where a disk of single-crystal aluminum or copper is cut by feeding the cutting tool along the disk diameter as the disk is rotated. For aluminum, Cohen [19] used the rake angles of 40 and 50 degrees. The cutting velocity and uncut chip thickness were set to $0.44 \mathrm{~mm} / \mathrm{s}$ and 0.11 mm , respectively, for each rake angle. The width of workpieces varied between 1.27 mm to 1.65 mm . For the copper single crystals, the rake angles of 20 and 40 degrees were used, and the cutting velocity and uncut chip thickness were set to $0.55 \mathrm{~mm} / \mathrm{s}$ and 0.11 mm , respectively. The width of workpieces varied between 2.03 mm to 2.67 mm . The zone axis of the machined single crystals for both aluminum and copper was parallel to $\left[\begin{array}{lll}0 & 0 & 1\end{array}\right]$ direction. To evaluate the proposed model, the shear angles and specific cutting energy obtained from the model are compared to Cohen's experiments.


Figure 2.3: The experimental data used for the calibration of the model for aluminum single-crystal machining with fixed zone axis ([0 01$]$ ); and the model with the calibrated CRSS value of 67 MPa : (a) Specific cutting energies, and (b) Shear angles.

The model requires the effective CRSS, which depends on the deformation history and strain rate. To determine the effective CRSS value for aluminum through calibration, the mean horizontal force for orientations about [ $\left.\begin{array}{lll}0 & 1\end{array}\right]$ direction for the 40 degree rake angle case was used. It is critical to note that the model calibration requires only one value, the mean specific cutting energy. For this reason, only a few extremum points are sufficient for model calibration. Since the horizontal force, and subsequently the specific cutting energy, depend linearly on the CRSS, this calibration does not change the calculated variations of shear angle and specific energies with crystallographic orientations, but only scales the magnitudes of specific energies. The calibration yielded a CRSS value of 67 MPa considering an average workpiece width of 1.46 mm and a friction angle of 50 degrees (as given in [19]). This relatively higher value of CRSS is expected due to the large strain and high strain rates, and associated increase in hardening and strain-rate effects, experienced during machining.

Figure 2.3(a) shows the calibration data along with the modeling result obtained using the CRSS value of 67 MPa . In this figure, the orientation angles are measured between the cutting plane normal and $\left[\begin{array}{lll}0 & 1 & 0\end{array}\right]$ direction about zone axis ([lll $\left.\left.\begin{array}{lll}0 & 1\end{array}\right]\right)$ as shown in Fig. 2.2. The direction of cutting velocity (assigned to the workpiece) is given by the cross product between zone axis and cutting plane normal. It is seen that the model captures the general trend of variation in forces with crystallographic orientation. A slight phase shift is also observed between the model and experiments. As pointed out by Cohen, however, this could be the result of complexity of chip


Figure 2.4: The variation of calculated specific total power with shear angle candidates and orientation angles. The solid line indicates the minimum specific power.
formation due to continuously varying crystallographic orientation experienced during the turning processes.

Figure 2.3(b) compares the calculated shear angle with the experimental results. Although the cyclic variation of the shear angles was captured, the specific trend of shear angles show some differences from that seen in the experiments. Those differences may be explained considering Fig. 2.4, which shows the values of total specific power calculated for all the orientations at different shear angle candidates. At a fixed orientation angle, the surface shows how the specific total power varies with shear angle candidates. The shear angle candidate that provides the minimum power is selected as the shear angle solution. In Fig. 2.4, these minimum power values obtained at every orientation angle are joined by a solid line. The predicted shear angle curve seen in Fig. 2.3(b) is the projection of this line on the shear angle candidate - orientation angle plane. A closer examination of Fig. 2.4 indicates that the total power changes very slowly with the shear angle around the minimum shear angle. This indicates that the total power for a relatively large range of shear angles are approximately the same. This phenomenon causes a relatively large deviation on selected shear angles. However, since the forces depend on the total power, and since the total power does not vary appreciably, the forces can still be identified accurately.

The calculated DSS using the calibrated CRSS was found to vary between 82 MPa and 164 MPa for orientations about $\left[\begin{array}{lll}0 & 0 & 1\end{array}\right]$ direction. The calculated range closely matches the range (105-166


Figure 2.5: Comparison of the model predictions and experimental data for aluminum single-crystal machining with fixed zone axis of $\left[\begin{array}{lll}0 & 1\end{array}\right]$ :(a) Specific cutting energies and (b) Shear angles.

MPa ) reported in literature [17] for single crystal aluminum while cutting under similar conditions (40 degree rake angle).

The validation for aluminum is done by comparing the calculated value of cutting specific energy and shear angles with the experimental value for a separate set of data (from calibration). For the validation case, a 50 degree rake angle and a 56.5 degree friction angle are used Fig. 2.5. It can be seen that the variation in specific energies arising from the crystallographic anisotropy (with $\pm 31 \%$ variation about the mean), as well as the particular trend of variation (peaks and valleys at certain orientations) is well captured by the model. For the reasons explained above, the shear angles do not show as close of a match as the specific energies.

For copper, the calibration was performed using the case of 20 degree rake angle and 40 degree friction angle about [0001] zone axis [19]. The calibrated value of the CRSS, considering an average workpiece width of 2.35 mm , is 300 MPa , which is reasonable considering the large strain and high strain rates involved during cutting.

The validation for copper is performed by comparing the predicted values using the calibrated CRSS for the case of 40 degree rake angle and 57 degree friction angle about $\left[\begin{array}{lll}0 & 1\end{array}\right]$ zone axis using the calibrated CRSS value. As shown in Fig. 2.6, similar to that for aluminum, the specific cutting energy matches well with the experimental values. It should be noted that the experimental data shows some anomalous behavior, as noted by Cohen [19], above an orientation angle of 300 degrees; as expected from crystallographic symmetry, the data was supposed to continue the periodic


Figure 2.6: Comparison of the predicted and experimentally obtained specific energies for copper single-crystal machining with fixed zone axis of $\left[\begin{array}{lll}0 & 0 & 1\end{array}\right]$.
pattern. This portion of the data is disregarded due to experimental error [19]. In general, the variation in specific energies arising from the crystallographic anisotropy and the particular trend of variation is, again, successfully captured by the model.

### 2.3.2 Validation for Fixed Cutting Plane

The second set of experimental validation includes varying zone axis for fixed value of cutting plane normals (see Fig. 2.7). Zhou and Ngoi [40] presented cutting forces for planing of single-crystal copper, where different cutting directions on the ( $\left.\begin{array}{lll}1 & 1 & 0\end{array}\right)$ and (llll $\left.\begin{array}{ll}1 & 1\end{array}\right)$ cutting planes were considered. Unlike the fixed zone axis, where the observation direction (i.e., the zone axis) is kept the same, in-plane machining keeps the cutting plane normal the same while changing the cutting direction about the normal. The experiments are conducted in a face cutting operation where the depth of cut is given along the plane normal of the rotating single crystal disk.

A comparison between the predicted cutting-force variation with the direction of cut on the (1 10 ) and ( $\left.\begin{array}{lll}1 & 1 & 1\end{array}\right)$ cutting planes of single-crystal copper with the experimental data is provided in Fig. 2.8. Since the friction coefficient was not specified in [40], only a qualitative comparison can be made, i.e., the variation of forces with crystallographic orientation, rather than the exact force magnitudes, are compared. It should be noted that, irrespective of actual friction coefficient, the predicted trend of variation remains similar. As seen in Fig. 2.8, the model successfully captures the force variation on both planes. The predicted variation on the ( $\left.\begin{array}{lll}1 & 1 & 0\end{array}\right)$ plane is larger than


Figure 2.7: Sample, crystal, and cutting orientations for the fixed cutting plane experiments and validation in planing configuration.
the variation on ( $\left.\begin{array}{lll}1 & 1 & 1\end{array}\right)$ plane as observed in experiments due to the increased crystallographic symmetry on ( $\left.\begin{array}{lll}1 & 1 & 1\end{array}\right)$ plane as compared to ( $\left.\begin{array}{lll}1 & 1 & 0\end{array}\right)$ plane.

### 2.4 Model application

Using the calibrated values of critical resolved shear stress, the model is used to analyze the effects of crystallographic orientation, rake angle and friction angles on specific energies and shear angles for both aluminum and copper. An examination of the model indicates (Eq.3.1) that the specific energies and shear angles depend only on the difference between friction and rake angles. The effect of change in workpiece material is incorporated in the model through change in $(\beta-\alpha)$ and CRSS. Furthermore, since the only effect of CRSS (at a fixed $(\beta-\alpha)$ ) is to uniformly scale the specific energies, the effect of orientation and $(\beta-\alpha)$ is studied for one fcc material. The behavior for another fcc material can be obtained by scaling the specific energy plots with the ratio of CRSSs of the materials. Hence, the effect of crystallographic orientation and $(\beta-\alpha)$ is studied only for aluminum.

To study the effect of orientation, the variation in specific energies are plotted for orientations about eight different zone axis, namely [0 001$]$, $\left[\begin{array}{lll}1 & 1 & 1\end{array}\right],\left[\begin{array}{lll}1 & 0 & 1\end{array}\right],\left[\begin{array}{lll}1 & 1 & 2\end{array}\right],\left[\begin{array}{lll}2 & 1 & 2\end{array}\right],\left[\begin{array}{lll}2 & 1 & 3\end{array}\right],\left[\begin{array}{lll}2 & 1 & 6\end{array}\right]$ and $[1$ 0 2]. As indicated in Fig. 3.17, the zone axes are chosen such that they are uniformly distributed over the basic stereographic triangle. The orientation angles about $\left[\begin{array}{lll}0 & 0 & 1\end{array}\right],\left[\begin{array}{lll}1 & 1 & 1\end{array}\right],\left[\begin{array}{lll}1 & 0 & 1\end{array}\right],\left[\begin{array}{lll}1 & 1 & 2\end{array}\right]$, $\left[\begin{array}{lll}2 & 1 & 2\end{array}\right],\left[\begin{array}{lll}2 & 1 & 3\end{array}\right],\left[\begin{array}{lll}2 & 1 & 6\end{array}\right]$ and $\left[\begin{array}{lll}1 & 0 & 2\end{array}\right]$ zone axis were measured clockwise from $\left[\begin{array}{lll}0 & 1 & 0\end{array}\right],\left[\begin{array}{lll}1 & 1 & -2\end{array}\right],\left[\begin{array}{lll}0 & 1 & 0\end{array}\right]$, $\left[\begin{array}{lll}-1 & 1 & 0\end{array}\right],\left[\begin{array}{lll}-1 & 0 & 1\end{array}\right],\left[\begin{array}{lll}-1 & -1 & 1\end{array}\right],\left[\begin{array}{lll}1 & 4 & -1\end{array}\right]$ and $\left[\begin{array}{lll}0 & 1 & 0\end{array}\right]$ directions, respectively, according to Fig. 2.2.


Figure 2.8: (a) Simulated variation in cutting force on (1 10 ) plane, (b) Experimental variation in cutting force on $\left(\begin{array}{lll}1 & 1 & 0\end{array}\right)$ plane [40], c) Simulated variation in cutting force on $\left(\begin{array}{lll}1 & 1 & 1\end{array}\right)$ plane and (d) Experimental variation in cutting force on (1 111 ) plane [40].

The specific cutting energies for $(\beta-\alpha)$ of 10 degrees are shown in Fig. 2.10. Since the thrust force, $F_{t}$, is equal to $F_{c} \tan (\beta-\alpha)$, the specific thrust energy plots can be obtained by scaling the specific cutting energy plots by $\tan (\beta-\alpha)$.

For a given zone axis, the overall shapes of the specific energy curves are seen to vary only negligibly with changing $(\beta-\alpha)$. Thus, as seen in Fig. 3.12, the shape of the specific energy curve can be parameterized by using three parameters, including the mean value $M$, the deviation about the mean (amplitude $\Omega$ divided by the mean $M$ ), and the phase angle $\eta$ (the phase lag of the maximum value of specific energy from 0 degrees). This parameterization allows us to represent the variation of $(\beta-\alpha)$ for a given zone axis by presenting the specific energy curve once, and then plotting the change in the three parameters with changing $(\beta-\alpha)$.

The deviation is useful in an operation like milling, where the rotation of the tool causes continuously changing cutting direction about the zone axis (aligned along the rotation axis). The


Figure 2.9: The standard stereographic triangle and the zone axes selected for the analysis.
deviation in specific energy can also have a significant effect in determining the quality of machined surface. The mean specific energy, $M$, provides information on the ease of machinability about a particular zone axis. It should be noted that the phase angle is meaningful only within an orientation, and the phase angles cannot be compared across orientations since they are measured from different directions for each zone axis. The phase angles are provided only to qualitatively observe how the specific energies shift with varying $(\beta-\alpha)$ for different zone axes.

Although most of the zone axes chosen do not have a structural four-fold symmetry, the specific energies and shear angles showed a four-fold symmetry in all cases. This was observed to be the result of sparsity of strain tensor of the form given by $\epsilon_{w}$ in Eq. (2.4). The resulting strain tensor $\epsilon$ in crystal coordinates for two cutting plane normals, separated by 90 degrees about any zone axis, were observed to be the negative of each other for any orientation. Furthermore, the symmetries in the Bishop and Hill theory (symmetries of yield vertices) result in same maximum work values irrespective of the sign of the strain tensor. Thus, for the two orientations separated by 90 degrees, the resulting total power are equal for any shear angle candidate. Hence, the chosen shear angle and the corresponding specific energies are also equal, and a four fold symmetry is observed at any zone axis.

Figures 2.12(a) and 2.12(b) show the effect of varying the $(\beta-\alpha)$ on the mean specific cutting energy and mean specific thrust energy, respectively, for various zone axes. Although the mean specific thrust energy plots can be obtained by scaling the mean specific cutting energy plots by $\tan (\beta-\alpha)$, they are provided here for added clarity. Increasing $(\beta-\alpha)$ is seen to increase mean specific energies, indicating, as expected, that increasing rake face friction or reducing the rake angle increases the mean specific energies. Although the mean specific energy was seen to vary


Figure 2.10: The effect of zone axis on specific cutting energy.
with zone axes, this variation was seen to be small relative to the values of mean specific energy. It should be noted that since the specific energy values scale with the CRSS value, the amount of (absolute) variation would be larger for copper. The $\left[\begin{array}{lll}1 & 0 & 1\end{array}\right]$ and $\left[\begin{array}{lll}0 & 0 & 1\end{array}\right]$ zone axes exhibit the minimum and maximum values of mean specific energy, respectively. This can be explained by the fact that the model yielded a higher (8) number of potential slip systems for [001], as opposed to 6 for $\left[\begin{array}{lll}1 & 0 & 1\end{array}\right]$. Thus $\left[\begin{array}{lll}1 & 0 & 1\end{array}\right]$ required a lower amount of slip to achieve the given deformation, resulting in lower specific energy values.

It is also seen that the specific thrust energy is more sensitive to $(\beta-\alpha)$ than the specific cutting energy, as can be seen by comparing Fig. 2.12(a) and Fig. 2.12(b). This is due to the dependence of specific thrust energy on $\sin (\beta-\alpha)$, as opposed to $\cos (\beta-\alpha)$ in the case of specific cutting energy.

Figure 2.13(a) shows the effect of varying the $(\beta-\alpha)$ on the deviation of specific energy. The deviation values do not vary significantly with $(\beta-\alpha)$, which is in agreement with the earlier assertion that the shape of the specific energy plots do not vary significantly with $(\beta-\alpha)$. This means that, for a given zone axis direction, neither the rake angle nor the rake face friction affect the deviation significantly. The $\left[\begin{array}{lll}0 & 0 & 1\end{array}\right]$ and $\left[\begin{array}{lll}1 & 1 & 1\end{array}\right]$ zone axes exhibit the maximum and minimum values of deviation, respectively. The deviation in specific energies about the [1113] zone axis


Figure 2.11: The parameters that are defined to describe the specific energy variation with orientation angle for given zone axis. In addition to the shape of the curve, the mean value $M$, the amplitude $\Omega$, and the phase angle $\eta$ are defined.
is experimentally observed to be less than that about the $\left[\begin{array}{lll}0 & 0 & 1\end{array}\right]$ axis [25]. The model predicts this phenomenon as seen in Fig. 2.13(a), in congruence with the existing literature. The reduced deviation about [1111] arises from the increased crystallographic symmetry about this zone axis. It should be noted that the deviation is the same for both specific cutting and thrust energies, since both $\Omega$ and $M$ for specific thrust and cutting energies are related by $\tan (\beta-\alpha)$.

Figure 2.13(b) shows the effect of varying $(\beta-\alpha)$ on the phase $\eta$ of specific energy. Similar to the deviation, the phase plots will remain the same for both specific cutting and specific thrust energies. The plots show a shift in position of maximum specific energies with varying $(\beta-\alpha)$. The shift is similar for all the zone axes. The phase angle $\eta$ cannot be compared across orientations since they are measured from different directions for each zone axis.

The mean values of shear angle about each zone axis are calculated and plotted in Fig. 2.14. It is seen that the variation of mean shear angles between different zone axes are negligible. Furthermore, the mean shear angle value is seen to be approximately equal to

$$
\begin{equation*}
\phi_{\text {mean }}=\frac{\pi}{4}-\frac{\beta-\alpha}{2} . \tag{2.22}
\end{equation*}
$$

Indeed, this is the shear angle calculated by Merchant through minimization of total power while considering an isotropic material.

An interesting consequence of crystallographic anisotropy and machining geometry is that, for the same zone axis and cutting plane, reversal of cutting direction results in different forces. This is an unexpected result when isotropic, or effectively isotropic, workpiece material is considered;


Figure 2.12: The effect of $(\beta-\alpha)$ on (a) mean value of specific cutting energy and (b) mean value of specific thrust energy.
in those cases, when cutting on the same plane and under the same cutting conditions, reversal of the cutting direction would not cause a change in the forces. Indeed, in their experimental study, William and Horne [21] observed that reversing the cutting direction on a given crystallographic plane results in a variation in cutting force. The current framework provides a simplified analysis for understanding the effect of reversal of cutting direction. The effect of reversal of cutting direction can also be shown analytically by considering the modeling framework (i.e., the $T$ matrix in Eq. (2.11) becomes a function of $(\phi+\theta)$ rather than $(\phi-\theta)$ with the reversal of cutting direction, which alters the work expression of Eq. 3.10).

Figure 2.15(a) considers the cutting direction opposite to that shown in Fig. 2.2. The cutting plane is kept the same in both cases. The zone axis is taken such that the cutting direction, cutting plane normal and zone axis form a right-handed coordinate system. It is seen in Fig. 2.15(b) that the reversal of cutting direction induces a shift on the specific energies for $\left[\begin{array}{lll}0 & 0 & 1\end{array}\right]$ zone axis. While this seems like a small change at the first look, at some orientation angles, it causes a specific energy variation by as much as $24 \%$ (e.g., see 50 degrees orientation angle).

### 2.5 Model Simplification using Merchant's Shear Angle

During the model calculations presented above, irrespective of the zone axis, the mean value of the shear angle has been seen to be close to Merchant's shear angle solution. To further explore


Figure 2.13: The effect of $(\beta-\alpha)$ on (a) the deviation of the specific energies, and (b) the phase angle of the specific energies.
this phenomenon, the specific energies are re-calculated for all crystallographic orientations about each zone axis by using Merchant's shear angle $\phi_{M}$ without the power minimization procedure and compared with the specific energies from the model. The power minimization is circumvented by substituting $\phi_{M}$ into Eq. (2.10), and determining the power from Eq. (3.1) for a given crystallographic orientation (i.e., $A, B, F, G$ and $H$ are known). As shown in Fig.2.16 for a representative case of $(\beta-\alpha)$ of 10 degrees and [2 12 2] zone axis, the specific energy from the model is seen to be always less than or equal to that calculated using $\phi_{M}$. This is an expected result since the complete model will match the one that is calculated using $\phi_{M}$ only when the shear angle determined from the model is equal to $\phi_{M}$. In other cases, the complete model will result in a shear angle that gives the minimum power (and thus the minimum specific energy), which is less than the power (specific energy) that is calculated by using $\phi_{M}$. Moreover, an exact match between the amplitude of variation $(\Omega)$ and a close match between the mean $(M)$ was found in all cases.

The mathematical description of the model can be considered to explain the above observations. The power minimization procedure can be expressed as

$$
\begin{equation*}
\frac{\partial P_{t}}{\partial \phi}=0 \tag{2.23}
\end{equation*}
$$

which is solved to determine the shear angle $\phi$. For a given zone axis, the expression for total power


Figure 2.14: The effect of $(\beta-\alpha)$ on mean value of shear angles for all analyzed zone axes.
can be simplified from Eq. (3.1) as

$$
\begin{equation*}
P_{t}=g(\phi-\theta) f(\phi), \quad \text { where } \quad f(\phi)=\frac{(h w V) \cos (\beta-\alpha)}{\sin (\phi) \cos (\phi+\beta-\alpha)} \tag{2.24}
\end{equation*}
$$

Substituting this equation into Eq. (2.23) results in

$$
\begin{equation*}
f \frac{\partial g}{\partial \phi}+g \frac{\partial f}{\partial \phi}=0 \tag{2.25}
\end{equation*}
$$

The shear angle from the Merchant's solution is obtained from

$$
\begin{equation*}
\frac{\partial f}{\partial \phi}=0 \tag{2.26}
\end{equation*}
$$

which implies from Eq. (2.25) that $\phi_{M}$ is the solution of the complete model if

$$
\begin{equation*}
\left.\frac{\partial g}{\partial \phi}\right|_{\phi=\phi_{M}}=0 . \tag{2.27}
\end{equation*}
$$

From Eqs. (2.10) and (3.1), it can be shown that

$$
\begin{equation*}
\frac{\partial g}{\partial \phi}+\frac{\partial g}{\partial \theta}=0 \tag{2.28}
\end{equation*}
$$

Same conclusion can be arrived at by realizing that $g$ is a function of $(\phi-\theta)$. Therefore, Eqs. (2.27)


Figure 2.15: (a) Cutting and crystallographic orientations indicating the reversal of cutting direction, (b) Comparison of variation in specific cutting energy for forward and reverse direction with orientation angle for $\left[\begin{array}{lll}0 & 1\end{array}\right]$ zone axis.
and (2.28) imply that $\phi_{M}$ is the shear angle solution if and only if

$$
\begin{equation*}
\frac{\partial g}{\partial \theta}=0 \tag{2.29}
\end{equation*}
$$

This indicates that the Merchant's shear angle is the solution of the model when the slope of power (and the specific energy) with $\theta$ is zero. This conclusion agrees with the observations from Fig.2.16(b); since the slope is zero at the extremum points, the complete solution and the simplified solution using $\phi_{M}$ will match one another at those points. Therefore, the amplitude of variation will be exactly the same for both cases, and the mean values will be similar (while not necessarily exact). Thus, rather than exact dependence of specific energies on crystallographic orientation, if the amplitude of variation and mean value are of interest, the Merchant's shear angle can be used without the power minimization procedure, thereby simplifying the calculations but yet still indicating the effect of crystallographic anisotropy.

### 2.6 Summary

This chapter presented a machining model and analysis for cutting forces while machining singlecrystal fcc metals. The plasticity-based machining force model combined Bishop and Hill's crystal plasticity model with Merchant's orthogonal cutting model. An experimental validation of the model was carried out by using data from the literature for aluminum [19] and copper [25, 40]


Figure 2.16: Comparison between specific energies calculated for [2 102$]$ zone axis using the complete model and using the simplified model with Merchant's shear angle.
single-crystal machining. The model was then applied to analyze the effect of friction, rake angle, and crystallographic orientation on specific energies for eight crystallographic orientations that are uniformly distributed over the basic stereographic triangle.

The following items can be summarized from the simplified model;

- A good match (in terms of average and amplitude of variation about zone axes) between the model and the experiments (from literature) is seen for both copper and aluminum single crystals.
- The variation of the mean specific energy with the zone axis is seen to be relatively small. Increased rake-face friction and/or reduced rake angle are seen to increase the mean specific energies. The thrust specific energy is found to be more sensitive to friction and rake angle variations than the cutting specific energy.
- Although the deviation (about the mean) of the specific energies with crystal orientation changes significantly with the zone axis, the friction and rake angles have a small effect on the deviation for a given zone axis. The minimum deviation is observed for the $\left[\begin{array}{lll}1 & 1 & 1\end{array}\right]$ zone axis, which is the zone axis with the maximum crystallographic symmetry.
- For a given zone axis, the friction and rake angles affect (induce a phase shift) the orientation that produces the maximum specific energy. This phase shift changes linearly with the difference between the friction and rake angles.
- The mean shear angle for all zone axes is seen to be approximately the same. Furthermore, the mean shear angle value is found to be approximately equal to Merchant's shear angle. An analytical derivation proved that the use of Merchant's shear angle, instead of the complete solution (minimization), results in an exact match at the maximum and minimum specific energies. Thus, a simplified model, where the Merchant's shear angle solution is used, is also proposed.

Although the simplified model provides a clear methodology for incorporating the crystallographic anisotropy into machining model, it consists of a few important shortcomings as listed below.

- The model results in (atleast) four-fold symmetry about all zone axes even if the zone axis does not posses a structural four fold symmetry. While the model is consistent in explaining why this happens, the physical evidence for such four-fold symmetry (for all zone axes) in forces is lacking.
- During machining, workpiece material undergoes large strain deformation (1~5), consequently the material hardens, thus changing material properties (like CRSS) during the operation.
- Lastly, in the case of crystallographic materials, due to the kinematics of slip the lattice orientation changes with deformation. The simplified model discounts this physical phenomenon while arriving at force predictions.

To address these issues, a rate-sensitive plasticity based machining force (specific energy) (RSPM) model is developed in the next chapter.

## Chapter 3

## Rate Sensitive Plasticity based Machining Model

In this chapter, a rate-sensitive plasticity based machining force (specific energy) (RSPM) model for incorporating crystallographic anisotropy is presented. In contrast to the existing models [34, $36,37,45]$ the current work considers the deformation to be "large" within a deformation zone (rather than a plane), and incorporates the effects of lattice rotation and strain hardening in arriving at specific energies. Minimization of total power is used in obtaining the shear angle, and specific energies. Subsequently, rate-sensitive constitutive equations combined with hardening and kinematics of single crystal deformation (including lattice rotation) are used in arriving at the specific energy values. In the following, we first describe the kinematic model that relates different force components and shear angle to cutting geometry. Next, the calculation of incremental and total plastic work for a single crystal fcc workpiece is described, including the rate sensitive constitutive equations, lattice rotation, and strain hardening. The modeling procedure is then outlined. We then outline a calibration procedure to obtain material parameters from the cuttingforce data, and present experimental validation of the model.

### 3.1 Model description

The orthogonal machining considered in this work is described in Fig. 3.1(a), where $\alpha$ is the rake angle, $\phi$ is the shear angle, $V$ is the cutting velocity, $w$ is the width of cut, and $h$ is the uncut chip thickness. The geometry shown in Fig. 3.1(a) assumes that the radius of cutting edge is very small
compared to the uncut chip thickness, and the workpiece undergoes a plane-strain deformation during machining.

The forces encountered during machining by the tool, the workpiece and the chip are shown in Fig. 3.1(b). The (total) machining force $F$ can be decomposed into its cutting edge components of cutting force $F_{c}$ and the thrust force $F_{t}$; or to its rake face components of friction force $F_{f}$ and the normal force $F_{n}$. The relationship between the different forces can be obtained by considering a force equilibrium between the chip, the workpiece and the tool [16]. This relationship is represented in Fig. 3.1(b) using Merchant's force circle diagram.

The modeling approach considered here is based on the minimization of total machining power, including the power spent in shearing the material inside the primary shear zone, and the power dissipated through friction between the rake face and the chip. For the calculation of the shearing power, (strain) rate-sensitive constitutive equations and kinematics of crystal plasticity that capture crystallographic anisotropy, strain hardening and lattice rotation are used. The minimization of the total machining power over the geometrically allowable shear angle candidates is performed to obtain a shear angle solution. Subsequently, the minimum total power is used to calculate the cutting force and the specific cutting energy.

The total power can be calculated as a summation of the plastic power $\dot{W}_{p}$ (for shearing) and the friction power $\dot{W}_{f}$ (for overcoming friction on the rake face) as [16]

$$
\begin{equation*}
P_{t}=\dot{W}_{f}+\dot{W}_{p} . \tag{3.1}
\end{equation*}
$$

The power spent for creation of new surface is assumed to be negligible with respect to the plastic and friction powers. The friction power, $\dot{W}_{f}$, can be written in terms of friction force $F_{f}$ and chip velocity $V_{c}[16]$ as

$$
\begin{equation*}
\dot{W}_{f}=F_{f} V_{c}, \tag{3.2}
\end{equation*}
$$

where

$$
\begin{equation*}
V_{c}=V \frac{\sin (\phi)}{\cos (\phi-\alpha)} . \tag{3.3}
\end{equation*}
$$

Using Merchant's force circle diagram shown in Fig. 3.1(b), the friction force can be written in


Figure 3.1: (a) The geometry of orthogonal cutting process, indicating the workpiece zone axis [abc], cutting direction $[h k l]$, and cutting plane normal [uvw], and (b) Components of the machining force, Merchant's force-circle diagram, and the shear zone.
terms of the tangential cutting force $F_{c}$ as

$$
\begin{equation*}
F_{f}=F_{c}(\sin (\alpha)+\tan (\beta-\alpha) \cos (\alpha)), \tag{3.4}
\end{equation*}
$$

where $\beta$ is the friction angle, which is related to the coefficient of friction $\mu$ as

$$
\begin{equation*}
\tan \beta=\mu . \tag{3.5}
\end{equation*}
$$

The shearing power, $\dot{W}_{p}$, can be obtained from the product of volumetric flow rate of the material and specific work of plastic deformation $W_{p}$ as

$$
\begin{equation*}
\dot{W}_{p}=(h w V) W_{p} \tag{3.6}
\end{equation*}
$$

Substituting Eqs. (3.2)-(3.6) in Eq. (3.1), the total power can be written as

$$
\begin{equation*}
P_{t}=(h w V) W_{p}+F_{c} V \frac{(\sin (\alpha)+\tan (\beta-\alpha) \cos (\alpha)) \sin (\phi)}{\cos (\phi-\alpha)} . \tag{3.7}
\end{equation*}
$$

The total machining power can also be written in terms of cutting force and cutting speed as

$$
\begin{equation*}
P_{t}=F_{c} V . \tag{3.8}
\end{equation*}
$$

Substituting Eq. (3.8) into Eq. (3.7), an expression for total machining power in terms of plastic work can be obtained as

$$
\begin{equation*}
P_{t}=h w V W_{p}\left(1-\frac{(\sin (\alpha)+\tan (\beta-\alpha) \cos (\alpha)) \sin (\phi)}{\cos (\phi-\alpha)}\right)^{-1} . \tag{3.9}
\end{equation*}
$$

Equation (3.41) indicates that, for given shear angle, cutting geometry and coefficient of friction, the total power can be calculated if the work done in plastic deformation is known. It should be noted here that more sophisticated friction models that consider non-uniform stress distribution on the rake face can be integrated into the model presented in this work.

### 3.2 Calculation of Plastic work

As seen in the previous section (from Eq. (3.41)), calculation of the total power requires knowledge of the plastic work. The plastic work can be calculated based on the material properties and shear angle, which, in turn, is determined using a suitable shear angle criterion. For example, for the idealized case of isotropic, non-hardening material, the product of yield shear stress and the shear strain determines the plastic work. Alternately, under a mechanistic modeling approach, the shear force is expressed in terms of shear stress (a calibrated material parameter), following which the
plastic power is obtained as the product of the shear force and the shear velocity [46]. To determine the shear angle, different criteria, including maximum shear stress and minimum total power [46], have been considered in the literature. When the cutting process occurs within a single crystal, or within a few crystals, the strong plastic anisotropy of the workpiece material cannot be ignored. In that case, the isotropic-material assumption becomes invalid, and the solution of process mechanics necessitates the use of crystal-plasticity techniques.

### 3.2.1 Plastic deformation in single-crystal fcc metals

Plastic deformation in crystalline metals at ambient conditions is largely due to the motion (slip) of crystal defects called dislocations along specific crystal directions (slip direction) on specific crystallographic planes (slip planes). A pair of slip plane and slip direction forms a slip system. For face centered cubic (fcc) materials considered in this document, the family of $\left\{\begin{array}{lll}1 & 1 & 1\end{array}\right\}$ planes and $<110>$ directions form the slip planes and slip directions, respectively. In fcc materials, there are 12 such slip systems available, and any plastic strain applied to the material is accommodated by a combination of slips on the 12 slip systems. Since there exists only a finite number of slip systems (on particular orientations), the plastic response of the material varies with the orientation of applied shear strain, i.e., the material behaves anisotropically.

As a result of anisotropy, the amount of plastic work required to obtain a given amount of strain for a given orientation depends on the particular combination of slip systems that accommodates the deformation. For small deformations, Bishop and Hill's model can be used for evaluating the plastic work [41]. The plastic work for a given strain is calculated as the maximum of the value calculated over 56 yield vertices. The yield vertex resulting in the maximum value also determines the set (consisting of 6 or 8 slip systems, depending on the yield vertex) of potentially active slip systems. Since any combination of five independent slip systems (of the 6 or 8 slip systems that make up the vertex) can accommodate arbitrary plastic deformation, the determination of the yield vertex neither determines the specific slip systems nor the amount of slip on slip systems active during the deformation [47].

During the large deformations experienced in machining, as the material progressively deforms in the primary deformation zone, the lattice rotates (with respect to a fixed frame) and the material properties (such as the critical resolved shear stress ${ }^{1}$ ) change due to hardening. If lattice rotation and strain hardening are neglected [48], the plastic work can be calculated by dividing the

[^3]deformation into a number of small steps and applying the Bishop and Hill model at each step. However, when lattice rotation and strain hardening are incorporated, calculation of plastic work requires the amount of slip on the active slip systems to be determined, which cannot be obtained from the Bishop and Hill model.


Figure 3.2: (a) Deformation in the primary deformation zone, (b) An incremental deformation $\Delta \gamma$ that occurs as a result of incremental plastic work $\Delta W_{p}^{k}$.

As the material progressively deforms, lattice rotation causes the orientation of the crystal to change with respect to the coordinate system fixed with respect to the cutting geometry ( $1-2-$ 3 frame in Fig. 3.2(a)). Figure 3.3 illustrates the lattice rotation and resulting change in the orientation for a simplified two dimensional crystal with two slip systems. In the figure, the lattice frame is represented by $1_{l}-2_{l}$, and the fixed reference frame is represented by $1-2$ For the two cases shown, the total deformations are identical (as observed from the initial and final shapes

......... Active slip planes


Slip $\quad-\quad->$ Rotation

Figure 3.3: Illustration of the lattice rotation; the final deformation is a result of slip on (a) only one system (along $1_{l}$ ), and (b) two slip systems (simultaneously along $1_{l}$ and $2_{l}$ ), and a rotation. The same deformation is obtained with different lattice orientations.
of the element). For the element shown in Fig. 3.3(a), this deformation is obtained by slip on a single active slip system along the $1_{l}$ direction. For the element shown in Fig. 3.3(b), however, the two active slip systems operate simultaneously along the $1_{l}$ and $2_{l}$ directions. Note that a simple rotation is required in Fig. 3.3(b) to obtain the same orientation of the deformed element. Although the deformations are the same, the final crystal (lattice) orientations $\left(1_{l}-2_{l}\right)$ are different in Fig. 3.3(a) and Fig. 3.3(b). While the lattice did not rotate in Fig. 3.3(a), activated slip systems in Fig. 3.3(b) required the lattice to be rotated by an angle of $\varphi$ to achieve the same deformation.

There are two important consequences of lattice rotation to the calculation of shearing power. First, the determination of lattice rotation requires unique determination of the active slip systems. Such a unique determination of active slip systems is most easily obtained by using a rate-sensitive solution, in which the slip-rate on a slip system depends on the resolved shear stress on that slip system. Once the stress distribution within the material is determined, rate sensitive constitutive equations enable the identification of the active slip systems, and the amount of slip in each of those systems.

Second, the amount of work required to prescribe a fixed shear deformation of $\Delta \gamma$ depends on the lattice orientation immediately prior to the deformation. Since the lattice orientation varies during large deformation, an incremental approach to the calculation of plastic work is required.

The work done in the shear zone to impose the total strain $\gamma$ can be written as

$$
\begin{equation*}
W_{p}=\int d W_{p} \tag{3.10}
\end{equation*}
$$

where $d W_{p}$ is the incremental work required to cause an incremental engineering shear strain $d \gamma$ to a layer of material within the shear zone with the thickness $d h_{s}$. As a layer of material moves through the shear zone, it is progressively deformed. Therefore, unlike in earlier models [45], that assume an infinitesimally thin shear plane, the material here is considered to shear along a finite thickness shear zone, as shown in Fig. 3.2(a). Numerical evaluation of plastic work can be performed by discretizing the process into a finite number of steps. It is assumed that a material of finite thickness moves through the plastic deformation zone, undergoing a finite amount of shear at every step.

Considering an element with thickness $\Delta h_{s}=h_{s} / N_{s}$ and an elemental engineering shear strain $\Delta \gamma^{k}$ at the k-th step, Eq. (3.10) can be rewritten in a discretized form as

$$
\begin{equation*}
W_{p} \approx \sum_{k=1}^{N_{s}} \Delta W_{p}^{k}, \quad \text { where } \quad \gamma=\sum_{k=1}^{N_{s}} \Delta \gamma^{k}=N_{s} \Delta \gamma . \tag{3.11}
\end{equation*}
$$

The amount of shear $\Delta \gamma^{k}$ at every step is assumed to be a constant value $(\Delta \gamma)$, implying a constant rate of shear throughout the primary deformation zone. It should be noted that a sufficiently large number of steps must be considered to ensure that the calculated plastic work does not depend on the number of steps. A convergence study provided later addresses the selection of incremental strain, and consequently of the number of steps to be used in Eq. (3.11).

The strain-hardening phenomenon also necessitates incremental analysis of large deformations encountered during machining. The dislocation density within the deformation zone increases with increased amount of deformation. Existing dislocations within the material increases the resistance against the movement of dislocations, i.e., against slip. As a result, the amount of work required to induce an incremental strain of $\Delta \gamma$ on an element depends on the deformation history and lattice orientation of the element. Hence, $\Delta W_{p}^{k}$ is different at each step k and, unlike in [45], cannot be taken out of the summation sign in Eq. (3.11).

### 3.3 Incremental plastic work

The incremental plastic work at the k-th step, $\Delta W_{p}^{k}$, can be expressed as a tensor inner-product of the stress tensor $\sigma_{w}^{k}$ and the incremental strain tensor $d \epsilon_{w}$ as

$$
\begin{equation*}
\Delta W_{p}^{k}=\sigma_{w}^{k}: d \epsilon_{w} \tag{3.12}
\end{equation*}
$$

where the subscript $w$ indicates the $1-2-3$ coordinate frame (see Fig. 3.2). In the lattice frame of reference, the same equation can be written as

$$
\begin{equation*}
\Delta W_{p}^{k}=\sigma^{k}: d \epsilon^{k} \tag{3.13}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma^{k}=\left(P^{k}\right) \sigma_{w}^{k}\left(P^{k}\right)^{T} \quad \text { and } \quad d \epsilon^{k}=\left(P^{k}\right) d \epsilon_{w}\left(P^{k}\right)^{T} \tag{3.14}
\end{equation*}
$$

Here $P^{k}$ represents the orthogonal transformation from sample reference frame (w) to the lattice frame of reference. Although the incremental strain tensor $d \epsilon_{w}$ in the workpiece frame is constant at each step due to constant incremental shear strain $\Delta \gamma$, the lattice rotation causes $P^{k}$ to vary at each step, thereby causing the incremental strain tensor on the lattice frame $\left(d \epsilon^{k}\right)$ to change at every step.

### 3.3.1 Calculation of incremental plastic strain

The incremental strain in the crystal frame depends on the plastic strain rate $D^{k}$. For the small displacement and displacement gradients experienced during an incremental deformation $\Delta \gamma$, the plastic strain is approximated as [49]

$$
\begin{equation*}
d \epsilon^{k}=D^{k} \Delta t, \tag{3.15}
\end{equation*}
$$

where $\Delta t$ is the (incremental) time it takes for deformation $\Delta \gamma$ to occur, viz.,

$$
\begin{equation*}
\Delta t=\frac{\Delta \gamma}{\dot{\gamma}} \tag{3.16}
\end{equation*}
$$

where

$$
\begin{equation*}
\dot{\gamma}=V \sin (\phi) \frac{\gamma}{h_{s}} \tag{3.17}
\end{equation*}
$$

is the strain rate. The strain rate $\dot{\gamma}$ is assumed to be constant within the deformation zone. The plastic strain rate $D^{k}$ is defined as the symmetric part of the velocity gradient $L^{k}$. The velocity gradient represents the spatial rate of change of velocity, whose components $L_{i j}^{k}$ are given by

$$
\begin{equation*}
L_{i j}^{k}=\frac{\partial v_{i}^{k}}{\partial x_{j}^{k}}, \tag{3.18}
\end{equation*}
$$

in terms of velocity field $v^{k}$. This velocity field in the lattice reference frame arises as a result of slip rates on slip systems. The plastic strain rate can subsequently be written as

$$
\begin{equation*}
D^{k}=\frac{\left(L^{k}\right)+\left(L^{k}\right)^{T}}{2} \tag{3.19}
\end{equation*}
$$

The velocity gradient $L^{k}$ is obtained through the coordinate transformation of velocity gradient $L_{w}$ in the sample ( $1-2-3$ ) frame. For the simple-shear deformation shown in Fig. 3.2(b), the constant (step-independent) velocity gradient in the sample frame can be written as

$$
L_{w}=\left[\begin{array}{ccc}
0 & \dot{\gamma} & 0  \tag{3.20}\\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right] .
$$

In calculating the shear rate $\dot{\gamma}$ in Eq. (3.17), the total shear strain is expressed from the geometry of the deformation as [16]

$$
\begin{equation*}
\gamma=\frac{\cos (\alpha)}{\sin (\phi) \cos (\phi-\alpha)} . \tag{3.21}
\end{equation*}
$$

For the thickness of the deformation zone $h_{s}$, Oxley's [50] assumption that considers the $h_{s}$ to be $10 \%$ of the shear-plane length $l_{s}$ is used, viz.,

$$
\begin{equation*}
h_{s}=\frac{l_{s}}{10}=\frac{h}{10 \sin \phi} . \tag{3.22}
\end{equation*}
$$

From the coordinate transformation of velocity gradient in the sample frame $L_{w}$, the velocity
gradient in the crystal frame $L^{k}$ can be written as,

$$
\begin{equation*}
L^{k}=\left(P^{k}\right) L_{w}\left(P^{k}\right)^{T}+\dot{P^{k}}\left(P^{k}\right)^{T}, \tag{3.23}
\end{equation*}
$$

where $\dot{P^{k}}$ represents the rate of the change of orthogonal transformation $P^{k}$ [51]. The second term in Eq. (3.23) is related to the rotation of lattice with respect to fixed frame of reference and arises from the fact that the crystal frame of reference is a rotating reference frame.

The representation given in Eq. (3.23) can be used to express the symmetric part of strain rate $D^{k}$ as

$$
\begin{equation*}
D^{k}=\frac{\left(P^{k}\right) L_{w}\left(P^{k}\right)^{T}+\left(P^{k}\right) L_{w}^{T}\left(P^{k}\right)^{T}}{2} \tag{3.24}
\end{equation*}
$$

In arriving at this expression, it was considered that $\dot{P^{k}}\left(P^{k}\right)^{T}$ is a skew-symmetric matrix, i.e.,

$$
\begin{equation*}
\dot{P}^{k}\left(P^{k}\right)^{T}+\left(P^{k}\right)\left(\dot{P^{k}}\right)^{T}=0 . \tag{3.25}
\end{equation*}
$$

Equation (3.25) can be obtained by taking the time derivative of orthogonality condition $P^{k}\left(P^{k}\right)^{T}=$ $I$. Thus, from Eq. (3.15) and Eq. (3.24), the incremental strain $d \epsilon^{k}$ can be expressed in terms of the (known) velocity gradient $L_{w}$, and the (known) coordinate transformation matrix $P^{k}$.

### 3.3.2 Calculation of the stress tensor

To calculate the incremental work in Eq. (3.12), in addition to the incremental strain $d \epsilon^{k}$, the stress tensor $\sigma^{k}$ must be determined. For a rate-sensitive material, a standard way to express the relation between the stress and the strain rate on the s-th slip system $\left(\gamma^{k}{ }_{s}\right)$ is to use a power law [47] given by

$$
\begin{equation*}
\dot{\gamma^{k}}{ }_{s}=\dot{\varepsilon}\left(\left|\frac{m_{s}: \sigma^{k}}{\tau^{k}}\right|\right)^{n} \operatorname{sgn}\left(m_{s}: \sigma^{k}\right), \tag{3.26}
\end{equation*}
$$

where $m_{s}$ is the symmetric part of Schimd tensor (see Appendix), $\tau^{k}$ is the flow stress at the $k$-th step (the flow stress $\tau_{k}$ corresponds to the critical resolved shear stress in a rate-insensitive material), and $n$ is the exponent of rate sensitivity. The flow stress $\tau^{k}$ is updated at each step to incorporate strain hardening. The orientation of the slip system with respect to crystallographic frame is imposed using $m_{s}$, and thus, the tensor inner product ( $m_{s}: \sigma^{k}$ ) represents the resolved shear stress on the $s$-th slip system. Equation (3.26) provides a unique relationship between the
slip rate on a slip system and the resolved stress on that slip system. In a rate insensitive case, no such relationship exists. The (scalar) absolute strain rate $\dot{\varepsilon}$ in Eq. (3.26) is used as the reference strain rate, around which Eq. (3.26) is valid. In other words, for a set of material parameters ( $n$ and $\tau_{k}$ ) Eq. (3.26) is not valid over a wide range of strain rates [47]. Hence, the reference strain rate is chosen as the average value of the strain rate over all geometrically possible shear angles (i.e., $0 \leq \phi \leq(90-(\beta-\alpha))$ ), calculated using Eq. (3.16).

The velocity gradient $L^{k}$ in the lattice frame is a result of slip rates on different slip systems. Mathematically, the velocity gradient $L^{k}$ can be represented as

$$
\begin{equation*}
L^{k}=\sum_{s=1}^{12} \dot{\gamma}_{s}^{k}\left(b_{s} \otimes n_{s}\right), \tag{3.27}
\end{equation*}
$$

where $\left(b_{s} \otimes n_{s}\right)$ represents the Schimd tensor for the $s$-th slip system, and is known for every slip system(see Appendix). Equating the symmetric part of $L^{k}$ in Eq. (3.27) and to that in Eq. (3.23) gives

$$
\begin{equation*}
D^{k}=\sum_{s=1}^{12} \dot{\gamma}_{s}^{k} m_{s} \tag{3.28}
\end{equation*}
$$

Substituting Eq. (3.26) into Eq. (3.28) results in

$$
\begin{equation*}
D^{k}=\sum_{s=1}^{12} \dot{\varepsilon}\left(\left|\frac{m_{s}: \sigma^{k}}{\tau^{k}}\right|\right)^{n} \operatorname{sgn}\left(m_{s}: \sigma^{k}\right) m_{s} . \tag{3.29}
\end{equation*}
$$

In the above equation, the stress tensor $\sigma^{k}$ is unknown, whereas plastic strain rate $D^{k}$ is known from Eq. (3.24). Since the symmetric plastic strain rate $D^{k}$ has five independent components (as a result of zero volumetric strain rate during plastic deformation), whereas $\sigma^{k}$ has six, solving the Eq. (3.29) allows the unique determination of only the deviatoric component of stress. This means that any arbitrary value for hydrostatic stress will satisfy the Eq. (3.29). Since hydrostatic stress performs work only in the presence of volumetric strain, which is zero in the case of plastic deformation, the plastic work calculation is unaffected by its non-uniqueness. Furthermore the resolved stress given by ( $m_{s}: \sigma^{k}$ ) is also unaffected by the value of hydrostatic stress, since the trace of $m_{s}$ (which is equal to $\left(b_{s} \cdot n_{s}\right)$ ) is zero for any slip system.

For the iterative solution of the set of nonlinear equations given in Eq. (3.29), a set of initial stress values are required. In this work, the initial stress values are obtained from Bishop and Hill model for a strain of $D^{k} \Delta t$. The calculated yield vertex, which depends on the flow stress $\tau^{k}$ and
the lattice orientation, results in the coefficients $A^{k}, B^{k}, C^{k}, F^{k}, G^{k}$ and $H^{k}$. The initial value of the stress is then calculated in terms of these coefficients as

$$
\begin{gathered}
\sigma_{11}=\frac{C^{k}-B^{k}}{3}, \quad \sigma_{12}=H^{k}, \quad \sigma_{13}=G^{k} \\
\sigma_{22}=\frac{A^{k}-C^{k}}{3}, \quad \sigma_{23}=F^{k}, \quad \text { and } \quad \sigma_{33}=\frac{B^{k}-A^{k}}{3}
\end{gathered}
$$

Choosing the initial stress through the Bishop and Hill's solution implies that the stress state $\sigma^{k}$ calculated from Eq. (3.29) will be in the vicinity of the yield vertex calculated from the Bishop and Hill model [47]. Since the effect of rate sensitivity is to smooth or round off the yield vertices, thus providing a well defined normal (representing the direction of strain), it is expected that for a given strain direction, the value of stress is close to the vertex.

### 3.3.3 Determination of lattice reorientation

The plastic deformation causes the lattice to rotate within the deformation zone with respect to a fixed frame of reference (see Fig. 3.3). The coordinate transformation matrix $P^{k}$ must be updated at every step to take into account the rotation of lattice. Equation (3.23) allows the determination of $\dot{P}^{k}$ (consequently the change in $P^{k}$ ), provided that the velocity gradient in the crystal frame $L^{k}$ is known. The calculation of stress tensor from Eq. (3.29) allows the calculation of slip rates on each slip system from Eq. (3.26). Subsequently, the velocity gradient $L^{k}$ is calculated from Eq. (3.27), allowing the determination of $\dot{P}^{k}$ as

$$
\begin{equation*}
\dot{P^{k}}=\Omega^{k} P^{k}, \tag{3.30}
\end{equation*}
$$

where the lattice spin $\Omega^{k}$ is given by the skew-symmetric part of the velocity gradient as

$$
\begin{equation*}
\Omega^{k}=L^{k}-\left(P^{k}\right) L_{w}\left(P^{k}\right)^{T} \tag{3.31}
\end{equation*}
$$

To maintain the orthogonality of $P^{k}$, an Euler angle-based scheme is used to update $P^{k}$ using the components of lattice spin (see Appendix).

### 3.3.4 Incorporation of strain hardening

As described above, the deformation history of a material changes the plastic behavior of the material through the strain hardening phenomenon. To incorporate strain hardening, the (reference)
flow stress to be used in the subsequent step $\tau^{k+1}$ can be written as [47]

$$
\begin{equation*}
\tau^{k+1}=\tau^{k}+\Theta^{k} \Delta\left(\Gamma^{k}\right) \tag{3.32}
\end{equation*}
$$

where $\Theta^{k}$ is the current hardening-slope and $\Delta\left(\Gamma^{k}\right)$ represents the sum of absolute value of slips, i.e.,

$$
\begin{equation*}
\Delta\left(\Gamma^{k}\right)=\sum_{s=1}^{12}\left|\dot{\gamma}_{s}{ }^{k}\right| \Delta t . \tag{3.33}
\end{equation*}
$$

Updating the flow stress through Eq. (3.32) imposes the isotropic-hardening assumption, which asserts that each slip system experiences the same strain hardening irrespective of the amount of slip on that particular slip system [47]. The current hardening-slope $\Theta^{k}$ can be expressed by a power law relationship as

$$
\begin{equation*}
\Theta^{k}=\Theta_{o}\left(1-\frac{\left(\tau^{k}-\tau_{o}\right)}{\left(\tau^{v}-\tau_{o}\right)}\right)^{a}, \tag{3.34}
\end{equation*}
$$

where $\Theta_{o}, \tau^{v}, \tau^{1}=\tau_{o}$, and $a$ are the initial hardening slope, the saturation stress, the initial reference stress, and the exponent of the power law, respectively [47]. These four parameters are material constants that are determined through experimental calibration. Typical behavior of the reference stress with cumulative slip is shown in Fig. 3.4.


Figure 3.4: Typical behavior of reference stress.

### 3.4 Modeling procedure

For a given cutting orientation, the range of physically possible shear angles is given by $(0,(90-(\beta-$ $\alpha))$ ). While the lower bound of the range ensures that the chip is flowing away from the material (see Eq. (3.3) and Fig. 3.1(b)), the upper bound ensures that the force in the direction of shear, given by $F \sin (\phi+\beta-\alpha)[46]$, stays positive, implying that the plastic work is positive. Within this range, the shear angle candidates are selected with a one degree increment to evaluate the total power using the following procedure. A typical variation of total power with shear angle candidate is shown in Fig. 3.5. As expected the variation of power (with shear angle) around the minimum is observed to be very small (because $\partial P_{t} / \partial \phi=0$ at minimum total power). Consequently, the value of total power stays within $1 \%$ of minimum total power for a range of shear angle candidates around the shear angle producing minimum total power (in the Fig. 3.5, this range is $\pm 2$ degrees). Thus, a choice of one degree increment keeps the errors in forces (see Eq. (3.35)) within $1 \%$ while significantly reducing the computational burden associated with the solution.


Figure 3.5: Typical behavior of total power with shear angle candidates.

To calculate the total power for a candidate shear angle, the value of the shear strain is obtained from Eq. (3.21). Equation (3.11) indicates that the total strain $\gamma$ is divided into $N_{s}$ identical incremental strains $\Delta \gamma$. The selection of the incremental strain value, thus $N_{s}$, is completed through a numerical convergence study outlined later. With decreasing values of $\Delta \gamma$, it is seen that plastic work reaches a limiting value. The actual value of $\Delta \gamma$ is chosen such that the calculated plastic work is within $0.25 \%$ of this limiting value. The value of strain rate is simultaneously evaluated
using Eq. (3.17), following Oxley's assumption for the thickness of shear zone (Eq. (3.22)). The calculated strain rate is then used to evaluate the velocity gradient $L_{w}$ in the sample frame using Eq. (3.20).

The incremental strain $d \epsilon^{k}$ for the chosen $\Delta \gamma$ is evaluated using Eq. (3.15), where the plastic strain rate $D^{k}$ is obtained from Eq. (3.24) using the known $L_{w}$, and $P^{k}$. Subsequently, the stress $\sigma^{k}$ is calculated using Eq. (3.29). The incremental plastic work is then evaluated following Eq. (3.13). The stress $\sigma^{k}$ is also used to evaluate the individual slip rates on each system using the constitutive equation (Eq. (3.26)). Thus obtained slip rates are used to calculate the velocity gradient in the lattice frame using Eq. (3.27). The lattice rotation and the strain hardening are updated at the end of every step. Lattice rotation is incorporated by updating the orientation matrix $P^{k}$ using the lattice spin calculated from Eq. (3.31) through an Euler angle based update scheme (see Appendix). For the first step $(k=1)$, the initial orientation of the lattice is used to obtain the orientation matrix. Strain hardening is incorporated by updating the reference stress $\tau^{k}$ following Eq. (3.32). The cumulative slip (see Eq. (3.42)) necessary for reference stress update is obtained by summing the individual slips on each slip system.

The procedure is repeated for the number of steps given by Eq. (3.11). The total plastic work thus obtained from Eq. (3.11) is subsequently used in Eq. (3.41) to evaluate the total power.

Following the above detailed procedure, the total power is calculated for each candidate shear angle. The shear angle that produces the minimum total power $P_{t}^{\text {min }}$ is then selected as the shear angle for the specified conditions (i.e., orientation, rake angle, friction angle). The corresponding cutting force $F_{c}$ and thrust force $F_{t}$ can be obtained using the total power as

$$
\begin{equation*}
F_{c}=\frac{P_{t}^{\min }}{V}, \quad \text { and } \quad F_{t}=\frac{P_{t}^{\min } \tan (\beta-\alpha)}{V} . \tag{3.35}
\end{equation*}
$$

The corresponding specific cutting energy $\left(u_{c}\right)$ and specific thrust energy $\left(u_{t}\right)$ can be obtained by dividing the forces by chip area (a), i.e.,

$$
\begin{equation*}
u_{c}=\frac{F_{c}}{a}=\frac{F_{c}}{h w} \quad \text { and } \quad u_{t}=\frac{F_{t}}{a}=\frac{F_{t}}{h w} . \tag{3.36}
\end{equation*}
$$

A calibration scheme for identifying the aforementioned material properties from the cutting forces is presented in the following section. Subsequently, experimental validation of the model (for copper and aluminum single-crystals) is presented. The model is then used to analyze the effects of rake angle and coefficient of friction, as well as the material properties on machining forces.


Figure 3.6: (a) Typical specific energy data from experiments as it varies with the orientation angle $\theta$ of the cutting plane, and (b) the definition of the zone axis, cutting direction, and cutting-plane orientation.

### 3.5 Calibration

The machining force (specific energy) model developed above requires the initial hardening slope $\Theta_{o}$, the saturation stress $\tau_{v}$, the initial reference stress $\tau_{o}$, the exponent of the power law $a$, and the exponent of rate sensitivity $n$. Due to the unavailability of these parameters under machining conditions, a calibration procedure is used for determining the material parameters. Available specific energy data [19] on plunge-turning of single crystal face centered cubic (fcc) metals is used for performing the calibration.

Figure 3.6(a) shows a typical specific cutting energy data obtained when turning a single-crystal fcc material. As the orientation angle ( $\theta$ ) varies from 0 to 360 degrees (see Fig. 3.6(b)), the specific energy varies in a cyclic fashion due to the crystallographic symmetry about the zone axis (denoted by [abc] in Fig. 3.6(b)).

### 3.5.1 Calibration Procedure

The calibration procedure required for obtaining the material parameters depends on the formulation of the model. In cases where the formulation lends itself to writing the specific energies explicitly in terms of material parameters, the least square method can be used as the calibration
procedure [52]. In the current model, due to the rotation of lattice during deformation, the relationship between the specific energy and material parameters is implicit and nonlinear. Consequently, least square algorithm based methods cannot be applied to perform the calibration. Instead, the calibration procedure is posed as a minimization problem, where the error between the experimental and predicted specific energies is minimized to obtain the material parameters. The minimization is performed by using the Kriging-based SuperEGO (efficient global optimization) program [53].

SuperEGO is a Kriging-based program to perform constrained optimization [53] in the form of

$$
\begin{align*}
& \min \quad f(x) \quad \text { over } \quad x  \tag{3.37}\\
& \text { subject to }  \tag{3.38}\\
& g(x) \leq 0
\end{align*}
$$

The program is intended for problems where the number of independent variables (dimension of x ) is relatively small (less than 10).

During calibration of material parameters, the root-mean-square error between the simulated and experimental specific cutting energies is used as the function $(f(x)$ in Eq. 3.37) to be minimized. The root-mean-square error $e_{r}$ is defined as

$$
\begin{equation*}
e_{r}\left(\Theta_{o}, \tau_{v}, \tau_{o}, a, n\right)=\sqrt{\frac{\sum_{i=1}^{N_{d}}\left|u_{c m_{i}}\left(\Theta_{o}, \tau_{v}, \tau_{o}, a, n\right)-u_{c e_{i}}\right|^{2}}{N_{d}}} \tag{3.39}
\end{equation*}
$$

where $u_{c m_{i}}$ and $u_{c e_{i}}$ represent the specific cutting energy from the model and the experiment, respectively, for the $\mathrm{i}^{\text {th }}$ experimental data point. The number of available experimental points is represented by $N_{d}$ in Eq. (3.39). The material parameters $x=\left[\tau_{o}, \Theta_{o}, \tau_{v}, a, n\right]$ are chosen as the independent parameters for the optimization. For the calibration, the minimization algorithm is used without any constraint functions.

The algorithm first completes a space-filling design of experiments (DOE) over the specified range for material constants. For each set of parameters $\left(x=\left[\tau_{o}, \Theta_{o}, \tau_{v}, a, n\right]\right)$, the value of the minimization function $\left(f(x)=e_{r}\right)$ is calculated. Subsequently, a polynomial Kriging meta-model of $f(x)$ is obtained through curve-fitting using the results of the DOE. Subsequently, the infill sampling criteria [53] is maximized to determine the parameter values for the next iteration ( $x=$ $\left.\left[\tau_{o}, \Theta_{o}, \tau_{v}, a, n\right]\right)$. The Kriging meta-model is then updated using the results from the new iteration. The process is repeated until the termination criteria is met. In the current case, if the change in the error value of next iterate is observed to be less than $0.5 \%$ for four consecutive iterations, then the algorithm is terminated.

Figures $3.7(\mathrm{a})$ and $3.7(\mathrm{~b})$ show the typical variation of the iterate points and the root-meansquare error $e_{r}$ with increased number of iterations, respectively. The first 60 iterations shown in Fig. (3.7) are comprised of the initial space-filling DOE, following which the optimization is continued until the termination criterion is met.


Figure 3.7: Typical iterations during the Kriging-based calibration procedure: (a) iteration points for the material parameters, and (b) the root mean squared error between the experimental data and the model with specified parameters. The first 60 steps involve a space-filling design-of-experiments.

### 3.5.2 Calibration for Aluminum and Copper

Using the calibration algorithm and experimental data from [19], the material parameters for aluminum and copper single crystals have been determined. For both materials, the experimental specific energies (in the format of Fig. 3.6(a)) for the cutting directions about [001] zone axis are used during the calibration. It should be noted that the calibration algorithm does not alter the effect of crystal symmetry (cyclic behavior) observed in the specific energies. The crystal symmetry and the overall shape of the specific energies are imposed by the RSPM model.

For aluminum, the calibration data was obtained at the cutting velocity, uncut chip thickness, and average width of cut of $0.44 \mathrm{~mm} / \mathrm{s}, 0.11 \mathrm{~mm}$, and 1.43 mm , respectively [19]. The rake angle is 40 degrees, and the friction angle calculated from the ratio of specific cutting and thrust energy is observed to vary between 45 degrees and 55 degrees [19]. An average friction angle of 50 degrees was used while performing the calibration. For the copper single crystals, the cutting velocity, uncut chip thickness and average width of cut were $0.55 \mathrm{~mm} / \mathrm{s}, 0.11 \mathrm{~mm}$, and 2.35 mm , respectively. An

Table 3.1: Material parameters obtained from calibration for single-crystal aluminum and singlecrystal copper.

| Material | $\tau_{0}(\mathrm{MPa})$ | $n$ | $\Theta_{0}(\mathrm{MPa})$ | $\tau_{v}(\mathrm{MPa})$ | $a$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Aluminum | 16.43 | 13.8 | 72.44 | 205.11 | 1.88 |
| Copper | 56.69 | 20.33 | 341.53 | 483.36 | 1.00 |

average friction angle of 60 degrees was used for copper. For both materials, the experimental data is collected at five-degree intervals of orientation angle ( $\theta$, measured from [010] direction). Thus, the number of available experimental data points $\left(N_{d}\right)$ is 72 for a 360 degree rotation about the zone axis.

Table 3.1 gives the resulting material parameters obtained from calibration. Figure 3.8 compares the experimental specific cutting energy with the specific cutting energy obtained from the model using the calibrated material constants. It is seen that the calibration scheme successfully determined the material parameters to be used in the RSPM model.


Figure 3.8: Comparison of experimental and predicted specific cutting energy for (a) aluminum and (b) copper for the calibration cases.

### 3.5.3 Selection of the incremental strain value

When calculating the plastic power, the value of the incremental strain $\Delta \gamma$ must be chosen, such that $N_{s} \Delta \gamma=\gamma$ (see Eq. (3.11)). The incremental strain must be chosen sufficiently small to ensure the accuracy of the results. However, if the value is too small, it would induce undue computational burden during the simulation of the model. To identify the incremental strain value that can strike
a balance between the accuracy and numerical efficiency of the model, a convergence study is performed in this section.

Figure 3.9(a) shows the typical variation of plastic power $\dot{W}_{p}$ for decreasing values of incremental strain $\Delta \gamma$ (or increasing values of $\left(\Delta \gamma^{-1}\right)$. The material parameters of aluminum used for obtaining Fig. 3.9 are given in Table 3.1. As seen in the figure, the value of plastic power reaches a plateau (limiting value) with decreasing $\Delta \gamma$. Figure 3.9(b) shows percentage difference between the calculated plastic power and the limiting value. It is seen that an incremental strain value of $\Delta \gamma=0.003$ ensures that the plastic power is within $0.25 \%$ of the limiting value. Based on this observation, for the work presented below, an incremental strain value of $\Delta \gamma=0.003$ is used. This choice of the incremental strain value is smaller than generally adopted in the computation of texture evolution, for which the concern is to capture lattice reorientation with sufficient accuracy [47].


Figure 3.9: Choice of incremental strain $\Delta \gamma$ through convergence: (a) Variation of plastic power for cutting direction $[h k l]=[100]$, cutting plane normal $[u v w]=[010]$, and zone axis $[a b c]=[001]$ (see Fig. 1.6(a)) (the candidate shear angle for the graph shown is 39 degrees); and (b) percentage variation from limiting value with decreasing $\Delta \gamma$. The selected $\Delta \gamma$ value is identified in the figures with dashed lines.

### 3.6 Validation of the model

The validation of the model is performed by comparing the specific energies from the model with those from plunge-turning experiments on single-crystal aluminum [19]. For this comparison, the calibrated material parameters (provided in Table 3.1) are used for the model. The validation data


Figure 3.10: Validation case: comparison of the specific energies from the model and from experiments for single-crystal aluminum for the zone axis of $\left[\begin{array}{lll}0 & 1 & 1\end{array}\right]$.
was collected at a cutting velocity of $0.44 \mathrm{~mm} / \mathrm{s}$, an uncut chip thickness of 0.11 mm , cutting width of 1.43 mm , and a rake angle 50 degrees [19]. The average friction angle was estimated to be 57 degrees. The zone axis ([abc] in Fig. 3.6(b)) of the machined crystal was [0 01$]$, and the orientation angle was measured from $\left[\begin{array}{lll}0 & 1 & 0\end{array}\right]$ direction.

The comparison between the predicted and the experimental data for validation is given in Fig. 3.10. It is seen that the model is able to capture the crystallographic symmetry about the [001] zone axis. More importantly, both the relative magnitude and the trend of specific energy calculated from the model follow closely those from the experiment. As outlined below, unlike the simplified model presented in [45], the RSPM model was able to capture successfully the phase angle (the location of the peaks) of the specific energies with the orientation angle.

### 3.7 Model Analysis

This section presents an in-depth analysis of the model, including the effects of lattice rotation and hardening, and the sensitivity of model response to variations in material properties.

### 3.7.1 Lattice rotation and hardening

The main difference between the machining force models in $[38,45,48]$ and the RSPM model is that the latter includes the lattice rotation and hardening effects through rate-sensitive constitutive
equations. In this section, lattice rotation and hardening are analyzed individually to observe their contribution to the specific energies. For this purpose, the specific cutting energies obtained from the RSPM model are compared to simplified versions of the model, which are obtained by removing either or both of the lattice rotation and hardening effects. The comparisons are made for two different zone axes with different symmetries ([lll $\left.\begin{array}{lll}1 & 0 & 1\end{array}\right]$ with two-fold symmetry and $\left[\begin{array}{lll}0 & 0 & 1\end{array}\right]$ with four-fold symmetry). The rake angle and friction angle are fixed at 40 degrees and 50 degrees, respectively. The calibrated material properties of aluminum are used in arriving at the results. When the hardening effect is neglected for the simplified models, the critical resolved shear stress (for the simplified models) is selected such that the mean values of specific energy (for a given zone axis) of the RSPM model match that of the simplified model. For each zone axis, the specific energies, as they vary with the cutting plane orientation, are compared based on the overall shape (trend), amplitude, orientation (phase) angle of the peak specific energies, and symmetry (i.e., the periodicity of the data with the crystal orientation angle).

Figures 3.11 (a) and 3.11 (b) compare the RSPM model with the simplified version of the model, which neglects both hardening and lattice rotation (but utilizes rate-sensitive constitutive equations for obtaining stress and consequently power values) ${ }^{2}$. While the amplitude of the specific energy from both the models is similar for $\left[\begin{array}{lll}0 & 0 & 1\end{array}\right]$ and $\left[\begin{array}{lll}1 & 0 & 1\end{array}\right]$ zone axes, the simplified version fails to capture the overall shape and the two-fold symmetry about [10ll 1001$]$ zone axes. Furthermore, in both zone axes, the simplified model cannot capture the orientation (phase) angle of the peak specific energy. Therefore, while the simplified version of the model without the hardening and lattice rotation effects is capable of approximating the variation of specific energy about the mean, it does not capture the detailed trend, symmetry, and the phase angle of the specific energies as they vary with the orientation angle.

To show the effect of hardening without lattice rotation, Figs. 3.11(c) and 3.11(d) compare the RSPM model with another simplified version of the model that neglects lattice rotation but includes hardening. Compared to the previous case (of no hardening or lattice rotation) there is a slight improvement in the the orientation angle of the peak specific energy. The amplitude of variation is overestimated considerably for the $\left[\begin{array}{lll}0 & 0 & 1\end{array}\right]$ zone axis. The specific trend and symmetry are still not captured.

Another comparison outlines the effect of lattice rotation in the absence of the hardening effect. Figures $3.11(\mathrm{e})$ and $3.11(\mathrm{f})$ compare the RSPM model with a simplified version of the model that

[^4]neglects hardening but includes lattice rotation. It is seen that the specific trend, symmetry, and the phase angle are now well-captured by the simplified model. The amplitude, however, is underestimated for both zone axes. The results from this no-hardening scenario match closely to that of current model in terms of overall shape for both zone axes. Similar to the current model, this scenario captures the symmetries about both zone axes. It can therefore be concluded that the specific trend, symmetry, and phase angle of the specific energies are mainly affected by the lattice rotation, whereas the amplitude of variation is determined by both hardening and lattice rotation.

Based on the observations from Figs. 3.11(a)-(f), it can be seen that the inclusion of lattice rotation is required for capturing the crystallographic symmetry, specific trend, and the phase angle (hardening has only a small effect in phase angle). However, both lattice rotation and hardening play a role in determining the amplitude of specific energies.

### 3.7.2 Effect of material properties

In this section, the sensitivity of the specific energy to variation in material properties is analyzed. For a given zone axis, variation of the material parameters (within a relatively wide range) has been observed to have only a little effect on the specific trend and the orientation (phase) angle of the peak specific energy. The mean value and the amplitude (of variation about the mean), on the other hand, have a stronger dependance on the material parameters. Therefore, to simplify the sensitivity analysis, the specific energy signature is represented by the mean value $(M)$ and the peak-to-valley amplitude $(\Omega)$ as shown in Fig. 3.12. The effect of variation of material parameters on the mean value and amplitude are studied for both aluminum and copper. In both cases, the rake angle and zone axis are fixed at 40 degrees and $\left[\begin{array}{lll}0 & 0 & 1\end{array}\right]$ direction, respectively. Considering the experimentally observed difference between the friction angles for copper and aluminum [19], a friction angle of 50 degrees for aluminum and 60 degrees for copper is selected. For each material, one parameter is varied at a time, keeping the others equal to the calibrated values. The chosen analysis range for each material parameter represents $\pm 50 \%$ variation of that parameter about the calibrated value.

Figures 3.13 and 3.14 shows the change in mean value and magnitude of specific energies with changing material parameters for aluminum and copper, respectively. The five material parameters, including the initial hardening slope $\Theta_{o}$, the saturation stress $\tau_{v}$, the initial reference stress $\tau_{o}$, the exponent of the power law $a$, and the exponent of rate sensitivity $n$ are analyzed. It is observed that, although the actual values of the mean and amplitude are different for aluminum and copper,
the specific energy for both materials vary similarly with varying material parameters. In both cases, the mean value and amplitude increase with increasing values of the reference stress $\left(\tau_{o}\right)$, saturation stress $\left(\tau_{v}\right)$, initial hardening slope $\left(\Theta_{o}\right)$, and decrease with increasing exponent of the power law $(a)$.

To explain the observed behavior, the deformation (slip) behavior must be considered. The similarity of the results for aluminum and copper indicates that the deformation kinematics-which depend on the arrangement of the slip systems, and thus, are identical for all fcc metals-play a major role in determining the specific energy signatures. Therefore, the cumulative slip, i.e., the total slip that occurs in all active slip systems for a given state of deformation, must be analyzed.

As seen from Eq. (3.41), the total power is proportional to the plastic power, which depends on the cumulative slip. The cumulative slip can be calculated as

$$
\begin{equation*}
\gamma_{t}=\sum_{s=1}^{12} \gamma_{s}, \quad \text { where } \quad \gamma_{s} \approx \sum_{k=1}^{N_{s}}\left|\dot{\gamma}_{s}^{k}\right| \Delta t \tag{3.40}
\end{equation*}
$$

Here, $\gamma_{s}$ represents the absolute value of slip on the $s^{\text {th }}$ slip system. Figure 3.15 indicates that the change in specific energy closely follows that in cumulative slip. The small difference between the specific energy and cumulative slip variations arises from the variation of shear angle.

Recognizing the effect of cumulative slip, the material model with hardening (i.e., the variation of reference stress with cumulative slip) is used to describe the observed phenomena. Figure 3.16(a) shows the material model, and defines the initial reference stress $\tau_{o}$, the saturation stress $\tau_{v}$, and the initial hardening slope $\theta_{o}$. Two different levels of cumulative stress $\gamma_{c}^{1}$ and $\gamma_{c}^{1}$ are also shown in the figure. The actual shape of the material model is controlled by the exponent of the power law $a$ and the initial hardening slope. To obtain the plastic work for a given level of cumulative slip $\gamma_{c}^{i}$, the reference stress is integrated from $\gamma_{c}=0$ to $\gamma_{c}=\gamma_{c}^{i}$, which gives the area under the curve up to $\gamma_{c}^{i}$.

Figures $3.16(\mathrm{~b})$-(e) show the effect of the initial reference stress, the saturation stress, the initial hardening slope, and the exponent of the power law on the material behavior, where the arrows indicate change in reference stress curve with the increase in given parameter. It is seen that the area under the curve for a given level of cumulative slip (e.g., $\gamma_{c}^{1}$ ) —and thus the plastic work for any orientation angle-increases with increasing initial reference stress, saturation stress, or the initial hardening slope. Thus, the mean value $M$ of the specific energy is expected to be positively correlated to $\tau_{o}, \tau_{v}$, and $\theta_{o}$, which explains the behavior observed in Figs. 3.13(b)-(d)
and Figs. 3.14(b)-(d). Increasing the exponent of the power law (a) decreases the area under the reference stress for any given cumulative slip (see Eq. (3.34)). Consequently, an increase in $a$ yields a reduction in specific energy, as observed in Figs. 3.13(a) and 3.14(a).

Since $\Omega$ represents the difference between maximum and minimum specific cutting energy, its behavior follows the area under the curve between respective cumulative slips, e.g., $\gamma_{c}^{1}$ and $\gamma_{c}^{2}$, resulting in those specific energies (with $\gamma_{c}^{1}>\gamma_{c}^{2}$ ). Since the area between $\gamma_{c}^{1}$ and $\gamma_{c}^{2}$ increases with increasing $\tau_{o}, \tau_{v}$ and $\Theta_{o}$ and decreases with increasing $a$, the observed behavior of $\Omega$ with material parameters is similar to that of the mean, as observed in Figs. 3.13(f)-(i) and Figs. 3.14(f)-(i).

Lastly, it is observed that the exponent of rate sensitivity $n$ has the smallest effect on the mean value and the amplitude for both materials. Since the exponent causes the yield vertices to roundoff, changing its value results in changing the radius of rounding-off. Beyond a sufficiently large value of $n$, the rounding-off radius is very small, and hence the stress solutions obtained from solving Eq. (3.29) are quite similar for different values of $n$. As a result, the plastic work, and consequently specific energies, do not vary significantly with the exponent of the rate sensitivity, as observed in Figs. 3.13(e) and 3.13(j) and Figs. 3.14(e) and 3.14(j).

### 3.8 Model application

The main purpose of developing a machining force model is to predict the specific energies under varying input conditions encountered during machining. To demonstrate the application of the model for prediction, specific energies are analyzed for different crystallographic orientation, rake angle, and friction angle. Since the uncut chip thickness, cutting velocity and width of cut do not affect the specific cutting energy within the framework of the current model, these input parameters are not considered in this analysis. Based on the discussion above that all fcc materials are expected to behave similarly, the analysis is only performed for aluminum, using the calibrated material properties given in Table 3.1. Furthermore, since the thrust and cutting specific energies can be directly related (see Fig. 3.21)), only cutting specific energies are analyzed, and the thrust specific energy can be calculated from $u_{t}=u_{c} \tan (\beta-\alpha)$.

### 3.8.1 Effect of the zone axis

To analyze the effect of the crystallographic orientation of the sample zone axis ([abc] in Fig. 3.6(b)) the specific cutting energy is calculated for eight different zone axis, including [001], [111], [1

0 1 $]$, $\left[\begin{array}{lll}1 & 1 & 2\end{array}\right],\left[\begin{array}{lll}2 & 1 & 2\end{array}\right],\left[\begin{array}{lll}2 & 1 & 3\end{array}\right],\left[\begin{array}{lll}2 & 1 & 6\end{array}\right]$ and $\left[\begin{array}{ll}1 & 0\end{array}\right]$. For each zone axis, the orientation angle (which corresponds to cutting plane orientation [uvw] in Fig. 3.6(b)) is varied from 0 to 360 degrees, starting from a reference orientation angle according to Fig. 3.6(b). As indicated in Fig. 3.17, the zone axes are chosen such that they are uniformly distributed over the basic stereographic triangle, thereby uniformly distributing the analyzed zone axes within all possible orientations. For this analysis, a rake angle of 40 degrees and friction angle of 50 degrees are used ${ }^{3}$.
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Figure 3.11: The effects of hardening and lattice rotation on specific energy: (a) and (b) no hardening and no lattice rotation; (c) and (d) hardening without lattice rotation; (d) and (f) lattice rotation without hardening cases. The former of each pair is for $\left[\begin{array}{lll}0 & 1\end{array}\right]$ zone axis, and the latter is for $\left[\begin{array}{lll}1 & 0 & 1\end{array}\right]$ zone axis. The full RSPM model (hardening and lattice rotation) is used as the reference for each case.


Figure 3.12: Definition of the metrics used for analyzing the effect of different parameters: $M$ is the mean value, and $\Omega$ is the amplitude (about the mean) of the specific energy as it varies with the orientation angle.


Figure 3.13: Effect of material parameters on mean $M$ and amplitude $\Omega$ of specific energies for aluminum: (a)-(f) The exponent of the power law $a ;(\mathrm{b})-(\mathrm{g})$ the initial reference stress $\tau_{o}$; (c)-(h) the saturation stress $\tau_{v}$; (d)-(i) the initial hardening slope $\Theta_{o}$; and (e)-(j) the exponent of rate sensitivity $n$.


Figure 3.14: Effect of material parameters on mean $M$ and amplitude $\Omega$ of specific energies for copper: (a)-(f) The exponent of the power law $a$; (b)-(g) the initial reference stress $\tau_{o}$; (c)-(h) the saturation stress $\tau_{v}$; (d)-(i) the initial hardening slope $\Theta_{o}$; and (e)-(j) the exponent of rate sensitivity $n$.


Figure 3.15: Comparison between the (a) variation of the specific energy and (b) variation of the cumulative slip about [0 01 1] axis for aluminum ( $\alpha=40$ deg. and $\beta=50$ deg.).


Figure 3.16: (a) The material model (plastic stress versus cumulative slip) with the hardening effect; and the effects of (b) the initial reference stress, (c) the saturation stress, (d) the initial hardening slope, and (e) the exponent of the power law on the material model.


Figure 3.17: The selected zone axes in the basic stereographic triangle.


Figure 3.18: The effect of zone axis on specific cutting energy for aluminum for zone axes (a) [0 0


The specific cutting energies for the selected zone axes are shown in Fig. 3.18. The specific energy signatures show 2,4 , and 6 -fold symmetries based on the crystal structure about the chosen zone axes, e.g., $\left[\begin{array}{lll}1 & 0 & 1\end{array}\right]$ has a 2 -fold symmetry and $\left[\begin{array}{lll}1 & 1 & 1\end{array}\right]$ has a 6 -fold symmetry. The deformation mechanics can be analyzed to facilitate further interpretation of the results.

As discussed above, the specific energies closely follows the associated cumulative slip required to accommodate the deformation. The amount of slip, in turn, is determined by the proximity of slip systems to the shear plane during deformation. Here, the term "proximity" indicates how favorably a slip system is oriented with respect to the shear plane, so that it can accommodate the deformation. Although the existence of lattice rotations prevents providing a generalized quantitative description of the proximity (e.g., by using Schmid's analysis) between shear plane and slip plane/direction, a qualitative analysis of specific energy signatures can be performed based on the notion of proximity. For instance, it is expected that the lowest specific energy can be obtained at a zone axis that would allow the shear plane to be a slip plane, and the shear direction to be a slip direction associated with the slip plane. For such a scenario to occur, the slip plane must coincide with the shear plane, and the slip direction must be aligned with the shear direction. This indicates that both slip plane normal and the slip direction must be perpendicular to the zone axis. It can be verified that such a zone axis must belong to $<112\rangle$ family of directions. Hence, the minimum specific cutting energy value must occur at some orientation angle about [1 112$]$ zone axis. Figure 3.18 shows that the minimum specific energy occurs about [1 112$]$ zone axis, close to the orientation angles of 135 and 215 degrees (at which [-1 110$]$ direction becomes aligned along the shear direction). Indeed, without the lattice rotation and hardening effects, the minimum would have occurred exactly at 135 and 215 degrees.

The effect of zone axis can be analyzed more broadly based on the mean value $M$ and amplitude of variation. The latter may be presented as a ratio of the mean as $\Delta=\Omega / M$, referred to here as the deviation, to facilitate meaningful comparisons across zone axes. Figures 3.19(a) and (b) provide the variations of mean value and deviation at different zone axes, calculated at 40 orientations across the basic stereographic triangle (crystallographic orientations). Associated average cumulative slip and average lattice rotation are given in Figs. 3.20(a)-(b). It is seen that the [001] and [101] zone axes result in the highest and the lowest mean specific cutting energy, respectively. A comparison of Figs. 3.19(a) and 3.20(a) indicates that the mean specific energy follows the cumulative slip. The cumulative slip increases with increasing number of slip systems required for accommodating the deformation. Thus, higher mean values are observed for those zone axes that necessitate a higher number of slip systems for accommodating the deformation. For [0 011$]$ zone axis, at least 4 active


Figure 3.19: The effect of zone axis on (a) the mean and (b) the deviation of specific cutting energy for aluminum (color online).
slip systems are required to accommodate deformation for most of the orientation angles, whereas for $\left[\begin{array}{lll}1 & 0 & 1\end{array}\right]$ zone axis, at most 4 active slip systems are sufficient (the majority of orientation angles requiring only two active slip systems). Thus, the mean specific energies are expected to be higher for the $\left[\begin{array}{lll}0 & 1\end{array}\right]$ zone axis.

The deviation arises from the difference in proximity of slip systems at different orientation angles about a given zone axis. The [ $\left.\begin{array}{lll}1 & 1 & 2\end{array}\right]$ and $\left[\begin{array}{lll}1 & 1 & 1\end{array}\right]$ zone axes result in the maximum and minimum deviation, respectively. For $\left[\begin{array}{lll}1 & 1 & 2\end{array}\right]$ zone axis, the deformation in few of the orientation occur via single slip, resulting in lower values of specific energy. Other orientations, however, require up to five slip systems to be simultaneously activated, and thus causing high values of specific energy. Therefore, the deviation of specific cutting energy about the mean value is very large. On the other hand, the six-fold symmetry associated with the $\left[\begin{array}{lll}1 & 1 & 1\end{array}\right]$ zone axis yields the smallest value of deviation.

The effect of zone axis on the average value of lattice rotation (measured about the respective zone axis) is given in Fig. 3.20(b). Due to the plane strain nature of deformation, the zone axis is the axis of rotation. It is seen that the average lattice rotation closely follows the associated cumulative slip. This is due to the fact that higher cumulative slip induced a higher level of lattice rotation.


Figure 3.20: The effect of zone axis on (a) the average cumulative slip and (b) the average lattice rotation for aluminum (color online).

### 3.8.2 Effect of rake and friction angles

The rake angle ( $\alpha$, see Fig. 3.21) and the coefficient of friction (or the friction angle $\beta$ ) on rake face affect the machining forces and specific energies. Model Analysis section showed that the shape of specific energy signatures is determined by the arrangement of slip system with respect to machining geometry. Hence, the overall shape and phase angle of the specific energy curves do not vary significantly with the rake and friction angles, whereas the mean value $M$ and amplitude $\Omega$ do. Unlike the simplified model presented in [45,48], in which the specific energy was dependent on only the value of $(\beta-\alpha)$, in the RSPM model, due to the inclusion of hardening and lattice rotation, $\alpha$ and $\beta$ also have independent effects. Therefore, the analysis should be conducted in a two-dimensional variable space of $\alpha$ and $\beta$.

Figure 3.22 shows the variation of mean value and amplitude of specific cutting energy with rake and friction angles. At any value of rake angle the choice of friction angle is restricted by $(\beta-\alpha>0)$ to avoid the possibility of negative and zero thrust forces. For the analysis presented here, the minimum value of $(\beta-\alpha)$ is chosen to be 5 degrees. The effect of rake and friction angles on the proportion of plastic to total power and on the plastic power are analyzed in Figs. 3.23 (a) and (b), respectively.

At a fixed rake angle, the mean value of specific cutting energy increases with increasing friction angle (increasing coefficient of friction) due to the increased amount of work required for overcoming the friction. At a fixed friction angle, the mean decreases with increasing rake angle because of reduced amount of shear (consequently reduced plastic work). Figure 3.23(a) also indicates that the fraction of mean power spent in plastic deformation is mostly determined by the friction angle. For


Figure 3.21: Orthogonal machining geometry.


Figure 3.22: Variation of (a) the mean and (b) the amplitude with the rake and friction angles for aluminum (color online).
the Merchant model or for the anisotropy based simplified models in [45, 48], the fraction of power spent in plastic deformation is determined solely by the friction angle. In those cases contours of constant mean specific energy would lie along constant $(\beta-\alpha)$. A deviation from this behavior for the RSPM model is due to the incorporation of lattice rotation and hardening.

The effect of lattice rotation is strongly visible in Fig. 3.22(b) for the amplitude. For the range of values chosen, the amplitude is seen to peak around a rake angle of 20 degrees and a friction angle of 50 degrees (unlike the mean, which peaks at the highest ( $\beta-\alpha$ ) in the range). The position of the maximum amplitude is the result of the effect of lattice rotation. Although increasing values of specific energy at higher $(\beta-\alpha)$ tends to increase the absolute value of amplitude, the large deformations at higher $(\beta-\alpha)$ also results in large amount of lattice rotation. The resulting change in crystal orientation during machining causes the specific trend of specific energy signature to deviate from that shown in Fig. 3.8. For the [0001] zone axis considered, this change in the specific trend of the specific energy signature results in a reduction on the amplitude, thus shifting the position of peak from the highest $(\beta-\alpha)$.


Figure 3.23: (a) The proportion of (average) power spent in plastic deformation (to total power) and (b) the actual power spent in plastic deformation for aluminum across the range of rake and friction angles (color online).

### 3.9 Simplification of the model using Merchant's shear angle

In [45], in the absence of lattice rotation and hardening effects, the Merchant's shear angle ( $\phi_{M}$ ) was seen to be similar to the shear angle values calculated from the simplified model. It was proven that Merchant's shear angle matches the shear angle found through minimization at maximum and minimum values of the specific cutting energy (as it varies with the orientation angle). Thus, although the use of Merchant's shear angle did not yield the exact trend of specific energy with orientation angle, it provided a close approximation to mean value and the amplitude of variation,


Figure 3.24: Comparison between the specific cutting energy obtained using Merchant's shear angle and that from the complete model including minimization of total work for (a) $\left[\begin{array}{ll}0 & 1\end{array}\right]$, (b) [10 01$]$, (c) $\left[\begin{array}{lll}1 & 1 & 1\end{array}\right]$, and (d) $\left[\begin{array}{lll}2 & 1 & 2\end{array}\right]$ zone axes.
while reducing the computational burden by circumventing the need for power minimization to calculate the shear angle. Since such a simplification can potentially reduce the computation time significantly for the RSPM model, a similar analysis is performed for here.

To compare the specific energies from the complete RSPM model with that from the simplified RSPM model that uses the Merchant's shear angle, the rate-sensitive plastic work expression given in Eq. (3.7) can be written for Merchant's shear angle as

$$
\begin{equation*}
P_{t}=h w V W_{p}\left(1-\frac{(\sin (\alpha)+\tan (\beta-\alpha) \cos (\alpha)) \sin \left(\phi_{M}\right)}{\cos \left(\phi_{M}-\alpha\right)}\right)^{-1}, \tag{3.41}
\end{equation*}
$$

where

$$
\begin{equation*}
\phi_{M}=\frac{\pi}{4}-\frac{\beta-\alpha}{2} . \tag{3.42}
\end{equation*}
$$

Figure 3.24 presents the results for the two cases for four zone axes, using calibrated material properties of aluminum, a 40-degree rake angle and a 50 -degree friction angle. It is seen that the rate-sensitive model with Merchant's shear angle captures the trend in variation relatively well. As expected, since the complete RSPM model includes the minimization of total power over shear angle candidates, the specific energy obtained by using Merchant's shear angle is always greater than or equal to that of complete model. Therefore, it can be concluded that use of Merchant's shear angle within the RSPM model is sufficient to obtain the overall trend and amplitude (of variation) of the specific energy with crystallographic orientation. However, the phase angle and the mean value of the specific energies cannot be accurately determined using Merchant's shear angle formulation. Thus, large errors may result in specific energy predictions at certain orientation angles (e.g., a $80 \%$ error is seen around 30 deg. orientation angle when cutting [10 01$]$ zone axis.)

### 3.10 Summary

This chapter presented a machining force (specific energy) model for fcc single-crystal metals. The model uses the kinematics and geometry of orthogonal cutting process, and considers minimization of the total power, including the plastic power and friction power. The shear deformation is considered to occur in a finite shear zone. The large deformation is divided into a number of increments, the plastic work for each of which is determined using a rate-sensitive plasticity approach. Using the rate-sensitive approach enabled the active slip systems and amount of slip to be identified uniquely in each of those slip systems. For each incremental deformation, the lattice rotation and strain hardening (through an isotropic hardening scheme) are determined, and material properties are updated for the subsequent deformation increment. The friction power is calculated using an equivalent coefficient of friction between the chip and the tool rake face. Finally, the shear angle that results in the minimum total power (over geometrically-allowable shear angles) is identified as the shear angle solution for given cutting parameters (rake angle, cutting velocity, width of cut, uncut chip thickness, and coefficient of friction) and crystal orientation (workpiece zone axis, cutting plane orientation, and cutting direction). Using this shear angle, the cutting and thrust forces, and associated specific energies were calculated.

This model may be used to predict the variation of machining forces for given cutting parameters
and material properties (exponent of rate sensitivity, initial hardening slope, the saturation stress, the initial reference stress, and the exponent of the power law) for fcc single-crystal workpiece. Furthermore, if cutting occurs across multiple grains with different orientations, the RSPM model can be used to assess the force variations.

A Kriging-algorithm based calibration procedure was used to obtain the material parameters for the RSPM model from single-crystal cutting tests, and associated calibration parameters for copper and aluminum single crystals. Subsequently, a validation of the RSPM model was performed by comparing specific energies from model to experimental data from cutting tests on single-crystal aluminum. The effects of hardening and lattice rotation were then analyzed. Lastly, the model was applied to investigate the effect of sample zone axis, rake angle, and coefficient of friction on specific energies.

The following specific conclusions have been drawn from the presented analysis:

- The Kriging-based calibration procedure was seen to be effective in obtaining the five material parameters used in the RSPM model from single-crystal cutting data.
- The validation study showed that the RSPM model is able to capture accurately the variations of specific energies with the orientation angle (of the cutting plane) during orthogonal cutting of single-crystal fcc metals. The model captured the crystallographic symmetry, specific trend, mean value, amplitude (about the mean) and phase (of the peak) of the specific energy as it changes with the orientation angle.
- It was seen when both the lattice rotation and hardening effects (inclusion of either of which require rate-sensitivity) are neglected, although the amplitude of variation can be determined, the crystallographic symmetry, specific trend, and phase cannot be captured accurately. At a given orientation angle, this can cause considerable error on specific energy predictions. When hardening is included (without lattice rotation), the phase angle prediction improves slightly. However, the symmetry, specific trend, and phase angle still cannot be captured. When only the lattice rotation is included, all of the characteristics except the amplitude is captured accurately. Therefore, inclusion of the lattice rotation effect critical for capturing the crystallographic symmetry, specific trend, and phase angle of the specific energies as they vary with the orientation angle. Both the lattice rotation and hardening effects must be included to accurately determine the amplitude.
- The effect of material parameters on the crystallographic symmetry, specific trend, and phase angle are negligible. The amplitude and mean specific energies both increase with increasing
reference stress, saturation stress, and initial hardening slope; and both decrease with the exponent of (hardening) power law. The exponent of the rate sensitivity, on the other hand, only has a small effect on mean and amplitude of specific energies.
- It was observed that the behavior of mean and amplitude with material parameters is similar across different fcc materials, indicating that the deformation kinematics plays a major role in determining the specific energy signature. The change in specific energy values with crystallographic orientation was seen to follow closely the change in cumulative slip.
- At a fixed rake angle $\alpha$, the mean value of specific cutting energy increased with increasing friction angle $\beta$ (i.e., increasing coefficient of friction) due to the increased friction work. At a fixed friction angle, the mean decreases with increasing rake angle because of the reduced amount of shear (consequently, reduced plastic work). In the simplified model presented in [45,48], the mean specific energy was constant for constant $(\beta-\alpha)$ irrespective of the values of $\alpha$ or $\beta$. Due to the inclusion of lattice rotation and hardening, however, in the RSPM model the mean specific energy varies with not only their difference, but also individual values of $\alpha$ and $\beta$.
- A simplified version of the RSPM model is constructed by using the Merchant's shear angle instead of finding the shear angle through the minimization of total power. The simplified model was sufficient to obtain the overall trend and amplitude (of variation) of the specific energy with crystallographic orientation. However, the phase angle and the mean value of the specific energies were not accurately determined. As such, there may be large errors in specific energy prediction at certain orientation angles.


## Chapter 4

## Experimental Setups for Planing and Plunge-turning of Single Crystals and Coarse Grained Polycrystals

### 4.1 Motivation

The motivation for the experimental study on machining of coarse grained poly-crystals and single crystals is twofold: first, to understand the effects of anisotropy during micromachining; and second, to validate the machining force models developed earlier using the experimental machining data obtained from such studies.

The available experimental data on orthogonal machining in the presence of anisotropy was reviewed in Chapter 1. It was observed that studies in the literature can be divided into two categories, namely planing and plunge-turning, each with its own advantages and disadvantages. The available experimental data was focussed on primarily the machining forces. Since forces dictate surface finish it was naturally preferred to characterize machining behavior.

Although both planing and plunge-turning studies suggest a strong effect of crystallographic anisotropy on machining forces, the available data is insufficient to elaborate on the effects of rake angle, cutting velocity and uncut chip thickness in the presence of anisotropy. Furthermore, the available data is scattered sparsely over the possible cutting conditions, posing a difficulty for validating the machining models, i.e., a single study does not provide sufficient information for comparing with the models and due to the nature of machining experiments, which depend upon
the tool condition (edge sharpness ${ }^{1}$ ), and possibly machine stiffness [35], it is difficult to evaluate a model by comparing it across data from different studies.

This indicates a strong need for experimental data on machining of single-crystal and coarsegrained materials covering a broad range of machining conditions. Although planing experiments allow easier setups and provide access to more detailed data and visual inspections, they can be applied to only one (cutting) crystal orientation at a time. Alternatively, plunge turning experiments allow capturing the variation in machining response over a range of orientations, and enable wider ranges of cutting speeds to be used. To address these complementary capabilities, a planing apparatus and a plunge-turning apparatus are constructed.

### 4.2 Planing apparatus

A heavy duty sliding microtome was modified to create an orthogonal planing set-up as shown in Fig. 5.1. The microtome consists of a vertical stage with $1 \mu \mathrm{~m}$ resolution, and a horizontal slide capable of moving at velocities ranging from $1 \mathrm{~mm} / \mathrm{s}$ to $100 \mathrm{~mm} / \mathrm{s}$. A tool post was constructed on the vertical stage as shown in Fig. 5.1. The tool is attached to the tool post (and stage) through a tool holder. The motion of stage along the feed direction specified the uncut chip thickness. The workpiece was attached to the horizontal slide, which provided the cutting velocity. The setup is equipped with a Kistler 9256 C 1 dynamometer fixed between the tool holder and the tool post for measuring the three orthogonal machining force components (see Fig. 5.1).

The tool post was designed to ensure high loop stiffness in order to avoid large variation of the uncut chip thickness from the prescribed value. A set of preliminary tests was conducted to verify that the variation is indeed minimal. To achieve this, a piece of aluminum (see Fig. 5.2) was machined at few prescribed uncut chip thicknesses and the thrust forces (along the feed direction in Fig. 5.1) were recorded. In between each cut, a replica of the wall was created (see Fig. 5.2) using a replica-set system. The replicas, which are channels, were measured for their depth using a white-light interferometer (WYKO). The difference in depth values between the replica from before and after the cut was considered as the actual uncut chip thickness. The results (see Table 5.1) show that irrespective of the thrust force, the difference between the measured and prescribed uncut chip thickness is within $1 \mu \mathrm{~m}$.
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Figure 4.1: Planing apparatus.

### 4.2.1 Tool characterization

To minimize the complexities arising from non-sharp tools, especially while machining at the microscale, a custom made single crystal diamond tool was utilized for the experiments. The edge length of the tool was designed to be 2.5 mm . The tool geometry, shown in Fig. 4.3, was designed with an included angle of 60 degrees. This allowed the rake angle of the tool to be varied between 0-25 degrees using different tool holders as shown in Fig. 4.3, while maintaining a clearance angle of at least 5 degrees. In addition to holders for adjusting the rake angle, holders were also made for adjusting the inclination angle. Providing an inclination angle enables the tool to be used for oblique machining. The edge radius of the tool was measured at eight locations along the edge with an atomic force microscope using the technique similar to the ones described in [54-57]. The measured edge radius was found to be equal to $150.18 \mathrm{~nm} \pm 20.26 \mathrm{~nm}$ along the cutting edge.


Figure 4.2: Replica based measurement procedure (a) Aluminum workpiece, (b) Replica material applied on top of the workpiece, and (c) Replica removed for measurement. The process is repeated after the prescribed cut and the two replicas are compared for depths at the location marked by ridges for obtaining the actual uncut chip thickness.

Table 4.1: Variation in uncut chip thickness.

| Test | Prescribed $(\mu \mathrm{m})$ | Measured $(\mu \mathrm{m})$ | Thrust force $(\mathrm{N})$ |
| :---: | :---: | :---: | :---: |
| 1 | 10 | 10.1 | 4.8 |
| 2 | 10 | 10.8 | 4.6 |
| 3 | 20 | 19.9 | 5.4 |
| 4 | 20 | 20.5 | 5.6 |
| 5 | 40 | 40.9 | 9.9 |
| 6 | 40 | 39.9 | 11 |

### 4.3 Turning apparatus

Precision turning apparatus was assembled on a vibration isolation table. The setup consists of a precision spindle, a single-axis slide, a Kistler 9256C1 dynamometer, a single crystal diamond tool (same as the one described above), tool holders (to provide required rake and inclination angles) and a workpiece holder as shown in Fig. 4.4. The tool is connected to the slide, which provided the feed motion. A single-crystal aluminum workpiece used during plunge-turning experiments is given in Fig. 4.5. A square hole is created in the center of the workpiece to prevent slipping during machining. The workpiece is attached to the workpiece holder that is fixed on the spindle through a collet. The dynamometer was attached on the tool side to measure the forces during plunge turning.

The choice of the components was made based on the stiffness, load capacity and accuracy.


Figure 4.3: (a) Diamond tool design, (b) Holder for adjusting the rake angle, (c) Holder for adjusting the inclination angle, (d) Tool assembly with rake angle adjusted, and (e) Tool assembly with rake and inclination angles adjusted.

The set-up was designed to be of high rigidity to minimize experimental uncertainties. Since cutting forces are most strongly dependent on uncut chip thicknesses, the factors (and their values) affecting the uncertainty of uncut chip thickness are provided here for reference. These include the radial stiffness of the spindle, asynchronous component of the runout measured from the workpiece surface, alignment between slide motion axis and spindle rotation axis, and the accuracy of slide motion.

The radial and axial stiffness values obtained from the spindle manufacturer were $58 \mathrm{~N} /$ micron and $56 \mathrm{~N} /$ micron, respectively. The maximum asynchronous component of the runout measured from the surface of a XX gauge pin ( 0.75 inch diameter) using a laser Doppler vibrometer was equal to 205 nm . To minimize experimental errors resulting from vibrations, the spindle was belt driven using a speed controlled vector drive motor. The motion axis of the slide was aligned perpendicular to the rotation axis of the spindle within a tolerance of 0.1 degrees. The slide position was found to be within 1 micron from the commanded position.


Figure 4.4: Turning apparatus.


Figure 4.5: Single crystal workpiece.

## Chapter 5

## Machining of Coarse Grained Aluminum Including Crystallographic Effects

Although there exists a consensus in the literature that the crystallographic anisotropy of metals strongly affects their machining response [17, 19-26], quantitative observations on the effects of crystallographic anisotropy have been limited to only a few sets of cutting conditions and crystallographic orientations. Furthermore, although the subsurface deformation created by previous tool passes could change the machining response $[24,59]$ and its relationship with the crystallographic anisotropy significantly, no work in the literature provided comprehensive experimental data on the interaction effects between the subsurface damage and crystallography.

This chapter presents an experimental investigation on the effects of crystallographic anisotropy during orthogonal machining of coarse-grained pure aluminum. Orthogonal machining (planing) is chosen to simplify the kinematics of the process when analyzing the crystallographic effects. Experiments are conducted under varying feed (uncut chip thickness) values, cutting speeds, and rake angles, and the variations of machining forces (analyzed in terms of specific cutting energy and effective coefficient of friction) and surface roughnesses across different grains are measured. To analyze the effect of the subsurface damage in the presence of crystallographic anisotropy, experiments were conducted both with and without cleanup cuts that alleviate the subsurface deformation.

### 5.1 Experimental Methods

### 5.1.1 Experimental Facility

To conduct the experiments presented in this work, a sliding microtome was modified to create an orthogonal planing system shown in Fig. 5.1(a). The microtome consists of a vertical stage with 1 $\mu \mathrm{m}$ resolution, and a horizontal slide capable of moving at velocities ranging from $1 \mathrm{~mm} / \mathrm{s}$ to 100 $\mathrm{mm} / \mathrm{s}$. A tool post was constructed on the vertical stage from extruded aluminum frames, and the tool is attached to the tool post through an adaptor plate. Therefore, the uncut chip thickness can be specified by moving the vertical stage. The workpiece was attached to the horizontal slide, which provides the cutting velocity. A force dynamometer (Kistler 9256C1) attached between the adaptor plate and the tool post facilitates measuring the three mutually-orthogonal machining force components (see Fig. 5.1(a)).

The stiffness of the structural loop is critical to ensure that the actual and specified uncut chip thickness (feed) values do not differ significantly due to deflections under machining forces. A set of preliminary tests was conducted to assess the difference between the specified and actual uncut chip thickness values: A protruded wall-like feature was machined on an aluminum 7075 workpiece (see Fig. 5.2) at different feed values, and the corresponding vertical forces were recorded. Between each cut, a negative replica of the wall was created (see Fig. 5.2) using a repliset system that, according to the manufacturer, is capable of replicating features less than $0.1 \mu \mathrm{~m}$. The actual uncut chip thickness values were determined by measuring the change in feature depth on the replicas using white-light interferometry (WYKO). Table 5.1 provides the actual and prescribed uncut chip thickness values, and the associated vertical forces. It is seen that the difference between the measured and prescribed uncut chip thickness values never exceeded $1 \mu \mathrm{~m}$ for any of the test conditions. It is noted that the vertical forces considered in this evaluation study well-covers the range of vertical (thrust) forces measured during the experimentation on coarse-grained aluminum. Therefore, we expect the actual uncut chip thickness values during the experiments to be within 1 $\mu \mathrm{m}$ of the prescribed values.

### 5.1.2 Tool Characterization

The cutting edge sharpness, as measured by the radius of the cutting edge (the edge hone), has a profound effect in cutting mechanics. In particular, larger edge radii produces increased ploughing and more extensive deformations near the tool edge [60]. To minimize the aforementioned com-


Figure 5.1: (a) Planing apparatus and (b) Schematic for machining coarse grained workpieces.
plexities arising from the use of non-sharp tools, especially while machining at the micro-scale, a custom made single crystal diamond tool was used during the experiments. The diamond tool has


Figure 5.2: Replica based measurement procedure (a) Aluminum workpiece with the wall feature, (b) Replica material applied on top of the workpiece, and (c) Replica removed for measurement. The process is repeated after each cut and the depth of the replicas are measured at ridge locations to obtain the actual uncut chip thickness.

Table 5.1: Results of the preliminary study to measure the difference between the actual and prescribed uncut chip thicknesses.

| Test | Prescribed $(\mu \mathrm{m})$ | Measured $(\mu \mathrm{m})$ | Vertical Force $(\mathrm{N})$ |
| :---: | :---: | :---: | :---: |
| 1 | 10 | 10.1 | 4.8 |
| 2 | 10 | 10.8 | 4.6 |
| 3 | 20 | 19.9 | 5.4 |
| 4 | 20 | 20.5 | 5.6 |
| 5 | 40 | 40.9 | 9.9 |
| 6 | 40 | 39.9 | 11 |

an edge length (cutting width) of 2.5 mm and an included angle of 60 degrees. The rake angles can be selected within 0 deg. to 25 deg. range by using different tool-holder adaptors, while still maintaining a clearance angle of at least 5 degrees. For a quantitative assessment of the tool, the edge radius was measured at eight locations along the edge with an atomic force microscope using the technique described in $[26,54-57]$. The measured edge radius was found to be $150.18 \mathrm{~nm} \pm$ 20.26 nm along the cutting edge. Since the minimum uncut chip thickness during the experiments is $10 \mu \mathrm{~m}$, this level of edge sharpness is considered to eliminate the effects of tool edge radius on cutting mechanics.

### 5.1.3 Workpiece Characterization

Two samples of high purity aluminum (99.999\%) were cut and polished to create workpieces with uniform widths ( 1.89 mm and 1.48 mm , respectively). To obtain coarse grained samples, the workpieces were subsequently annealed at $400^{\circ} \mathrm{C}$ for 30 minutes. The resulting coarse grained workpieces (with grain lengths ranging from 1 mm to 10 mm along the length of the workpiece) were etched with hydrochloric acid to reveal the underlying grain structure. The grains were then traced under oblique lighting conditions. Only those grains that span the entire width of the workpieces were indexed, and they were labeled as $A_{1}$ to $A_{6}$ for Workpiece 1 and $B_{1}$ to $B_{11}$ for Workpiece 2. Figure 5.3 shows the side view of the two workpieces, where the grain boundaries are identified. To verify the location of grain boundaries, and to determine the orientation of each grain, orientation imaging microscopy (OIM) was used after the completion of the cutting tests. A typical orientation map obtained from OIM is overlapped on the workpiece image in Fig. 5.3. The measured orientations of each grain are given in Table 5.2 in terms of the three Euler angles. ${ }^{1}$ Figure 5.4 shows cutting directions and cutting plane normals in terms of crystal coordinates projected on standard stereographic triangles. Since the orientations are well distributed over the stereographic triangles, the conclusions drawn from the experiments would not be biased towards specific crystallographic orientations.


Figure 5.3: (a) Workpiece 1 and (b) Workpiece 2 with traced grain maps.
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Figure 5.4: Projections of (a) Cutting plane normals and (b) Cutting directions, in the standard stereographic triangle.

### 5.1.4 Cutting Conditions

The effects of cutting velocity $(v)$, uncut chip thickness $(h)$, and rake angle $(\alpha)$ on machining forces and surface finish were studied in the presence of crystallographic anisotropy. To also analyze the effect of subsurface deformation, experiments were conducted both with and without cleanup cut. The experimental conditions were selected based on the capabilities of the experimental setup in terms of cutting velocity, uncut chip thickness, width of cut and rake angles, and a full factorial design of experiments was conducted. The cutting conditions used during the study are provided in Table 5.3.

### 5.1.5 Experimental Procedure

The experiments were performed on the coarse grained aluminum workpieces to enable analyzing the effects of cutting conditions and tool geometry on machining in the presence of crystallographic anisotropy. The adhesion of pure aluminum to the rake face of the diamond tool observed during the preliminary tests was eliminated by using a cutting fluid (Ecoline), which was applied on the rake face of the tool and the surface of the workpiece using a cotton swab prior to each test. The order of experiments were randomized, and two repetitions were performed for each set of conditions. The three-component force data was collected at a sampling rate of 5 kHz during the experiments. For each set of cutting conditions, experiments both with and without cleanup cuts were performed.

Table 5.2: Orientations of the grains.

| Grain number | $\varphi_{1}$ (deg.) | $\phi$ (deg.) | $\varphi_{2}$ (deg.) |
| :---: | :---: | :---: | :---: |
| $A_{1}$ | 53 | 38 | 327 |
| $A_{2}$ | 131 | 14 | 265 |
| $A_{3}$ | 84 | 28 | 316 |
| $A_{4}$ | 36 | 12 | 294 |
| $A_{5}$ | 45 | 11 | 316 |
| $A_{6}$ | 28 | 18 | 312 |
| $B_{1}$ | 343 | 13 | 35 |
| $B_{2}$ | 341 | 10 | 16 |
| $B_{3}$ | 333 | 9 | 53 |
| $B_{4}$ | 283 | 26 | 36 |
| $B_{5}$ | 278 | 29 | 85 |
| $B_{6}$ |  |  |  |
| $B_{7}$ | 246 | 17 | 171 |
| $B_{8}$ | 305 | 42 | 36 |
| $B_{9}$ | 296 | 51 | 46 |
| $B_{10}$ | 215 | 49 | 147 |
| $B_{11}$ | 220 | 40 | 163 |

Table 5.3: Experimental conditions for orthogonal machining studies.

| Uncut chip thickness $(\mu \mathrm{m}), h$ | $10,20,40$ |
| :--- | :---: |
| Rake angle (deg.) $\alpha$ | $0,10,25$ |
| Cutting speed $(\mathrm{mm} / \mathrm{s}), v$ | 10,50 |

Prior study in the literature [59] has indicated that the depth of the subsurface deformation imparted by the cutting process does not exceed the uncut chip thickness of the previous tool pass. Hence, in this work, the subsurface damage was mitigated significantly by performing multiple 2 $\mu \mathrm{m}$ cleanup cuts before each with-cleanup test, with a total removal depth equal to the uncut chip thickness of the previous cut.

The roughness of the cut surfaces were analyzed only for the with-cleanup tests. A replica-based roughness measurement procedure was followed to avoid removing the workpiece from the experimental setup between tests: A replica of the cut surface was made using the Repliset system after every cut (in a similar manner to that shown in Fig. 5.2). The roughness measurements were later taken from the replicas using an optical profilometer (Zygo NewView 7300). The measurements were performed over an area of $180 \mu \mathrm{~m} \times 50 \mu \mathrm{~m}$ on the center of each grain along the length direction from the mid section of the workpiece width. A set of preliminary experiments conducted to assess the accuracy of the replica-based roughness measurement capability indicated that the average surface roughnesses $\left(R_{a}\right)$ measured from the actual surface and its replica differs by less than 4 nm .

### 5.2 Results and Discussion

The kinematics of orthogonal machining and associated machining forces are depicted in Figure 5.5, where $F_{c}, F_{t}$, and $F$ are the cutting, the thrust and the resultant (machining) forces, respectively. $\phi$ and $\beta$ represent the shear angle and the friction angle, respectively in Fig. 5.5. To represent the cutting process in a normalized fashion, the experimental machining forces are divided by the uncut chip area, which is equal to the product of the width of the workpiece (width of cut) and the uncut chip thickness, to obtain the specific cutting $\left(u_{c}\right)$ and specific thrust ( $u_{t}$ ) energies. A typical variation of specific energies across the grains along the length of the workpiece is shown for each workpiece in Fig. 5.6, where the solid lines indicate the specific energy averaged over two repetitions, and the gray band indicates the variation about the average. For presenting the specific energy data, the length axis is normalized to the total sample length, and shown as a percentage. To eliminate the transient effects observed during the transition from one grain to the next, average specific energy values were calculated for each grain from the forces averaged over the half-length of the grain about the center of the grain. The observed abrupt changes on specific energy signatures across the grain boundaries are due to the anisotropy of consecutive crystals, rather than a direct effect from the grain boundaries themselves, which are only a few atoms thick.


Figure 5.5: Kinematics of the orthogonal cutting and the Merchant's force circle diagram.


Figure 5.6: Typical specific energy variations for (a) Workpiece 1 and (b) Workpiece 2, for 0 degree rake angle, $10 \mathrm{~mm} / \mathrm{s}$ cutting velocity, and $40 \mu \mathrm{~m}$ uncut chip thickness.

In general, the grain-to-grain variations of specific thrust energies were seen to follow those of specific cutting energies (see Fig. 5.6). However, while the specific cutting energy is always positive, the specific thrust energy exhibits both positive and negative values due to the force equilibrium in orthogonal cutting at higher rake-lower friction conditions. For this reason, a quantitative comparison between the maximum and minimum specific thrust energies across grain orientations is not informative. Therefore, the analysis presented here focuses mainly on the specific cutting energies and the effective coefficient of friction ( $\mu$ ), which is calculated as

$$
\begin{equation*}
\mu=\tan \left(\alpha+\arctan \left(\frac{u_{t}}{u_{c}}\right)\right) . \tag{5.1}
\end{equation*}
$$

Together, the specific cutting energy (cutting force) and the effective coefficient of friction completely describe the kinematics of the orthogonal cutting process, allowing other force components to be calculated with the knowledge of the rake angle. It is important to note that the observed variations of effective coefficient of friction are not accompanied with physical explanations of the effects. This is due to the fact that the calculation of the effective coefficient of friction is only provided to characterize the change in cutting force ratios, rather than the changes in actual friction characteristics.

To assess the repeatability of the experimental results and their statistical significance, a multi-
variate analysis of variance (ANOVA) was performed on the average specific cutting energies and the effective coefficients of friction. In this analysis, the statistical significance of a factor was decided considering a $95 \%$ confidence interval (a P value less than 0.05 ) [65]. A preliminary analysis including all the interaction effects indicted that, while some high-level interaction effects were statistically significant, their F values (normalized magnitudes) were considerably smaller than those of the main and two-way interaction effects. Therefore, only the main and two-way interaction effects were considered in this study.

The factors used in the ANOVA analysis included crystallographic orientation (17 levels), rake angle (3 levels), cutting velocity ( 2 levels), uncut chip thickness ( 3 levels), and cleanup status ( 2 levels - with and without). Table 5.4 presents the results from the ANOVA analysis for the specific cutting energy and the effective coefficient of friction, where the statistically insignificant values are italicized: It is seen that except the interaction between orientation and cutting velocity, and that between velocity and uncut chip thickness, all the main and interaction effects are statistically significant for the specific cutting energy. For the effective coefficient of friction, three interaction effects were not statistically significant.

Table 5.4: ANOVA results for the specific cutting energy and the effective coefficient of friction, where "*" denotes the interaction between two parameters.

| Parameter | $\mathrm{P}\left(u_{c}\right)$ | $\mathrm{F}\left(u_{c}\right)$ | $\mathrm{P}(\mu)$ | $\mathrm{F}(\mu)$ |
| :---: | :---: | :---: | :---: | :---: |
| Orientation $\left(e_{1}\right)$ | 0.000 | 236.02 | 0.000 | 185.67 |
| $\alpha\left(e_{2}\right)$ | 0.000 | 3109.18 | 0.000 | 348.49 |
| $v\left(e_{3}\right)$ | 0.000 | 63.26 | 0.000 | 16.61 |
| $h\left(e_{4}\right)$ | 0.000 | 164.26 | 0.000 | 497.28 |
| Cleanup $\left(e_{5}\right)$ | 0.000 | 1204.92 | 0.000 | 52.14 |
| $e_{1}{ }^{*} e_{2}$ | 0.000 | 50.89 | 0.000 | 23.60 |
| $e_{1}{ }^{*} e_{3}$ | $\mathbf{0 . 6 2 1}$ | 0.86 | 0.015 | 4.07 |
| $e_{1}{ }^{*} e_{4}$ | 0.000 | 8.17 | 0.000 | 42.89 |
| $e_{1}{ }^{*} e_{5}$ | 0.000 | 42.74 | 0.000 | 3.38 |
| $e_{2}{ }^{*} e_{3}$ | 0.003 | 5.77 | 0.009 | 4.69 |
| $e_{2}{ }^{*} e_{4}$ | 0.000 | 7.48 | 0.000 | 51.84 |
| $e_{2}{ }^{*} e_{5}$ | 0.000 | 275.64 | $\mathbf{0 . 2 1 3}$ | 1.55 |
| $e_{3}{ }^{*} e_{4}$ | $\mathbf{0 . 1 2 1}$ | 2.11 | $\mathbf{0 . 0 8 4}$ | 2.49 |
| $e_{3}{ }^{*} e_{5}$ | 0.000 | 16.38 | $\mathbf{0 . 0 7 2}$ | 3.25 |
| $e_{4}{ }^{*} e_{5}$ | 0.000 | 11.52 | 0.000 | 11.49 |

### 5.2.1 Machining after Cleanup Cuts

In this section, the effects of cutting conditions and their interaction with the crystallographic anisotropy are analyzed in detail for surfaces that are prepared by performing the cleanup cuts.

### 5.2.2 The Main Effects of Crystallographic Anisotropy

The main-effect plot for the crystallographic orientation on specific cutting energy is given in Fig. 5.7(a). This plot averages the specific cutting energies over all the conditions: Although the exact variation between the orientations depends upon the specific set of cutting conditions, the main effect plot provides an overall perspective on the effect of anisotropy. The averaged specific cutting energies were seen to vary significantly with the crystallographic orientation. The specific cutting energy was seen to vary by as much as $360 \%$ (between grains $B_{1}$ and $B_{2}$ ).

The strong effect of crystallographic anisotropy arises from the dependance of the deformation behavior of crystals upon the arrangement of slip systems with respect to the cutting orientation (both the plane normal and the cutting direction). Some researchers [34, 66] attempted to capture the effect of crystallographic anisotropy by calculating the Schmid factors along the direction of the resultant machining force. To determine the variation of the Schmid factor during the experiments presented here, the resultant force magnitude and direction was calculated from the measured cutting and thrust forces. Subsequently, the associated Schmid factors for the average resultant force directions for each orientation were determined and presented in Fig. 5.8. It is seen that the maximum variation in Schmid factors was $16 \%$. Thus, the observed variations due to crystallographic anisotropy cannot be explained through the Schmid factors. This is an expected result, since the Schmid-factor based models assume that the deformation occurs only along a single slip system: In reality, fcc metals have 12 slip systems, and generally five independent slip systems must be activated simultaneously to accommodate an arbitrary deformation. Prediction and quantitative analysis of the effect of anisotropy under such conditions would require more elaborate plasticitybased models of the machining process [45, 48], including multiple slip, hardening, and crystal rotation effects.

The variation in effective coefficient of friction with orientation is shown in Fig. 5.7 using the main effect plot obtained by averaging over uncut chip thicknesses, cutting velocities, and rake angles. Except for three crystals, the average coefficient of friction was observed to be within a narrow range of 0.07 to 0.1 (corresponding to 4 to 5.7 degrees in terms of friction angle). On closer observation and comparing with the main effects plot for the specific cutting energy, the three outliers were seen to be for orientations whose specific cutting energies are the lowest ( $A_{2}, B_{1}$, $B_{3}$ ). It is possible that unbiased noise affects those low specific energy values, and thus, prevents accurate calculation of the effective coefficient of friction. Overall, within the range of parameters tested in this study, the variation of effective coefficient of friction with crystallographic orientation was seen to be minimal. This indicates that the cutting and thrust forces are well-correlated across


Figure 5.7: Main effect plots for (a-d) Specific cutting energy and (e-h) Effective coefficient of friction.
different crystallographic orientations.


Figure 5.8: Schmid factors for the resultant machining force directions.

## The Effects of Rake Angle

The main effect of the rake angle on specific cutting energy is seen in Fig. 5.7(b). It is seen that the increasing the rake angle reduces the specific cutting energy. The average specific cutting energy at zero degree rake angle is observed to be higher than that at 25 degree rake angle by approximately $250 \%$. This effect is similar to that seen in machining of effectively isotropic materials, and is due to the lower shear strains that reduce the extent of deformation at increased rake angles.

More detailed observations about the effects of rake angle can be made by analyzing the specific cutting energy signatures. Figure 5.9 shows a sample data for both workpieces for $10 \mathrm{~mm} / \mathrm{s}$ cutting speed at different uncut chip thickness values. The small shift observed in the individual grain signatures arises from the fact that the grain boundaries are not aligned with the feed direction, and thus, the starting and ending position of each crystal changes in subsequent tests. As concluded from the ANOVA analysis, the specific cutting energies were seen to reduce with increasing rake angles.

The interaction between the rake angle and orientation effects is critical to the current study. Figure 5.10(a) presents the specific cutting energies for each rake angle by averaging the data over all the cutting speeds and uncut chip thicknesses. It is clear that the effect of rake angle is not uniform across different crystallographic orientations: The maximum variation of average specific cutting energy was seen be $415 \%$ at 0 degree rake angle and $250 \%$ at 25 degree rake angle. This implies that the variation of specific cutting energy arising from the anisotropy increases with reducing rake angle. In other words, the cutting process is more sensitive to effects of anisotropy at lower rake angles.

A possible explanation for the observed phenomena may be offered by considering the change


Figure 5.9: Effect of rake angle on specific cutting energy signatures at various cutting conditions for (a-c) Workpiece 1 and (d-f) Workpiece 2, at $10 \mathrm{~mm} / \mathrm{s}$ cutting velocity. The guidelines show the approximate midpoint of each grain for visual correlation only.
in shear angle and shear strain with varying rake angle. Since a change in rake angle causes the average shear direction to change, even for the same cutting direction and crystal orientation, the plastic deformation during machining may very significantly. Furthermore, the magnitude of strain experienced by the material also varies with the change in shear angle. Increased strains at lower rake angles, combined with the changes in orientation of the shear deformation, could result in increased variation in specific cutting energy with reducing rake angle.

The effective coefficient of friction (main effect) was seen to increase with increasing rake angles. The average value of the effective coefficient of friction was 0.16 at 25 degree rake angle and 0.08 at 0 degree rake angle. However, the variation of effective coefficient of friction across crystallographic orientations was found to be similar at all rake angles (see Fig. 5.11(a)).


Grain Orientation


Figure 5.10: Two- way interaction effects for specific cutting energy between (a) the grain orientation and the rake angle and (b) the grain orientation and the uncut chip thickness.

## The Effects of Cutting Velocity

As seen in Table 5.4 and Fig. 5.7(c), the main effect of the cutting velocity on specific cutting energy was seen to be statistically significant. Increased cutting speeds were observed to produce higher specific cutting energies. However, within the range of cutting velocities considered in this work, the effect of cutting velocity was seen to be small. Averaging over the crystallographic orientations, rake angles and uncut chip thicknesses, the specific cutting energy is only $8.6 \%$ higher at $50 \mathrm{~mm} / \mathrm{s}$ than at $10 \mathrm{~mm} / \mathrm{s}$.

Changes in cutting velocities affects the cutting process through two opposing mechanisms. First, at increased strain rates experienced at higher cutting velocities, most metals show increased


Figure 5.11: Two- way interaction effects for specific cutting energy between (a) the grain orientation and the rake angle, (b) the grain orientation and the cutting velocity, and (c) the grain orientation and the uncut chip thickness.
resistance against yielding, and thus, the specific cutting energies increase at higher velocities. Second, for a wide range of cutting speeds, increasing cutting velocity increases the workpiece temperatures, thereby softening the material, and thus, reducing the specific energies. For the
relatively low-speed regime considered in the current tests, the former effect is considerably more dominant. More specifically, the effect of cutting speed is seen mainly on the stress distribution for a given applied strain. The resulting stress distribution is related to the strain rate through a power law relationship, typically in the form of $\sigma \propto(\dot{\gamma})^{\frac{1}{n}}$, where $\sigma$ is the stress, $\dot{\gamma}$ is the strain rate, and $n$ is the coefficient of rate sensitivity. The strain rate is directly proportional to the cutting velocity, and typical values of $n$ for metals range from 10 to 30 . Consequently, the effect of strain rate, and thus, the cutting velocity, on the stress response is relatively small. For instance, for coefficient of rate sensitivities within a range of 10 to 30 , a five fold increase in the cutting speed (strain rate) would result in a change of stress values within $5 \%$ and $17 \%$. In the current set of experiments, the increase in specific cutting energy was seen to be $8.6 \%$ for a five-fold increase in the cutting velocity.

However, the interaction effect between the cutting velocity and crystallographic orientation on specific cutting energy was seen to be statistically insignificant. This can be explained by considering the stress-strain rate dependance described above: Since coefficient of rate sensitivity $(n)$ is commonly independent of the orientation, the effect of speed is expected to be uniform across all orientations.

Although statistically significant, the cutting velocity was seen to have a little effect on the calculated average coefficient of friction (see Fig. 5.7 (g)). In terms of friction angle the variation is less than one degree. The variation of effective coefficient of friction across crystallographic orientations was found to be similar at all cutting velocities (see Fig. 5.11(b)).

## The Effects of Uncut Chip Thickness

Table 5.4 and Fig. 5.7(d) shows that the main effect of the uncut chip thickness is statistically significant, and reduced uncut chip thickness results in increased specific cutting energies. The specific cutting energy at $10 \mu \mathrm{~m}$ was seen to be $17 \%$ higher than that at $40 \mu \mathrm{~m}$.

This phenomena, commonly referred to as the size effect, has been observed frequently in the machining literature for effectively isotropic materials, e.g., in [61-63]. Researchers have attributed the size effect to the deformation characteristics of the material [63], the edge radius of the tool, and the fracture energy [64] necessary for chip separation. Due to the sharp diamond tool used in the current set of experiments, the effect of edge radius can be considered negligible. Both the fracture energy for chip separation and shearing behavior of the material could be orientation dependent, and may be responsible for the observed size effect. However, since the raise in specific
cutting energy due to the uncut chip thickness reducing from $40 \mu \mathrm{~m}$ to $10 \mu \mathrm{~m}$ is approximately the same for each rake angle $(18 \%, 16 \%$ and $19 \%$, respectively at 0 degree, 10 degree, and 25 degree rake angles, respectively), it may be deduced that the amount of deformation does not affect the size effect significantly. Therefore, the observed size effect is most probably arising from the chip separation and new surface creation energies, which are commonly considered to be constant (and independent from the uncut chip thickness).

Figure 5.12 shows the change in specific energies at three levels of uncut chip thickness for the two workpieces. It is seen here that the size effect is not uniform across different crystals. Therefore, there is an interaction effect between the uncut chip thickness and crystallographic orientation. The interaction effect could be visualized more effectively by averaging the specific energies for each uncut chip thickness over the cutting speed and rake angles, as shown in Fig. 5.10(b).


Figure 5.12: Effect of uncut chip thickness on specific cutting energy signatures at various cutting conditions for (a-c) Workpiece 1 and (d-f) Workpiece 2, at $50 \mathrm{~mm} / \mathrm{s}$ cutting velocity. The guidelines show the approximate midpoint of each grain for visual correlation only.

The effective coefficient of friction (main effect) was seen to reduce at higher uncut chip thick-
nesses. Figure 5.7 shows that the average effective coefficient of friction at $10 \mu \mathrm{~m}$ uncut chip thickness is more than twice $(212 \%)$ of that at $40 \mu \mathrm{~m}$ uncut chip thickness. Furthermore, the variation of effective coefficient of friction with crystallographic orientations was similar (see Fig. 5.11(c)) at all uncut chip thicknesses.

### 5.2.3 Machining Surfaces without Cleanup

The presence of subsurface deformation from the previous cuts affects the material properties experienced during the subsequent cut. As a result, both the deformation behavior and the specific energies vary due to existing subsurface deformation. For the results presented in the previous section, cleanup cuts were performed to minimize the effect of subsurface deformation. In this section, a systematic study is presented to assess the effect of subsurface deformation on specific energies in the presence of crystallographic anisotropy. As seen in Table 5.4, the main effect of the cleanup cuts, as well as its interaction effect with crystallographic orientations, are both statistically significant.


Figure 5.13: Typical effect of cleanup cut on specific cutting energy for (a) Workpiece 1 and (b) Workpiece 2.

A typical specific energy variation for a test with the cleanup cuts and the immediately following


Figure 5.14: (a) Main effect of cleanup cut and (b) Two- way interaction effect for specific cutting energy between (a) the grain orientation and the cleanup cut.
test (without cleanup cuts) are given in Fig. 5.13, where a 10 degree rake angle, a $10 \mathrm{~mm} / \mathrm{s}$ cutting velocity, and a $40 \mu \mathrm{~m}$ uncut chip thickness were used. The main effect of the cleanup is shown in Fig. 5.14(a). Averaging across all test conditions, the cases with cleanup cuts resulted in a $31 \%$ higher specific cutting energy than those without cleanup cuts. Furthermore, the interaction effect between the cleanup and the rake angle is also statistically significant: This is possibly due to the larger deformations at lower rake angles causing the effect of cleanup cut to become larger at lower rake angles. The average increase in specific cutting energy with cleanup cuts is $8.7 \%, 29 \%$ and $45 \%$ at 25 degree, 10 degree, and 0 degree rake angles, respectively.

Although the interaction effect of uncut chip thickness and cleanup were seen to be statistically significant, the effect of cleanup is observed to be similar at different uncut chip thickness values. The cases without cleanup at $10 \mu \mathrm{~m}$ and $40 \mu \mathrm{~m}$ uncut chip thicknesses showed $29 \%$ and $26 \%$ reduction in average cutting specific energies, respectively, when compared to cases with cleanup cuts.

When compared to the experiments conducted with (after) cleanup cuts, the cases without cleanup cuts showed lower variation in specific cutting energy with crystallographic orientation, as shown by the two-way interaction effect depicted in Fig. 5.14(b). The standard deviation (with orientation) of average specific energy without cleanup cuts was equal to 68 MPa , whereas that with cleanup cut was equal to 115 MPa . This reduction in standard deviation indicates that larger subsurface deformation reduces the effect of anisotropy. Within the deformed regions of the subsurface, the lattice is not uniformly oriented [59]. The orientation of the crystal changes gradually from the surface. Therefore, during a cut without cleanup, the orientation of a large
portion of the material begin removed is different from the original orientation of the bulk crystal.
For the effective coefficient of friction, the main effect of cleanup and its interaction effect with the uncut chip thickness are seen to be statistically significant. The effective coefficient of friction is seen to increase by $15 \%$ without cleanup, and the increase is seen to be higher at lower uncut chip thicknesses. The effective coefficient of friction without cleanup is seen to increase by $20 \%$, $16 \%$, and $5 \%$ at $10 \mu \mathrm{~m}, 20 \mu \mathrm{~m}$, and $40 \mu \mathrm{~m}$ uncut chip thicknesses, respectively.

### 5.2.4 Analysis of Surface Roughness

It was observed in the literature that machining different crystallographic orientations under the same cutting conditions could result in different surface roughnesses [20,22,31]. However, these experiments were performed on a very few orientations (and cutting conditions) [20], and only qualitative observations were made [31].

When machining an effectively isotropic material, the roughness of the generated surface depends upon the quality of the tool, kinematics of the process, and the vibrational response of the machining system. In the current study, the same tool is used for each test across different crystals, and since the wear of the diamond tool is negligible, the effect of tool quality on the surface roughness is uniform across the crystals and under different conditions. The kinematics of the process for given set of cutting conditions were also identical across different grains. Furthermore, at the steady state (away from the transition region from one crystal to another), the vibrational response of the structure could be assumed to be uniform.

When considering machining of single crystals and coarse-grained samples, the surface generation mechanism may play an important role. The generated surface is directly correlated with the orientation of the crystals, since the surface is generated by large plastic deformation of the material ahead of the tool edge combined with the separation of the chip from the workpiece through a fracture mechanism [67] (both of which are orientation dependent).

In the current study, the surface roughness was measured for all the cases with the cleanup cuts. The repetitions of the surface roughness measurements were performed only at six conditions. The surface roughness data was analyzed thorough ANOVA based on the average surface roughness ( $R_{a}$ ) values, as shown in Table 5.5, where the statistically insignificant effects are italicized. It is seen that the main effects of orientation, rake angle, cutting velocity, and uncut chip thickness, as well as various interaction effects are statistically significant.

The relevant main and interaction effects on average surface roughness are plotted in Fig. 5.15.

Table 5.5: ANOVA results for the surface roughness, where "*" denotes the interaction between two parameters.

| Parameter | $\mathrm{P}\left(R_{a}\right)$ | $\mathrm{F}\left(R_{a}\right)$ |
| :---: | :---: | :---: |
| Orientation $\left(e_{1}\right)$ | 0.000 | 47.07 |
| $\alpha\left(e_{2}\right)$ | 0.000 | 51.39 |
| $v\left(e_{3}\right)$ | 0.023 | 5.20 |
| $h\left(e_{4}\right)$ | 0.000 | 42.40 |
| $e_{1}{ }^{*} e_{2}$ | 0.000 | 3.38 |
| $e_{1}{ }^{*} e_{3}$ | $\mathbf{0 . 8 0 1}$ | 0.69 |
| $e_{1}{ }^{*} e_{4}$ | 0.001 | 2.16 |
| $e_{2}{ }^{*}{ }_{3}$ | $\mathbf{0 . 1 2 1}$ | 2.13 |
| $e_{2} e_{3} e_{4}$ | 0.013 | 3.23 |
| $e_{3}{ }^{*} e_{4}$ | $\mathbf{0 . 7 5 7}$ | 0.28 |

As seen in Fig. 5.15(a), when averaged over all the cutting conditions, the surface roughness varies strongly with the crystallographic orientation. The largest variation was seen between grains $B_{2}$ and $B_{3}$, where the surface roughness of grain $B_{2}\left(R_{a}=265 \mathrm{~nm}\right)$ was seen to be $831 \%$ higher than that of grain $B_{3}\left(R_{a}=32 \mathrm{~nm}\right)$. When Figs.5.15 and 5.7(a) are analyzed, a correlation between the roughness values and the specific energies may be observed: generally, higher roughness values are seen at orientations that result in higher specific energies.

Averaging over all the crystallographic orientations, the surface roughness was seen to increase with reducing rake angle, increasing uncut chip thickness, and reducing cutting speed. The average $R_{a}$ values at 0 degree rake angle are higher than those at 25 degree rake angle by $90 \%$, and the average $R_{a}$ values at $40 \mu \mathrm{~m}$ uncut chip thickness are higher than those at $10 \mu \mathrm{~m}$ by $85 \%$.

The interaction effect between the crystallographic orientation and the rake angle is shown in Fig. 5.15(e). It is seen that the effect of rake angle on average surface roughness varies at different crystallographic orientations. Similarly, the interaction effect between the crystallographic orientation and the uncut chip thickness is shown in Fig. 5.15(f). Generally, the surface roughness variations across the grains are seen to be smaller at lower uncut chip thicknesses. However, in many orientations, especially those that produce lower $R_{a}$ values, the surface roughness variations does not change significantly with the uncut chip thickness. It is possible that this low level of surface roughness is an inherent limitation of the experimental setup, and is uniform across different grain orientations and uncut chip thicknesses.


Figure 5.15: (a-d) Main effect plots for surface roughness, and (e-f) Two- way interaction effects for surface roughness between (e) the grain orientation and the rake angle, and (f) the grain orientation and the uncut chip thickness.

### 5.3 Comparison with the model

The observed experimental variation in specific cutting energy for the with-cleanup tests was also compared with the predicted variation from the RSPM model. While a recalibration of the model is necessary for performing an one to one comparison, the trends in variation with orientation can be compared using the material constants calibrated earlier (see Table 3.1) for pure aluminum. A constant uniform coefficient of friction (dependent on the rake angle) obtained from the experiments
was used for all the orientations at every rake angle.
For comparison with the model the specific cutting energies were averaged over cutting conditions (cutting velocity and uncut chip thickness) at each rake angle for every orientation. Qualitatively, it was observed that the predictions from the RSPM model followed the experimental behavior better at higher rake angle. The statistical R package was used to quantify the correlation between the experimental results and the model predictions.

The preliminary results from the statistical tests gave correlation coefficients of 0.04, 0.35, 0.71 at 0 degree, 10 degree and 25 degree rake angles, respectively, between the experimental and the simulated specific cutting energies. A higher correlation coefficient indicates a better match, with a correlation coefficient of 1 indicating a strong linear relationship between the two. The variations in specific cutting energies are compared in Fig. 5.16 for the 25 degree rake angle case. The magnitudes of the predicted specific energies are scaled uniformly in Fig. 5.16(b) to obtain the same average (over all orientations) specific energy value observed in experiment.


Figure 5.16: Comparison between (a) Experimental specific cutting energy and (b) Predicted specific energy (scaled) from the RSPM model, at 25 degree rake angle

Since the model relies on many simplifying assumptions, the predictive capability of the model is tied to the applicability of the underlying assumptions. In particular, the model assumes an uniform, thin and straight shear zone. At lower rake angles, the shear zone is thicker, not straight and most importantly not uniform. Hence, it is expected that the predictions from the model will follow the experimental observations better at higher rake angles.

### 5.4 Summary

This chapter presented an experimental analysis of orthogonal machining of coarse-grained aluminum including the crystallographic anisotropy. A planing setup is used to conduct experiments with a full-factorial design including 17 crystallographic orientations and varying cutting conditions, and the specific cutting energies and effective coefficients of friction were calculated from the measured forces. Multi-variate analysis of variance was used to assess the repeatability and statistical significance of different parameters and their interaction with crystallographic orientations. The tests with and without cleanup cuts were performed to determine the effect of subsurface damage and its interaction with crystallographic effects.

The effect of crystallographic anisotropy on specific cutting energy was seen to be strong, resulting in $360 \%$ variation for the experimental conditions and crystallographic orientations considered in this work. The effects of cutting conditions, when averaged over crystallographic orientations, was seen to follow those seen during machining of isotropic materials: the specific cutting energy was seen to increase with reducing rake angle, increasing cutting velocity, and reducing uncut chip thickness. The effect of anisotropy was seen to be stronger at lower rake angles; the maximum variation in specific cutting energy was $415 \%$ at 0 degree rake angle and $250 \%$ at 25 degree rake angle. The interaction effect between the cutting velocity and orientation was seen to be statistically insignificant, indicating that the effect of velocity was uniform across all orientations for the range of velocities considered in this study. Furthermore, the well-known size effect was observed in all orientations, and the amount of size effect was seen to be orientation dependent.

An equivalent coefficient of friction was calculated to facilitate analyzing different components of machining forces and different specific energies. The variation in the effective coefficient of friction (friction angle) was seen to be only between 4 degrees to 5.7 degrees for most crystallographic orientations. Based on the available data, when modeling the effects of anisotropy in machining, using a constant coefficient of friction could be a good approximation.

Comparing the results from the experiments without cleanup cuts to those with cleanup cuts, it was observed that the presence of larger subsurface deformation reduces the average (across cutting parameters and orientations) specific cutting energy. At lower rake angles, the effect of subsurface deformation was seen to be stronger: the specific cutting energies with cleanup cuts were higher by $8.7 \%, 29 \%$ and $45 \%$ at 25 degree, 10 degree and 0 degree rake angles, respectively. The effect of subsurface damage was also seen to be strongly depend upon the crystallographic orientation. Lastly, the subsurface deformation was not seen to influence the effective coefficient of friction
values significantly.
The crystallographic anisotropy was seen to strongly affect the surface roughness: The $R_{a}$ values varies by as much as $831 \%$ due to crystallographic anisotropy. Furthermore, it is observed that the orientations that produce higher specific cutting energies result in higher surface roughnesses and increased uncut chip thicknesses exacerbated the effect of crystallographic anisotropy on surface roughness.

## Chapter 6

## Experiments on Single Crystal Aluminum

As a part of the research, experiments were also performed on single crystal aluminum to measure the effect of anisotropy during machining. The results from the initial experiments on single crystals are presented in this chapter. Since the infrastructure necessary for performing the complete set of experiments is now available, they will be performed in the near future. The chapter also describes the measurement of subsurface deformation after the machining of single crystal. The measurement technique using the combined OIM and focused ion beam (FIB) equipment not only reveals the extant of sub surface deformation but also the nature of the deformation.

### 6.1 Orthogonal machining of aluminum single crystals

Orthogonal machining was performed on aluminum single crystals ( $99.999 \%$ pure). The workpieces were created by slicing from larger crystals using wire electro-discharge machining (WEDM) ${ }^{1}$. Both plunge turning and planing experiments were performed using a 25 degree rake angle tool while cutting samples with $\left[\begin{array}{lll}0 & 0 & 1\end{array}\right]$ zone axis. Plunge turning experiments were also performed on workpieces with $\left[\begin{array}{lll}1 & 1 & 1\end{array}\right]$ and $\left[\begin{array}{lll}1 & 0 & 1\end{array}\right]$ zone axes, using 25 and 0 degree rake angles, respectively. In both setups, the cutting speed was maintained at $4 \mathrm{~mm} / \mathrm{s}$ and the cutting depth was $20 \mu \mathrm{~m}$. Cutting fluid was applied (using a brush) on the rake face prior to the experiments.

The cutting force variation during plunge turning about [0000 $\left.\begin{array}{ll}1\end{array}\right]$ and $\left[\begin{array}{lll}1 & 1 & 1\end{array}\right]$ zone axis are shown in

[^8]

Figure 6.1: Cutting force variation about (a) $\left[\begin{array}{lll}0 & 0 & 1\end{array}\right]$ and (b) $\left[\begin{array}{lll}1 & 1 & 1\end{array}\right]$ zone axis

Fig. 6.1(a) and (b). The plunge turning force presented in the figure is the mean of data collected over six revolutions, along with the standard deviations indicated. The orientation angle of zero degrees corresponds to the cutting plane normal being $\left[\begin{array}{lll}1 & 0 & 0\end{array}\right]$ direction in the case of and $\left[\begin{array}{lll}0 & 0 & 1\end{array}\right]$ zone axis, and $\left[\begin{array}{lll}1 & 0 & -1\end{array}\right]$ direction in the case of $\left[\begin{array}{lll}1 & 1 & 1\end{array}\right]$ zone axis. The force variations show expected symmetries (four-fold for $\left[\begin{array}{lll}0 & 0 & 1\end{array}\right]$ and six-fold for $\left[\begin{array}{lll}1 & 1 & 1\end{array}\right]$ zone axis). The thrust force was observed to follow the cutting force variation in each case.

Planing experiments were performed with the aim of comparing plunge-turning and planing forces. To compare forces, 13 orientations were randomly chosen about the [ $\left.\begin{array}{llll}0 & 1\end{array}\right]$ zone axis for planing. To eliminate the effects of subsurface deformations, comparisons were made between planing data with and without clean-up cuts ( 5 cuts of $2 \mu \mathrm{~m}$ deep each); the variations between those cases were found to be minimal. Figure 6.1(a) shows the comparison between cutting forces from planing and plunge turning. For planing, the experimental forces shown are the mean of four cutting passes. It is seen that the plunge turning and planing forces match well (except for one outlier).

Plunge turning experiments were also conducted using small(zero) rake angle. Same cutting conditions as those above were used, except the workpiece zone axis was chosen to be $\left[\begin{array}{lll}1 & 0 & 1\end{array}\right]$ direction. The cutting force results from the this study exhibited a large variation (the green lines indicating the standard deviation) in forces at certain orientations, as shown in Fig. 6.2(a). When observed closely by superimposing the machining results from consecutive revolutions, it was seen that the forces were alternating between two distinct levels, resulting in large standard deviations. This was also observed when machining at those orientations under planing configuration. The cutting force variation when cut consecutively at one such orientation during planing is shown in

 orientation about [ 10101$]$ zone axis under planing

Fig. 6.2(b). In the case of planing, when cleanup cuts were performed between consecutive cuts, the force matched closely with the higher values.

A possible cause for such behavior is the subsurface deformation left on the workpiece surface from the previous tool pass. To test this hypothesis, the subsurface deformation in the crystal was subsequently analyzed.

### 6.1.1 Measurement of subsurface deformation

To analyze the subsurface damage on single-crystal aluminum workpieces, a combined OIM and focused ion beam (FIB) equipment was used. The equipment includes two 180 degrees apart stations for performing the FIB milling to polish the material, and then to subsequently image the polished area using OIM. To prevent the rounding of edge during FIB milling, a platinum layer is deposited on the cut surface as shown in Fig. 6.3(a). The technique also allows observing the changes in orientation below the cut surface. The [ $\left.\begin{array}{lll}1 & 0 & 1\end{array}\right]$ workpiece machined using zero degree rake angle was analyzed for subsurface damage.

The resulting OIM scan on the region is shown in Fig. 6.3(b). Figure 6.3(c) shows the misorientation along the red line in the vertical direction of Fig. 6.3(b). The direction is also shown in Fig. 6.3(b) for clarity. The misorientation profile shows two slopes, while the smaller slope is hypothesized to be due to sample positioning accuracy, resulting in a small variation in the measured orientation over distance, the sudden change in this slope is, on the other hand, indicative of subsurface deformation. The depth at which this slope changes can be considered as a measure for


Figure 6.3: Orientation imaging (a) Capping Platinum layer, (b) Orientation map and (c) Misorientation along the depth of workpiece
the depth of subsurface deformation (in the case shown here, it is equal to approximately $20 \mu \mathrm{~m}$ ).
Although based on the preliminary subsurface damage data presented (at only one position and orientation) it is hard to conclude whether the alternation of forces is due to sub-surface damage, the misorientation observed could be a potential cause. Considering that the uncut chip thickness was $20 \mu \mathrm{~m}$ for the cut surface, a damage layer of $20 \mu \mathrm{~m}$ implies the cutting orientation was different than the orientation expected from the macro geometry of the single crystal workpiece. As a result, the data for low rake angle machining of single crystals (including the ones in the literature) may not be accurately correlated to the crystallographic orientations.

## Chapter 7

## Conclusions

The research presented in this work aimed at understanding and predicting the effects of crystallographic anisotropy during machining. Although the presented framework could be applied to other types of crystals, the presented work was specifically focused on fcc metals. In the modeling part of the work, it was observed that by combining the machining kinematics and a shear angle determination scheme originally developed for isotropic materials with the plastic deformation behavior of single crystals, the effects of crystallographic anisotropy on machining forces can be captured. In particular, shear angle determination through minimization of the total power over shear angle candidates, and equations for machining kinematics developed by Merchant [16] provide a suitable framework for incorporating the effects of crystallography. Based on the modeling work, the following specific conclusions are obtained.

- The simplified model obtained by capturing the crystallographic effects through Bishop and Hill's micro-plasticity model can predict magnitude of variations in machining forces due to anisotropy.
- To overcome the deficiencies of the simplified model, it is necessary to incorporate physically realistic effects, including large deformations, strain hardening, and lattice rotation. Inclusion of these effects requires the knowledge of slip on individual slip system for any given amount of deformation. Consequently, rate sensitive constitutive equations are required for determining the slip rates uniquely on individual slip systems. To address these needs, a rate sensitive plasticity based machining (RSPM) model has been developed.
- Compared to the simplified model, the RSPM model is able to capture more accurately the
variations of specific energies (forces) with the crystallographic orientation during orthogonal cutting of single-crystal fcc metals.
- A further simplification for both models could be obtained by circumventing the power minimization procedure, and instead utilizing the Merchant's shear angle solution, to determine the shear angle. This simplification is successful in capturing the magnitude of variation observed in forces for a fraction of computational burden.

The experimental work has been successful in quantifying the effects of anisotropy on machining forces and surface finish. In addition to the effects of anisotropy, the interaction between the anisotropy and machining parameters were also explored. From the machining experiments on coarse grained polycrystal and single crystals, the following specific conclusions are obtained.

- From the machining experiments on polycrystal, when the results are averaged over responses from individual crystals from 17 or more orientations, the effect of the machining parameters follow the behavior that is seen at the macro scale on effectively-isotropic materials. More specifically, the specific cutting energy was seen increase with reducing rake angle, increasing cutting velocity, and reducing uncut chip thickness.
- Both specific energy and surface finish are strongly affected by crystallographic anisotropy. The effects of rake angle and uncut chip thickness on specific energy depend upon the orientation of the crystal, whereas the effect of cutting velocity is uniform across all orientations.
- To reduce the effect of the subsurface deformation left by a previously machined surface, multiple small cleanup cuts can be performed. When the cleanup cuts are conducted, with respect to experiments without the cleanup cuts, the effect of anisotropy changes significantly. The specific energies obtained after the cleanup cuts are higher than those obtained without the use of cleanup cuts for all crystals.
- When machining with large (positive) rake angles, the specific energies obtained from plungeturning experiments, where the crystallographic orientation changes continuously for a fixed zone axis, are equal to those obtained from planing experiments on the same orientations. The latter, however, is significantly more time consuming, since each individual crystal must be separately tested. On the other hand, for small and negative rake angles, the results from the two experimental configurations do not consistently match. During plunge turning of single crystal disks, $\left[\begin{array}{lll}1 & 1 & 1\end{array}\right]$ zone axis results in the minimum variation of specific energy out of other zone-axis orientations.
- Subsurface deformation can be experimentally quantified by using a combined FIB and OIM technique. At lower rake angles, the depth of subsurface deformation is commensurate with the uncut chip thickness.


## Chapter 8

## Future Work

The research conducted as a part of this thesis has created more opportunities to explore and better understand the effects of anisotropy on micromachining. Depending on the nature, scope and available infrastructure, the opportunities are divided into near term and long term future work. The specifics of the two categories are described in the following sections.

### 8.1 Near Term Work

Considering the fully functional turning and planing experimental set-ups and the single crystal workpieces that have already been procured the following experimental studies will be performed in the near future.

### 8.1.1 Experimental Measurement of Subsurface Deformation

During the initial experiments it was observed that the subsurface deformation was commensurate with the uncut chip thickness while machining with the zero degree rake angle tool. A deformed subsurface (and the resulting lattice rotation) can result in the cutting orientation being different from the one expected of the single crystal workpiece. Furthermore, the subsurface deformation can cause a polycrystalline region below the cut surface, which can result in the machining response (during subsequent cuts) being different from the response expected from single crystals.

Gaining a through understanding of machining of single crystals would require the study of subsurface deformation, which may be an integral part of the machining response. Furthermore, since the measured forces are compared with the predictions from the model, a possible source
of mismatch between the two is the subsurface deformation. Depending on the extent and the nature of the subsurface deformation, modifications to the model may be required for recreating the experimental conditions while comparing with the experimental results. Hence a systematic measurement of the extent and the nature of subsurface deformation will be performed.

### 8.1.2 Orthogonal Machining of Single Crystals

Despite the large number of studies in the literature on machining of single crystals, the available force data is scattered sparsely over the possible cutting conditions. As a result, it is difficult to use the available data for validating with the machining models and gaining a thorough understanding on the effects of crystallographic anisotropy. Furthermore, the available data is insufficient to elaborate on the effects of rake angle, cutting velocity and uncut chip thickness while machining single crystal fcc metals. Consequently, there is a strong need for experimental machining study of single crystal over a wide range of cutting conditions.

In the near future, orthogonal planing and orthogonal plunge turning experiments will be performed on single crystal aluminum and the variation in forces and surface finish with orientation will be studied at different cutting conditions. Furthermore, the RSPM model will be recalibrated using newer experimental data. The subsequent model predictions will be compared with the experimental results to analyze the applicability of the model at various cutting conditions.

### 8.1.3 Oblique Machining of Single Crystals

Realistic machining operations involve complicated tool geometries. While orthogonal machining models and experiments serve as ideal cases which can be extended to complicated machining geometries, it is useful to perform one such extension to the case of oblique machining. Oblique machining geometry results in the tool edge being non perpendicular to the cutting velocity. Unlike orthogonal machining, the deformation during oblique machining is not of plane strain.

In this work, oblique machining experiments will be performed on single crystal aluminum at various inclination angles, rake angles, cutting velocity and uncut chip thickness in both planing and plunge turning set-ups. These experiments will be the first oblique machining experiments performed on single crystals. Furthermore, the RSPM model will be extended to include the oblique machining geometry and used for predicting forces at various inclination angles.

### 8.2 Long term work

In the longer term, the following tasks are proposed to improve the modeling efforts and obtain additional experimental data.

## Non Homogeneity of Deformation

Under the presented modeling efforts the shear zone is assumed to be homogenous. All the material being removed as chip is assumed to undergo the same amount of deformation. Whereas it is known that the shear deformation of the material is inhomogeneous, especially so at lower rake angles. Extending the machining force model to include the inhomogeneity of the shear zone will improve the predictive capability of the model.

## Improved Modeling of Rake Face Conditions

Currently a simplified average friction coefficient is used for incorporating rake face friction condition. Such modeling based on Coulomb friction assumption overlooks the complex boundary conditions on the rake face. Using more complicated friction models will aid in capturing the physical behavior more accurately. Researchers have observed a significant shear deformation caused due to rubbing on rake face. As an alternate approach, a second shear deformation (along with the primary shear deformation) applied to the material can aid in capturing the behavior on the rake face.

## Improved Hardening Schemes

The current model relies on isotropic hardening (all slip systems harden at the same rate), whereas latent hardening (with inactive slip systems hardening more than active ones) is observed in fcc metals. While latent hardening may not affect the results for orientations in which the slip is accommodated by multiple systems during any point/stage of deformation (in the shear zone), it will affect cases which accommodate slip with few (single/double) slip systems (at any stage). Incorporating latent hardening into the RSPM model may improve the predictive capability of the model.

## Extension to Non FCC Metals

Body Centered Cubic (BCC) metals have enough slip systems for accommodating arbitrary strains. Modeling of plasticity in BCC materials can be performed on the lines of FCC materials if restricted glide is considered. The RSPM model can be modified to consider the restricted glide scenario in BCC materials, and the resulting predictions can be compared with the experimental results by machining BCC materials. In the case of Hexagonal close packed (HCP) metals there are
not enough slip systems to accommodate arbitrary strain. Hence, modeling their behavior during machining may be difficult. However, an experimental analysis of the effects of anisotropy during machining of HCP metals can be performed.

## Simulation Tool for Predicting Forces for Actual Machining Operations

The oblique machining force model incorporating anisotropy can be combined with the tool geometry and used to predict forces during machining operations like milling and drilling. Since different parts of material may be cutting along different crystallographic directions while machining with complex tools, a chip continuity condition may be necessary for realistic modeling. Such a simulation tool combined with a voxel based microstructure map (obtained from non destructive testing) can be used to predict machining forces for actual workpieces.

Effect of Grain Boundary Character Distribution Apart from crystallographic anisotropy, grain boundary character distribution can also affect the machining response at the micro-scale. Machining across individual grain boundaries cannot be used to quantify the effect of grain boundaries, as the effect crystallographic anisotropy masks the effect of grain boundary character. Alternately, specially prepared grain boundary engineered (GBE) materials can be machined and compared with reference material to observe the effect of Grain boundary character distribution.

## Appendix

## Schimd tensor and Euler angles

The Schmid tensor for the $s$-th slip system is given by $\left(b_{s} \otimes n_{s}\right)+\left(b_{s} \otimes n_{s}\right)^{T}$, where $b_{s}$ is the slip direction and $n_{s}$ is the slip plane normal. The symmetric part $m_{s}$ and skew-symmetric part $q_{s}$ of the Schmid tensor, and can be written as

$$
m_{s}=\frac{\left(b_{s} \otimes n_{s}\right)+\left(b_{s} \otimes n_{s}\right)^{T}}{2} \quad \text { and } \quad q_{s}=\frac{\left(b_{s} \otimes n_{s}\right)-\left(b_{s} \otimes n_{s}\right)^{T}}{2} .
$$

The components of $\Omega^{k}$ are used to update $P^{k}$ through an Euler angle based update scheme. $P^{k}$ can be written in terms of three Euler angles, $0 \leq \varphi_{1} \leq 2 \pi, 0 \leq \theta \leq \pi$ and $0 \leq \varphi_{2} \leq 2 \pi$, as

$$
\begin{gathered}
P^{k}= \\
{\left[\begin{array}{ccc}
\cos \varphi_{1} \cos \varphi_{2}-\sin \varphi_{1} \sin \varphi_{2} \cos \theta & \sin \varphi_{1} \cos \varphi_{2}+\cos \varphi_{1} \sin \varphi_{2} \cos \theta & \sin \varphi_{2} \sin \theta \\
-\cos \varphi_{1} \sin \varphi_{2}-\sin \varphi_{1} \cos \varphi_{2} \cos \theta & -\sin \varphi_{1} \sin \varphi_{2}+\cos \varphi_{1} \cos \varphi_{2} \cos \theta & \cos \varphi_{2} \sin \theta \\
\sin \varphi_{1} \sin \theta & -\cos \varphi_{1} \sin \theta & \cos \theta
\end{array}\right] .}
\end{gathered}
$$

$P^{k+1}$ is obtained by updating the Euler angles. The change in Euler angles can be written in terms of components of $\Omega^{k}$ from the following set of equations.

$$
\begin{aligned}
\Delta \varphi_{1} & =\left(\frac{\sin \varphi_{2}}{\sin \theta}\left(\Omega^{k}\right)_{23}+\frac{\cos \varphi_{2}}{\sin \theta}\left(\Omega^{k}\right)_{31}\right) \Delta t \\
\Delta \theta & =\left(\cos \varphi_{2}\left(\Omega^{k}\right)_{23}-\sin \varphi_{2}\left(\Omega^{k}\right)_{31}\right) \Delta t \\
\Delta \varphi_{2} & =-\Delta \varphi_{1} \cos \theta+\left(\left(\Omega^{k}\right)_{12}\right) \Delta t
\end{aligned}
$$



Figure 8.1: (a) Reference nickel and (b) GBE nickel (source:www.integran.com)

## Machining of GBE materials

Apart from crystallographic anisotropy, grain boundary character distribution can also affect the machining response at the micro-scale. Machining across individual grain boundaries cannot be used to quantify the effect of grain boundaries, as the effect crystallographic anisotropy masks the effect of grain boundary character. Alternately, specially prepared grain boundary engineered (GBE) materials can be machined and compared with reference material.

To perform such experiments, GBE nickel and reference nickel samples was obtained from Integran. Figure 8.1 shows the difference between the two according to the manufacturer. GBE nickel is seen to have significantly higher proportion of $\Sigma 3,9,27$ boundaries [58].

The experiments were performed on the planing apparatus at 2 speeds ( $2 \mathrm{~mm} / \mathrm{s}$ and $20 \mathrm{~mm} / \mathrm{s}$ ) with an uncut chip thickness of $5 \mu \mathrm{~m}$. Since diamond tools cannot be used with nickel, a carbide tool was used. Typical forces along a length of the workpiece at $20 \mathrm{~mm} / \mathrm{s}$ cutting speed is shown in Fig. 8.2(a). At least 6 repetitions were performed at each cutting conditions. The forces (mainly cutting) were consistently observed to be higher while cutting reference nickel. However, on close observation it was seen that the reference nickel samples were thicker than GBE nickel samples. Hence the cutting forces were normalized to obtain specific cutting energy and an ANOVA analysis was performed. The resulting main effects and interactions plots are shown in Figs. 8.2(b) and (c). The corresponding F and P values given in Table 8.1 indicate that while the effects of both material and speed on specific energy is statistically significant, the effect of interaction is not.


Figure 8.2: (a) Machining force comparison, (b) Main effects plot, and (c) Interaction plot

Table 8.1: ANOVA results for machining of GBE materials.

| Parameter | F value | P value |
| :---: | :---: | :---: |
| Material | 36.22 | 0.000 |
| Speed | 14.19 | 0.001 |
| Interaction | 0.10 | 0.758 |
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[^0]:    ${ }^{1}$ A set of slip systems is said to be dependent if a non trivial combination of slips on those systems can result in zero strain.

[^1]:    ${ }^{2}$ Dynamic shear stress is the ratio of shear force to shear plane area [16].

[^2]:    ${ }^{1}$ Equivalently, the work can be obtained by minimizing the plastic work over 384 sets of independent slip systems in Taylor's model [43, 44].

[^3]:    ${ }^{1}$ Critical resolved shear stress is the amount of stress required on a slip plane to cause slip on that particular plane

[^4]:    ${ }^{2}$ The simplified version closely mimics the behavior of results from force model in [45,48] (also shown in Fig.3.11(a) and $3.11(\mathrm{~b}))$. The small difference between the two stems from the rounding of the yield vertex when the rate-sensitive constitutive equations are used.

[^5]:    ${ }^{3}$ The orientation angles about $\left[\begin{array}{lll}0 & 0 & 1\end{array}\right],\left[\begin{array}{ll}1 & 1 \\ \hline\end{array}\right],\left[\begin{array}{lll}1 & 0 & 1\end{array}\right],\left[\begin{array}{lll}1 & 1 & 2\end{array}\right],\left[\begin{array}{lll}2 & 1 & 2\end{array}\right],\left[\begin{array}{lll}2 & 1 & 3\end{array}\right],\left[\begin{array}{lll}2 & 1 & 6\end{array}\right]$ and $\left[\begin{array}{lll}1 & 0 & 2\end{array}\right]$ zone axes were measured clockwise from $\left[\begin{array}{ll}0 & 1\end{array} 0\right]$, $\left[\begin{array}{lll}1 & 1 & -2\end{array}\right],\left[\begin{array}{lll}0 & 1 & 0\end{array}\right],\left[\begin{array}{lll}-1 & 1 & 0\end{array}\right],\left[\begin{array}{lll}-1 & 0 & 1\end{array}\right],\left[\begin{array}{lll}-1 & -1 & 1\end{array}\right],\left[\begin{array}{lll}1 & 4 & -1\end{array}\right]$ and $\left[\begin{array}{lll}0 & 1 & 0\end{array}\right]$ directions, respectively

[^6]:    ${ }^{1}$ While many of the cited studies do not provide edge radius of the tool, the available values vary from 10 nm [24] to $7 \mu \mathrm{~m}$ [31]

[^7]:    ${ }^{1}$ The orientation of grain $B_{6}$ could not be determined due to its insufficient size after the tests were completed.

[^8]:    ${ }^{1}$ A 0.004 inch wire was used for WEDM, larger wires resulted in curling of the slices.

