
MICROMAGNETIC MODELING OF W RITE HEADS 

FOR HIGH-DENSITY AND HIGH-DATA-RATE 

PERPENDICULAR RECORDING

A dissertation submitted to

Department of Electrical and Computer Engineering 

Carnegie Institute of Technology 

Carnegie Mellon University

in partial fulfillment of the requirements 

for the degree of

DOCTOR OF PHILOSOPHY

by

DANIEL ZHIGANG BAI

Pittsburgh, Pennsylvania 

August, 2004

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



CARNEGIE MELLON UNIVERSITY

CARNEGIE INSTITUTE OF TECHNOLOGY

THESIS

SUBMITTED IN PARTIAL FULFILLMENT OF THE REQUIREMENTS 

FOR THE DEGREE OF DOCTOR OF PHILOSOPHY

TITLE ______ Micromagnetic M odeling of Write Heads for H igh-densitv______

__________________ and High-data-rate Perpendicular Recording_____________

PRESENTED BY_______________________Zhigang Bai____________________

ACCEPTED BY THE DEPARTMENT OF Electrical and Computer Engineering

_______________________7 / ^ A y
M AJOR PROEiSSO R

/  DEPARTMENT H E A t^  DATE

APPROVED BY THE COLLEGE COUNCIL

DEAN

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



A bstract

In this dissertation, three dimensional dynamic micromagnetic modeling based 

on Landau-Lifshitz equation with Gilbert damping has been used to study the 

magnetic processes of the thin film write heads for high density and high data 

rate perpendicular magnetic recording.

In extremely narrow track width regime, for example, around or below 100 

nm, the head field is found to suffer from significant loss from the ideal AttM s 

value for perpendicular recording. In the meantime, remanent head field be­

comes significant, posing potential issue of head remanence erasure.

Using micromagnetic modeling, various novel head designs have been in­

vestigated. For an overall head dimension around one micron, the shape and 

structure of the head yoke have been found to greatly affect the head magnetiza­

tion reversal performance, therefore the field rise time, especially for moderate 

driving currents. A lamination of the head across its thickness, both in the yoke 

and in the pole tip, yields excellent field reversal speed, and more importantly, 

it suppresses the remanent field very well and thus making itself a simple and 

effective approach to robust near-zero remanence. A single pole head design 

with a stitched pole tip and a recessed side yoke can produce significantly en­

hanced head field compared to a traditional single pole head. Various head 

design parameters have been examined via micromagnetic modeling.

Using the dynamic micromagnetic model, the magnetization reversal pro­

cesses at data rates beyond 1 G bit/s have been studied. The excitation of spin 

wave during the head field reversal and the energy dissipation afterwards were 

found important in dictating the field rise time. Both the drive current rise time 

and the Gilbert damping constant affect the field reversal speed.
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The effect of the soft underlayer (SUL) in both the write and the read pro­

cesses have been studied via micromagnetic modeling. Although it is relatively 

easy to fulfill the requirement for the magnetic imaging in writing, the SUL 

deteriorates the readback performance and lowers the achievable recording lin­

ear density. Various parameters have been investigated and solutions have been 

proposed.

The effect of stress in magnetostrictive thin films has been studied both 

analytically and by simulation. The micromagnetic model has been extended 

to incorporate the stress-induced anisotropy effect. Simulation was done on 

both a magnetic thin film undergoing stresses to show the static domains and 

a conceptual write head design that utilizes the stress induced anisotropy to 

achieve better performance.

A self-consistent model based on energy minimization has been developed 

to model both the magnetization and the stress-strain states of a magnetic thin 

film.
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1 INTRODUCTION

1.1 Overview of magnetic recording

Magnetic hard disk recording technology has been invented in 1956 by IBM. 

The first hard disk drive was called RAMAC (Random Access Method of Ac­

counting and Control), which had a total capacity of 5 MB with an areal density 

of about 2 kb/in2 and a data rate of 8.8 kB/s. Since then the magnetic record­

ing technology has been experiencing amazing advancement in the past half 

century. The areal recording density has increased by more than 107 times- the 

latest demonstrated hard drive recording densities were 130 G bit/in2 [1] and 

170 G bit/in2 [2] for longitudinal and perpendicular recording, respectively. In 

the first three decades, the recording density had been increasing at a rate of 

about 30% per year. In 1990s, the annual growth rate of the recording density 

went up to about 60%, and this number had even reached 100% in late 1990s 

and early 2000s.

In the history of the hard drive technology, there have been a number of 

technological breakthroughs not only in head and media, but also in other as­

pects such as mechanical control, channel, etc. that made the aforementioned 

growth possible. Among those advancements, the scale-down of the dimension 

of the write and read heads is rather essential, as they basically define the track 

width of the recorded bits. In the early years, the recording heads were ring 

heads made of ferrite, which were used both as the writer and the reader. In 

1979, IBM first introduced the thin film head, which was fabricated using the 

thin film processing techniques similar to that used in silicon based integrated

1
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CHAPTER 1. INTRODUCTION 2

circuits. The thin film technology enabled batch fabrication of heads and low­

ered the cost. More importantly, it became possible to significantly reduce the 

dimension of the head pole tip, hence enabling smaller track widths and higher 

recording density. In early 1990s, the use of the magnetoresistive (MR) head 

and the giant magnetoresistive (GMR) head as the reader further increased the 

recording density at a higher rate and finally brought the technology beyond 

100 G bit/in2 recording density.

Despite the tremendous success that has been achieved in the hard drive 

industry, it becomes more and more difficult to further increase the recording 

density. Due to the signal-to-noise ratio (SNR) constraint posed by the bit 

error rate (BER) requirement and the capability of the channel, in continuous 

thin film media, the number of the grains across a track should be maintained 

reasonably large, which means that the media grain size needs to be reduced 

with decreasing track width. As a result, eventually, the grain size will be so 

small that superparamagnetism will occur in the medium, i.e., the recorded 

bits will be spontaneously switched due to thermal agitation [3]. The thermal 

stability factor is given by

Qh =  ^  (l. l)
kb I

where Ku is the anisotropy energy constant of the medium, V  is the grain vol­

ume, ks is the Boltzmann constant, and T  is the temperature in Kelvin. For a 

lifetime of 10 years for the recorded bits, the condition is ( th > 40. For high den­

sity recording, with high-K,, hence high-coercivity medium being used, higher 

write field is needed to be able to write on the media. However, in longitudinal 

recording, the write field in the medium is the fringing field due to the flux 

leaking from the deep gap between the two poles of the ring head, P I and P2, 

as shown in Figure 1.1. The maximum achievable field will therefore be limited 

to about half of the saturation induction of the pole material, i.e., 4ttMs,where
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CHAPTER 1. INTRODUCTION 3

Read current f  \  Iw rite  current

I Write element

Track width

Magnetic shields

• < ! t  m^rr#
/  1 / "' • "  

Recording medium OMR read sensor

Medium magnetization

X \  /
Recorded transitions

Figure 1.1: Schematic drawing of the longitudinal recording configuration (not 
in scale, from [4]).

Ms is the saturation magnetization of the head pole tip material. This will no 

longer be enough for high-coercivity media at high densities. For example, even 

with Fe65Co3 5 , the material with highest known saturation induction of 2.45 

Tesla, the maximum write field will still be limited to below 1.2 Tesla. To en­

sure good overwrite, the head field typically needs to be about twice the media 

coercivity. Therefore, with longitudinal recording, the media coercivity will be 

limited to below 6000 Oe [4], Another fundamental shortcoming tha t prevents 

longitudinal recording from going to ultra-high density is tha t the magnetic 

poles at the transition generates a demagnetizing field, which tend to broaden 

the transition, causing partial erasure at high densities [5].

Perpendicular recording has long been proposed as a candidate for replacing 

the current longitudinal recording technology [6]. The way the medium stores 

information in perpendicular recording avoids the problems encountered by 

longitudinal recording at high density. Since the medium is magnetized 

perpendicular to the plane, it intrinsically favors high density, which minimizes 

the magnetostatic energy thanks to the highly localized fringing field from the 

media. Unlike the ring head used in longitudinal recording, in perpendicular
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GMR read sensor write element

Perpendicular 
thin film medium

Soft magnetic underlayer

Figure 1.2: Schematic drawing of the perpendicular recording configuration (not 
in scale, from [4])

recording scheme, a single pole type (SPT) head is suggested to be used 

together with a soft magnetic underlayer (SUL) that is deposited underneath 

the recording layer, as shown in Figure 1.2. During writing, the SUL plays 

a role of magnetically imaging the head magnetization, effectively creating 

an “image head” tha t enhances the perpendicular field. The medium layer 

is therefore effectively in the deep gap between the real head pole tip and 

its image, hence experiencing the deep gap field, as opposed to the fringing 

field in longitudinal recording. Ideally, the write field could be as large as 

4nMs. As a m atter of fact, longitudinal recording has reached a point where 

further increasing the areal density becomes very difficult. Therefore, the 

hard drive recording technology has begun the transition from longitudinal to 

perpendicular recording, and tremendous research effort has also been invested 

in perpendicular recording in the past several years, more than 20 years after

Write pole
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the introduction of the perpendicular recording concept by Iwasaki.

5

1.2 Issues with write heads at high density and high data rate

The main focus of this thesis research will be micromagnetic modeling of the 

write head for high density, high data rate perpendicular recording. For these 

applications the requirements for a write head include the following:

1. Sufficiently high on-track field. To be able to switch all the medium grains, 

the on-track field needs to be at least greater than the saturation field of 

the medium hysteresis loop. This is also the primary motivation to move 

from longitudinal recording to perpendicular. However, as will be shown 

in Chapter 3, even in perpendicular recording using a single pole head 

and an SUL, the head field magnitude still decreases rapidly as the track 

width is made narrower and narrower, e.g., below 100 nm. This is one of 

the major challenges for high density perpendicular write head design.

2. High field gradient. In the down-track direction, the written magnetization 

gradient at the transition in the medium is determined by

where dM (H)/dH  is the slope of the medium hysteresis loop at coercivity, 

dHh/dx is the head field gradient down the track at media coercivity, and 

dHd/dx is that of the media demagnetizing field [7]. Therefore, to write 

sharp transitions, a medium with high squareness and a head with sharp 

field gradient are needed. To optimally utilize the head field, it should be 

chosen to work in such a way that the sharpest head field gradient occurs

dM  dM(H)  dH
dx dH dx

dM(H)  f d H h dHd
(1 .2 )
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at the position where the head field is equal to the media coercivity. In 

reality, as the perpendicular media hysteresis loops are usually “sheared” 

due to the demagnetizing field, there is usually a relatively large switching 

field distribution. Therefore, in order to ensure the writeability, the actual 

transition may not be written with the maximum head field gradient. 

Nevertheless, a sharp head field gradient is always desirable.

As far as the cross-track direction is concerned, a reasonably sharp field 

gradient is also needed with the off-track field small enough not to erase 

the data on adjacent tracks. This in fact is another challenge for high 

density perpendicular write head design.

3. Short field rise time. The transition time for the head field to change from 

one polarity to the opposite should be small enough compared to the bit 

duration. Otherwise it will cause broadening of written transitions. This 

was not an issue for drives working at data rate range up to hundreds 

of MHz, where the bit interval is several nanoseconds, and the field rise 

time requirement is also at the order of nanosecond. In those cases, the 

dynamic micromagnetic behavior of the head magnetization does not need 

to be considered, rather, simply reducing the rise time of the drive current 

is sufficient. However, as the recording data rate goes beyond 1 GHz, the 

head field rise time has to be shortened to a fraction of a nanosecond. 

In this regime, the dynamics of the head magnetization reversal, includ­

ing the spin gyromagnetic motion, has to be taken into account. In fact, 

Kaiser et al. recently did some experiments on very high data rate record­

ing subsystems running up to 2.6 Gbits/s [8], and indication of the head 

field not able to follow the driving current has been observed. Therefore,
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detailed micromagnetic study of the magnetization dynamics is very im­

portant for the understanding and design of write heads for high data rate 

applications.

4. Zero remanence. For ultra-high density recording, the write head pole tip 

is so small tha t there will still be a significant no-zero residual magnetiza­

tion remaining in the pole-tip, after the write current is turned off. This 

is due to the ferromagnetic exchange coupling as it does to make small 

particles single domain. This means that a non-zero field will be sweeping 

over the media after the writing process. If this is the case, it will present 

a danger of erasing some of the previously written bits. Therefore, a zero 

remanence has to be produced in high density recording heads.

The above issues are the fundamental ones for high density and high data 

rate recording head design. Therefore, the majority of this thesis work will 

focus on these issues.

1.3 M otivation and approach

As mentioned above, there are a number of challenges for the write head 

design at ultra-high densities. Furthermore, up to date, it still remains a dif­

ficulty to measure the head field directly, simply due to the extremely small 

dimension in the vicinity of the write pole. Therefore, all experimental ap­

proaches of measuring head field are indirect. One way to measure the head 

field is through recording on a standard “calibrated” media and then measur­

ing the readback waveform or the media magnetization through magnetic force 

microscopy (MFM). Even the media property is perfectly known, the readback 

waveform is only the convolution of the read sensor response and the media 

magnetization, thus limited by the sensitivity of the read sensor. While the
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resolution of the MFM, which is typically about 20-30 nm [9, 10]. The res­

olution of the two approaches is not even able to resolve the magnetization 

transition, therefore it is impossible to capture the spatial profile of the head 

field. Kerr microscopy has also been used to image the write head magneti­

zation, in particular, it is used to map the temporal profile of the head yoke 

magnetization, which is somewhat a reflection of the head field dynamics, at 

high frequency. The problem with this approach is the imaging resolution due 

to the optical diffraction limit, which is at the order of hundreds of nanometers, 

much larger than the dimension of today’s writer pole-tips, the latter being the 

real interesting part that directly determines the head field.

As opposed to the difficulty of measuring head field experimentally, it is 

much easier to compute the head field with a correctly built model via numerical 

computations. One other motivation for modeling is from the standpoint of the 

head design. Properly built models could enable the simulation of heads with 

different materials, structures, geometries etc., before actually fabricating the 

heads. In fact, modeling has been used as a very important tool to guide the 

design and study the performance of heads in the industry.

There have been various head models developed over years, including ana­

lytical models with simplified geometries and assumptions, such as Karlqvist

2-D head field model [11], which was later extended to 3-D by Lindholm

[12]. Another analytical model more accurate than Karlqvist model is by 

Westmijze [13]. Transmission line models can also provide some insights into 

the head geometry and head material selection, but they are of limited use 

nowadays for high density write heads with very sophisticated structures. 

Some numerical methods such as finite element method (FEM) and boundary 

element method (BEM) are now widely used to model the write heads. They 

have the advantage of being able to model complicated head structures. The
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approach we employed in this research is micromagnetic modeling, which, 

together with aforementioned methods, will be reviewed below.

1.3.1 Analytical models

A very simple, yet very widely used head field model was one by Karlqvist 

published in 1954 [1 1 ]. In this model, the following assumptions were made:

1. The head magnetic material has infinite permeability.

2. The sizes of the head in both the down-track direction and the cross­

track direction are infinity, so is the depth of the deep gap region. This 

essentially makes it a 2-D problem where the head field is restricted only 

in the x-y plane, as shown in Figure 1.3(a).

3. The magnetic potential across the gap follows a linear drop from gHg/ 2 

to —gHg/ 2, while the deep gap field, Hg, is constant inside the gap down 

to y =  0 .

Based on the above assumptions, the magnetic potential for y > 0 is given

The x- and ^-components of the Karlqvist head field in this region then 

follow

by

(1.3)

Hx(x,y) d(j)
dx

(1.4)

E i ]  (x  +  g/ 2)2 +  y 2
27r n {x -  g /2)2 + y2

(1.5)
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■(x,y<0)

Figure 1.3: (a) Schematic illustration of the Karlqvist head, (b) The magnetic 
potential (fts for the region y < 0 . x is the down-track direction, z is the cross­
track direction, and y is the direction perpendicular to the air-bearing surface 
(ABS). (Redrawn from [14])

In fact, Karlqvist head field model can be used not only for a ring head for 

longitudinal recording, it is also used to approximate the trailing edge head field 

of a single pole head with SUL in perpendicular recording. As mentioned earlier 

in this chapter, the effect of the SUL to the recording media is a magnetic image 

of the write pole magnetization, or an “image” head. Therefore, assuming the 

thickness of the write pole in down-track direction is very large, the total head 

field from both the write pole and the image head will be tha t of a Karlqvist 

head turned sideways by 90° [15, 16], as shown in Figure 1.4.
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write pole

Trailing edge
/

/
top surface
of SUL image pole

Figure 1.4: Schematic illustration of the Karlqvist head used for calculating 
the trailing edge head field of a single pole head with SUL in perpendicular 
recording. The head field is defined in the half plane at the right of the trailing 
edge.

The Karlqvist head field gives a good approximation to tha t of a thin film 

head at locations far away from the corners of the write gap. However, there are 

limitations inherent to the assumptions based upon which this field is derived. 

First of all, Eqs. (1.4) and (1.5) only give the expression of the field components 

as functions of the deep gap field Hg, the gap length g, and the location. It does 

not tell how Hg is calculated. The latter could be obtained from magnetic cir­

cuit analysis, which itself introduces errors when a real inductive head is treated 

as an effective magnetic circuit. Secondly, Karlqvist field is only a 2 -D field, 

hence it does not contain the information about the head field at track edge. 

Lindholm [12] has extended the Karlqvist field into 3-D, starting with the same 

assumptions taken by [1 1 ], which gives the head field with half-infinite track 

width and finite track width. Finally, Eqs. (1.4) and (1.5) are not very accurate
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close to the gap corner, as the actual magnetic potential around the gap corner 

is not as simple as that assumed here. For high density recording, the shape 

of the field profile around the edge of the write pole is of great importance. 

Therefore, a more accurate model is needed in this case. A model by Westmije

[13] using conformal mapping gives more accurate field than the Karlqvist 

head field. Clearly, the analytical models only assumed very simple geometries 

of the head, which are over-simplification fo r today’s state-of-the-art heads 

with sophisticated structures. In addition, they do not account for the mag­

netic flux conduction details, nor the micromagnetics of the head magnetization.

1.3.2 Transmission line models

Transmission line models are essentially based on magnetic circuit analysis, 

which is the counterpart to electric circuit in magnetics. In a magnetic circuit, 

the magnetic flux flows in the path formed by the magnetic material of the head 

and the air gap, each of them having its own value of reluctance, counterpart 

to resistance in electric circuits. The original transmission line head model 

was developed by Paton [17] in 1971. A more frequently used one was later 

introduced by Jury et. al. [18] in 1978.

The simple form of the transmission line models assumes a 2-D structure 

of the head, i.e., the head is infinitely wide in the cross-track direction. It 

also assumes a quasi-static current in the coil. Although this could give some 

insight into the estimation of the head efficiency, it is an over-simplification 

to the real 3-D structure of the head. The 3-D version of the transmission 

line models can provide more accurate information about the head structure 

by dividing the head into segments with various gaps and widths [19]. Static 

transmission line models are only valid for low frequencies, as the permeability

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



CHAPTER 1. INTRODUCTION 13

of the head reduces, and the eddy current effect becomes more significant at 

high frequencies. In those cases, models accounting for high-frequency effects 

[2 0 , 2 1 ] are needed.

In general, transmission line models are useful to calculate head efficiency 

and the effect of head geometry and head material such as permeability. 

The assumptions these models usually make include linear property of the 

material with a fixed permeability. This assumption was reasonably good 

when the model was used for inductive heads as readers. However, for write 

heads, especially those used at high densities, magnetization saturation occurs 

frequently, at least in regions close to the corners of the pole tip or the 

neck region between the pole tip and the yoke. In these cases, the nonlinear 

behavior of the head magnetization invalidates the transmission line models. 

Furthermore, same as the analytical models, transmission line models can 

not provide any information about the domain structure in the head, nor its 

dynamics when driven by a write current that varies in time.

1.3.3 Finite element and boundary element methods

As discussed above, both the analytical models and the transmission line 

models have the shortcoming of inability to deal with complicated structure 

and/or geometries. Finite element method (FEM) and boundary element 

method (BEM) are very powerful numerical methods tha t are able to fulfill 

this functionality. In fact, nowadays, there are numerous commercially avail­

able FEM and BEM packages, not only for magnetic problems, but for other 

fields such as structural mechanics etc.. In the hard drive industry, FEM- and 

BEM-based models are widely used as design tools.

For electro-magnetic problems, FEM models [22] are usually based on
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Maxwell’s equations. The model generates finite element meshes for the en­

tire structure of the head to be modeled. The magnetic potential at each of the 

vertices of the meshes is solved in a self-consistent manner for given boundary 

conditions. Once the potential at each point is known, B, H ,  and M  at each 

point of the magnetic system are determined. BEM method is similar to FEM, 

except tha t instead of solving for potential, it finds equivalent source located on 

the boundaries and interfaces by forcing it to satisfy given boundary conditions

[23]. .

Although FEM and BEM methods are very powerful, there are still 

problems they are unable to deal with, in particular, some of them are those 

that are important for high density and high data rate applications. For these 

issues, micromagnetic models are the perfect candidate, as shown in the next 

section.

1.3.4 Micromagnetic models

As seen in previous sections, none of those head models capture the micro- 

magnetic details of the pole tip and/or the yoke, which are very important at 

high density, where the head pole tip dimension is in deep sub-micron region. 

At such a dimension, the micromagnetic features of the head, such as the crys­

tal and/or induced anisotropy field, the ferromagnetic exchange coupling effect, 

and the microstructure of the thin film, may all affect the head field. These 

factors, though impossible to be accounted for in other models, could be readily 

dealt with in micromagnetic modeling.

Micromagnetic modeling, as a simulation tool, typically is a blend of Brown’s 

micromagnetic theory [24] and the Landau-Lifshitz-Gilbert (LLG) equation that 

describes the dynamic evolution of magnetization with time. Due to very intense
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computation needed, micromagnetic modeling was first used only in 2-D cases, 

for instance, the thin-film recording media [25], and it has been a tremendous 

success in modeling the thin film media [26]. However, the application of micro- 

magnetic modeling on thin-film heads with 3-D structure had been limited, due 

to the prohibitive computation intensity. W ith the continuous advancement 

of computers and the shrinkage of the head dimension, it has become viable 

to simulate thin-film heads using micromagnetic models [27, 28]. Though the 

simulation is still limited within the pole tip region or a head with highly minia­

turized dimension, it provides significant insight into understanding of the head 

at such dimensions, as it has the following major advantages, in addition to 

those mentioned earlier in this section.

1. Magnetic domain structures in the head can be modeled using micromag­

netic modeling. The dependence of the domains, therefore the head field 

performance, on the head structure, geometry and other parameters such 

as induced anisotropy, can be readily investigated. Of particular interest 

is the remanent head field, i.e., the head field after the drive current is 

turned off, which may no longer be zero for heads with extremely narrow 

track width, thus presenting a potential remanence erasure problem. This 

phenomenon will be studied in Chapter 3 and Chapter 4 using micromag­

netic modeling, as none of the other models have this capability.

2. The dynamics of the magnetization motion in the head could be simu­

lated, as most micromagnetic models utilize LLG equation, which gives 

the dynamic data of the magnetization evolution with time. This is 

particularly important, as the recording date rate is moving beyond 

1 Gbit/sec. In this frequency regime, the drive current is reversed in
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the time scale of sub-nanosecond, which is comparable to the char­

acteristic time of the gyromagnetic motion of the spins. Therefore, 

the dynamic micromagnetic features have to be taken into account. 

The LLG-equation-based micromagnetic models enable us to perform 

this investigation. A detailed study on this will be presented in Chapter 5.

1.4 Outline of the thesis

The rest of the dissertation is organized as follows.

Chapter 2 presents the micromagnetic model that is utilized in this re­

search. Different energy terms and the effective magnetic field are discussed. 

Landau-Lifshitz-Gilbert equation that describes the magnetization evolution is 

presented. Some important parameters of this model and their physical meaning 

and constraints are discussed.

In Chapter 3, effects of track width reduction, as an immediate result of 

increasing the areal density, will be studied. The effect of the pole-tip foot print 

aspect ratio on the head field and head skew induced loss of track density will 

first be discussed. The impact of track width reduction will then be investigated, 

especially on the maximum on-track field magnitude and on the down-track field 

gradient, the two critical measures of the head field. Finally, the remanent head 

field is studied. The factors affecting the remanent head field are identified and 

investigated in detail.

In Chapter 4, several head designs are proposed and investigated. A head 

with a double-layer lamination in the yoke is found to have excellent high fre­

quency magnetization reversal performance at low drive current. Furthermore, 

laminating the pole tip will solve the non-zero remanent field problem at ex­

tremely narrow track widths. A stitched pole-tip head design will also be pre­

sented, which shows significant enhancement of the head field compared to a
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conventional single pole head. Effects of various head design parameters will be 

investigated as well.

Chapter 5 focuses on the head magnetization reversal behavior at very high 

frequency (GHz range), in which the gyromagnetic precession of spins and the 

energy dissipation process play an important role. In this chapter, the details of 

the magnetization reversal processes will first be studied, followed by an investi­

gation of the effects of the Gilbert damping constant and the drive current rise 

time on the magnetization reversal hence the field rise time. The phenomenon 

observed from the simulation results in this chapter provides insight into poten­

tial limits of high frequency magnetization reversal speed, therefore relevant to 

high data rate applications.

Chapter 6  deals with the SUL, essentially part of the head in perpendicular 

recording, thus a very important component of the recording system. The effect 

of the SUL on both the write process and the readback process will be studied via 

micromagnetic modeling. The SUL material properties as well other parameters 

are investigate in detail. Specially emphasized is the the linear density limitation 

posed by the existence of the SUL.

In Chapter 7, the effects of stress on the magnetic properties of soft magnetic 

thin film with non-zero magnetostriction will be studied. An analytical deriva­

tion will be presented first, based on which the currently used micromagnetic 

model is extended by incorporating the magnetoelastic energy. Some example 

cases are studied using the extended model, including domain rearrangement 

in a thin film element under stress, and a conceptual write head design tha t 

utilizes a stress induced in-plane anisotropy to improve the head performance.

In Chapter 8 , we will develop a model that is able to compute the stress 

and strain in a magnetic thin film, as a result of minimizing the total energy,
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including magnetic energy (all the energy terms discussed in Chapter 2), mag- 

netoelastic energy, and elastic energy. Several case studies will be presented 

using this model.

Chapter 9 concludes the entire dissertation.

In this thesis, cgs units are used unless otherwise noted.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



2 M IC R O M A G N E T IC  M O DEL

In this chapter, we will discuss the 3-D micromagnetic model that is used 

for the simulations in most chapters of this thesis work. Although there 

are extension of functionality of the model in later part of the thesis, the 

core of the model is covered in this chapter. In section 2.2, we will discuss 

the energy terms based upon which this model is built. The energy terms 

include magnetostatic energy, exchange energy, anisotropy energy and Zeeman 

energy due to the external magnetic field. There are other possible energy 

terms, such as magnetoelastic energy, when magnetostriction and stress are 

considered, which will be discussed in Chapter 7, as in most cases tha t effect 

is not considered. Having set the energy terms, Section 2.3 presents the 

effective magnetic field exerted on the magnetization for a given magnetization 

configuration of the system, which will be used in LLG equation to solve for 

the dynamic magnetization evolution. Section 2.4.1 presents the LLG equation, 

which is the underlying equation of this model governing the magnetization 

dynamics. An important phenomenological parameter, the Gilbert damping 

constant, will be discussed in Section 2.4.2. The rest of the chapter discusses 

some other aspects of this model, such as the numerical solution of the model, 

the selection of the mesh size, the treatment of magnetic imaging, as well as 

the removal of surface charges in the model. Several cases validating the model 

are presented at the end of this chapter.

19
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2.1 O verview

The theory behind micromagnetic was first formulated by Landau and Lif- 

shitz [29]. It was then further developed by Brown [24] into a self-consistent 

framework. Before the micromagnetic theory came out, the only theory to de­

scribe the magnetization of a magnetic system was the domain theory [30]. In 

domain theory, the magnetization in a material is described by the domains and 

the domain walls. In a magnetic domain, the magnetization is uniform, while 

the magnetization direction varies from one domain to another. The transition 

region between two domains is the domain wall. The domain configuration, i.e., 

the domain magnetization direction and the wall thickness, positions etc., can 

be solved by minimizing the total system energy. In contrast, in micromag­

netic theory, there is no such clear definition of domain and domain wall. The 

magnetization of the material at any point i is described by a vector M t:

Mj = Ms • rrij (2.1)

where Ms is the saturation magnetization of the material, and mj is the direc­

tion of the magnetization at that point. To get the magnetization configuration 

of a given magnetic entity, one has to solve for Mj at every point in the region of 

interest. Once Mj is known everywhere, the domains and domain walls can be 

naturally found from the resulting magnetization distribution, the former being 

the regions where the spatial magnetization change is very little, whereas the 

latter corresponding to those where the magnetization direction varies rapidly 

in space.- Early application of the micromagnetic theory was limited to  cases 

with simple geometry and problems with symmetry [31]. In order to use this 

theory to solve more realistic problems with more complication, the magnetic 

system needs to be discretized to facilitate the use of computers for numerical 

computations. Obviously, the amount of computation required depends upon
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the total number of discretization units, which is determined by the dimension 

of the magnetic system and that of the discretization cells, while the latter can 

not be arbitrarily chosen due to some physical constraints, as will be discussed 

in Section 2.6.1. As a result, over years the micromagnetic modeling had been 

limited to two-dimensional (2-D) problems, such as a thin-film recording me­

dia, where only one layer of cells is needed, though the magnetization still is 

solved with possible orientations in 3-D space [25]. The rapid advancement of 

computers in recent years had made it possible to do micromagnetic modeling 

of a three-dimensional (3-D) system, such as a thin film head [27].

The construction of the micromagnetic model includes the mesh generation, 

the expression of energy terms and/or the effective field, and the solution 

process to find the magnetization of the system under certain conditions. As 

opposed to triangular mesh cells (with variable size) in most FEM packages, 

most micromagnetic models employ a regular array of cells with identical shapes 

and dimensions to generate the mesh, primarily due to the way it calculates the 

magnetostatic energy (see Section 2.2.1). In 2-D cases, a hexagonal close-packed 

array of cells in the plane is usually used. Whereas in the case of a 3-D model 

here, the mesh cells are chosen to be identical fine rectangular parallelopipeds. 

After the total energy of the system is expressed as functions of M j, the 

problem could be solved either statically by minimizing the total system 

energy, or dynamically by using LLG equation (Section 2.4.1), as many micro- 

magnetic models do. The advantage of using LLG equation is that it provides 

information about the dynamic process of the magnetization evolution, which is 

extremely important for modeling the head field reversal time at high frequency.
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2 . 2  S y stem  energ y  expression

As discussed above, the first stage of building the model is the mesh 

generation. After having all cells, the magnetization vector of each cell will be 

represented by M j. As in Eq. (2.1), the magnetization vector of each cell is 

assumed to have a constant magnitude, equal to the saturation magnetization 

of the material, whereas its direction is to vary in space. Here we will calculate 

the energy density of each cell, based on which the effective field will be 

derived. The energy terms considered include the magnetostatic energy, the 

anisotropy energy (uniaxial and/or cubic), the ferromagnetic exchange energy, 

and the Zeeman energy. These are the basic terms for this general head model. 

Other energy terms for extension of the model, for example, the magnetoelastic 

energy, Will be presented in later chapters.

2.2.1 Magnetostatic energy

The magnetostatic energy is the energy of the magnetization in the field it 

produces:

where H<j is the demagnetization field. In the discrete form, the magnetostatic 

energy density is essentially the interaction energy between the magnetic dipole 

moments. This energy density associated with ith moment is:

where H</(rj) is the demagnetization field produced by all the dipole moments 

in the system at the location of the i th moment, r i; which is given by:

U K r O - ^ H j t r , )  (2.4)
j= 1

(2 .2 )

E m agiyi)  —  M j  • H ( j ( r j ) (2.3)
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where H^(rj) is the demagnetizing field of the moment of j th cell at the location

of ith cell, N  is the total number of discrete cells in the system. Since the 

magnetization of the discrete cells is assumed uniform, the demagnetizing field 

is only due to the magnetic poles ,or charges, on the surface of the cells [32].

where Djj is called the demagnetization matrix and is defined as follows:

As seen from Eq. (2.7), Dy is only dependent on the relative positions 

of the two cells and the geometries of the j th cell, it can be pre-calculated 

once the system geometry is fixed. The magnetostatic energy will then be 

determined once the magnetization distribution is given at any moment. In our

3-D micromagnetic model case, since the cells are of rectangular parallelepiped 

shape, Dy can be analytically calculated. The detailed derivation of D J? is 

given in Appendix A.

It must be noted that, as the magnetostatic energy is the result of the 

long-range dipole-dipole pair interaction, for each of the cells, the computation 

involves the contribution from all N  cells. It is therefore very computationally 

demanding to compute this energy. Assuming the total number of cells in the 

system is N, the amount of numerical computations is at the order or N 2, which 

easily becomes prohibitive as N  increases. This is the main reason limiting the 

size of 3-D system we can model. Fortunately, Eq. (2.6) has the form of a

Therefore we have H^(rj) given by this surface integral over j th cell:

(2.5)

where n , is the surface normal vector of the j th cell. Combining Eqs. (2.4) and

(2.7)

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



CHAPTER 2. M ICROM AGNETIC MODEL 24

discrete convolution of the demagnetization matrix and the magnetization - if 

we expand them into the 3-D component form:

N x - 1 N v- 1 N z - 1

H r f ( ix )  i>z) =  ^   ̂ y  '  ^  D ( ?-x ~  j x t  i y  ~~ j y i  L  ~  j z ) M - ( j x i j y ; j z )  ( 2 - 8 )  
i= 0  j = 0  k—0

where the short index i and j  used earlier are replaced by the indices (ix ,iyAz) 

and (jx,jy,jz)> and Nx, Ny,Nz are the number of cells in the three dimensions, 

respectively. Therefore, according to the property of the Fourier transform [33], 

with proper manipulation (see [27] for details), we have:

E { H d} = (2.9)

where H^, D  and M  are the Fourie transform of the periodic version of H^, 

D, and M , respectively. Having done with Eq. (2.9), taking an inverse Fourier 

transform of ^{H ^} will yield and therefore Hd(rj).

The employment of the Fourier transform technique is implemented in 

the form of 3-D fast Fourier transform (FFT) in the model. This process is 

crucial for the model to be viable. The amount of the computation of the 

demagnetizing field using FFT algorithm is reduced to the order of N  log2  N , 

compared to N 2 for direct multiplication and summation. Nevertheless, among 

the calculations of different energy terms, the magnetostatic energy is the 

most intense one, due to its nature of long-range interaction. It is noticed 

that the magnitude of the magnetostatic interaction decays very fast as the 

relative distance of the two cells increases due to the inverse-squared-distance 

nature. Therefore, there might be ways to reduce the computation for the 

demagnetizing field [34], although this is beyond the scope of this thesis.
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2.2.2 Exchange energy

The source of exchange energy is from the quantum mechanical exchange 

coupling effect between neighboring spins. In a ferromagnetic material, this ex­

change interaction favors neighboring spins to be aligned in the same direction. 

The treatm ent of the exchange energy in micromagnetic models [24] is based 

on Heisenberg’s model [35]. For a continuous magnetization distribution in a 

material,, the exchange energy density is given by:

where A is the exchange constant of the magnetic material, which is dependent 

on the Heisenberg exchange integral and the material structure [36], and a, (3, 

and 7  are the continuous directional cosines of the magnetization vector m . Eq. 

(2 .1 0 ) can be rewritten as:

In the case of a discrete system here, Eq. (2.11) is replaced by the finite 

difference form, leading to the expression of the exchange energy density of the 

ith cell:

where a is the center-to-center distance between neighboring cells, assuming the 

cell shape is cubic, which is the case in our model. The summation is only over 

the nearest neighbors, consistent with the nature of the short-range interaction 

of exchange coupling. By dropping the first term in Eq. (2.12), which is a 

constant, we can rearrange Eq. (2.12) to the following form, which will make

E exc(r) =  2A [(V a ) 2  +  (V/3)2 +  (V7 )2] (2 .10)

(2 .11)

(2 .12)
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the later calculation of the effective field easier:

7-1 / \ 2̂ 4------ V-'
Eexcij^i) — * /  j

n.n.
0  A

=  * = 1 . 2 . ......N  (213)
* n.n.

where M s is the saturation magnetization of the material.

2.2.3 Anisotropy energy

Anisotropy energy is the term that is dependent on the magnetization orien­

tation relative to the direction of the anisotropy easy axes. The anisotropy could 

be crystalline anisotropy or some induced anisotropy in the material. The crys­

talline anisotropy can be divided into uniaxial anisotropy and cubic anisotropy. 

The former usually exists in materials with hexagonal structure, whereas the 

latter in cubic materials. In this section, we will describe the case of uniaxial 

anisotropy. It does’t m atter whether it is crystalline or induced, as it has exactly 

the same mathematic form. In most cases of interest in this thesis, the effect of 

cubic anisotropy is very small and therefore not considered, although there are 

problems where cubic anisotropy can not be neglected [37]. The treatm ent of 

cubic anisotropy is slightly more complex, as it involves three orthogonal easy 

axes. Details of incorporating the cubic anisotropy in the model is given in 

Section 7.3.2.

For uniaxial anisotropy, with only K i considered, the anisotropy energy 

density is given by:

E ani(ri) = K i sin2 8i i =  1, 2,..., AT (2-14)

where K i is the anisotropy constant, (9, is the angle between the magnetization 

of the ith cell and the anisotropy easy axis, and N  is the total number of cells
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in the system. Eq. (2.14) can be rewritten as:

E ani{*i)  =  # !  | k j x  m , |2

=  K t [ 1  -  kj • m j 2  i  =  1,2, . . . , 1 V  (2.15)

where kj is the unit vector along the direction of the easy axis of the i th cell, 

and mj is the unit vector of the magnetization of the i th cell.

2.2.4 Zeeman energy

Zeeman energy is the energy of a magnetic moment in an externally applied 

magnetic field. The Zeeman energy density of the i th cell is:

Eextfti) =  - M j  ■ H a(rj) * =  1,2,..., N  (2.16)

where H a(rj) is the applied external field at the location of the i th cell, which, 

in the case of a write head model, is the driving field produced by the write 

current in the coil. The calculation of this driving field for a given geometry of 

the current coil sheet is given in Appendix C. Since our model is a dynamic 

one, H a also varies with time, as all other terms of the effective field do, as 

shown in the next section.

2.3 Effective Field

The total energy density of the ith cell is the sum of the contributions from 

different energy terms:

Etoti^i) = E mag(ri) +  E exc(vi) +  E ani(ii) +  Eext(vi) (2.17)

The effective magnetic field exerting on the magnetization of the i th cell 

is then given by taking the partial derivative of the total energy density with
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respect to the magnetization vector:

dEtot(vi)
dMi

dEtot(r<) ,  dEtot(r,-) ,  dEtot(r<). 1oA
dM l dM I y dM \ 0 2  ( ’

where ex, ey, and e 2  are the unit vectors along the three axes of the Cartesian 

coordinate system used here. Substituting Eqs. (2.3), (2.6), (2.13), (2.15) and 

(2.16) into (2.17) and (2.18) yields:

N

TY • IVt 4- ,  ,
MNP J m s

2  A   ,  2K i

+  E  +  T T (m < ■ ki)k* +  H ”(ri) (2' 19)
1 = 1

In the first term at the right hand side of Eq. (2.19), the quantity 2K \fM a 

is defined as the anisotropy field, denoted by H k, which is a measure of the 

strength of anisotropy for a given material. From Eq. (2.19) it is seen that 

at any moment, with the external field given, the effective field is completely 

described by the magnetization configuration. From Eq. (2.18), the meaning of 

the effective field is that it is the direction the magnetization Mj tends to rotate 

towards to lower its energy. How exactly Mj rotates toward H e//( r j)  depends 

on what the model assumes about the magnetization relaxation mechanism. In 

a model based on energy minimization, at each step of calculation, M j could 

be set to simply rotate towards H e//(r j)  by some small amount, until the total 

system energy reaches a minimum. While in our model, the magnetization dy­

namics is described by the LLG equation, which is discussed in the next section.

*
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2.4 Spin Dynamics

2.4.1 Landau-Lifshitz-Gilbert equation

The dynamic motion of the magnetization of the cells is determined by the 

Landau-Lifshitz equation, which, combined with Gilbert damping, has the form:

^  =  —yM j x H , -  M i x (Mi x H,) i = 1, 2 , N  (2.20)
at (1 +  a z)M s

where 7  =  1.76 x 107  s_ 1 Oe_ 1  is the electron gyromagnetic ratio, a  is a phe­

nomenological damping constant, which will be discussed in more detail in sec­

tion 2.4.2. The first term at the right hand side of Eq. (2.20) describes the 

gyromagnetic precession of the magnetization around the axis of the field act­

ing on it, Hi, which is calculated from Eq. (2.19). The precession frequency is 

qHi. The first term alone will never align M , with the direction of Hi. In real­

ity, there is always energy dissipation mechanisms, which is phenomenologically 

described by the second term at the right hand side of Eq. (2.20). From the 

equation it can be seen tha t this term brings the magnetization towards the axis 

of the field direction at a rate proportional to cry. Also note that the entire right 

hand side is a vector that is orthogonal to Mj. Therefore, during the process 

of motion, the magnetization vector always maintains its magnitude, which is 

consistent with the assumption we made about the rotation of magnetization of 

the cells. In Section 2.6.1, the condition for the uniform magnetization of cells 

to be physically valid will be discussed.

Eq. (2.20) can be written in the reduced form as follows, by defining r  =  

~/Mst and h j= H j/M s:

H xx\ • 0
— 1  - - 7 m i x hi -  . . m, x (m, x hj) t =  l,2 ,...,JV  (2.21)
at ( 1  +  cr)

Eq. (2.21) tells how the magnetization of each cell changes its direction

at any moment with a given magnetization configuration of the system. We
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now essentially have N  coupled ordinary differential equations. The final 

task is to solve these N  coupled equations numerically by integrating it over 

time. Therefore, we have not only the final state of the magnetization of the 

system, but the solution process towards the final state also gives the dynamic 

evolution of the magnetization.

2.4.2 Damping constant

We have briefly mentioned the damping constant in the second term at the 

right hand side of Eq. (2.20). This is the only phenomenological parameter in 

LLG equation. As a phenomenological constant, it basically does not tell what 

the mechanism of the damping is, though there are multiple mechanisms for the 

damping in a magnetic system [38]. The constant a  is assumed to be a quantity 

that accounts for the overall energy damping. There have been experimental 

efforts measuring the damping constant by high-frequency permeability mea­

surements or ferromagnetic resonance. Both soft materials [39, 40, 41] and hard 

materials [42], such as a recording media, have been measured, and the results 

showed that the damping constant ranges from 0.0045 to 0.06.

For a single spin, the damping constant determines the energy dissipation 

rate. The larger the damping constant, the faster the magnetization approaches 

the axis of the field direction. On the other hand, for a collective system of spins, 

such as a magnetic thin film where all spins are interacting with one another 

through the short range and long range interactions, the effect of the damping 

constant is not as straightforward.

Previous micromagnetic simulations have shown that, in a soft magnetic 

thin film, the magnetization can be switched under an applied reversed field, 

even with zero damping [27], which is not possible for an isolated single spin
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as discussed in Section 2.4.1. In the case of zero damping, there is no way the 

energy can be dissipated, therefore, the initial Zeeman energy actually trans­

formed into exchange energy that is stored in the excited spin wave. In fact, 

this process has been found quite often in our simulations of the magnetization 

reversal of a write head, which will be discussed in more detail in Chapter 5.

Micromagnetic simulations of recording media [43] also showed that under 

certain conditions, such as an applied field with very short rise time, a small 

damping constant actually yields a faster switching of the media magnetization 

and requires lower field. This is due to the precessional switching, in which 

the prece'ssional motion of the magnetization is favored, which will otherwise be 

suppressed by a large damping.

In a word, the damping constant is a very important parameter and has 

significant implications to the magnetization switching process of both the 

recording head [44] and the recording media [45] at very high frequencies.

2.5 Numerical Solution

The last step of the modeling is to solve the coupled differential equations 

that we got in Section 2.4 for the magnetization of the system at any time 

instants. Eq. (2.21) basically is a set of first order ordinary differential 

equations (ODE) of time with the initial conditions known, the latter being the 

initial magnetization distribution. There are many packages of ODE solvers 

freely available. The one we choose is a predictor-corrector method tha t uses 

the Adams-Bashforth-Moulton schemes [46]. This method uses the solution at 

the present and previous steps to extrapolate for the solution at next step, it 

then corrects the extrapolation using the derivative information obtained at 

the new point. This algorithm is suitable for high precision requirements with
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complicated form at the right hand side of the ODE, such as Eq. (2.21).

2.6 M iscellaneous

In this section we will discuss some other aspects of the micromagnetic 

model, which, although not the core of the model, are important in order to 

have the model work correctly with reasonable speed.

2.6.1 Mesh cell size and grain size

This micromagnetic model actually needs to not only characterize the mag­

netics correctly, but it often has to take into account the crystal structural 

information, as the crystal anisotropy energy depends differently on the mag­

netization due to the different orientations of the crystal grains in the material. 

Therefore, we need to have the model keep the information of the crystal orien­

tation of the grains, which will be used to calculate the anisotropy energy (and 

any other energy terms that are crystal orientation dependent, see Chapter 7). 

Consequently, we have two sizes: the size of the mesh cell tha t is used to do 

the discretization, and the physical grain size of the material. In most cases 

of interest here, the latter is larger than the former, hence a crystal grain may 

span several mesh cells. Those cells assigned to the same grain will have exactly 

the same crystal orientation data.

As to the discretization cell size, it has to be properly chosen too, in order 

to have the model make physical sense. From the view point of computation 

intensity, fewer cells are desirable. However, this means large cell size for a given 

overall dimension of the system. The immediate consequence is that too large 

cell size may cause loss of spatial resolution and accuracy of the result. In fact, 

what is worse is that, if the cell size is too big, the model will no longer yield
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physically meaningful results. The reason is that the fundamental assumption 

of the model, when doing discretization, is that the magnetization of each cell 

is always uniform and only changes its direction by rotation. This assumption 

puts a strong condition on the cell size - it has to be smaller than or about the 

size of the exchange length of the magnetic material, lex, which is defined as:

lex ~  y  2 trMf (2‘22)

where A is the exchange constant, M s is the saturation magnetization of the 

material. The physical meaning of lex is the length over which the magne­

tization is highly exchange coupled together in the same direction. lex is a 

measurement of the strength of exchange coupling relative to the magnetostatic 

energy. Mao [27] showed that the critical single domain size of a magnetic 

cube is around 8.7lex. For a material such as Fe6 5 Co3 5 , the exchange length 

is about 3 nm, corresponding to a single domain size of about 30 nm. In our 

simulation of write heads, a cell size of 10 nm is typically used. In those cases 

where an even smaller cell size is needed, for example, in order to resolve the 

inner structure of a domain wall at a nano-contact [47], the model itself has 

no constraint on it. The only possible issue is that the exchange energy term 

might dominate other energy terms by orders-of-magnitude difference and may 

cause numerical instability. The smallest cell size we have used is 1 nm without 

numerical crash.

2.6.2 Magnetic imaging

One of the major differences between longitudinal and perpendicular record­

ing is th a t the latter has a high-permeability layer underneath the recording 

media - the SUL. The effect of SUL on the write pole is tha t it will be magne­

tized by the field from the write pole, hence the write pole will experience the
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Figure 2.1: Imaging of (a) electric charges and (b) magnetic moments.

field produced by the magnetic charges in the SUL. Therefore, when modeling 

the write pole, this effect need to be considered. Ideally, this should be done by 

modeling both the write pole and the SUL together self-consistently. However,

for the pole head only. Fortunately, the magnetic imaging effect shown below 

allows us to greatly simplify the computation while still correctly treating the 

effect of the SUL.

Magnetic imaging is the effect that when a magnetic moment is near the flat 

surface of an infinitely large magnetic material with infinite permeability, the 

effect of the induced magnetization in the latter, at any place outside the large 

permeable(soft) material, will be exactly the same as that from a moment that 

is a “mirror image” of the original moment. This “imaging” effect is only true 

when the fiat surface is infinitely large with infinite permeability. In the case of 

finite permeability, the strength of the image magnetization will be multiplied 

by a factor of (fj, — 1) / (fj, + 1), where fi is the permeability of the soft material.

According to Jackson [32], the image charge of an electric charge close to the

the amount of computation needed will be prohibitively large compared to tha t
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surface of a large flat perfect conductor is at the location of the mirror image 

of the charge about the surface, with opposite polarity, as shown in Figure 

2.1(a). For magnetic imaging, if treating the magnetic moment as a dipole with 

magnetic “charges” on its ends, the image of the magnetic moment will have 

the form as shown in Figure 2.1(b) [48]. Therefore, for a given discretization 

cell in the head with magnetization

M  = (Mx, M y, M z) (2.23)

its image magnetization will be

M ' =  (—Mx, My, —M z) (2.24)

where y is the direction normal to the surface of the SUL.

Similar to the calculation of the demagnetization matrix for the head 

magnetization on itself, the matrix for the interaction due to the image 

magnetization on the head can be calculated, with the only difference of an 

offset of the position of the image head. W ith the new demagnetization matrix 

and Eq. (2.24), the magnetostatic field due to the image head on the real head 

can be calculated the same way as in Section 2.2.1 using the FFT technique. 

By doing this imaging, the computation needed for the demagnetizing field of 

the SUL is only the same as that of the demagnetizing field of the head to itself, 

which is tremendously less than that with an actual micromagnetic modeling 

of the SUL. Comparisons of the results using the imaging technique to that 

from actual micromagnetic modeling of the SUL have also shown negligible 

difference on the resulting head field.
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2.6.3 Removal o f surface charges

In certain cases of the simulation, we may want to have a boundary condition 

such th a t the magnetic charges on a boundary surface of the region simulated is 

set to zero. This is to eliminate the artificial demagnetizing field arising from the 

charges at the boundary surface of the modeled region, which in reality should 

not be there if the modeled region is only a small part of the actual material. 

This technique has been used in Chapter 3 when simulating a finite region of 

SUL, which essentially is infinitely large in-plane. Part of the simulations in 

Chapter 4 also used this technique. To be discussed here is how to deal with 

this removal of charges in the model when calculating the demagnetizing field.

One straightforward way to do this is, at each time step, calculate the de­

magnetizing field as usual with the method in Section 2 .2 .1 , then based on the 

magnetization of the cells at the boundary surface, calculate the demagnetizing 

field due to the surface charges and subtract it from the former one. However, 

the calculation of the field from the surface charges at each of the N  cells turned 

out to be even more time-consuming than that of the field from the magneti­

zation of all cells, making the model very inefficient. The solution to this issue

is that, we can calculate the field directly from the charges at the interfaces

between two neighboring cells using the following formula:

(2-25)
3

where the three components of Oj are defined as follows:

& x( j x i  j y i  J z )  =  M x ( j x , j y , j z )  A ly  (yjx  +  1 1 j y > j z )

Vy { jx i  Jy> j z )  = Afy(]x, jy, jz) — My (jX . jy  +  1  , jz)

&z{jxi  j y i  j z )  — M z ( j x , j y i j z )  Tfz(jx, j y , j z +  1 ) (2.26)

and D b is the demagnetization matrix for the surface charge form, which is 

derived in Appendix B. Note that the number of surface charge elements are
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Nx+ 1, Ny+l,  and N z+1, respectively, in the three dimensions, where Nx, Ny 

and N z are the number of discretization cells in the three directions, respectively.

Now at any moment, with all M j known, all the surface charge elements 

are given by Eq. (2.26). The nice thing is that to remove the charges at 

any of the six boundary surfaces (for j x=0, Nx, or j y=0, Ny, or j z=0, N z), 

just simply set the value of those charge elements to zero. The rest steps 

will be the same as that in Section 2.2.1, and the 3-D FFT can be used 

here as well. Then the amount of calculation of the demagnetizing field 

from charges will be essentially the same as that from magnetization in the 

case of a real boundary as in Section 2.2.1. Therefore, using this calculation 

technique, negligible computation overhead is introduced while treating the 

“free” boundary conditions, in the sense of removing the artificial charges at 

the boundary surfaces of the finite region modeled.

2.7 Validation of the micromagnetic model

In this section, we will present some test cases to show the validation of the 

micromagnetic model. The first case is a head field comparison with tha t from 

a FEM model. The second case is a comparison of the calculated magnetic 

domains with tha t measured from a magnetic thin film during a magnetization 

switching process.

2.7.1 Comparison with FEM

In this section, we present a comparison of the head field calculation result 

using our micromagnetic model with that from a FEM simulation. Although the 

latter does not include the effect of the exchange energy and anisotropy energy, 

it is not expected to cause much difference, as in this case the head is driven
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Figure 2.2: The modeled head structure for the FEM-micromagnetic compar­
ative case study, (a) The geometry of the head, (b) the full structure used in 
FEM, the tiny light region at the center is the head, with a coil carrying current 
around it.

by a large current and therefore is in a state near saturation. The structure 

simulated is shown in Figure 2.2(a). In the micromagnetic modeling, cubic 

mesh cells with 10 nm edges are used for the discretization. No anisotropy 

was assumed in the head. The saturation magnetization of the material was 

assumed 1830 emu/cm3. The driving current density was 2 x l0 8 A /cm 2. The 

soft underlayer was 26 nm from the ABS and was modeled as a perfectly imaging 

strucute.- The coil shown in Figure 2.2(b) was that used in the FEM model to 

simulate an infinite coil structure as is done in the micromagnetic simulation.

The corresponding profile of the perpendicular field component Hy along 

the z direction, calculated from both models, is shown in Figure 2.3. The 

maximum perpendicular field for the FEM is about 3% lower than tha t of the 

micromagnetic model, whereas there is no difference in other parts of the field 

profile.

The possible reasons for the maximum field discrepancy might be the 

following. First, due to the cubic dicretization, in the micromagnetic model,
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Figure 2.3: The perpendicular field profiles along z direction, calculated 13 nm 
from the ABS, from FEM and micromagnetic model, respectively.

in the sloped region, there will be artificial “stairs” along the surface which, 

in the case where the cell size is much smaller than the overall dimension, 

will not matter, but in this case that region only span a few cells. Sec­

ondly, the FEM model was based on a bulk B-H loop which goes through 

the origin, i.e., zero coercivity of bulk material. Nevertheless, the two mod­

els agrees with each other reasonably well, especially, in terms of the field profile.

2.7.2 Thin him magnetization

In this section we compare the micromagnetic modeling results of the domain 

configurations of a thin film element during a magnetization switching with the 

experimental results from MFM imaging [27]. Experimentally measured was 

a patterned rectangular permalloy thin film element. The dimension of the 

element is 10 gm by 20 gm  with a thickness of 30 nm. In micromagnetic 

modeling, a 1 /rm by 2 /im permalloy element with thickness of 25 nm was 

assumed, and the mesh cell used was 10 nm by 10 nm with a height of 12.5 nm.
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1 2  3 4

Figure 2.4: Domain configurations during a magnetization switching process 
in a permalloy thin film. Row A is the MFM images, row B is the calculated 
magnetic charge density from the micromagnetic simulation, and row C is the 
vector plot of the simulated magnetization patterns. To be continued in Figure 
2.5. From [27].
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Figure 2.5: Domain configurations during a magnetization switching process in a 
permalloy thin film, continuing from Figure 2.4. Row A is the MFM images, row 
B is the calculated magnetic charge density from the micromagnetic simulation, 
and row C is the vector plot of the simulated magnetization patterns. From
[27].
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Figures 2.4 and 2.5 show the comparison of the domain configurations from 

MFM measurements and that from the micromagnetic modeling. A field up to 

110 Oe in both directions was applied during the magnetic switching process. 

Excellent agreement was found between the patterns in the MFM images and 

the magnetic charge density plot from the simulation. In both cases, the bright 

and dark lines represent the domain walls in the film.
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To increase the areal recording density, both the linear density and the 

track density have to be increased accordingly, the former usually requires 

higher field gradient in order to write sharper transitions to facilitate smaller 

bit length, whereas the latter presents an immediate requirement on the write 

head - the physical track width of the head has to be reduced. In principle, 

as the recording density goes up, all geometric dimensions have to be shrunk 

in proportion, i.e., the track width, the head-media magnetic spacing (the 

distance between the head ABS to the center of the media layer). In reality, 

however, it is becoming more and more difficult to keep them in scale while 

shrinking down their sizes as going towards high density. Even though the 

lateral dimension (down-track and cross-track) of the head could be made 

smaller, it is no longer the case for the head-media spacing, simply because 

that the head flying height and the media thickness can not be arbitrarily 

reduced. This will present some issues, which are the main focus of study of 

this chapter [49]. Specifically, in this chapter, we will first show the model and 

the geometry of the head that is being studied. In the results section, a simple 

analytical analysis will be presented to give an idea about how the head field 

depends upon the geometric factors. The effect of the aspect ratio of the head 

pole-tip footprint will be discussed, which is followed by the impact of track 

width reduction on the head field magnitude and the field gradient. Finally, 

the remanent head field will be studied for heads with extremely small pole tips.

43
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Figure 3.1: Schematic of the single pole head and SUL modeled in this chapter.

3.1 M odel and geometry

The model used here is a 3-D micromagnetic model. In this study, the SUL 

is also included and simulated micromagnetically. This makes the simulation 

very computationally intensive. A schematic of the system being modeled is 

shown in Figure 3.1. The single pole head is driven by a single turn  coil. The 

coordinate system is chosen such that x is the down-track direction, z is the 

cross-track direction and y is the direction perpendicular to the medium plane. 

This convention of the coordinate system will be used throughout the thesis 

unless otherwise noted. The single pole head and the SUL are first discretized 

into identical cubes with a side length of 10 nm. Landau-Lifshitz-Gilbert 

Equation is then utilized to solve for the magnetization of both the single pole 

head and the SUL, given an initial condition of the system. As discussed in last 

chapter, the computation is too intense for a simultaneous dynamic simulation
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of both the head and the SUL. Therefore, we have employed a quasi-static 

modeling. Specifically, at any step, the head magnetization is first computed 

assuming perfect imaging. The magnetic field from the head magnetization is 

then applied on the SUL to solve for the SUL magnetization. From this point 

on, iterations are performed with the field from the two pieces applied on one 

another at each iteration, until a convergence is reached. Therefore, this is 

essentially a static modeling. To account for the fact that the SUL is infinitely 

large in plane compared with the pole tip footprint, the area of the simulated 

region of the SUL is much larger than the pole tip footprint. Furthermore, the 

four boundary surfaces of the simulated SUL region that are perpendicular to 

x and z  directions are also assumed to abut to flux sinks tha t have infinite 

permeability. This is implemented by removing the magnetic charges on these 

four surfaces when calculating the demagnetizing field due to the SUL, as 

discussed in Section 2.6.3. In the present simulations, the head material is 

Ni4 5 Fe5 5  with saturation magnetization M s =  1280 emu/cm3, and the SUL is 

Fe with M s of 1700 emu/cm3. A weak anisotropy field of 8 Oe is assumed in 

the head along z direction and no anisotropy in the SUL. The throat height of 

the head is kept constant at 90 nm for all cases. The flare angle of the head 

in the slanted region is 45°. The spacing between ABS and SUL is 30 nm, 

assuming a head flying height of 10 nm and a total thickness of 20 nm for the 

medium (including the non-magnetic overcoat layer, the lubricant layer, and 

the interlayer between the hard layer and the SUL). The head field is calculated 

from the resulting magnetization of the head and the SUL, in the plane tha t 

is 20 nm underneath the ABS, i.e., the center of the medium layer. The drive 

current in the single turn coil was 100 mA if not otherwise noted.
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Figure 3.2: Illustration of the write pole and the image pole due to the SUL.

3.2 Results and Discussions

3.2.1 Analytical results

For a single pole head in perpendicular recording, the head field is mainly 

from the magnetic charges at the ABS of the pole-tip (In reality, however, the 

slanted region behind the pole tip also contributes to the field. This effect will 

be shown later). Therefore, simple analytical calculations could be performed 

to estimate the maximum field that could be produced from a pole-tip for given 

geometries. Let’s consider a write pole tip with a rectangular footprint and 

magnetic charges only on the ABS, with the dimensions shown in Figure 3.2. 

At a plane tha t is a distance of d away from the ABS, the maximum perpen­

dicular field component Hy occurs at the point right underneath the center of 

the footprint. Assuming the magnetic charge density at the ABS of the pole tip 

is equal to Ms, where M s is the saturation magnetization of the material, i.e., 

a full saturation. The maximum Hy that the pole tip alone produces is then
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Figure 3.3: Maximum perpendicular head field Hy vs. the track width for 
different aspect ratios of the pole tip footprint.

given by the following formula:

=  4  M ,  t a i T 1 ( ------. lxlz =]  (3 .1)
\2dy/Px + li + (2d)l)

In the case of a single pole head with SUL in perpendicular recording, the 

media layer experiences the field both from the pole tip and from the image of 

the head due to the SUL imaging effect. Assuming the distance between ABS

and the center of the recording layer is d, and the ABS-to-SUL distance is h,

the total maximum Hy the media sees will then be:

H™ax = 4 M s , —1 / Ixltan  1 ----  -----
2dyfll + ll + {2d)\

. i —1 I+  tan (3.2)
2(h -  d ) ^ l l  + Pz + ( 2 ( h - d ) ) \

The physical meaning of the above equation is that the maximum perpendicular 

field component is proportional to the solid angle extended from the center of 

the medium layer to the pole-tip foot print. The immediate consequence of this
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Figure 3.4: Maximum perpendicular head field Hy vs. the aspect ratios of the 
pole tip footprint for a track width of 100 nm.

is tha t for given values of h and d. reducing the lateral dimension of the pole 

tip lx and/or lz will decrease the solid angle hence lower the head field. Figure 

3.3 shows the maximum Hy as a function of lz, i.e., the track width, according 

to Eq. (3.2), for three different values of the aspect ratio, lx/ l z, of the pole tip, 

for d = 20 nm and h — 30 nm. Significant loss of field magnitude can be seen 

as the track width is reduced into the region where lz becomes comparable with 

h.

The dependence of the maximum field on the pole-tip footprint aspect ratio 

is shown in Figure 3.4 for a track width of 100 nm. It is noticed that the head 

field is significantly higher for lxj l z =  2 compared to that for lx)lz =  1. However, 

further increasing the aspect ratio only yields very little filed increase. On the 

other hand, in perpendicular recording with single pole head, the side erasure 

at inner diameter (ID) and outer diameter (OD) due to the head skew could 

cause significant broadening of the written track width hence TPI (track per
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Figure 3.5: Illustration of the written track width with (a) zero head skew and 
(b) non-zero head skew with a pole tip footprint aspect ratio of lx/ l z = 2 and a 
skew angle of 15°. .

inch) loss [50, 51], as illustrated in Figure 3.5. The percentage increase of the 

written track width is given by:

SW a
w  = i t!aie

(3.3)

where 6 is the skew angle, and W  and SW  are the usable written track width 

and its broadening due to the skew, respectively. The dependence of this track 

width broadening upon lx/ l z is shown in Figure 3.6 for several skew angles. As 

the pole-tip footprint aspect ratio increases from 2 to 4, the maximum field 

increases by only about 6%, however, the head skew caused write track width 

increases by 100%. This effect is much faster than that of the increase of field 

magnitude for lx/ l z greater than, say, 2. Therefore, a low aspect ratio pole tip,
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Figure 3.6: The percentage increase of the actual written track width with 
respect to the zero-skew track width as a function of the pole tip footprint 
aspect ratio, lx/ l z, for different head skew angles.

e.g., 2, should be used unless the several percent field increase is critical. In 

that latter case, other techniques such as a trapezoidal pole tip footprint [52] 

should be used, in order to minimize the TPI loss caused by the head skew.

The rest of the results in this chapter are all micromagnetic modeling results 

obtained using the model and parameters shown in Section 3.1. In particular, 

the head pole tip aspect ratio is 1 for all cases.

3.2.2 Maximum Head Field vs. Track Width

A s  s h o w n  i n  t h e  p r e v i o u s  s e c t i o n ,  t h e  m a x i m u m  a c h ie v a b le  h e a d  f i e ld  in s id e  

the medium will be greatly limited by the geometric factors as the pole tip 

dimensions in both cross-track and down-track directions become comparable 

to the A B S - S U L  separation. For a track width of 200 nm, the maximum possible 

field is about 70% of 4nMs. However, as the track width is reduced to below
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Figure 3.7: The down-track field profiles for different track widths with all heads 
having a square footprint, i.e., lx/ l z =  1. The field magnitude is normalized to 
47tM s.

100 nm, the upper limit of the maximum field is even less than 50% of 4ivMs. In 

this case, the advantage of using SUL to achieve large field is impaired simply 

by the geometry.

Figure 3.7 shows the simulation results of the down-track field profile eval­

uated at the track center for the single pole head with different track widths. 

The profiles for narrow track widths are more rounded due to relatively large 

ratio of head-medium spacing to the pole tip footprint size. The reduction of 

the maximum field is clearly shown with decreasing track width. Figure 3.8 

plots the simulation results of the maximum field as a function of the track 

width, along with the analytical result from Figure 3.3 for the same pole-tip 

footprint dimensions. Remember tha t the analytical results were based on the 

assumption that the pole tip is fully saturated and it is the only source of field.
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This is not true in a real head. First of all, the pole tip is never fully saturated 

in a head, due to the strong demagnetizing field at the ABS. This leads to a 

lower field compared to the analytical result. The charge distribution on the 

ABS of the pole tip is not uniform either, which should lead to a different field 

profile in the space. On the other hand, however, there is a slanted region at 

the bottom  of the yoke, which will be magnetized as well. In other words, there 

will be magnetic charges on that surface, contributing to the total field. How 

large the field from this side region is depends on how hard the head is driven 

by the current as well as the throat height and the flare angle, and the total 

field in this case could be higher than that from a saturated pole tip alone. 

This will be dealt with in detail in Chapter 4. In the case shown here, the drive 

current is moderate, and the two mechanisms discussed above together give a 

maximum head field close to the analytical value. Anyway the analytical results 

are only used here to show the geometry dependence of the head field, and the 

trend it gives matches the micromagnetic results very well here. The deviation 

of the micromagnetic result at large track width from the analytical value might 

be due to the higher demagnetizing field from the surface charges at the ABS, 

therefore lower charge density at the ABS.

It has been shown that if the M s and/or the thickness of the SUL are 

not sufficiently large, SUL saturation may occur thus affecting the head field 

[53]. In this study, both of these parameters are chosen such that no SUL 

saturation occurs. In fact, as far as the imaging effect alone is concerned, the 

micromagnetic result shows that the field from the SUL is practically the same 

as tha t from an ideal imaging effect. Therefore, in later chapters, the SUL 

effect will be replaced by a simple imaging of the head magnetization in the 

simulation, except Chapter 6, in which the SUL itself will be micromagnetically 

modeled for other purposes.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



CHAPTER 3. IM PACT OF TR AC K  W IDTH REDUCTION 53

2
.2> 0.8
Li.
-acu
<D
X
E3
E
x
CO5 0.4*o0)
N
CD
E._
o
z

- O — A naly tica l

—A — m ic ro m a g n e tic  resu lt
0.2

200 250100 15050

Track Width (nm)

Figure 3.8: Maximum head field (normalized to A-kMs) versus track width for 
lx/ l z — 1 from micromagnetic modeling with moderate driving current. The 
analytical result from Figure 3.3 is shown here for comparison.

3.2.3 Field Gradient vs. Track Width

Not only is the maximum head field affected by the track width reduction, 

but the field gradient also degrades with decreasing track width. Figure 3.9 

shows the field gradient vs. field magnitude as going down the track from the 

center of the pole tip. The maximum head field gradient occurs a t the field 

value about 70% of the maximum field for all track widths. This value is much 

greater than that of longitudinal recording heads. If the maximum filed-gradient 

is used to write transitions, i.e., the head field at maximum gradient position is 

equal to the media coercivity, then the media switching field distribution has to 

be small enough so tha t the maximum switching field is still smaller than the 

maximum head field, in order to ensure the writability of the head on the media. 

Otherwise, the writable media coercivity will have to be lowered and the writing
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Figure 3.9: Down-track gradient of the perpendicular field component, dHy/dx, 
versus the field magnitude, Hy, for different track widths. The pole tip footprint 
is square for all cases.

will not happen at the optimum field gradient. The maximum field gradient also 

degrades with decreasing track width very quickly from about 160 Oe/nm  for 

250 nm track width to about 85 Oe/nm for 60 nm track width. Figure 3.10 plots 

more clearly the dependence of the down-track and the cross-track maximum 

field gradient upon the track width for square pole-tips. The cross-track field 

gradient is slightly lower than that dow-track, although the pole-tip is square 

shaped. This is because of the field from the flared neck region has a much more 

broadened distribution over a wide range across the track.

It has also been noticed that though the SUL imaging effect enhances the 

perpendicular field component, it actually suppresses the longitudinal field 

component. A sufficiently large longitudinal component effectively makes 

the total field at an angle with respect to the perpendicular direction to the 

media plane, i.e., the media easy axis direction. This is essential for making
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Figure 3.10: Dependence of the maximum field gradient, both down-track and 
cross-track, on the track width. The pole tip footprint is square for all cases.

perpendicular media reversal easier [54]. Our simulations show that the 

maximum longitudinal field occurs at about the same position as the maximum 

field gradient dHy/dx,  where the total field is at an angle of about 10° with 

respect to the perpendicular direction, which is much smaller than tha t of a 

ring head. To increase the field angle, a shield-pole head [55] may be used 

in perpendicular recording, which shows not only larger field angle, but also 

higher field gradient than that of a single pole head.

3.2.4 Impact of Track Width Reduction on Remanent Head Field

One other important issue that is associated with write heads at extremely 

small track width is the remanent head field, which results from the pole tip tha t 

did not relax to a demagnetized state when the driving current is turned off. 

This used to be not a concern in conventional write heads with track width at

■  D ow ntrack 

4  C ro ss trac k
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the order of micrometers. In those cases, the magnetostatic energy is dominant 

compared to the exchange energy. Therefore, after the drive current turned off, 

the pole tip will relax to a demagnetized state with negligible remanent field. 

However, for deep sub-micron track widths, the pole tip dimension is so small 

that the increase of the exchange energy will overwhelm the decrease of the 

magnetostatic energy if the magnetization tries to form a multi-domain state. 

As a result of energy minimization, a single domain may stay in the pole tip, 

yielding high remanent head field. The mechanism behind the formation of 

the single-domain-like remanent state magnetization in the pole is exactly the 

same as tha t for the formation of single domain in small particles. For a soft 

magnetic material, the critical size of the single domain state is related to the 

exchange length, which is defined by Eq. (2.22). This exchange length actually 

characterizes the strength of the exchange coupling relative to the magnetostatic 

interaction and gives the length scale over which the magnetization maintains 

its coherence in spatial orientations.

The model used in this work enables us to investigate the micromagnetic 

behavior of the head. In the simulation, the heads were first driven by the write 

current into a steady state, and then the current is turned off to let the head 

magnetization relax. Figure 3.11 shows a comparison of the remanent state 

head magnetization for track widths of 60 nm and 200 nm, respectively. In 

both cases, the pole tip ABS aspect ratio is 1:1. Although the entire yoke is 

relaxed to a demagnetized state by forming a flux closure in both cases, the 

magnetization in the pole tip region is quite different. In the 60 nm track width 

head, the pole tip remains in a single domain state after being saturated during 

a writing process. Whereas for the 200 nm track width one, the pole tip is 

sufficiently large to allow the magnetization to follow the surface of the pole 

tip to minimize magnetostatic energy without increasing exchange energy too
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Figure 3.11: The remanent state magnetization of two heads with track widths 
of (a) 60 nm and (b) 200 nm, respectively. The pole tip footprint is square for 
both cases.

much. This leads to a much smaller remanent field.

Figure 3.12 shows the dependence of the remanent field as a function of the 

track width for a pole tip ABS aspect ratio of 1:1. Clearly, as the track width 

goes below 100 nm, the remanent head field increases dramatically. The ratio 

of the remanent field to the maximum field for each track width is also shown in 

the same figure, which shows that a much more significant portion of the head 

field remains in small track width heads than that with wider track widths.

At a given pole tip footprint size where a  single domain tends to form, 

say, below 100 nm, the remanent field actually also depends on the length of
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Figure 3.12: Dependence of the remanent field and its percentage to the maxi­
mum field on the track width, for lx/ l z — 1.

the throat height. In other words, due to the shape anisotropy, a long pole 

tip will produce more remanent field than a short one. Figure 3.13 shows the 

simulation result for a pole tip with 60 nm by 60 nm footprint with different 

throat heights. The magnetization pattern shown in Figure 3.14 clearly reveals 

the shape anisotropy effect [56],

It has also been found that, for those heads with track widths of 100 nm 

or less and a pole tip ABS aspect ratio of 2:1, the remanent field may not 

necessarily be smaller than that of a squared pole tip with same track width, 

though the overall cross section area of the pole tip is larger. A close look at 

the remanent state magnetization pattern of the thick pole tip head reveals 

that the yoke magnetization pattern could be much more complex and vortices 

could form across the head thickness, which can lead to residual flux from the 

yoke still driving the pole tip, as shown in Figure 3.15. This actually makes the 

behavior of the remanent head field at extremely narrow track width much more 

complicated than that of a small free-standing magnetic cube or a rectangular
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Figure 3.13: Maximum remanent perpendicular field versus the throat height. 
The pole-tip footprint size is 60 nm by 60 nm.

parallelepiped. As a result, the remanent field could vary over a wide range as 

well. A detailed study on controlling the remanent field will be presented in 

Chapter 4.

Finally, it is worthwhile mentioning the effect of the induced anisotropy 

field in the narrow track heads. Traditionally, in the head with pole tip at 

micron scale, a weak anisotropy field induced in the transverse direction is 

usually sufficient to orient the major domains in the yoke and the pole tip 

to the direction orthogonal to the flux conduction direction. This will favor 

a magnetization rotation rather than domain wall motion mechanism, which 

is desirable for high frequency field reversal and for the stability of the head 

field performance [57]. However, in the heads of interest here with such small 

dimensions, our simulation shows that, the transverse anisotropy even up to 

a few hundred Oersteds essentially has no appreciable effect on the domains 

in the yoke and the pole tip, as the demagnetizing field and the exchange 

coupling field are much stronger than the induced anisotropy field, for the deep
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(a) (b)

Figure 3.14: 3D view of the remanent state magnetization of the pole tip with 
same footprint size of 60 nm by 60 nm and different throat height of (a) 200 
nm and (b) 50 nm.

sub-micrometer dimensions.

3.3 Conclusions

In this chapter, the effects of the track width reduction for single pole heads 

with deep sub-micron dimension have been studied using 3-D micromagnetic 

modeling. It has been found tha t at deep submicron track widths, due to the 

geometric effect, the maximum head field inside the medium is significantly 

smaller than the ideal 4txM s value. The field gradient degrades with decreasing 

track width as well at a given ABS-to-SUL spacing. At small pole-tip dimensions 

(around or below 100 nm), significant remanence in the pole-tip will develop 

after writing, due to the ferromagnetic exchange coupling effect, presenting a 

danger of erasing previously written bits. The remanent head field also depends 

on the throat height of the pole tip and the micromagnetic state at the neck 

region between the yoke and the pole tip. More sophisticated head designs are 

needed to ensure robust zero remanence, as will be discussed in Chapter 4. In

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



CHAPTER 3. IM PACT OF TR A C K  W IDTH REDUCTION  61

t i t / ****■

, , . - y y
f i t  \  i  ,

M y /»'»'>■ v i I

' • j i n i 1
W IM  . . . .

■ / >

v y

y

f f f f r * * . . . .  \ 1

5? "  ■» m

j j j j j j j j g L .   ............,
V M * ///' * i /  y / y z z x x ^ ^ T i t x x l l

iii i iu i i}

wwxvx-*—/<XWXWVw-M..........>\X\VWX»-| * uvvvv»~
'  v x w w - v * -  v v y y y y w #

x v x w \ y \  \ - -* 1 "  "  I ----■ . . , , t /  - -
• • * / / / / / - •
• . - / / / x - .' • • t*' ' ft

A z z tU *, V W ^ x / /  It li V /< t  ̂VVv
VVXX-

4 4 V v v  twyyy^

y

♦ i < •\ \ < * *'

:!! y -  x X 
i * » X
♦ o -  •*■ 
f  4 •♦ f / -
M M  
M M  
M M  
M M  
M M  
M M  
M * l
t  H  /
M M  
M M* * *

4 4 . 
M l .  MM

\  X '
y v -

i l i ,
i l
*̂■'4M M

‘ *41 i4i\ ' *i\n i l

x

:iil Iy/ 4tS**4 ( M / *
M M • M  • 
4  4  I
4 4  > » > r /  #  * » 4 * .
• > -.#>/ * ' • '///<! > ' y 44/f/ttti i
Ut t t f t l
y/ / / / / > '

Figure 3.15: Remanent state magnetization of a head with track width of 80 
nm and pole/yoke thickness of 160 nm. Left: y-z plane view. Right: x-y plane 
view. The drawing on the top shows the planes where the magnetization is 
plotted.
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contrast to longitudinal recording, the maximum field gradient of the single pole 

perpendicular head with SUL occurs much closer to the maximum field position, 

implying tha t a perpendicular media with narrow switching field distribution, 

or higher coercive squareness is required to write transition at maximum field 

gradient, for optimized transition sharpness. The longitudinal component of 

the head field is suppressed by the image head due to the SUL.
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D E SIG N S

As discussed in Chapter 3, the reduction of the track width for high den­

sity has posed a number of issues on the write head design. In this chapter, 

several novel head designs will be presented based on the understanding of the 

micromagnetics of the heads through simulation. To meet the requirement for 

high data rate recording, the write head need to be made small to minimize its 

inductance, as the drive current rise time is determined by the time constant 

of the write driver circuit. The time constant of the write current rise time, to 

the first order approximation, is simply L/R,  where L is the head inductance 

and R  is the open circuit resistance of the write driver circuit. Nowadays, the 

typical head inductance value is several nanoHenry, and it will be further made 

smaller for high data rates. This necessitates the study of the heads with overall 

dimension at the scale of a micron or even submicron. It will be shown in this 

chapter that, at such a scale, the magnetization configuration, both at static 

state and during a dynamic reversal process, is highly dependent on the overall 

shape of the yoke as well as some structural features such as a lamination of 

the yoke and the pole tip. Therefore, it is very important to investigate the 

performance of single pole heads with different yoke and pole tip designs.

This chapter is organized as follows. In section 4.1 the micromagnetic 

model is presented. In section 4.2, we will compare four heads with different 

structures and/or dimensions and show the performance differences. A head 

with a short yoke and a lamination of both the yoke and the pole tip has 

been found to have the best field rise time performance. More importantly,

63
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the lamination of the pole tip guarantees a near-zero remanence, regardless of 

the throat height. In section 4.3, a stitched pole-tip head is presented, which 

produces much higher head field than a conventional single pole head with the 

same pole-tip footprint size, while maintaining a near-zero remanence. Other 

design parameters, such as the throat height, the flare angle, and the induced 

anisotropy field, will be investigated as well.

4.1 Micromagnetic Model

In this chapter, all the simulations were done using the 3-D dynamic mi­

cromagnetic model, as the dynamic magnetization reversal processes is of great 

interest here. For all cases, the head is discretized into cubic cells with the edge 

length of 10 nm. Landau-Lifshitz equation with Gilbert damping is applied to 

each of the cubic cells to solve dynamically the head magnetization. The Gilbert 

damping constant used here is a = 0.05. The head material was assumed to 

have M s = 1930 emu/cm3. The SUL is treated as a perfect image in the com­

putations, i.e., the demagnetizing field from the SUL is treated as tha t from the 

image magnetization of the head, dynamically in real time in the computation. 

This is actually a very good approximation as long as a high moment material 

is chose for the SUL, so tha t the response of SUL magnetization to the field 

produced by the head is only a slight rotation upward or downward with respect 

to the plane of the media film, which does not slow down the head field dynamic 

reversal. The spacing between the ABS and the SUL is assumed 30 nm, and 

the head field is calculated at a plane 20 nm below the ABS, assumed to be 

the center plane of the media, from both the head magnetization and the image 

magnetization.

All the heads modeled in this chapter are driven by the coil current at
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Table 4.1: Parameters of different head designs. All values are in unit of ^m.

Head Length W idth Thickness Laminated? Pole-tip detached?
A 1.28 0.64 0.08 No No
B 0.64 0.64 0.08 No No
C 0.64 0.64 0.08 Yes No
D 0.64 0.64 0.08 Yes Yes

0.5
c
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3  00
TJ
CD
N
' -0.5CO
Eu_O

2  - 1.0
3.00.0 0.5 2.0 2.51.0 1.5

Time t (ns)

Figure 4.1: Write current waveform used in the simulations in this chapter. rc 
=  0.1 ns is the current rise time.

a data rate of 1 Gbit/sec. The current waveform was assumed to follow a 

linear ramp at the rising and falling edges between the two polarities, with an 

interval of the transition period of 0.1 ns, which is referred to as the current 

rise time here, as shown in Figure 4.1. The field produced by the drive current 

is calculated analytically (see Appendix C) and assumed to follow the same 

rise time as the current. The head field rise time calculated from the head 

magnetization is defined to be the time for the field to reverse from +90% to 

—90% of the maximum field magnitude.
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Figure 4.2: Schematic of head A with all dimensions marked in unit of micron. 
Left: the y-z plane view. Right: the x-y plane view, where the currents in the 
two coil sheets flow in the directions into and out of the paper, respectively.

4.2 Laminated- and Detached-Pole Tip Head Design

In this section, four different head designs will be compared. The depen­

dence of the head magnetization reversal behavior upon the shape and/or 

structure of the yoke and the pole tip will be analyzed, based on the micro- 

magnetic modeling results. The parameters of the heads are tabulated in Table 

4.1.

4.2.1 Head A

Figure 4.2 shows the schematic of head A. In this head, the length of the 

head is twice as much as its width, and the head is a single piece with same

V

coil

P
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thickness for both the yoke and the pole tip. It will be shown that the overall 

geometry of the head significantly affects its domain structure, both at quiescent 

state (remanent state) and during the dynamic field reversal.

Figure 4.3 shows the temporal profiles of the maximum perpendicular head 

field component under two different drive currents of 256 mA and 64 mA, re­

spectively. Clearly, a larger current produces not only a higher field, but also a 

shorter field rise time. This is because with the same current rise time, a higher 

driving field is reached at the end of current reversal, therefore more driving 

flux is delivered. The dependence of the head field magnitude and the field rise 

time upon the drive current amplitude is shown more clearly in Figure 4.4. Al­

though the field magnitude still slowly increase with increasing driving current, 

the field rise time levels off beyond a current value of around 130 mA. In the 

low current region, the field rise slows down very drastically with decreasing 

driving current amplitude. This can be understood by Figure 4.5, which shows 

the curl of the head magnetization during a dynamic magnetization reversal 

process. The bright and dark lines indicate the curling of local magnetization 

with opposite senses, and the small fluctuation of the contrast shows the devi­

ation of the local magnetization from a saturation state. In this head, because 

the length of the yoke is much longer than its width, during the writing pro­

cess, the yoke magnetization is easily saturated along the head length, i.e., y 

direction. This configuration requires the nucleation of reversed magnetization 

in the yoke for each head field reversal, and this process is rather slow for small 

driving current. Furthermore, what really matters the most, as far as the field 

rise time is concerned, is how much time it takes for the reversed yoke flux to 

propagate to the pole-tip to reverse the pole tip magnetization. This process 

could be very long in this head.
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Figure 4.3: Temporal profiles of the maximum perpendicular head field at two 
different driving currents for head A.
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Figure 4.4: Head field rise time and field magnitude vs. driving current for head 
A.
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Figure 4.5: Domain structures of head A during a flux reversal process. The 
head fields are (a) zero, (b) close to full magnitude, and (c) full magnitude.

It is noticed in head A that during a head field reversal, the head magnetiza­

tion pattern is rather complicated, as seen in Figure 4.5(a). This transient state 

magnetization is also quite different from the remanent state magnetization. 

The latter itself actually varies dramatically too, as shown in Figure 4.6. This is 

primarily due to the relatively long yoke, which does not favor well repeatable 

domain configurations in the head. Instead, it always involves dramatic 

domain rearrangements. As seen in Figure 4.6, the apparently different rema­

nent yoke magnetization could also yield different remanent remanet head fields.

4.2.2 Head B

The only difference between head B and head A is that the length of the head 

B is half that of head A. Therefore, the shape of the yoke is closer to a square, 

as shown in Figure 4.7. This shape difference significantly affects the domain
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Figure 4.6: Remanent state magnetic domain structures of head A after writing 
with a drive current of (a) 250 mA and (b) 160 mA. The contrast represents 
the curl of the magnetization.

structure in the yoke and the flux reversal mechanism and, therefore, the head 

field rise time performance. As will be discussed in detail in this section.

Figure 4.8 shows the temporal profiles of the maximum perpendicular field 

under three different values of the driving current for head B. The dependence of 

the head field magnitude and the field rise time upon the drive current amplitude 

is shown in Figure 4.9, which has the same trend as that of head A, except a 

subtle difference in the head field rise time curve, where there is a minimum at 

80 mA position. This point actually is the one that differentiates head B from 

head A, in terms of the behavior of the domains and, therefore, the head field 

rise time performance. This will be readily seen from the following discussion 

of the domain structures of head B.

Figure 4.10 shows the magnetic domain structures of head B during a flux
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Figure 4.7: Schematic of head B with all dimensions marked in unit of micron. 
Left: the y-z plane view. Right: the x-y plane view, where the currents in the 
two coil sheets flow in the directions into and out of the paper, respectively.

reversal process under a moderate driving current of 60 mA. The contrast repre­

sents the magnetization component in y direction (perpendicular to the ABS). 

It has been found that in this head, the flux reversal at small and moderate 

driving current is through the motion of the center of the vortex tha t stays in 

the yoke. The vortex center (denoted by the dashed ellipse) is slightly elon­

gated, because the width of the yoke is actually larger than its height. During 

the field reversal, the vortex center is moved from the right to the left in the 

yoke. As a result, the major domain magnetization is reversed from downward 

to upward, as highlighted by the thick arrows in Figure 4.10(a) and (c), which 

provide the driving flux to the pole tip. This domain configuration is very well 

repeatable, as the vortex is always in the yoke, unless the driving current is so 

large tha t it is driven out of the yoke during writing.

In small and moderate current region (below about 80 mA), the field rise time 

decreases monotonically with increasing driving current amplitude. However, 

for currents higher than 80 mA, the vortex center is driven out of the yoke,
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Figure 4.8: Temporal profiles of the maximum perpendicular head field at dif­
ferent driving currents for head B.
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Figure 4.9: Head field rise time and field magnitude vs. driving current for head 
B.
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Figure 4.10: The magnetic domain structures in head B during a flux reversal 
process. The driving current is 60 mA. The contrast represents the vertical 
component of the magnetization My.
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Figure 4.11: The magnetization relaxation process of head B after writing with 
a large current (> 80 mA). It is sequential in time from (a) to (f).
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resulting in the yoke saturation, as shown in Figure 4.11(a), which will in turn  

require the nucleation of the of the reversed domains during a field reversal, as 

in the case of head A. In this case, even though the drive current is higher, the 

field rise time is still slightly longer than that at 80 mA, as for the latter, the 

vortex center is still in the yoke and, therefore, does not need the nucleation.

It has been found that the domain configurations for head B, both during 

the dynamic reversal and in the remanent state, are very well repeatable. 

As shown in Figure 4.11, even though the head yoke was initially saturated 

during writing, when the driving current is turned off, the yoke magnetization 

always returns to the single vortex state. This is purely due to the near­

square shape of the yoke, as opposed to the elongated yoke for head A that 

causes significant complications and poor repeatability of the domain structures.

4.2.3 Head C

The dimension and shape of head C is exactly the same as head B. The 

only thing different is that head C is laminated into two layers equally thick 

across its thickness, with a very thin layer of non-magnetic material in between. 

The schematic of head C is shown in Figure 4.12. The idea is to decouple the 

exchange interaction between the two layers. Therefore, the middle layer could 

be as thin as below 1 nm, as long as it is a continuous film that can break the 

exchange coupling between the two lamination layers.

Figure 4.13 shows the temporal profiles of the maximum perpendicular field 

under three different values of the driving current for head C. The dependence of 

the head field magnitude and the field rise time upon the drive current amplitude 

is shown in Figure 4.14. Clearly, the head field rise time is much shorter than 

both head A and head B at small current. This can be understood by looking
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Figure 4.12: Schematic of head C with all dimensions marked in unit of micron. 
Left: the y-z plane view. Right: the x-y plane view.

into Figure 4.15, which shows the magnetization of both lamination layers of 

the head with a drive current of 40 mA. In the laminated head, if the initial 

magnetization is a transverse single domain state in both layers, with an edge 

curling wall at the two sides, as shown in Figure 4.15(b), (which is a stable 

state for certain aspect ratios of the yoke [58]), for the small driving current, 

the driving field only causes a magnetization rotation in the yoke tha t provides 

the flux to the pole tip, and there is no vortex formed in the yoke. Therefore, 

the field reversal is achieved by the yoke magnetization rotation upward and 

downward with respect to the horizontal direction. This rotation yields very 

fast field reversal, compared to the vortex motion mechanism (head B), not to 

say the nucleation of reversed domain (head A ). Due to this pure magnetization 

rotation, it is natural tha t the remanent state magnetization of this head is 

the same as the one shown in Figure 4.15(b). Notice tha t the short yoke is 

important for this magnetization configuration, as with a long yoke, even the 

lamination does not produce the anti-parallel single domain magnetization in 

the two layers.
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Figure 4.13: Temporal profiles of the maximum perpendicular head field at 
different driving currents for head C.
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Figure 4.14: Head field rise time and field magnitude vs. driving current for 
head C.
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Figure 4.15: Magnetization configurations of head C, (a) before reversal, (b) in 
the middle of reversal, and (c) after reversal, with a driving current of 40 mA.
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Figure 4.16: Magnetization configurations of head C, (a) with a driving current 
of 160 mA on, and (b) after the current is off.

It has been noticed that even for head C, with a large driving current, the 

yoke saturation will still occur, just as in head A and B. In this case, the 

remanent state magnetization will no longer return to the anti-parallel single 

domain state as in Figure 4.15(b), instead, two vortices will be formed in the 

two lamination layers with opposite senses, as shown in Figure 4.16. In this 

case, each of the two layers behaves the same as head B, thus having similar 

field rise time performance as head B, which is slightly better than head A.

The comparisons of the head field rise time and the field magnitude versus 

the driving current for head A, B, and C are shown in Figure 4.17 and Figure
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4.18, respectively. The reason for the field rise time performance difference has 

been explained in detail. In terms of the write efficiency, all the three heads 

have very similar performance.

4.2.4 Head D

Head D has the same structure and dimension as head C, except tha t there 

is a non-magnetic gap introduced between the yoke and the pole tip, which 

by default is 10 nm, as shown in Figure 4.19. The motivation of doing this is 

to further decouple the neck region and the pole tip, as it was found th a t the 

complication of the magnetic structure in this region may cause variations of the 

pole tip  remanence. The effect of this decoupling can be seen from Figure 4.20. 

At the remanent state, the magnetization at the bottom of the neck region is 

antiparallel to tha t at the top of the pole tip, which is impossible if the pole tip 

is not detached, due to the exchange coupling. This indicates the independent 

relaxation of the yoke and the pole tip after writing [59].

The consequence of the independent relaxation is shown in Figure 4.21, 

which compares a typical head field relaxation process for head A, B, C and 

D. After driven by a 160 mA current, the amount of time needed for the four 

heads to reach the final remanent field value is 1.2 ns, 0.6 ns, 0.3 ns and 0.15 

ns, respectively. The relaxation process for head D is very well repeatable, due 

to the independent relaxation made possible by the lamination and the pole tip 

detachment. Clearly, the domain configurations affects not only the field rise 

time, but also the head relaxation time. Also notice that, for this dimension, 

i.e., the pole tip size and the throat height, the remanent field happens to be 

about the same, regardless of whether the pole tip is laminated or not. This is 

not always the case for other geometries, as will be discussed in Section 4.2.5.
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Figure 4.17: Head field rise time vs. the driving current for head A, B and C.
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Figure 4.19: Schematic of head D with all dimensions marked in unit of micron. 
Left: the y-z plane view. Right: the x-y plane view.

Due to the same flux reversal mechanism, the field rise time performance of 

head D is the same as that of head C. However, the gap between the yoke and the 

pole tip does cause a field loss. Figure 4.22 shows the the maximum head field 

dependence on the gap length, head D, for two different driving currents. Since 

the gap does not need to be large to decouple the yoke and the pole tip, as long 

as it is manufacturable, the field loss could be controlled to within a few percent.

4.2.5 Remanent head Geld in laminated and detached pole tip heads

It has been pointed out in Chapter 3 that the remanent head field is an issue 

at high density. Here we show that the pole tip lamination is a very effective 

way to achieve near-zero remanence. Figure 4.23 shows the remanent head field 

dependence on the throat height of the pole tip, for a single-layer head and a 

double-layer laminated head, both with a pole tip footprint of 80 nm by 80 nm. 

Clearly, with pole tip lamination, a remanent field of less than 800 Oe has been 

achieved for all throat heights, which is less than 10% of the maximum write 

field, whereas the unlaminated head still shows strong dependence of remanent
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Figure 4.20: Remanent magnetization of head D after driven by a large current.
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Figure 4.22: Head field magnitude dependence on pole tip-yoke separation for 
two different driving currents.

field on the throat height.

The reason for the throat height-insensitive robust low remanence is due to 

the magnetostatic coupling between the lamination layers. As shown in Figure 

4.24, at remanent state, the magnetization in the two layers of the laminated 

pole tip are always anti-parallel, either vertically or horizontally, depending on 

the throat height. In any case, as a  result the flux closure between the two 

lamination layers, there is little flux leaking into the media, thus a robust low 

remanent field is always guaranteed.

In fact, the laminated head design has been experimentally tested. In [60], 

a single pole write head with pole tip lamination was fabricated and tested, 

which showed significantly improved performance, thanks to the suppressed 

head-remanence-induced-erasure. In their work, up to 8 layers of lamination 

of the pole tip has been shown necessary. This is because in their case, the 

pole tip  thickness was about 250 nm, 3 times tha t of the head we simulated 

here. Therefore, to assure sufficient flux localization thus low remanence, more
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Figure 4.24: Vector plot of the remanent state pole tip magnetization of the 
two layers of the laminated head with throat heights of 200 nm (top) and 80 
nm (bottom), respectively. The pole tip footprint is 80 nm by 80 nm.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



CHAPTER 4. NOVEL PERPENDICULAR W R ITE  HEAD DESIGNS 86

lamination layers are needed. In contrast, for the pole tips we present here 

with a footprint of 80 nm by 80 nm, simulation results showed that a 2-layer 

lamination is enough. Also to be noticed is that, in actual heads there might 

be residual flux, which could be from the stray field of the media sucked by 

the writer shield in a shielded pole head, that may be driving the head after 

writing. In this case, the head remanence has to have some robustness against 

this driving flux. A pure magnetostatic coupling between the lamination layers 

may not be strong enough, and an antiferromagnetic coupling may be needed 

to enhance the robustness of the low remanence of the pole tip [37].

4.3 Stitched Pole Tip Head Design

In Section 4.2, we were mainly dealing with the domain structures in the 

head, especially for low- and moderate-current cases, and the consequence 

of those in terms of the head field reversal characteristics and the remanent 

head field. In this section, we will focus on achieving high field magnitude. 

As perpendicular recording is expected to extend the recording density to 1 

T b it/in2, where a write pole track width of 40 nm with maximum field as high 

as 2 Tesla is needed [55, 61]. This will be extremely challenging, even with 

the field from the magnetic charges at the bottom surface of the neck region 

[62]. Here we propose a stitched pole tip head design th a t produces enhanced 

head field compared to a conventional single pole head [63]. The design is not 

targeting at a particular recording density, as the idea could be used on smaller 

track widths at higher densities. Various design parameters, such as the throat 

height, the flare angle 6 at the neck region, the ABS-SUL separation, and the 

induced transverse anisotropy field, will be examined.
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Figure 4.25: Schematic of the stitched pole tip head with all dimensions marked 
in unit of micron: (a) the y-z plane view, (b): the x-y plane view, (c) the y-z 
plane view of the yoke layer, and (d) the y-z plane view of the pole tip layer.

4.3.1 Micromagnetic model and head geometry

In this section, the 3-D micromagnetic model is used for the simulations. 

A schematic illustration of the stitched pole-tip head is shown in Figure 4.25. 

The yoke is a single layer slab with a thickness of 80 nm. On the side of 

the yoke is a stitched pole-tip with a much shorter length. The total pole-tip 

thickness is also 80 nm, and it is laminated into two layers equally thick, to 

assure a low remanent head field, as just learned from Section 4.2.5. The yoke 

and the pole-tip are also exchange decoupled in the contact region. Both the
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stitched pole-tip and the side yoke have the same flare angle, but the flat 

bottom surface of the side yoke is recessed from the ABS by the length of the 

throat height (TH). The physical track width of the pole-tip is 80 nm. The 

magnetic material of both the yoke and the pole-tip is assumed to have B s =

2.4 Tesla. A single turn coil is assumed to drive the head. An ideal SUL with a 

separation of 30 nm from the ABS is modeled by performing a perfect imaging 

of the pole-tip and the yoke magnetization dynamically in the simulation. The 

top boundary of the yoke, denoted by the dashed lines in Figure 4.25, is treated 

as a flux sink by removing the magnetic charges on that surface, to simulate an 

ideal flux return path. The 3-D micromagnetic model utilizing LLG equation is 

used to calculate the head magnetization dynamically under a driving current. 

Both the'yoke and the pole-tip are discretized into cubic cells of 10 nm sides. A 

damping constant of a  =  0.05 in the LLG equation is used in the simulations. 

The head field is calculated from the resulting magnetization of the head and 

its image due to the SUL, evaluated at the middle of the recording media, 

which is 20 nm from the ABS.

4.3.2 Head Held

Figure 4.26 shows the down-track head field profile (evaluated at the track 

center) for the stitched pole-tip head with a driving current I =  300 mA, a flare 

angle 9 — 30°, and a throat height of 100 nm. The maximum field value in 

this case is about 20% higher than that of a traditional single pole head with 

the same pole-tip dimension but without the side yoke. The field enhancement 

arises from the magnetic poles at both the bottom surface and the neck region of 

the side yoke, as shown by the decomposition of the field contributions in Figure 

4.26. Note tha t there is an asymmetry at the two sides of the down-track field
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Figure 4.26: The down-track field profile of the stitched-pole-tip head for write 
current I =  300mA, flare angle 9 =  30°, and throat height =  100 nm.

profile - the field gradient is much poorer at the yoke side of the head, which is 

not an issue, as long as the other side is chosen as the trailing edge for writing 

transitions.

The reason to compare the field of the stitched pole with that of a conven­

tional single pole head with the same pole tip dimension is that, although for 

the same track width, a thick pole does produce higher field, it suffers from 

the head skewing significantly. Similar structures to the stitched pole tip head 

actually have been already used in the thin film write heads, although it was 

mainly for other purposes such as ease of control in fabrication [64], here we 

have shown that the side yoke actually is essential to produce more field when 

properly driven by the coil current field.
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Figure 4.27: Maximum perpendicular head field and maximum down-track field 
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Figure 4.28: Cross-track field profiles for different throat heights. The driving 
current is 200 mA, and the flare angle is 30°.
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4.3.3 Throat height

Throat height is a very important design parameter tha t directly affects 

the head field magnitude and its spatial distribution, both are crucial for high 

density recording. Figure 4.27 shows the maximum perpendicular head field 

and the maximum down-track field gradient for four different throat heights. 

As the throat height is reduced from 200 nm to 60 nm, the magnetic poles on 

the bottom  surfaces of the flare region become closer to the medium, therefore 

the effective solid angle (see Section 3.2.1) increases, leading to an increase of 

the maximum on-track head field from 9 kOe to over 12 kOe. In the mean time, 

the maximum down-track field gradient also increases by about 25%, from 124 

Oe/nm  to 157 Oe/nm. Such increases of the head field and the down-track 

field gradient, however, are accompanied by an increase of the off-track field, 

as the field from the charges at the side flare region is over a very broad range 

across the track, as shown in Figure 4.28. In the case of 60 nm throat height, the 

perpendicular field 100 nm off the track center is about 1/3 of the maximum on- 

track field, which may cause thermally induced magnetization switching on the 

adjacent track. Therefore, when choosing the throat height, tradeoffs between 

on-track field and adjacent track erasure (ATE) has to be made based on the 

media properties and the thermal stability requirements.

In reality, there are also limitations in terms of processing for extremely low 

throat heights, as it is determined by the accuracy of the mechanical lapping 

at the ABS. If this difficulty could be solved, cross-track side shields might 

be used in conjunction with a low throat height to suppress the off-track field 

while still maintaining the on-track field magnitude and field gradient [55, 65], 

although the side shield will make the fabrication of the head very difficult too.
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4.3.4 Flare angle

Since part of the head field is from the magnetic charges on the bottom 

and the flare region of the yoke, it is important to examine the effect of 

the flare angle on the head field strength and profile. Figure 4.29 shows the 

cross-track field profiles for various flare angles, evaluated along the line where 

the maximum on-track field occurs. It is found that a flare angle of 45° yields 

the maximum on-track peak field. As far as the off-track field is concerned, 

it decreases with increasing flare angle, and the off-track field for 45° flare 

angle is only slightly higher than that for 60°. Therefore, a flare angle of 45° 

is considered optimum for the single pole head design. On the other hand, a 

zero degree flare angle yields the smallest on-track field and a large off-track 

field. This is because a flat yoke bottom leads to very poor flux concentration 

towards the pole tip and much closer distance to the media for the charge at 

the side.

4.3.5 ABS-SUL separation

It is often believed that perpendicular recording scheme could allow a thick 

medium for thermal stability. This is in fact not necessarily true. As discussed 

in Section 3.2.1, the write field magnitude decreases very rapidly with increasing 

medium thickness, since the ABS-SUL separation increases at the same time, 

given a fixed head flying height. To show quantitatively the effect of the media 

thickness, Figure 4.30 plots the dependence of both the maximum perpendicular 

head field and the maximum down-track field gradient on the medium thickness 

for the parameters shown in the inset, where the ABS-SUL spacing is assumed 

to be the sum of the flying height and the media thickness. Since keeping the 

ABS-SUL separation small is much more effective than increasing the lateral
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Figure 4.29: Cross-track field profiles for different flare angles. The driving 
current is 200 mA, and the throat height is 60 nm.

dimension of the head foot print, to maximize the head field magnitude and 

the field gradient, it is vital to avoid unnecessarily thick medium, as long as 

reasonable thermal stability and crystalline structure of the medium is obtained.

4.3.6 Induced anisotropy

We have demonstrated that through lamination of the pole tip, robust 

near-zero remanence could be achieved in single pole heads with extremely 

narrow track width. In practice, not only is a near-zero remanent field needed, 

but the time it takes to reach the remanent state after the writing current is 

turned off also is important [66]. It has been found that in those small pole-tips 

with deep sub-micron dimensions, an induced longitudinal anisotropy up to 

several hundred Oersteds has little effect on the remanent field. This longitu­

dinal anisotropy field, however, does help expedite the field relaxation process.
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Figure 4.30: Dependence of the maximum perpendicular field and down-track 
field gradient on the media thickness. The head dimension is the same as in 
Figure 4.25.

Figure 4.31 shows the field relaxation processes for three different longitudinal 

anisotropy field values of 0 Oe, 200 Oe and 400 Oe, respectively. Although for 

all cases the final remanent field is the same, the relaxation is much faster for 

the cases with longitudinal anisotropy than tha t without. The reason for this 

speedup might be that the longitudinal anisotropy provides an initial torque 

for the magnetization to rotate away from the saturation direction, which is 

perpendicular to the ABS. Figure 4.32 shows the effect of the longitudinal 

anisotropy on the writing efficiency. For a typical write current of 200 mA, 

the write efficiency reduction due to the anisotropy field is essentially negligible.

4.4 Conclusions

In this chapter, three dimensional dynamic micromagnetic modeling has 

been used to study various head designs, with the focus on the head do­

main structures and consequently the field rise time performance at low- and
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moderate-current region, the remanent head field, and the approach to enhanc­

ing the head field.

A single pole head with a short yoke and lamination has very fast field rise 

time in the low driving current region, and the lamination produces negligi­

bly small remanent field. A pole tip detached (exchange decoupled) from the 

yoke can further improve the remanent field performance, especially the head 

magnetization relaxation time after the writing process.

A stitched pole-tip head with a recessed side yoke can produce up to 20% 

more field compared to a conventional single pole head with the same pole tip 

footprint size. Reducing the throat height increases the on-track field consider­

ably, but the penalty is the possible adjacent track thermal decay due to the high 

off-track field. A 45° flare angle has been found to yield the optimum on-track 

field strength and cross track profile. The ABS-SUL separation is extremely im­

portant for high field magnitude, which strictly prohibits the use of excessively 

thick media. A moderate transverse induced anisotropy significantly shorten 

the field relaxation time after writing without reducing the writing efficiency.
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As discussed in Chapter 1, in addition to high field magnitude for high den­

sity recording, a very short field reversal time is also required for high data rate 

applications. In fact, the increase of the recording density has always been ac­

companied by the increase of the data rate because, on the one hand, a recorded 

bit occupies shorter length down the track with increased linear density; on the 

other hand, the rotation speed of the disk has also been increasing over time. As 

a result, a data rate of 3 Gbit/sec is expected at an areal recording density of 1 

T b it/in2 [61, 67]. This means that the head field reversal time has to be within 

a fraction of a nanosecond, which is getting close to the characteristic time of 

the gyromagnetic motion of the spins. Therefore, the dynamic micromagnetics 

of the spin system of the head will play an important role in determining the 

characteristics of the head field reversal. Furthermore, as such a head is very 

likely to work at a high driving current, meaning that there will be significant 

amount of energy being pumped into the head magnetic system, which may 

in turn  affect the magnetization switching speed as the energy dissipation rate 

also matters, which brings the Gilbert damping constant of the system into the 

picture as well. In fact, in Chapter 4, we have seen the level-off of the field 

rise time at large driving current case, which indicates a different magnetization 

reversal mode than that at low driving current. This phenomenon will be stud­

ied in detail in this chapter. Since the dynamic magnetization reversal and the 

energy damping will be the focus of interest here, the dynamic micromagnetic 

model is naturally the ideal candidate for the the simulation tool here, as it has 

the full capability of characterizing these features.
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In this chapter, we will first present in detail the magnetization reversal 

processes in the case of hard-driving. Following that we will study the effect 

of the driving current rise time and the magnetic damping of the system on 

the field reversal performance of the head. Finally, potential limits of the 

head magnetization reversal speed is presented, based on the study of the 

phenomena in this chapter.

5.1 Introduction

For a given damping constant, the time of reversing the magnetic moment 

of a single spin is inversely proportional to the amplitude of the applied 

field. Therefore, increasing driving current amplitude has been used along 

with shortening the current rise time to achieve fast head field rise time. 

Although the behavior of a many-spin system is not exactly the same as 

that of a single spin, for example, there could be different reversal modes 

in a many-spin system, the practice of having higher driving field and short 

current rise time has been so far successful in shortening the field rise time 

and therefore, raising the data rate to beyond 1 Gbit/sec. However, what 

we are concerned with here is whether this technique will still work at even 

higher frequencies. In other words, can the magnetization reversal follow 

an extremely short current rise with a high drive current? To answer this 

question, the details of the magnetic damping processes in the head during a 

reversal has to be studied. Previous micromagnetic simulation studies have 

shown that, unlike a single spin, a many-spin system such as a ferromagnetic 

thin film with zero magnetic damping can still reverse its magnetic moment 

to minimize the Zeeman energy while generating spin waves as an energy 

reservoir [68, 69, 70, 71]. However, for a write head that is supposed to
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produce high field, a complete damping of the exchange energy, hence a full 

alignment of the magnetization is very important. In fact, as will be shown 

in this chapter, simply decreasing current rise time and/or increasing cur­

rent amplitude eventually will not shorten the field rise time, but make it worse.

5.2 Micromagnetic modeling

The head used for the simulation in this chapter is the same as the one 

shown in Figure 4.25, with a throat height of 90 nm and a flare angle of 45°. 

The driving current was assumed to have a linear ramp rising with the time 

interval during the transition defined as the current rise time. An ideal soft 

magnetic' underlayer is assumed in the simulation by performing a perfect 

imaging of the head magnetization dynamically, with spacing between the 

ABS and the soft underlayer equal to 30 nm. The 3-D dynamic micromagnetic 

model utilizing the LLG equation is used in the simulation. Both the yoke 

and the pole-tip are discretized into cubic cells of 10 nm sides. The damping 

constant is varied from 0 to 0.2. The head field at the center of the recording 

medium that is 20 nm away from the ABS is calculated from the resulting 

magnetization configurations from micromagnetic simulations. The field rise 

time is defined as the time for the field to reverse from —90% to +90% of the 

full magnitude. The driving current amplitude used in this chapter was 200 

mA, unless otherwise noted.

5.3 Results and discussions

5.3.1 Magnetization reversal processes

Figure 5.1 shows the calculated head field versus time at 1 Gbit/sec record­

ing data rate for current rise time r c =  100 ps and damping constant a  — 0.01.
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Figure 5.1: Head field versus time for current rise time r c =  100 ps and damping 
constant a = 0.01.
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Figure 5.2: Magnetization configurations of the head during the flux reversal 
corresponding to point A, B, C, and D in Figure 5.2.
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The field reversal process can be divided into two stages: stage 1, which is 

from point A to point B, and stage 2, which is from point B to point D, where 

the final value of the reversed field is reached. In this case, the initial stage 

of the reversal, from A to B, takes about 0.1 ns, whereas the second stage is 

much slower. The distinction between the two stages can be seen from Figure 

5.2, which shows a sequence of the transient magnetization configurations cor­

responding to the points A, B, C, and D in Figure 5.1. The initial stage of the 

magnetization reversal in both the head yoke and the pole-tip is actually gov­

erned by the gyromagnetic motion of the spins around the total local effective 

magnetic field, which includes the current field, the magnetostatic interaction 

field (the demagnetizing field) and the ferromagnetic exchange field. During 

this stage, the Zeeman energy either gets directly damped if the damping con­

stant is relatively large, or stored as the ferromagnetic exchange energy in the 

resulting spin waves if the damping constant is small. The latter case is more 

like the case shown here, as shown in state B. Although the majority of the 

spins were switched in this state, local fluctuations of spins around the driving 

field direction exist, which stores the initial Zeeman energy in the form of the 

exchange energy in the spin wave. In this case, a reversal is completed only 

when the spin wave is damped out through energy dissipation, to reach the 

final value of the reversed head field. The smaller the damping constant, the 

slower the completion stage of the reversal becomes.

5.3.2 Effect o f damping constant

For a given driving current waveform, i.e., amplitude and rise time, the total 

field rise time should be inversely dependent on the damping constant, because 

of the time needed to damp out the exchange energy in the second stage of the
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Figure 5.3: Temporal profile of the head field for different damping constants. 
The current rise time is 100 ps.

reversal. Figure 5.3 shows the head field versus time for two consecutive field 

reversals with a current rise time of 100 ps. The normalized current waveform 

is also shown as reference. The field rise time is 0.38 ns, 0.24 ns, and 0.13 ns for 

damping constant values of 0.01, 0.02, and 0.1, respectively. This monotonic de­

pendence has been found for all driving current rise times, as will be shown later.

5.3.3 Effect o f current rise time

The end of the initial stage and the beginning of the damping stage of a 

reversal can be clearly identified by the “knee” in the head field reversal profile. 

Especially for very short current rise time. The field magnitude at the “knee” 

depends on the amount of exchange energy stored in the resulting spin waves. 

Since for a given spin wave wavelength, the more energy the spin wave stores, 

the larger the precession cone angle and therefore, the smaller the head field at 

that point. For a given damping constant value, the head field magnitude at the
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Figure 5.4: Temporal profile of the head field for different damping constants. 
The current rise time is 20 ps.
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Figure 5.5: Temporal profile of the head field for different damping constants. 
The current rise time is 500 ps.
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“knee” point should be inversely related to the amount of energy pumped in by 

the driving current field. The latter turns out to be dependent on the current 

rise time, as shown in Figures 5.4 and 5.5. The head fields at the “knee” point 

are 36%, 45%, and 58% of the full magnitude, for the current rise time of 20 ps, 

100 ps, and 500 ps, respectively. This could be understood as follows.

In the case of an extremely short driving current rise time, e.g., 20 ps, at 

the end of the initial reversal, or the “knee” point, there is strong spin wave 

excitation with little energy dissipated, which leads to a lower field magnitude 

at the “knee” point. On the other hand, if the current rise time is very long, 

e.g., 500 ps, part of the energy has already been dissipated at the “knee” point, 

yielding better magnetization alignment and thus higher field. This can be 

clearly seen from the magnetization patterns at the “knee” point for the current 

rise time of 20 ps and 500 ps, respectively, shown in Figures 5.6 and 5.7.

This phenomenon could also be understood from another viewpoint. The 

driving current fields in today’s high-end drives are substantially greater than 

the quasi-static switching field of the yoke and the pole-tips. In this situation, 

an extremely short current rise time will actually cause the magnetization of the 

yoke and the pole-tip to switch at the current field value which is significantly 

larger than tha t for a longer current rise time. This is demonstrated in Figure 

5.8, which shows the head field as a function of the driving current during field 

reversals for two different current rise time. Notice that the loops also contains 

the temporal information, as each of the head field values was measured at 

the instant at which the corresponding driving current value was measured. 

Since the head field mainly arises from the magnetization of the pole-tip, the 

curves effectively represent the hysteresis loops of the head magnetization during 

switching. The area enclosed in each loop is proportional to the energy pumped 

into the head spin system for each case.
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Figure 5.6: The magnetization configuration of the head at the “knee” point of 
the field reversal for current rise time of 20 ps.
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Figure 5.7: The magnetization configuration of the head at the “knee” point of 
the field reversal for current rise time of 500 ps.
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Figure 5.8: Hysteresis loops of the head field versus the normalized driving 
current for current rise time of 20 ps and 500 ps, respectively.

It is evident from Figure 5.8 that a shorter current rise time can actually 

cause more energy to be pumped into the spin system of the yoke and the pole- 

tip, resulting in a longer damping stage in the field reversal, thereby a slower 

overall field rise time. On the other hand, if the driving current rises slowly 

relative to the energy damping, the Zeeman energy can be dissipated during 

the initial stage of the head magnetization reversal. In this case, the field rise 

time will be essentially governed by the current rise time and the damping stage 

is of less importance especially with current overshoot, an approach being used 

in today’s drives. This could also be seen from the less sensitivity of the field rise 

time to the damping constant, as the distinction between the two stages of the 

reversal is not as clear in this case, and the amount of energy to be dissipated 

is much smaller. Having known the limiting factors at the two extremes of the 

current rise time, for a given damping constant, there must exist an optimum 

current rise time for producing the shortest head field rise time.
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Figure 5.9: Field rise time versus current rise time for different values of damping 
constant.

Figure 5.9 shows the field rise time (—90% to +90%) as a function of 

the current rise time for different values of the damping constant. When the 

damping constant is relatively small, the existence of an optimum current rise 

time becomes evident. In fact, many experimental measurements suggested a 

damping constant in the range between 0.01 and 0.02 [39, 40]. Therefore, this 

optimal current rise time effect will very likely exist in practice.

5.3.4 Lim it o f field reversal speed

The excitation of spin waves and the subsequent energy dissipation process 

that we just discussed may pose a limitation on how fast the magnetization of 

the head could be reversed, in the sense of reaching the full magnitude as a 

working write head. Figure 5.10 shows the temporal profile of the head field for 

an ideal extreme case of zero damping, where the exchange energy in the spin 

wave has no way to dissipate. In this case, the head field quickly decays to some
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Figure 5.10: Temporal profile of the head field for damping constant a — 0, 
current rise time rc =  100 ps, and data rate of 1 Gbit/sec.
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current rise time rc =  20 ps, and data rate of 2 Gbit/sec.
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Figure 5.12: The critical frequency versus the damping constant for two different 
current rise times.

insignificant value, as the spin system is being driven into a severe chaos with 

the accumulation of the exchange energy pumped in by the driving current.

In a realistic head spin system with very small damping, if the resulting 

spin waves are not fully dissipated by the time the next current reversal arrives, 

the remaining undamped spin waves will keep the head magnetization from 

reaching its maximum amplitude. Such a phenomenon will occur if the cycling 

frequency of the current field is too high for the given current rise time and 

the damping constant. Figure 5.11 shows a calculated head field time temporal 

profile for a driving current cycling at 2 Gbit/second data rate, current rise time 

of 20 ps, and a damping constant of a = 0.004. During the beginning cycles, 

incomplete energy dissipation yields accumulation of the spin wave energy in 

both the yoke and the pole-tip and the portion of the head magnetization 

that can be reversed become reduced, resulting in a decrease of the head field 

amplitude. As the current cycling continues, the head field amplitude will 

reach a steady value when the energy pumped in by the current field and the
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energy dissipated reach a dynamic equilibrium. Therefore, one can define a 

critical frequency, or data rate, at which the head field can be barely reversed 

without reduction of the field magnitude. Obviously, the critical frequency 

will be dependent on both the actual damping constant of the ferromagnetic 

system and the current rise time, as shown in Figure 5.12.

5.4 Conclusions

The head field reversal under a large driving current field at high frequency 

can generally be characterized by two stages: the initial stage, which is mainly 

governed by the gyromagnetic motion and dependent very little on the energy 

damping; followed by the damping stage, which strongly depends on the energy 

damping constant. When the damping constant is small, and the current rise 

time is very short, such tha t the energy damping is significantly slower than 

the current rising, spin waves will be excited at the end of the initial stage, 

acting as a temporal energy reservoir for storing the initial Zeeman energy due 

to the driving field. At extremely short current rise time, the field rise time is 

limited by the damping stage due to the strong spin wave excitation, whereas for 

very slow current rise time, the field reversal is limited by the current reversal 

time. As a result, there exists an optimum current rise time at which the head 

field rise time is minimized. When the cycling frequency of the driving current 

exceeds the rate of energy dissipation, the head field amplitude will decrease. 

The roll-off frequency reaches the maximum at the optimum current rise time, 

and it is damping constant dependent.
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6 SO FT U N D E R L A Y E R  IN  R E A D  A N D  W R IT E  IN  

P E R P E N D IC U L A R  R E C O R D IN G

In this chapter, we present a micromagnetic modeling study of the soft 

underlayer (SUL) in both the write and the readback process of perpendicular 

recording [72]. The effect of the SUL on readback has been investigated 

via a 2-D micromagnetic model tha t takes into account the free layer of the 

spin valve reader, the soft magnetic shields of the reader, and the SUL. 3-D 

micromagnetic modeling has been performed to evaluate the effect of the SUL 

in the writing process. It has been found tha t the SUL imaging effect on the 

media magnetization enhances the readback signal amplitude differently for 

high density and low density, making the rolloff of the readback signal faster 

with the linear density and thus deteriorating the readback performance by 

lowering down the maximum achievable linear density. Most approaches for 

increasing the density limit via making the SUL imaging less effective are 

accompanied by the tradeoff of the write field loss. Reducing the head-medium 

spacing and the reader gap with an optimized spin valve reader stripe height 

are found essential for maximizing the linear density limit imposed by the 

rolloff of the readback.

6.1 Introduction

In perpendicular recording, the soft underlayer (SUL) is a very crucial com­

ponent for achieving high field magnitude. It is essentially part of the write 

head as it serves as a portion of the write flux path, in addition to the main 

write pole and the return pole. It turns out that, if only the imaging effect

111
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hence the write field boosting is concerned, it is relatively easy. As long as a 

soft magnetic material with proper moment, thickness and permeability is used 

that is sufficient to conduct the flux from the write pole without being satu­

rated (hence flux leakage), this condition is met. A simple quantitative relation 

between the SUL moment and thickness needed and a given pole tip material, 

based on flux conservation, is given as follows [53]:

, 1 M a pole tip / A i t
train  SUL ~  7> 77 ^pole tip

* M s  SUL

where tmtn s u l  is the minimum thickness of the SUL needed, M s poie tip and 

M a s u l  are the saturation magnetization of the pole tip and the SUL, respec­

tively, and itipoie tip is the physical track width of the write pole tip, which is 

smaller than the thickness of the pole tip along the down-track direction.

The above relation seems fairly simple and straightforward. However, there 

are complications tha t the SUL brings into the perpendicular recording system. 

It turns out tha t most of the complications have to do with the readback pro­

cess, since after the writing is finished, the SUL is still there underneath the 

recording layer (hard layer) and it will be magnetized by the fringing field from 

the recorded bits and hence making the readback performance different from 

those without SUL. To the first-order approximation, the SUL effectively dou­

bles the thickness of the medium layer, the reader will therefore sense a stronger 

signal field, as demonstrated by previous studies [73, 74, 75, 76, 77]. Although 

the SUL will in general boost the readback signal, the boosting actually differs 

for recorded bits at different frequencies, as will be shown in detail in this chap­

ter. As a result, it in fact degrades the readback performance, since the rolloff 

of the readback signal becomes faster with increasing linear density. This has 

been observed both by experiments and by modeling [53].

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



CH APTER 6. SO FT UNDERLAYER IN  READ AND W RITE. 113

Other issues associated with the SUL include the complications of the do­

mains tha t is created during the writing process [78], and consequently, the noise 

these domains cause during the readback [79, 80]. These issues have brought to 

the attention of the industry and therefore, active research is being carried out 

to solve them [81, 82].

In this chapter, we will present a micromagnetic modeling study of the SUL 

in perpendicular recording, both in writing and in readback, in order to gain a 

more complete understanding of the effect of the SUL in perpendicular record­

ing. In particular, the effect of the SUL on the linear density limit will be 

emphasized.

This chapter is organized as follows. In Section 6.2, the micromagnetic 

model and the simulation parameters, for both read and write, are presented. 

In section 6.3, we will first show the micromagnetic states of the SUL in the 

fringing field of the recorded bits in the hard layer, which will provide the 

fundamentals for the results following up in this chapter. The waveform from 

an isolated transition, i.e., the transition response, for different SUL parameters 

will then be presented. Having the above set, rolloff of the readback signal with 

increasing linear density will be investigated in Section 6.4, based upon which 

the — 20dB-density, D2odB, will be defined and then used as a major figure of 

merit throughout the chapter. Various parameters that affect D2odB will be 

investigated in detail in Section 6.5. Since there are usually trade-offs between 

increasing D 2odB and maximizing the write field, the effect of SUL on the write 

field is not discussed as a separate section, it is, instead, mostly presented in 

this section. Finally, Section 6.6 concludes the chapter.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



CHAPTER 6. SO FT UNDERLAYER IN  READ AND W RITE... 114

Table 6.1: Default simulation parameters for Chapter 6.

Variable Quantity
Head-media mag. spacing (HMS) 10 nm
Reader gap (shield-shield spacing (SSS)) 80 nm
Reader stripe height/SSS 1.5
Free layer M s 1100 emu/cm3
Shield Ms 800 emu/cm3
SUL M s 800 emu/cm3
lyfedium M r 400 emu/cm3
SUL Hk 0 Oe
Free layer thickness 5 nm
Media(hard layer) thickness 20 nm
SUL thickness 100 nm
Interlayer(between media and SUL) thickness 0 nm

6.2 M icromagnetic modeling

To simulate the readback process of a spin valve head in the presence of the 

SUL, we have modified the 3-D micromagnetic model tha t has been used in 

previous chapters for the write head into a 2-D readback model. The 2-D read- 

back model includes the modeling of the free layer of the spin valve read head, 

the soft magnetic shields of the reader, and the SUL. Other layers of the spin 

valve head was ignored. The model is geometrically two-dimensional by assum­

ing no variation of the magnetization in the cross-track direction. The entire 

modeled system is discretized into 5 nm by 5 nm square elements. The magne­

tization of each element is three-dimensional and it can rotate to any direction 

according the effective field exerting on it, where the effective field here includes 

the contributions from the magnetostatic interaction, the anisotropy field, the 

exchange coupling, and the field from the recorded magnetization pattern in 

the hard layer. The LLG equation is used for calculating the magnetization
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states of the free layer, of the soft magnetic shields of the reader, and of the 

SUL self-consistently. This automatically takes into account the effect of the 

shields and the SUL on the readback. The magnetization of the hard layer is 

not included in the model, in stead, the field from the recorded bits in the hard 

layer, assuming infinitely sharp transitions, is computed analytically and used 

as the input to the model for calculating the magnetization states of the whole 

system - the free layer, the shields, and the SUL. The output readback voltage 

is then obtained by averaging the free layer magnetization orientation over the 

stripe height of the spin valve. Although the LLG equation is used to solve 

for the magnetization configurations, the model is actually quasi-static. In the 

model, the way to calculate the readback waveform over a segment of the media 

is to shift the entire model with respect to the fringing field pattern of the media 

along the track, and get the static magnetization configuration at each position.

For those results regarding the write field, a 3-D micromagnetic modeling 

was performed. In those cases, the writer is a single pole head with pole-tip 

dimension of 80 nm cross-track and 160 nm down-track, throat height of 80 nm 

with a 45-degree neck region flare angle, and B s of 2.4 Tesla. The head-to-SUL 

spacing is 30 nm and the head field is calculated at a distance of 20 nm away 

from the head air-bearing surface (ABS). Other simulation parameters are 

listed in Table 6.1. By default, all the results presented in this chapter are 

based on the these parameters if not otherwise specified.

6.3 SUL micromagnetics and transition response

In perpendicular recording, during the writing process, the SUL is mag­

netized by the field from the pole tip, which in turn produces another field 

equivalent to tha t from the “image” pole tip. After the write field is removed
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Figure 6.1: The magnetization states of the free layer, the shields, and the SUL, 
for linear densities of 212 kfci (top) and 726 kfci (bottom), respectively. The 
bright and dark contrasts represent the strength of the magnetization compo­
nent upward and downward in the vertical direction, respectively. Both images 
are in the same length scale and gray scale. The medium layer is not shown.

and the bits are recorded, the SUL will be once again magnetized by the field 

arising from the medium magnetization. Those induced charges in the SUL will 

again alter the flux from the media into the free layer of the spin valve head 

during the readback. The flux pattern from the media depends on the linear 

density - the lower the density, the further the flux goes, whereas for high den­

sity bit patterns it is highly localized. The SUL magnetization state basically 

follows the flux pattern from the media and therefore, strongly depends on the 

linear density.

Figure 6.1 shows the magnetization states of the SUL, the soft magnetic 

shields, and the free layer, in the presence of the recorded all-‘l ’ pattern in the
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Figure 6.2: Transition response for different values of the SUL thickness. The 
saturation magnetization of the SUL is 800 emu/cm3.

media, for two different linear densities. Obviously, the flux penetration depth, 

i.e., the depth through which the SUL is magnetized, is much larger for the low 

density bit pattern. This is true both underneath the medium (in the SUL) 

and above the medium (in the free layer). The effect of the SUL magnetization 

dependence on linear density will be discussed in more details later.

For perpendicular media, the media fringing field that the free layer of the 

spin valve reader senses can be considered as the sum of the field from the 

charges on the top surface of the medium and tha t from the bottom surface of 

the medium, the latter decreases the total field due to the opposite polarity of 

the charges. The magnetization of the SUL, to the first order approximation, 

is effectively doubling the thickness of the medium layer. Consequently, the 

contribution from the bottom surface charges will be less, as they are further 

away from the free layer. Therefore, the signal field will be increased. If either 

the SUL M s or thickness is not sufficiently large, SUL saturation will occur.
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Figure 6.3: Transition response for different values of the SUL saturation mag­
netization. The thickness of the SUL is 100 nm.

This will reduce the imaging efficiency, same as in the writing process, and in 

turn reduce the readback signal amplitude.

Figure 6.2 shows the effect of the SUL thickness on the transition response, 

i.e., the readback waveform for an isolated transition, which is corresponding to 

the low density extreme. The result without SUL is also shown for comparison. 

It can be seen that not only does the amplitude of the readback signal increase 

with increasing SUL thickness, but its shape also changes - the tails of the 

transition response away from the transition center also become flattened, 

compared to the rapid drop in the case without SUL. The transition response 

converges beyond a certain SUL thickness, e.g., 100 nm in this case, at which 

a full imaging is reached without SUL saturation. Notice tha t the shape of 

the transition response still is not arctangent-like or error-function-like with 

perfectly flat tails, as the latter only occurs when the effective media thickness 

is infinite. The dependence of the transition response upon the M s value of
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Figure 6.4: Examples of simulated readback waveform at different linear densi­
ties. The SUL thickness is 50 nm and M s =  800 emu/cm3.

the SUL is shown in Figure 6.3. The same trend as for SUL thickness has been 

found. In any case, to reach a full imaging, sufficiently large SUL M s and/or 

thickness are needed.

6.4 High density readback rolloff and —20dB-density D 2odB

In this section, we will discuss the simulation results of the readback wave­

form at different linear densities and compare the amplitude rolloff character­

istics of the readback. Figure 6.4 shows the readback waveforms from all-T’ 

patterns for different linear densities. They are plotted together for ease of 

comparison. The readback voltage amplitude is measured at the center of the 

bits, i.e., half bit length from the transition center, at each linear density, as 

marked by the small triangles in the figure. It can be seen tha t the maximum 

readback amplitude actually does not occur at the lowest density, which is due 

to the non-flat tails of the transition response as mentioned earlier. This effect 

is much more pronounced for the media without SUL, as will be seen later.
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Figure 6.5: A comparison of the rolloff curves of the readback amplitude with 
linear density for the cases with and without SUL. The SUL thickness is 100 
nm and M s — 800 emu/cm3.

Figure 6.5 plots the readback voltage as a function of the linear density for 

the same medium with and without the SUL. In the presence of the SUL, a 

stronger signal amplitude is found at all densities. However, the signal amplifi­

cation, i.e., the ratio of the voltage for the case with SUL to tha t without SUL, 

is dependent on the linear density. In fact, the readback signal enhancement 

is mainly at low densities and it drops very quickly with increasing linear den­

sity, as plotted in Figure 6.6. This is because at low density, the flux from the 

charges at the bottom of the hard layer propagates far away into the free layer, 

cancelling tha t from the top surface of the hard layer. The SUL imaging effect 

brings the bottom surface charges further down, thus reducing its contribution 

and increasing the total field tha t the reader senses. At high density, however, 

the flux already is very localized, at both the top surface and the bottom  sur­

face of the the hard layer, further bringing down the bottom surface charges 

only causes very little difference in the signal field at the free layer. The same
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Figure 6.6: The ratio of the readback voltage with SUL, Vj, to that without 
SUL, Vs, as a function of the linear density for two medium thickness values.

argument directly leads to the conclusion that the signal enhancement is larger 

for a thin media than that for a thick media, as seen from Figure 6.6.

One of the issues associated with high density perpendicular recording is 

that, to maintain a sufficiently large signal for the maximum density, the sig­

nal corresponding to a low density (e.g., for those regions of some consecutive 

‘0’s where there is no transition over many bits.) will be very large and the 

free layer is often saturated, causing nonlinearity of the readback. Due to the 

linear density-dependent signal amplification just discussed, this problem will 

be exacerbated by the SUL. To address this issue quantitatively, it is more il­

lustrative to normalize each of the rolloff curves in Figure 6.5 to the maximum 

signal power of its own, i.e., the square of the readback voltage, and assign 

that signal level to be one such that the free layer is not yet saturated. Having 

this set, there will be a minimum acceptable readback power, Pmin, for a given 

noise power and signal-to-noise ratio requirement. The density corresponding 

to this minimum will be the density limit imposed by the rolloff characteristics
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Figure 6.7: Normalized rolloff curves of the readback power with linear density 
for the cases with and without SUL. The rolloff curve for a longitudinal media 
is also shown.

of the system. To exactly determine Pmin, an analysis of all the noise sources, 

i.e., medium noise, electronic noise, spin valve reader mag-noise and amplifier 

noise etc., will be required. Instead of doing that, without losing conceptual 

generality, we will take the density at which the readback power drops to 20 dB 

below the maximum, i.e., the voltage is 10% of the maximum, to be a figure of 

merit of the system performance in terms of the density limit. We will refer to 

this density as — 20dB-density, or D20dB, and use it as a key quantity in the rest 

of this chapter.

Figure 6.7 shows the normalized rolloff curves for the same data as in Figure 

6.5. Clearly, the shallower the rolloff curve, i.e., the less difference between the 

signal amplitudes at high and low densities, the higher the D2odB■ Unfortu­

nately, the existence of the SUL actually lowers L^ods■ This is consistent with 

the observation of the different signal enhancement for low and high density 

discussed above.
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In the following sections, various parameters that affect D2odB will be 

investigated in detail. Trade-offs between maximizing D2odB and maximizing 

write field will be discussed.

6.5 D 20dB maximization

From the previous section, it suggests that suppressing the SUL imaging 

effect should actually help increase D20dB■ In Figure 6.8 we plot the dependence 

of D 2odB °n the SUL thickness. D2QdB increases by about 20% as the SUL 

thickness is reduced from 150 nm to 30 nm. One other reason for avoiding 

excessively thick SUL is that it is more likely to have complicated domains across 

the depth of the SUL [78]. Meanwhile, the onset of the write field magnitude 

reduction (so is the field gradient, not shown) occurs at the SUL thickness of 

about 30 nm. This indicates that the SUL thickness for the parameters in 

this case could be as small as 30 nm to maximize D2odB without appreciable 

reduction of the write field magnitude and gradient. Similar examination on the 

effect of the SUL saturation magnetization, M s, has also been performed and 

the result is shown in Figure 6.9. Unlike for the SUL thickness, the dependence 

of D 20dB  on SUL M s is much less sensitive; whereas the write field loss is fairly 

severe with decreasing SUL M s. Therefore, given the same imaging capability, 

a thin layer of SUL with higher moment is preferable to a thick SUL layer with 

lower moment.

It has been reported that the domain walls in the SUL causes additional 

noise in the readback [79]. To suppress this noise, various approaches are being 

explored, including introducing an anisotropy field along the radial (cross-track) 

direction in the SUL, or using exchange biasing to create a single domain state 

in the SUL [80, 81, 82]. It is therefore necessary to know the effect of the
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Figure 6 .8 : Dependence of D20dB and the write field on the SUL thickness.
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Figure 6.9: The dependence of D^mb and write field on the SUL saturation 
magnetization.
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Figure 6.10: The dependence of D 2odB and write field on the anisotropy field of 
the SUL.

anisotropy field of the SUL on the write field and the readback. It can be seen 

from Figure 6.10 that the effect of the anisotropy field Hk of the SUL on the 

write field is marginal - an Hk up to 500 Oe causes only insignificant write field 

loss, since the imaging effect of the SUL is hardly affected. The reason is tha t 

the field from the write pole is usually several thousand Oersteds or more at 

the SUL, much larger than the in-plane anisotropy field. This is also true for 

the readback because the medium is much closer to the SUL than the writer, 

although the medium M r is smaller than that of the write pole. As a result, 

D20dB is also virtually independent of the SUL anisotropy - there is only 3% 

increase of D 2o d B  when SUL Hk increases from 0 Oe to 1000 Oe, as shown 

in Figure 6.10. This on the other hand suggests that a large SUL anisotropy 

up to several hundred Oersteds could be used to suppress SUL noise without 

sacrificing write field magnitude and D 2o d B -

The next parameter we will examine is the thickness of the media (hard 

layer). Figure 6.11 shows the rolloff curves of the readback with SUL for different
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Figure 6.11: Rolloff curves of the readback power with linear density for different 
values of medium thickness.

2000

1800

1600o

1400OQ■o o CM
Q  1200

1000
— HMS = 10 nm 

— HMS = 5 nm800

600
15 20100 5

Medium Thickness 8 (nm)

Figure 6.12: Dependence of F^odB on the medium thickness and the head- 
medium magnetic spacing HMS.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



CHAPTER 6. SO FT UNDERLAYER IN  READ AND W RITE. 127

thickness of the hard layer. Reducing the medium thickness is desirable both 

for write field due to the smaller head-to-SUL spacing (see Figure 4.30) and for 

D2odB■ The increase in D2QdB is significant only when the medium is very thin, 

as seen in Figure 6.12. Notice that the gain through reducing medium thickness 

should be constrained by the requirement of the medium thermal stability. Since 

the medium field decays much faster at high linear densities as the flux goes into 

the free layer, to maintain reasonable signal field at high density, it is essential 

to keep the head-medium magnetic spacing (HMS), the magnetic spacing from 

the head ABS to the top surface of the media layer, as small as possible. This 

is also desirable both for write field and for D2odB- As evidenced from Figure

6.12, a reduction of HMS from 10 nm to 5 nm increases D2odB dramatically.

One other important parameter is the reader gap, i.e., the shield-to-shield 

spacing (SSS) of the read head. It not only affects T50, the width of the tran­

sition response curve at half of the peak magnitude (the counterpart of PW 5 0  

in longitudinal recording), therefore the readback resolution [75], but also plays 

a crucial role in determining D20dB• As shown in Figure 6.13, for a medium 

thickness of 10 nm and HMS of 5 nm, D20dB increases from 1550 kfci to 2410 

kfci as the reader gap is decreased from 80 nm to 30 nm while a fixed stripe 

height-to-SSS ratio of 1.5 is maintained for each SSS value.

The explanation of the D20dB dependence on SSS involves the examination 

of the signal flux propagation into the free layer of the spin valve reader, which 

will be discussed below together with the effect of the stripe height of the spin 

valve reader. Although reducing SSS is quite effective for increasing D2odB, it 

may not be arbitrarily shrunk due to the multi-layer thin film structure of the 

spin valve head. Considering the flux from the medium magnetization tha t 

propagates into the free layer of the read head, for an isolated transition or 

very low density bit patterns, the flux propagation length into the free layer is
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Figure 6.13: Dependence of D 2odB on the reader gap (SSS). The ratio of the 
stripe height to SSS is 1.5 for all SSS values. HMS =  5 nm, media thickness =  
10 nm.
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dependence of D2odB on the stripe height.
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roughly the same as the SSS; whereas for high density bit patters, the signal 

field decays much faster as it goes up into the free layer. The flux propagation 

length is defined as the distance from the ABS up to the point where the signal 

field drops to a certain value, e. g., e_1 — 37% of that at the ABS. Therefore, 

optimizing the stripe height for a given SSS should help increase D^m b -

Figure 6.14 shows the rolloff curves for different stripe heights with same 

SSS of 80 nm. The inset of the figure shows D20dB versus the stripe height. It 

is noticed tha t a stripe height of 120 nm yields the minimum namely, in

this case, the ratio of the readback signal amplitude for low density to tha t for 

high density is maximum. This stripe height actually is approximately equal to 

the flux propagation length at the low-density limit. As the stripe height gets 

smaller, since the length over which the free layer magnetization is averaged 

becomes smaller, the high density readback voltage increases while tha t for low 

density does not increase or increases not as much, yielding an increase of the 

D-mdB- On the other hand, if the stripe height is too large, the low density 

readback voltage starts decreasing too, resulting in a slower rolloff thus a higher 

D20dB, as shown in the inset of Figure 6.14.

Finally, Figure 6.15 shows the effect of the interlayer between the hard 

layer and the SUL on the write field and D2odB, respectively. Increasing 

interlayer thickness from 0 nm to 15 nm does lead to a slight increase of 

£)2odB from 1100 kfci to 1200 kfci. This, however, is overwhelmed by the loss 

of the write field due to the increased head-to-SUL spacing. On the other 

hand, it has been shown that a larger interlayer thickness will yield a write 

field with larger in-plane component, which will reduce the medium switching 

field and make the medium magnetization switching faster [83]. Therefore, an 

optimization of the interlayer thickness might be done in practical systems 

design without significantly affecting T^ods■ In reality, it is actually not trivial
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Figure 6.15: Dependence of D 20dB  and the write field on the interlayer thickness.

to make the interlayer extremely thin (e.g., several nm) while still maintaining 

good magnetic properties of both the hard layer and the SUL. Therefore, the 

challenge today is still how to make the interlayer thinner.

6.6 Conclusions

In this chapter, we have studied the effect of the SUL on both the write and 

the readback process, using micromagnetic modeling. The magnetic imaging 

effect exists in both the write and the read process, the former is desirable for 

the write field, whereas the latter lowers the maximum achievable linear density. 

Reducing the saturation magnetization and/or the thickness of the SUL could 

increase D2odB> but it is accompanied by the loss of the write field. In fact, 

most approaches for increasing D2QdB via making the SUL imaging less effective 

are accompanied by the tradeoff of the write field loss. A small head-medium 

spacing, a narrow reader gap with an optimized spin valve reader stripe height 

are found crucial for maximizing the D2odB■ D2adB is not sensitive to SUL Hk
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and the interlayer thickness. A small medium thickness is desirable for both the 

write field and the D^odB-
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In this chapter, the effect of stress in magnetostrictive soft magnetic thin 

films, in particular, on the in-plane anisotropy, is studied. A theoretical 

derivation based on the expression of the magnetoelastic energy associated 

with the stress has been carried out. The easy axis directions and the effective 

anisotropy constants have been identified as functions of the stress, the mag­

netostriction coefficients of the material, and the growth texture of the film. 

The magnetoelastic energy has been combined into the existing micromagnetic 

model to take into account the effect of stress on thin film magnetization. 

Simulation of the micromagnetic states has been done on thin films with 

various materials, stress states, and growth textures. The resulting simulated 

static magnetic domain structures are in good agreement with the theoretical 

predictions. The extended model has also been used for the simulations of 

a conceptual perpendicular write head design, which utilizes an externally 

induced stress in the head material to help achieve better performance in terms 

of the write efficiency and cross-track field profiles.

7.1 Introduction

In a magnetic material with non-zero magnetostriction, stress could greatly 

affect the magnetic properties of the film through the coupling between the 

stress and the magnetization, which manifests itself through the magnetoelastic 

energy. Theoretical [84] and experimental [84, 85] studies have shown the stress 

induced perpendicular anisotropy, i. e., the easy axis is normal to the film plane, 

and consequently the stripe domains in soft magnetic thin films. These effects

132
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have already been used to experimentally demonstrate a potential application 

in future magnetic random access memory (MRAM) devices [86, 87].

In general, on the bulk thin film level, the stress typically affects prop­

erties such as coercivity and permeability of the film [84]. Whereas at device 

level, the stress can directly affect the magnetization through the stress-induced 

anisotropy. This effect has been noticed in both magnetoresistive read heads 

[88] and in inductive write heads [89, 90] of a hard drive. In many real devices 

such as a recording head, instead of the perpendicular anisotropy, a particular 

in-plane anisotropy easy axis is often desired and it could be achieved by careful 

control of the stress [57].

The stress induced anisotropy depends not only on the magnitude and 

direction of the stress, but also on the magnetostriction coefficients of the 

materials, as well as the crystallographic growth texture of the film. In this 

chapter, the stress-induced in-plane anisotropy in soft magnetic thin films 

will be first derived in Section 7.2, based on an analytical analysis of the 

magnetoelastic energy. As far as micromagnetic models are concerned, those 

including the stress effect for recording media with hexagonal crystal structure 

have been developed previously [91, 92]. In Section 7.3, we will extend the 

micromagnetic model that we have been using to model the write heads to 

include the magnetoelastic effect for cubic structured soft magnetic materials 

with different crystallographic textures. In Section 7.4, using the extended 

micromagnetic model, we will present the simulation results of static magnetic 

domains in soft magnetic thin film elements under various combinations of 

stress, materials, and growth textures [93]. In Section 7.5, the model is used 

for the simulations of a conceptual perpendicular head design, which utilizes 

the stress-induced in-plane anisotropy to help improve the head performance 

[94]. Finally, Section 7.6 concludes the chapter.
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7.2 Stress induced in-plane anisotropy: Analytical derivation

In this section, the stress induced in-plane anisotropy in a thin film will 

be derived analytically. The derivation is similar to that in [84], Considered 

here is a soft magnetic polycrystal thin film with a cubic crystal structure and 

magnetostriction coefficients Am  and Aioo- For a cubic structured single grain 

with uniform magnetization M  under a uniaxial stress a, the magnetoelastic 

energy density is given by (for bi-axial stresses, the energy is simply the sum of 

the contributions from the two orthogonal stresses):

3

E a — —-Aioocr {m2x,cr2, + rn2,a2, +  m 2, a 2z ,)
&

— 3 A i n c r  {rn x >m,y’a x >ay ’ + m y>mz>ay>(jz> +  m zimxicrzicrx>) (7.1)

where (mx>, m y>, my) and (ay, ay , ay) are the directions of M  and a, 

respectively, both with respect to the three primary cubic crystal axes of the 

grain. In reality, however, the directions of the stress and the magnetization 

are usually known only with respect to the thin film and specifically, in the 

derivation here, both will be assumed in the plane. Therefore, two coordinate 

systems are needed, namely, the global system oxyz, which is fixed to the film; 

and the local system, o'x'y'z', which is local to each of the grains in the film, 

the latter with three Cartesian axes being [100], [010], and [001] directions of 

the local crystal grain. It then follows that there will be N  local coordinate 

systems to be described, because of the different crystallographic orientations, 

where N  is the total number of grains in the thin film. Shown in Figure 7.1 is 

an illustration of the two coordinate systems as well as M  and a.

In general, for the ith grain, the two coordinate systems are related by the
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following formula:
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and therefore,
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(7.3)

where A< is the transformation matrix relating the coordinates of a vector in

the system local to the ith grain, (x',y ', z'), to that in the global system, (x, y,

z). The elements of matrix Aj are defined as follows:

li =  cos i[) cos (p — cos 6 sin ip sin 

k  =  — cos y> sin (p — cos 6 sin -0 cos ip 

k  =  sin 0 sin-0 

mi =  sin 0  cos <p +  cos 6 cos 0  sin <p

m2 =  — sin 0  sin p  +  cos 9 cos 0  cos p

m 3 = — sin 9 cos 0

ni =  sin 9 sin p

n2 =  sin 9 cos p>

n3 =  cos 9 (7.4)

where 0 ,0 , and tp are the three Euler angles through which the coordinate basis 

o'x'y'z' is transformed into oxyz.

In order to find the stress induced anisotropy constant for a thin film under 

a stress, one needs an expression of the magnetoelastic energy density, averaged
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Figure 7.1: Illustration of the two coordinate systems, oxyz is the global system 
that is fixed to the thin film, and o'x'y'z' is the coordinate system local to the 
grain. Also shown are the relative orientation of the stress and the magnetization 
of a grain in the thin film, both lying in the plane.

over all the grains, as a function of to, the angle between M  and a. W ithout 

loss of generality, a  can be assumed in the direction of y, as shown in Figure 

7.1. Therefore, in the global coordinate system, the directions of a  and M  are 

given by:

a = (0, 1, 0) (7.5)

and

m  =  (sincj, cosu;, 0) (7.6)

To apply Eq. (7.1), M  and a  are first transformed into the local systems 

using Eq. (7.3). For the \th grain, we have:

/  , \  /  . \

(7.7)

m x' s m w

m v> =  a t 1 COS U)

\  j I  0
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and

(7.8)

Combining Eqs, (7.1), (7.4), (7.7), and 7.8 yields the magnetoelastic energy 

density of a grain, E(7(d,xl), tp, tu), which is a function of the crystal orientation 

angles of the grain and the angle between M  and a, in addition to the magnitude 

of a  and the magnetostriction coefficients of the material. Finally, to get the 

average magnetoelastic energy density, one needs to average over all possible 

grain orientations within the constraints of the crystallographic textures (see 

Appendix D for details). The averaged magnetoelastic energy density will have 

the following form:

This is exactly the expression of the energy density of a uniaxial anisotropy, 

where K a is the stress-induced in-plane anisotropy constant, which, from the 

above derivations, takes the values for different textures as listed in Table 7.1.

Clearly, K a is proportional to the product of a  and a linear combination 

of Am and Ajoo- This means tha t to achieve same stress-induced anisotropy, 

lower stress is needed for a material with higher magnetostriction. It can also be 

seen tha t except for 100 texture, Am has more weight than Aioo in determining 

the strength of the anisotropy. In the case of Am =  Aioo =  A, the anisotropy 

constant becomes:

which is independent of the film textures. This is consistent with the result of 

an isotropic magnetostrictive material [95].

Also note that, depending on the sign of the stress (positive is tensile and

< E a >= K a sin2 u  +  const. (7.9)

K a =  |a<7 (7.10)
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negative is compressive) as well as Am and Aioo of the material, which can also 

be either positive or negative, the value of K a in Eq. (7.9) could be either 

positive or negative. When K a > 0, the axis of the stress is the easy axis, 

whereas when K a < 0, Eq. (7.9) can be rewritten as:

< E (T> = K a{ 1 — cos2u;) +  const.

=  —Ka cos2 U! +  const.

=  —Ka sin2(90° — u>) +  const.

=  \K a\sin2(90° — u>) +  const. (7-11)

which means tha t the direction orthogonal to the axis of the stress in the plane 

is the easy axis. In other words, changing the stress from tensile to compressive 

or vice versa while maintaining the magnitude of the stress will turn  the easy 

axis to the perpendicular direction with equal magnitude of \Ka\.

As an example, Table 7.1 also lists the values of the in-plane anisotropy 

constants K a for Fe6 5 Co3 5  alloy and Fe thin films, respectively, in unit 

of 104 erg/cm3 for a 1 GPa uniaxial tensile stress. The magnetostriction 

coefficients are Am =  103.7 x 10-6 and Aioo =  17.5 x 10-6 for Fe65 Co3 5 , and 

Am =  —21 x 10~6 and Aioo =  21 x 10~6 for Fe.

7.3 Micromagnetic modeling

Based on the above analysis, we now combine the magnetoelastic energy 

term into the existing micromagnetic model to simulate the effect of stress on 

thin film magnetization. Here we have to deal with not only the discretization 

cells, but also the crystal grains. The crystallographic orientation of the 

crystallites are assigned according to the desired textures. Therefore, there 

is a unique coordinate transform matrix associated with each of the crystal 

grains throughout the entire film, as defined by Eqs. (7.4), (D.2), (D.4), or
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Table 7.1: Effective in-plane anisotropy constants for different textures. The 
numbers in last two columns are the anisotropy constant values, in unit of 104 
erg/cm3, for films under a 1 GPa stress.

Texture Ka Fe65Co35 Fe
100 v  (f  Am +  f  Aioo) 90.9 0
110 o  ( if  Am +  ifAioo) 107 -7.9
111 a  (Am +  ^Aioo) 112 -10.5

Random o' Am +  fAioo) 103 -6.3

(D.6). The stress and magnetization are first transformed into each of the indi­

vidual local coordinate systems according to Eq. (7.3), in order to use Eq. (7.1).

7.3.1 Effective field due to magnetoelastic energy

We will now start with Eq. (7.1) and derive the effective field due to the 

magnetoelastic energy. Note that both M  and o  are now in the local coordinate 

system. The effective field can be obtained the same way as in Eq. (2.18):

dE„( n )
^ ( r i )  =  —

dMi
d E ff{Tj) « d E a(Tj) j

' 3Af‘, *' dM]y, y' dM\, z'
1 dEa(n) i 1 dE^Vi) t 1 dE^Ti) i

e x '  _  T 7  S T Z i e y ' ~  T 7  N Z l  e z'M s dmlx, x M s dmly, y M s dm lz, 

where elx,, e*,, and e*, are the three unit vectors of the coordinated system 

local to the ith grain. Substituting Eq. (7.1) into Eq. (7.12) gives the three 

components of H CT(rj), omitting the super/subscripts i:

TTa 3 AiooG (n 2 \ . Q^ l l i a  < i \ 
x' =  x'Ux'y ~ M ~ ^ m v'0y z,<Tz' ) ax'

H y' =  {2 m y’a i )  +  3 ^ J f ~  +  W x 'V x ')  °y>

H az, =  ("V0V +  my'ay') oy (7.13)
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So far the effect field due to the magnetoelastic energy has been calculated 

and expressed in the local coordinate systems. We can now use Eq. (7.2) to 

convert them back into the global system, and add it to the total effective field 

obtained from Eq. (2.19), which is defined in the global coordinate system. The 

rest of the work will be exactly the same as before, i.e., solving LLG equation 

to get the magnetization of the system.

In all cases, the stress is an input parameter to the model, which could 

be either from an ideal assumption, or from a distribution simulated by other 

models such as finite element models. The stress distribution could also be 

either static or varying with time.

7.3.2 Effect field o f cubic anisotropy

Although there is a net contribution to the total perpendicular anisotropy 

from the crystal anisotropy constants K\ and K<i for textured films [84], the net 

in-plane crystal anisotropy, which is the average over all the grains randomly 

orientated in the plane, will be zero. Nevertheless, in some cases, the cubic 

crystal anisotropy still needs to be considered. For instance, for a small thin 

film element with very large grain size hence very few grains in it, the net crystal 

anisotropy may no longer be zero, and there will be large variation from one 

device to another [37]. Here we describe how the cubic anisotropy is taken 

into account in the micromagnetic model. When treating the cubic crystal 

anisotropy, the orientations of the individual grains need to be tracked, which 

needs exactly the same crystal orientation data, i.e., the coordinate transform 

matrices used for the magnetoelastic energy calculation. This is why we leave 

this topic till this section.

The energy density associated with a magnetization M  in a cubic crystal,
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when only K i is considered, is given by:

F CubicAni —  H i  ( Tflx tTflyt - f -  TflyiTflj,/ +  TYlz iTflx i ) (7.14)

where (m x/, m x>, m x>) is the direction of M  in the local coordinate system of the 

crystallite. The effective field due to the cubic anisotropy can then be obtained 

the same way as in Eq. (7.12), and the components are given by:

where Hk — 2 K \/M S is the anisotropy field. Same as the case for the mag­

netoelastic energy, Eq. (7.15) will need to be transformed back to the global 

system, in order to add the field H cubicAni to other terms of the effective field.

7.4 Thin film magnetization rearrangement under stress

In this section, we will apply the extended micromagnetic model with mag­

netoelastic energy included to simulate the domain structures of a thin film 

magnetic element. The effect of the stress, the magnetostriction of the mate­

rial, the growth texture of the film will be discussed.

The thin film element simulated here is a 1.28 /im x 0.64 /jm rectangle with 

a thickness of 80 nm. The discretization cells are chosen to be 10 nm x 10 nm x 

10 nm cubes, each of which is also assumed to coincide with a crystal grain. The 

initial magnetization state is assumed to be two equal-sized antiparallel domains 

(top and bottom half) along the long axis separated by a 180° domain wall along 

the center line. The stress is assumed uniform in the film for all cases except 

Figure 7.4, and also remains unchanged throughout the simulation. The final

HcubicAni{x ) — Hk +  m,2/) uix>

HcubicAniiy ) =  Hk (jAlzi +  TTlxi) TYlyi

HcaUcAni{z') =  - H k (m l, +  mj,) m z, (7.15)
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converged states of the domain configurations are therefore the static domains 

for the given stress states.

Figure 7.2 shows the simulated static magnetic domains of a Fe6 sCo3 5  (M s =  

1930 emu/cm3) thin film element under different stress states. When the film 

is stress-free, the magnetic domains are fully determined by minimizing the 

demagnetization energy, therefore forming the closure domain structure with 

four 90° domain walls and a 180° domain wall, with the two horizontal domains 

being the majority, as shown in Figure 7.2(a). W ith a 1 GPa uniform uniaxial 

tensile stress along the vertical direction, according to Table 7.1, the vertical 

direction will become the easy axis with K a = 1.1 x 106 erg/cm 3, and therefore 

an anisotropy field Hk =  2K a/M s — 590 Oe. This anisotropy field is strong 

enough to turn  the major domains into the vertical direction, as seen in Figure 

7.2(b). From Section 7.2 we learned that, a 1 GPa uniform compressive stress 

along the horizontal direction should have the same effect as in Figure 7.2(b), 

and this is confirmed by the simulated domain configurations in Figure 7.2(c). 

As shown in Table 7.1, the effect of texture is not significant on the stress 

induced anisotropy for Fe6 5 Co35. This is confirmed by the simulation as well, as 

the same domain structures are observed on all textures, including the random 

texture, under the same stress. As an example, Figure 7.2(d) shows the result 

of a random-textured film, which is almost identical to tha t in Figure 7.2(b) for 

111 texture.

The situation for Fe is, however, quite different, due to the different magne­

tostriction coefficients, as seen in Table 7.1. The negative sign of K a indicates 

that the easy axis lies along the direction orthogonal to that for Fe65 Co3 5  for 

the same' stress. The magnitude of K a is also much smaller. Therefore, to see 

the same effect on the domains, a much higher stress is needed. Figure 7.2a) 

shows the simulation results for Fe with 110 texture, the domains show an easy
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Figure 7.2: The micromagnetic simulation results of the magnetic domains of 
a Fe65 Co3 5  thin film element. From top to bottom: a) stress-free; b) horizon­
tal compressive stress; c) vertical tensile stress; and d) horizontal compressive 
stress. The magnitude of the stress is all 1 GPa. The film textures are 111 for 
a) - c) and random for d).
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Figure 7.3: The simulated magnetic domains of a Fe thin film element under­
going a 5 GPa uniaxial horizontal tensile stress for a) 110 texture and b) 100 
texture, respectively.

axis along the short axis, same as that of Figure 7.2(b) and (d), as expected. 

In contrast, the domains shown in Figure 7.2b) for Fe with 100 texture clearly 

indicates no anisotropy effect, which is consistent with the results in Table 7.1.

When an equal biaxial stress exists in the film, the effective in-plane 

anisotropy is zero. For positive magnetostriction, a biaxial tensile stress makes 

the film plane an easy plane, whereas a biaxial compressive stress will turn it to 

a hard plane and the film normal to an easy axis. However, if the stresses along 

the two perpendicular directions are not equal, the effective anisotropy easy axis 

will be along tha t of the stronger one, with the magnitude being the difference 

of the two [95]. Figure 7.4 shows the magnetization pattern of a Fe6 5 Co3 5  film 

element on a silicon substrate with a 0.6% uniform strain. The stresses are ob­

tained from a finite element simulation using FEMLAB, which are compressive 

with mean values of —790 MPa along the long axis and —520 MPa along the
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Figure 7.4: The simulated magnetic domains of a Fe6 5 Co3 5  thin film element on 
a silicon substrate with a uniform strain of 0.6%. The stress distribution was 
obtained from FEMLAB simulations.

Figure 7.5: The simulated magnetic domains of a Fe6 sCo3 5  thin film element 
under a 1 GPa biaxial compressive stress. The contrast represents the magne­
tization component normal to the film plane.
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short axis. As a result, there is a net easy axis along the short axis direction. 

The relatively irregular shape of the domains is due to the non-uniformity of the 

stress, and the less volume of the majority domains is due to the lower stress 

therefore weaker anisotropy.

Although the main interest here is the in-plane anisotropy, the micromag­

netic model based on magnetoelastic energy is not limited to only in-plane 

anisotropy. In fact, the maze-like stripe domains representative of perpendicular 

anisotropy were also seen from the simulation results for FegsCo.-^ film elements 

with equal biaxial compressive stress, as shown in Figure 7.5, consistent with 

the experimental observations [85].

7.5 Conceptual design of a voltage-assisted m agnetostrictive per­

pendicular write head

In this section, we will present the study of a conceptual perpendicular write 

head design using the extended micromagnetic model. The design utilizes the 

stress-induced in-plane anisotropy effect to achieve better performance.

Conventional recording heads are purely driven by electrical current and it is 

necessary that the magnetic materials of the yoke and the pole tip are sufficiently 

soft to ensure high write efficiency. However, high moment magnetic materials 

such as Fe65Co3 5  have relatively large magnetostriction, which, coupled with 

the residual stress in the head, could significantly reduce the write efficiency. 

The demand of large write field at high density perpendicular recording often 

requires large write current, causing a lot of issues such as power consumption, 

head protrusion etc.. Furthermore, such a high on-track head field often is 

accompanied by a high off-track field, which may cause adjacent track erasure 

problem.
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It has been suggested that a perpendicular recording head with a high uni­

axial anisotropy in the pole tip along the flux conduction direction can produce 

high field gradient in the cross-track direction [96]. However, no mechanism of 

how the anisotropy field can be introduced was given in [96], and more impor­

tantly, there will be very severe remanet head field in this head, and the head 

field reversal will also be very slow.

In the conceptual head design we propose here, the above issues can be 

avoided while higher write efficiency and better cross-track field profile could 

be achieved. The next section will discuss the head design.

7.5.1 The head design

Figure 7.6 shows a schematic of the proposed head design. Here we consider 

a single pole perpendicular write head. Electrodes are placed on both sides of 

the head yoke and the pole tip and are separated with the latter by a gap that 

is filled with an electrostrictive material. An alternating voltage, which is syn­

chronized with the write current, is applied across the electrostrictive material 

to create a stress in the head yoke and pole tip along the cross-track direc­

tion. Considering that the magnetostriction coefficient of Fe65Co3 5  is positive, a 

compressive stress will induce an anisotropy with an easy plane formed by the 

direction perpendicular to the ABS the the direction down the track (x-y plane). 

Due to the thin-film structure of the head, the magnetization will be mostly in 

the film plane (normal to x direction), thus the direction perpendicular to ABS,

i.e., the flux conduction direction, will be the easy axis.

If a sufficiently large stress {omax in Figure 7.6) is applied following the 

rise of the write current, the induced anisotropy will significantly enforce 

the perpendicular magnetization in the pole tip, as illustrated in Figure 7.7.
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Write current synchronized voltage pulses
 /n r \  .'I...u LJ /

Electrostrictive Material
Yoke

Bectrode \ Electrode
Pole-tip

Write current i(t)

Applied voltage v(t) (stress o(t))

Figure 7.6: Schematic of the voltage-assisted perpendicular write head design 
(top) and the drive current and voltage waveforms (bottom).

The stress is either released or turned to a tensile one prior to the next 

current reversal by turning the applied voltage to zero or opposite polarity, 

to essentially turn the anisotropy olf or to z direction, which used to pin the 

magnetization in y direction during the writing. Basically, the stress-induced 

anisotropy is tuned dynamically in synchronization with the write current, thus 

solving the difficulty encountered by the fixed anisotropy in [96]. The ideal 

stress waveform synchronized with the write current waveform is sketched in 

Figure 7.6. The minimum stress, amin, can be negative in sign, corresponding
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(a) (b)

Figure 7.7: Illustration of the head operating mechanism. An application of a 
lateral stress on the yoke and the pole tip yields a stress-induced anisotropy to 
assist the magnetization in the perpendicular direction.

to a tensile stress, for assisting the head magnetization reversal, whereas the 

maximum stress, crmax, is positive, corresponding to a compressive stress, which 

enforces the reversed magnetization in the direction perpendicular to the ABS.

7.5.2 Micromagnetic modeling analysis

In this section, the performance of the proposed head design is analyzed 

via micromagnetic modeling using the extended model with the magnetoelastic 

energy term. The model still solves the LLG equation, therefore, it is still a 

dynamic model. The modeled head yoke has a flare angle of 45°, a thickness of 

80 nm, and a total length from the ABS to the back of the yoke of 0.64 g m. 

The infinitely permeable boundary condition was taken at the back of the yoke 

to assume an ideal flux return path. The pole tip has a physical track width 

of 80 nm and its throat height is varied. The head material is Fe6 5 Co3 5  with 

M s =  1930 emu/cm3 and magnetostriction coefficients Am =  103.7 x 10-6 and 

A100 =  17.5 x 10-6 . The entire head is discretized into cubic cells of 10 nm x 10 

nm x 10 nm size. Each cell represents a single crystallite and random crystal 

orientation is assumed from cell to cell. The Gilbert damping constant a  =

0.02 is used in the simulation. An ideal SUL was assumed in the simulation by
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Figure 7.8: Simulated on-track maximum head field as a function of the applied 
stress to both the yoke and the pole-tip. A throat height of 100 nm was assumed.

taking the imaging effect of it. The ABS-to-SUL separation is 20 nm. The head 

field is measured at a distance of 15 nm away from the ABS. The modeled head 

is driven by a single-turn coil.

Figure 7.8 shows the calculated on-track perpendicular head field as a func­

tion of the amplitude of the stress amax for two write current values. A field 

increase of 35% can be measured at a stress level of 3 GPa compared to the 

zero-stress case for a drive current of 80 mA. Figure 7.9 shows the on-track 

head field as a function of the write current amplitude for amax = 3 GPa. At 

this stress level, the maximum head field is reached at 1/3 of the write current 

for the zero-stress case. This means that the write current can be reduced by 

a factor of three and therefore, the power dissipation in the write coil can be 

reduced by nearly one order of magnitude.

W ith a 3 GPa lateral compressive stress, the magnetization in the head 

is better confined along the perpendicular direction. Consequently, the field 

gradient along the cross-track direction is improved. Figure 7.10 shows two
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Figure 7.9: Simulated on-track maximum head field as a function of the write 
current amplitude for a stress amplitude of 3 GPa and zero, respectively.

simulated cross-track field profiles with and without the stress. In the case 

without the stress, a much larger current amplitude is used to obtain the same 

on-track field magnitude as that of the case with the stress. At one (physical) 

track width off the track center, the field magnitude in the case with the stress 

is about 25% lower than that without.

Figure 7.11 shows an alternative way to improve the cross-track field gradi­

ent. The enhancement of the write efficiency through the assistance of stress 

allows the use of a longer throat height to improve the cross-track field gradient 

while maintaining the same on-track head field magnitude.

It has also been found that an anisotropy easy axis transverse to the flux 

conduction direction during the magnetization reversal is very important. It 

will assist the switching of the magnetization of the yoke and the pole tip, 

resulting in a rapid reversal. This is crucial in this head design, since if there is 

still a significant portion of the reversed domain in the yoke by the time of omax
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Figure 7.10: Cross-track field profiles of the head with and without stress assist. 
In the case without stress, the write current is raised so tha t the two cases have 
the same on-track field magnitude.

is applied, tha t portion will be pinned in the direction opposite to the desired 

direction, yielding much lower field magnitude. This effect is shown in Figure

7.12, the waveform of the dynamic on-track field at a data rate of 1 Gbit/sec. 

In both cases, a 3 GPa lateral stress is maintained in the bit interval other 

than the transition period. Clearly, a transverse anisotropy is necessary during 

the magnetization reversal in this head. This could be achieved by either 

turning the voltage to the opposite polarity (therefore turn the stress-induced 

anisotropy easy axis by 90°) or by a built-in tensile stress in the yoke and the 

pole-tip introduced in the head fabrication process.

7.5.3 Summary and remarks

Using micromagnetic modeling with stress-induced magnetoelastic energy 

considered, we have investigated a conceptual perpendicular write head design, 

and shown that with the assistance of the stress-induced anisotropy, better write
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Figure 7.11: Cross-track field profiles of the head with and without stress assist. 
Similar current amplitudes were used for the two cases. In the 3 GPa stress case, 
the throat height is doubled to obtain a sharper cross-track field gradient while 
achieving the same on-track field magnitude as in the zero-stress case.

efficiency and cross-track field gradient can be achieved.

On the other hand, as a conceptual design, we have been focusing on the 

core of the phenomenon, which is whether a stress-induced anisotropy can bring 

some improvements to a perpendicular write head’s performance. Therefore, the 

assumption we have taken is that such a stress can be introduced in the head 

at the desired frequency, which itself needs more validation. There are other 

aspects to be noticed as well. Just to name a few:

1. The selection of the electrostrictive material and the voltage needed to 

create a sufficiently high stress in the head magnetic material.

2. The stress needed in the case we modeled is about 3 GPa, which is fairly 

high. This stress, although might be within the strength of a thin film, 

which could be as high as an order of magnitude higher than tha t of 

the bulk [97], it remains a question whether it will cause other structural
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Figure 7.12: Simulated on-track field waveform at 1 Gbit/sec data rate. At each 
write current transition, the applied lateral stress is changed from +3 GPa to 
zero(dash-dot line) or -3 GPa (solid line) over a duration of 200 ps. Away from 
the transitions, a +3 GPa stress is maintained.

failure such as a delamination. Another solution to this issue might be to 

engineer the high moment head material so that higher magnetostriction 

could be obtained, hence lowering the stress required.

3. The dynamic response of the mechanic system, the heterostructure of 

the head, the electrostrictive material, and the leads etc., to the applied 

voltage, has not been simulated. It is therefore an open question whether a 

stress cycling at a rate of 1 GHz or higher can be achieved in such a system. 

A very simple estimation could be made though. The dynamic mechanical 

relaxation process basically is governed by the acoustic wave propagation 

in the solid. Therefore, the order of magnitude of the relaxation time 

should be the dimension of the device, which is at the order of a fraction 

of a micron, divided by the speed of sound in the solid, which is typically
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a few thousand m/s, yielding a time scale at the order of a fraction of 

a nanosecond. This is at the same order of the time scale of interest. 

Therefore, it is hard to conclude without further dynamic modeling of the 

stress/strain relaxation of the mechanical system of thin film solids.

4. There is actually a feedback to the stress due to the change of the 

magnetization in the head through the magnetostriction effect, which 

should be considered and added to the externally induced stress, but 

it was neglected in the model. The validity of this treatm ent will be 

discussed in detail in Chapter 8.

7.6 Conclusions

In this chapter, we have first derived the expression of the stress-induced in­

plane anisotropy in a soft magnetic thin film, based on the the magnetoelastic 

energy. The easy axis directions and the effective anisotropy constants have 

been identified as functions of the stress, the magnetostriction coefficients of 

the material, and the growth texture of the film. The magnetoelastic energy 

has also been combined into the existing micromagnetic model to enable the 

simulations of thin film magnetization with the effect of the stress taken into 

account.

The extended micromagnetic model has been used to simulate thin films with 

various materials, stress states, and growth textures. The resulting simulated 

static magnetic domain structures are in good agreement with the theoretical 

predictions and experimental measurements.

A conceptual perpendicular write head design, which utilizes an externally 

induced stress in the head material, has been investigated using the extended 

micromagnetic model with the stress effect. W ith sufficiently high stress, the
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new head design shows much improved write efficiency and cross-track field 

gradient, both are very important for high density perpendicular write heads.
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8 M A G N E T O E L A ST IC  R E L A X A TIO N  OF 

M A G N E T IC  T H IN  FILM S

In last chapter, we have extended the micromagnetic model to incorporate 

the effect of stress on magnetization, where we have assumed that the stress, 

either induced externally, or intrinsic in the film due to thermal expansion etc., 

remains unchanged independent of the magnetization evolution. In reality, the 

inverse effect exists simultaneously in the material, which is the magnetostric­

tion effect, in other words, the strain caused by the magnetization states.

Nevertheless, a simple orders-of-magnitude estimate could be made be­

fore actually doing simulation studies. Let us again take Fe6 5 Co3 5  as the 

example. The strain intrinsically associated with the magnetization states 

should be on the same order of the magnetostriction coefficient of the mate­

rial, AUi =  103.7 x 1CT6 and Aioo =  17.5 x 10~6, taking the larger one gives a 

strain at-the order of 10-4 . The Young’s modulus of the FeCo alloy, assuming 

same order of magnitude as steel, is about 200 GPa. Therefore, the stress due 

to the magnetostriction should be 10-4 x 200 GPa ~  2 x  10-2 GPa. Notice 

that the stress level needed for a significant anisotropy is at the order of 1 GPa 

(Chapter 7). This suggests that the stress due to the intrinsic magnetostriction 

can be neglected when dealing with the stress-induced anisotropy where a much 

higher stress is being considered.

Although the simple estimate above suggests that the magnetostriction is 

not significant in the particular application of the stress-induced anisotropy in 

the new head design. It needs further proof through more sophisticated anal­

ysis or modeling. Furthermore, there might be other circumstances where the

157

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



CHAPTER 8. M AG NETO ELASTIC RELAXATIO N  OF THIN FILMS 158

magnetostriction associated with the magnetization configuration in a thin film 

is of interest. Therefore, in this chapter, we will try  to develop a model tha t 

can solve for the magnetization and the stress-strain states self-consistently. 

Qualitative description of the behavior of the stress and strain has been given 

in [95] for a thin film with a given domain structure. A theoretical derivation 

of the magnetostriction in a cubic single crystal can be found in [98], in which 

the magnetoelastic energy and the elastic energy are both considered simultane­

ously, and the energy minimum is solved analytically to give the solution of the 

magnetostriction. In this chapter, we will construct a model that takes into ac­

count not only the magnetic energy (magnetostatic, anisotropy, exchange, and 

Zeeman energy if there is an external field), but also the magnetoelastic energy 

and the elastic energy, in order to solve for the equilibrium state magnetization 

and the strain-stress state in a self-consistent manner for magnetic thin films.

In section 8.1 we will present the model. Section 8.2 shows some simulation 

results using the model. Section 8.3 summarizes the chapter.

8.1 M odel construction/Derivation

In this section, we will show the construction of the model and the derivation 

of different terms of the energies and the effective forces.

Considered here is a magnetic thin film element, which is discretized into cu­

bic cells with typical size of 10 nm x 10 nm x 10 nm. Since not only the magnetic, 

but also the magnetoelastic and pure elastic energy are considered, the mesh 

cells are treated to be also the crystal grains. Furthermore, since what are to be 

solved now include both the magnetization and the stress-strain distribution, 

the variables needed now include not only the magnetization of each mesh cell, 

but also the displacement of the cell boundaries in both x  and y directions in
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the film plane, with which the stress and strain are defined.

To make the problem reasonably manageable, certain assumptions need 

to be made. Here the problem is assumed to be a plane-stress case, which is 

a condition tha t prevails in a flat plane in the x-y plane, loaded in its own 

plane and without z-direction restraint [99]. Since there is no constraint in the 

z-direction, the only boundary conditions to be set are the boundaries of the 

planar film, which could be either constrained or unconstrained, and the model 

is therefore a 2-D model. The thin film structure to be modeled is discretized 

into Nx cells, for * =  1, • • •, Nx, in ^-direction and Ny cells in y-direction, for j  

= l , - - - , N y.

8.1.1 Elastic energy and force

The strain components of the cell with coordinate (i, j) is given by:

P*? ■ —  A.'V • • — A.7* • 1

£h  = A y i j - A y i j .  i

” ^ ( €h  + £l j )  (8 1 )

where A Xij is the displacement of the boundary surface element between the 

cell (i, j) and the cell (i+1, j) normalized to ax, the cell size in x-direction, and 

Ayij  is the displacement of the boundary surface element between the cell (i, 

j) and the cell (i, j+1) normalized to ay, the cell size in y-direction. The third 

equation of Eq. (8.1) is due to the condition tha t there is no out-of-plane stress, 

i. e., oz =  0, and v is the Poisson’s ratio of the material.

The stress at the location of the cell (i, j) is related to the strain at the cell,

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



CHAPTER 8. M AG NETO ELASTIC RE LAXATIO N  OF THIN FILMS 160

without the shear components, by the following equation [100]:

y7- ■ 

—Z

E
(l + u ) ( l - 2  u)

\  /
therefore

/ 1 N (  *  \1 — 1/ V  V £ f,3

V  1 — 1 3  U £ vi it J

y  V  V  1 — V  y

(8 .2 )

E
1,3

1,3

1+U
E  

1 + u 
E

1  +  13

ex ■ H  —
l  — 2v

£V ■ +   ----y   ̂ i _  2u
2 U£■ ■ A- - - - - - - - - - - -
1* l - 2 v

(sX ■ + £y ■ + £* •)V“ t j  T  ~  c i ,3 /

(sX ■ + £y ■ +£? ■'!\  1,3 i,3 1,3/

(sX ■ + £y ■ +  £* ■)V i,3 ' i,3 ~  1,3/ ( 8 . 3 )

where E  is the Young’s modulus of the material. Combining Eqs. (8.1) and (8.3) 

gives the stress components at the cell (i, j) as functions of the displacements 

associated with the cell (i, j) and its neighboring cells:

i,j

al i  =

E
1 —  V 2

E
1 — V 2

E
1 —  V 2

E
1 —  V 2

[£ l j  +  u £ h l

[ (&xi,j -  &xi-hj)  +  u (^Vi,3 -  A y i J - l )  ]

[vet i  +  £lj]

[u (AXij -  A x i - u )  +  (Ayitj -  A y id- i )  ]

1,3 0 (8.4)

W ith Eqs. (8.1) and (8.4), the elastic energy density of the cell (i, j) can now 

be written as:

^ ' i , j  ~  n ^ i,3  '  ®i,3
1

E ■ [ ( A -  Axj_i j ) 2 +  (Ayitj -  Ayij_ i ) 2 +
2(1 — i/2')
2i3 (A xjjA j/jj +  A a ji-ijA y tj-i A xj_ ijA yjj A x ijA j/ij—i) ]

(8.5)
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where Ef-ol is defined as:

By taking the partial derivative of the total elastic energy with respect to 

AXij one can get the effective force on the boundary surface element whose 

displacement is Ax ^ :
BF,el

<8-6>

Nx Ny

(8 -7 >
i=i j =i

From Eq. (8.5) it can be seen tha t F&x.. only involves E fj  and Ef+]j. 

Combining Eqs. (8.5), (8.6), and (8.7) yields:

FAxij =  — — A zi_ ij — Aaii+ij)

+  v (Ayid -  A j/ij_i +  Ayi+ 1 J- _ 1  -  A y i+1J) ] (8.8)

From Eq. (8.6), F£x is the driving force to change the displacement of 

the boundary surface element AcCjj, whose direction is determined by its sign. 

Likewise, we can find the force on Ai/jj due to the elastic energy:

E
F\yid = ~  _  ^2 [ _  ̂ V i,j-1 —

i + i ) ]  ( 8 - 9 )

8.1.2 Magnetoelastic energy and force

In this section we deal with the magnetoelastic energy and the effective 

force on the surface elements due to this energy term. As opposed to Chapter 7 

where the magnetoelastic energy is calculated for a given fixed stress, here the 

stress will be a function of the displacements A xjj and A y;j. This is how the 

displacement variables are related to the magnetoelastic energy. We will use
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Eq. (7.1) for the magnetoelastic energy of cell (i, j), which, for convenience, is 

rewritten here:

where (mxi, m yi, m z>) and (ax>, ay>, az>) are the directions of the magnetization 

of the cell (i, j) and the uniaxial stress o y , either along x-direction or along 

^-direction, both defined in the primary crystal axes coordinate system of the 

cell (i, j). Also note that a y  is defined by Eq. (8.4). Combining Eqs. (8.4) 

and (8.10) should give the expression of the magnetoelastic energy density of a 

cell (i, j). However, notice that in Eq. (8.10) everything is defined in the local 

crystal system, whereas in Eq. (8.4) the stress is expressed with respect to the 

global system that is fixed to the film, exactly the same as the two systems 

we used in Chapter 7. Therefore, we need to do the coordinate transformation 

first. Assume that the coordinate transform matrix for cell (i, j) is A y , which 

means a vector v  in the global system is converted into v ' in the local system:

can be calculated by Eqs. (7.4), (D.2), (D.4), and (D.6).

Now let’s consider a uniaxial stress along x-direction in the global coordinate 

system, (ax, 0, 0), which will be represented in the local coordinate system as,

(8.10)

)3Ai j] CTĵ j  ^TTlx rTThyf(Tx f(7y f “1“ m y ' m z iGy'Crz i i TTlz fTTtx / G z fG x f

V  =  A y V (8 .11)

where

(8 .12)
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ignoring the subscript (i, j): 

/  \  /
O x a n a i 2 0 1 3 O x O il  o x O il

A 0 =
& 2 1 0 2 2 0 2 3 0 = 0 2 1  O x —  O x a 2 1

I 0 ) ^ a 3 1 0 3 2 0 3 3  J I 0 J y  0 3 1 < 7 X  J y  0 3 1

( \

(8.13)

This means that
f  \

<7y l

{ \
an

a 21 (8.14)

\ ° * ) ,  V “si /

Substituting Eqs. (8.14) and (8.4) into Eq. (8.10) yields the expression of 

the magnetoelastic energy of the cell (i, j) due to the ^-component of the stress, 

as a function of its magnetization and displacements Ax^j and Ay, .,-, ignoring 

the subscript (i, j) for m's  and a's:

E™ s“x  =  A iu  -  A ^ , , )  + v ( A y , j  -  A y y - ,) ]  (8.15)

where B x(i,j)  is defined as:

3
B x( i , j ) =  ~ 2 Aioo (m2x,a2n  + m 2y,alx + m 2z,all ) (8.16)

—  3 A m  ( m x i m y i a \ \ a 2 i  +  m y i m z t a 2 \ ( i 3 \  +  T n z i m x i  a ^ \ a \ \ )

and is independent of the displacements AXjj and A?ytJ .

Likewise, for the y-component of the stress, (0, ay, 0) in the global system, 

the projected components in the local system are given by:

/  \
Ox'

( T y f

( \
O l2

a 22 

y  U.32 J

(8.17)

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



CHAPTER 8. M AG NETO ELASTIC RELAXATIO N  OF THIN FILMS 164

and hence the magnetoelastic energy due to the y-component of the stress, as 

a function of its magnetization and displacements A x , j  and A y hJ, ignoring the 

subscript (i, j) for m's  and a's:

E ™ ! “ y  =  -  A i , _ u ) +  { h y t j  -  A y y - , ) ]  ( 8.18)

where B y(i,j )  is defined as:

3
=  “ 2 ^ 1 0 0  {m2x,al2 +  m2y,al2 +  m2z,al2) (8.19)

— 3Am (m x>my>ai2Ci22 *F my 7 7 1 ^ 0 2 2  <232 +  Tnz,mx'a32ai2)

The total magnetoelastic energy is

NX Ny
pmagel = E  +  E™agelY) ( 8 . 2 0 )

*=1  j = 1

in which the terms involving A a r e  £ ’™a9eiX, E™ 9f x , E r™gelY and E]^al9f Y . 

Taking the partial derivative of E™“gel with respect to A x hJ gives the force on 

AXitj due to the magnetoelastic energy:

a  rpmagel 
jpmagel  _____(-'I-JTot

dAXij
& pmagelX _j_ prnagelX _|_ prnagelY pmagelY 

<9AXij .
(8 .21)

T? J.jp
= ~ l _ v2 lA (b  j)  ~  +  1» J')] ~  Y _ '̂ 2 [Byd’j )  ~  Bytt +  1o)]

Similarly, one has the force on A yy due to the magnetoelastic energy:

q  T pm agel 
pmagel   ^ Tot

Ayij dAy,
d jjimagelX _j_ j^magelX _|_ jjjmagelY _|_ j^magelY 

i,j h3 +  l
(8 .22)

d A y tj

.=  ~ ”~ V l  [B x ( h j )  ~  +  1)] ~  1 ^2 [B v ( ^ j )  ~  B V ^ O  +  1)]

Finally, the sum of Eqs. (8.8) and (8.21) gives the total force on A x y  due
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to both the elastic energy and the magnetoelastic energy: 

E7'Tot
j ^  ^ J  i j  Axi-fij)

+  V (A yid -  A y i j - i  +  Ayi+1;J_i -  A yi+i tj) ] 

E
(8.23)

I — v2
{Bx( i , j )  -  B x{i +  1 , j ))  4- v (B y(i , j )  -  B y(i + 1 , j ))

and the sum of Eqs. (8.9) and (8.22) gives the total force on A y ij  due to both 

the elastic energy and the magnetoelastic energy:

ErpTot
& V i , j 2 _  A y ij-i Ayij+i)

v  (A xjj A x i—\ j  Axj_ij-|.i Axjj-i-i) j 
E

(8.24)

1 — u2
v (B x(i , j )  -  B x( i , j  -I- 1)) +  (By( i , j ) -  B y( i , j  +  1))

8.1.3 The solution algorithm

In this section, we describe the algorithm used to solve for the magnetization 

and the stress-strain distribution in the thin film. As mentioned before, the 

independent variables are the magnetization and the displacements of the cell 

boundaries of each cell. The effective magnetic field due to the pure magnetic 

energy terms has been derived in Chapter 2 (Eq. (2.19)), so has the the 

effective magnetic field due to the magnetoelastic energy term in Chapter 7 (Eq. 

(7.13)). For the latter, the field is the sum of the contribution from both x- 

direction stress and y-direction stress. Therefore, Eqs. (8.4), (8.14) and (8.17) 

need to be substituted into Eq. (7.13) to get the effective magnetic field due to 

magnetoelastic energy H T̂aj d .

The basic idea of this model is to find the minimum of the total energy 

of the system, including the magnetic energy, the magnetoelastic energy
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and the elastic energy. The initial state of the system includes an assumed 

magnetization distribution, which is typically chosen to be something close to a 

demagnetized state for ease of converging to the energy minimum. The initial 

state of the displacements is set to be all zero. At each step of the simulation, 

the magnetization at the cell (i, j) changes its direction slightly towards the 

direction of the total effective magnetic field, , at the cell (i,

j), whereas the displacements A x i j  and Ay^j slightly relax according to the 

magnitude and the direction of the total effective force on them, which are 

defined by Eqs. (8.23) and (8.24). The system continues to relax while all the 

energy terms are tracked, the state corresponding to the minimum of the total 

energy is then defined as the equilibrium.

8.2 Simulation results

8.2.1 Fe65Co35 thin film

In this section we will show the simulation results of both the magnetization 

and the strain-stress relaxation of a magnetic thin film element. The material 

of the thin film is assumed Fe6 sCo35 , and the thin film element is a rectangle 

with length 640 nm, width 160 nm, and thickness 10 nm. The parameters used 

are M s =  1930 emu/cm3, Young’s modulus E  =  200 GPa, Poisson’s ratio v =

0.3, Am  =  103.7 x 10-6 and A10o =  17.5 x 10-6 . The thin film is assumed a 

single crystal oriented in such a way tha t the x- and (/-directions are two <100> 

directions.

Figure 8.1 shows how the different energy terms change during the relaxation 

for the thin film element with 2-D constraint. For a better view, the values of 

the magnetic energy and the total energy have been shifted so tha t they are all
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Figure 8.1: Different energy terms in the relaxation process.

zero at the starting point. It can be seen that both the magnetic energy and the 

magnetoelastic energy decreases as the simulation progresses, while the elastic 

energy increases as expected, since it has the form of a quadratic of the strain. 

Nevertheless, the decrease of the magnetoelastic energy overcomes the penalty 

of the elastic energy increase, and finally all the energy terms settled down at 

a level, which yields a minimum of the total energy of the system.

The simulation results of the magnetization and the strain-stress distribution 

of the thin film with 2-D constraint at the equilibrium state are shown in Figure 

8.2. The magnetization of the thin film is simply a demagnetized state with 

the four closure domains as shown in Figure 8.2(a). Figure 8.2(b) is the x- 

component of the strain. Clearly, in the area of the two majority horizontal 

domains, ex > 0, meaning that the film expands in x-direction, consistent with 

the positive magnetostriction. Because the film is constrained, the total strain 

in either x- or y-direction (not shown) should be zero, which is confirmed by 

the significant larger negative strain at the two ends of the film in Figure 8.2(b)
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Figure 8.2: Colormaps of the magnetization and the spontaneous strain-stress 
distribution of a Fe65 Co3 5 thin film under 2-D constraint, where all the four 
boundaries of the rectangle are pinned, (a) The magnetization, (b) x-component 
of the strain e x , (c ) x-component of the stress a x . The stress here is in cgs  units, 
dyne/cm2. (1 Pa =  10 dyne/cm2)
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Figure 8.3: Colormap of the spontaneous strain and stress distribution of a 
Fe65Co3 5  thin film without constraint, (a) x-component of the strain ex, (b) 
x-component of the stress ax. The stress here is in cgs units, dyne/cm2. (1 Pa 
=  10 dyne/cm2)

for ex. The distribution of the x-component of the stress ax is shown in Figure 

8.2(c). The stress is conform to the magnetization very well too.

Also noticed is that the order of magnitude of the stress spontaneously gen­

erated in the film is only at the order of 107 dyne/cm2, which is the order 

of MPa, a few orders of magnitude smaller than the stress needed to alter the 

magnetization states in the thin film as seen in Chapter 7. This validates the as­

sumption of negligible stress due to spontaneous magnetostriction when dealing 

with the external stress-induced anisotropy in Chapter 7.

Figure 8.3 shows the simulated x-component of the strain and stress for 

the same thin film, but without constraint. Although the magnetization 

configuration is exactly the same as Figure 8.2(a), the strain-stress distribution 

is quite different from the case with constraint. As seen in Figure 8.3(a), the
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x-component of the strain ex is more uniform than in the constrained case, 

without the large negative strain at the ends. The magnitude of ex is about 

23xl0~6 in the film except at the two ends, very close to the value of Ajoo, 

which is the magnetostriction along a <100> direction when the material is 

magnetized along the same direction, which is the case here. As a consequence 

of the uniform strain, the stress is very uniformly distributed as well, as shown 

in Figure 8.3(b), which is at the same order as that with the 2-D constraint, 

except at the two ends, where the magnetization is perpendicular to tha t in 

the center of the film.

8.2.2 Arbitrary materials

In this section, we modeled some cases with arbitrarily chosen material prop­

erties, in order to further understand the effect of the magnetoelastic relaxation 

on the magnetization and the strain-stress state in magnetic thin films. As 

will be shown in this section, under some conditions, the magnetic domain con­

figuration could be significantly different from its counterpart with very weak 

magnetoelastic coupling, as a result of minimizing the total system energy.

The material modeled here has the following properties: M s =  200 emu/cm3, 

exchange-coupling constant A =  l.OxlO-8 erg/cm, Am =  Aioo =  10-5 for low- 

magnetostriction and 10~3 for high-magnetostriction, Young’s modulus E = 20 

GPa, Poisson’s ratio v = 0.1. The thin film element is a square single crystal 

film element with four edges all being <100> directions. The side length of the 

square element is 320 nm and the thickness is 10 nm. Both the discretization 

cell and the crystal grains are taken as 10 nm x 10 nm x 10 nm cubes. The film 

is constrained at the four boundaries. The initial magnetization state is chosen 

to be a four-domain closure structure similar to Figure 8.4, and the initial stress
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Figure 8.4: The equilibrium state magnetization configuration of the thin film 
element with low magnetostriction (Am =  Aioo =  10-5).

-4 -2 0 2 4
x 10-6

Figure 8.5: The equilibrium state distribution of the horizontal strain compo­
nent in the film with low magnetostriction (Am =  Aioo =  10-5).

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



CHAPTER 8. M AG NETO ELASTIC RELAXATIO N  OF THIN FILMS 172

x  10

2
E la s t ic  e n e r g y  (x 1 0 )

0

■4
M a g n e to e la s t ic  E n e r g y  (x 1 0 )

■6
□ -8 

1-10
M a g n e t ic  e n e rg y

-14

400 500 600100 200 3000
Simulation Steps

Figure 8.6: Different terms of the energy density averaged over all the cells in 
the relaxation process for the low-magnetostriction case (Am =  Aioo =  10-5).

and strain are set to be zero.

Figures 8.4 and 8.5 show the equilibrium state magnetization and strain 

distribution for the low-magnetostriction case. In this case, closure domains are 

formed, which is clearly a consequence of minimizing the magnetic energy. In 

Figure 8.6, different energy terms are compared as they evolve from the initial 

state towards the final equilibrium. Since the magnetostriction coefficients are 

small, the magnetic energy is dominant. Therefore, the domain structure in 

Figure 8.4 is effectively the demagnetized state without magnetostriction. The 

strain and stress then relax according to the magnetization configuration to 

further lower the total energy, which is a relative small effect on top of the 

magnetic energy term.

Figures 8.7 and 8.8 show the equilibrium state magnetization and strain 

distribution, respectively, for the high-magnetostriction case. The magne­

tostriction coefficient here is 100 times that of the previous case, while all other 

parameters are exactly the same. Quite different from the low-magnetostriction
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Figure 8.7: The equilibrium state magnetization configuration of the thin film 
element with high magnetostriction (Am =  Aioo =  10-3).

-6 -3 0 3 6
x 10-4

Figure 8.8: The equilibrium state distribution of the horizontal strain compo­
nent in the film with high magnetostriction (Am =  Aioo =  10~3).

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



CHAPTER 8. M AG NETO ELASTIC RELAXATIO N  OF THIN FILMS 174

E la s t ic  e n e r g y

M a g n e t ic  e n e r g y  (x 5 0 0 )

M a g n e to e la s t i c  E n e r g y

-10

-12
500 600300 400

Simulation Steps
100 200

Figure 8.9: Different terms of the energy density averaged over all the cells in 
the relaxation process for the high-magnetostriction case (Am =  Aioo =  10-3).

case, four distinct domains are formed with very sharp domain walls, which 

conforms very well to tha t of the strain and stress distribution in the film.

8.2.3 Discussions

A  qualitative explanation could be given to understand the different mag­

netization configurations observed above. In general, the domain wall thickness 

is determined by y /A /K ,  where A is the exchange coupling constant, and K  is 

the anisotropy constant, which could be from the crystal anisotropy (Ku), the 

magnetostatic energy (27rMg2), or that due to the magnetoelastic energy, which, 

to the first order approximation, is proportional to the square of the magne­

tostriction times the Young’s modulus (detailed discussion follows later). The 

very last term  turns out dominant in this high-magnetostriction case, as can be 

seen from Figure 8.9. This makes the effective anisotropy much higher, leading 

to well defined domains and very sharp domain walls.
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Prom another perspective, for the high-magnetostriction case, if the mag­

netic domain structure and the strain distribution were the same as th a t of 

Figures 8.4 and 8.5 with the strain simply 100 times higher, the magnetoelas­

tic energy, which is the dominant term now, will no longer be the minimum. 

Therefore, the system will be driven further to relax to the state with mini­

mum magnetoelastic energy, as shown in Figures 8.7 and 8.8. Specifically, the 

stress at the vicinity of the domain walls will be so high that it will realign the 

magnetization until the configuration in Figures 8.7 is formed. Consequently, 

the strain and stress will be redistributed as well. Actually, it can be found 

in Figure 8.8 that the strain is more uniformly distributed compared to Fig­

ure 8.5. Quantitatively, the sums of the average magnetoelastic energy density 

and the elastic energy density, for the two configurations mentioned above, are 

—1.98xl04 erg/cm3 and —4.53xl04 erg/cm3, respectively, which shows the con­

figurations in Figures 8.7 and 8.8 indeed have lower energy.

It is worthwhile exploring explicitly the conditions under which significant 

domain changes occur. From previous examples one can see that, only when 

the energy reduction through the deformation, E magei +  E ei, overwhelms the 

change of the magnetic energy, can this happen. The magnetoelastic energy 

has the form of —EXe, where E  is the Young’s modulus, A the saturation 

magnetostriction, and e the strain; and the elastic energy has the form of E e2. 

The strain at the equilibrium will be determined by

^  (Emagei  +  E el)  =  0 (8.25)

which yields tha t at the the equilibrium state, the strain e0 is at the order of the 

magnetostriction A, and Emagei +  E e[ is a fraction of —EX2, which is denoted as 

E0. The negative sign indicates tha t through straining, the system can always 

lower its energy, and the amount of the energy reduction, compared to the
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Figure 8.10: Dependence of simulated values of different terms of the energy 
density at equilibrium state on the saturation magnetostriction of the material. 
The curve for the magnetic energy is the range this energy term varies during 
the relaxation. M s =  200 emu/cm3, exchange coupling constant A = l.OxlO-8 
erg/cm, Young’s modulus E = 20 GPa, Poisson’s ratio u = 0.1.

non-strained state, is \E0\ .

Figure 8.10 plots the dependence of different equilibrium state energy den­

sities on the magnetostriction, from the simulation results on the thin film ele­

ment. It can be seen that the sum of the magnetoelastic energy and the elastic 

energy, which is always negative, depends quadratically on the magnetostriction, 

and agrees well in orders of magnitude with the above analysis. On the other 

hand, the range over which the magnetic energy varies stays at the same order 

of magnitude. Therefore, only when the Young’s modulus and/or the magne­

tostriction are very high, can the magnetization domain pattern deviate from 

its normal demagnetized state that is corresponding to low-magnetostriction.

According to the above analysis, when the material is magnetically saturated 

along one direction, there will be an elongation, for positive magnetostriction,
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Figure 8.11: Simulated initial magnetization curves for different values of 
Young’s modulus. The initial condition for the magnetization is an AC demag­
netized state. M s — 200 emu/cm3, exchange coupling constant A = l.OxlO-8 
erg/cm. Am  - Aioo =  10-3 .

or a shrinkage, for negative magnetostriction, along the saturation direction, if 

the material is free to deform. An estimate of the energy associated with this 

deformation has been given above. If, however, the material is constrained such 

that the boundaries are pinned rigidly, the boundaries are effectively exerting 

stresses on the material, which is against the tendency of deformation due to the 

magnetostriction. This will make the film harder to magnetize, since any growth 

of domains along the applied field direction due to a 90° domain wall motion 

will tend to elongate (for positive magnetostriction) the material along the field 

direction, which is not allowed because of the constraint. This is manifested 

as a compressive stress that is against the magnetization alignment along the 

field direction. Therefore, in order to bring the material into magnetization 

saturation, extra energy is needed, which is supplied in the form of Zeeman 

energy through the applied field. The stronger the magnetoelastic coupling, 

the more energy, hence the higher the magnetic field is needed. Therefore,
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Figure 8.12: Simulated initial magnetization curves for different values of 
Young’s modulus with constraint. Zero Young’s modulus means no constraint. 
The initial condition for the magnetization is an AC demagnetized state. The 
material is FeCo, M s =  1930 emu/cm3, Am =  Aioo =  10-4 .

the permeability of the film will decrease with increasing magnitude of the 

magnetoelastic energy, which is proportional to EX2.

Figure 8.11 shows the simulated initial magnetization curve for different 

values of Young’s modulus for an arbitrary material with low moment and 

high magnetostriction. As expected, with the constrained boundary condition, 

the initial permeability decreases dramatically with increasing Young’s modu­

lus. Whereas without constraint, the magnetization curve does not depend on 

Young’s modulus, as the material is free to deform, and no extra energy is needed 

to magnetize the material. This is evidenced from the two overlapped curves 

for zero Young’s modulus and a 20 GPa Young’s modulus without constraint in 

Figure 8.11.

For realistic materials of interest such as FeCo alloys, however, the increase 

of the saturation field due to the constraint condition is much smaller, as the 

magnetoelastic term is much weaker and the magnetic moment is much higher
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Figure 8.13: Magnetic domain configurations corresponding to 25 Oe field on 
the three curves in Figure 8.12: The Young’s moduli are (a) 0, (b) 200 GPa, 
and (c) 400 GPa.
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(a)

(b)

(c)

Figure 8.14: Simulated domain configurations of a constrained film with a uni­
form initial horizontal magnetization for Young’s moduli of (a) 0, (b) 10 GPa, 
and (c) 40 GPa. M s = 200 emu/cm3, Am =  Aioo =  10-3 .
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than the previous case (Zeeman energy is the product of the magnetization 

and the field). Figure 8.12 shows the simulation results for FeCo alloy with 

the same dimension as before. The saturation field increases by about 15 Oe 

and 30 Oe, respectively, for Young’s modulus values of 200 GPa and 400 GPa. 

The magnetization configurations under the same field for the three Young’s 

modulus values are shown in Figure 8.13. The net magnetization along the 

horizontal direction, the applied field direction, is 0.99MS, 0.94MS, and 0.78MS, 

respectively.

Figure 8.14 shows a case of zero field relaxation for different strength of 

magnetoelastic term. The boundary condition is with constraint, and the initial 

magnetization was uniform horizontal magnetization saturation. It can be 

seen that, with increase of the magnetoelastic strength, the horizontal domain 

becomes smaller, as the domain configuration in the zero-magnetoelastic energy 

case (Figure 8.14(a)) will cause a compressive stress from the two vertical 

boundaries, suppressing the horizontal magnetization.

8.3 Conclusions

In this chapter, we have developed a self-consistent model with magnetic 

energy, elastic energy and magnetoelastic energy considered altogether. Both 

the magnetization and the strain-stress distribution in a 2-D magnetic thin 

film under plane-stress condition are solved simultaneously with the energy 

minimization method.

Simulations on magnetic thin film elements have shown that spontaneous 

strain and stress are developed in the thin film. The strain and stress distribu­

tion and the magnetization domain configuration are conformed to each other 

in the thin film to minimize the magnetoelastic energy.
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In general, the strength of the inverse effect of magnetostriction on the mag­

netization, through the internal stress, is characterized by E A2, where E  is the 

Young’s modulus, and A is the saturation magnetostriction. Similar to any 

other energy terms in a system, it is the relative magnitude tha t determines 

whether the effect is significant. Therefore, when this magnetoelastic energy 

term is comparable to or greater than other magnetic energy terms, this inverse 

effect should be considered. Otherwise, the system will be solely determined by 

the magnetic energies.

For a high-moment material such as Fe6 5 Co3 5 , the effect of magnetostriction 

on magnetization is relatively weak. Nevertheless, it may affect the macroscopic 

properties such as permeability and coercivity, where of interest are magnetic 

fields at the order of several tens of Oersteds. Therefore, for applications or 

devices working in low field range, this inverse effect may not be neglected. On 

the other hand, in the cases such as the pole tip of a write head, where very 

high field is in presence and it is mostly demagnetization dominated, this inverse 

effect can be ignored.
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In this dissertation, micromagnetic modeling using Landau-Lifshitz equation 

with Gilbert damping has been used to study the micromagnetic processes in 

thin film write heads for high density and high data rate perpendicular record­

ing. Both static results, such as the head field magnitude, the remanent head 

field, the filed profiles and gradients etc., and dynamic ones, such as the mag­

netization reversal processes in the head and hence the head field rise time 

and their dependence on parameters such as the Gilbert damping constant, 

have been obtained through systematic micromagnetic simulations. The micro- 

magnetic model has also been used to evaluate various head designs, providing 

insights into some critical design issues of the perpendicular write heads. In the 

later part of the thesis, The micromagnetic model has also been extended to in­

clude the anisotropy effect induced by stresses in a soft magnetic thin film. The 

extended model has been used for simulating the magnetic domains in stressed 

thin films as well as a conceptual head design.

Here we would like to summarize the main results of this thesis work.

1. Effect of track width reduction on head field.

At deep submicron track widths, due to the geometric effect, both the head 

field magnitude and the field gradient degrade rapidly with decreasing 

track width, as the ABS-to-SUL spacing can not be scaled with the track 

width of the write pole. At small pole-tip dimensions (around or below 

100 nm), significant remanence in the pole-tip will develop after writing, 

due to the ferromagnetic exchange coupling effect, presenting a danger of 

erasing previously written bits. The remanent head field also depends on
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the throat height of the pole tip as a result of the shape anisotropy, and 

the micromagnetic state at the neck region between the yoke and the pole 

tip,

2. Novel perpendicular write head designs.

It has been found that a single pole head with a short yoke and lamina­

tion has very fast field rise time in the low driving current region, due to 

a magnetization rotation mechanism during the flux reversal. The lam­

ination of the pole tip produces negligibly small remanent field. A pole 

tip detached (exchange decoupled) from the yoke can further improve the 

remanent field performance.

A stitched pole-tip head with a recessed side yoke can significantly enhance 

the head field compared to a conventional single pole head. A short throat 

height is desired to produce high field, however, with the potential risk of 

adjacent track erasure due to high off-track field. A 45° flare angle has 

been found to yield the optimum on-track field strength and cross track 

profile.

3. High frequency head field dynamics.

The head field reversal at extremely high frequency has been found to be 

dependent both on the drive current rise time and on the damping con­

stant. A very short current rise time can actually lead to severe excitation 

of spin waves in the head, which is to be dissipated out in order for the 

head field to reach its full magnitude. The energy dissipation process de­

pends on the damping constant. Therefore, simply reducing the current 

rise time may not necessarily yield a faster field reversal, on the contrary, 

it may make the situation worse. There exists an optimum current rise 

time at which the head field rise time is minimized. When the cycling
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frequency of the driving current exceeds the rate of energy dissipation, 

the head field amplitude will decrease. The roll-off frequency reaches the 

maximum at the optimum current rise time, and it is damping constant 

dependent.

4. The role of SUL in perpendicular recording.

We have studied the effect of the SUL on both the write and the read- 

back process in perpendicular recording via micromagnetic modeling. The 

magnetic imaging effect exists in both the write and the read process, the 

former is desirable for write field, whereas the latter lowers the maximum 

achievable linear density. Most approaches for increasing the linear den­

sity limit by making the SUL imaging less effective are accompanied by 

the tradeoff of the write field loss. A small head-medium spacing, a narrow 

reader gap with an optimized spin valve reader stripe height have been 

found crucial for maximizing the linear density limit in the presence of 

the SUL.

5. Effect of stress on soft magnetic thin film magnetization.

An analytical study of the stress-induced in-plane anisotropy has been 

performed, based on the magnetoelastic energy. The effective anisotropy 

constants have been identified as functions of the stress, the magnetostric­

tion coefficients of the material, and the growth texture of the film. The 

magnetoelastic energy has also been combined into a micromagnetic model 

to enable the simulations of thin film magnetization with the effect of the 

stress taken into account.

The extended micromagnetic model has been used to simulate thin films 

with various materials, stress states, and growth textures. The resulting 

simulated static magnetic domain structures are in good agreement with
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the theoretical predictions.

A conceptual perpendicular write head design, which utilizes an exter­

nally induced stress in the head material, has been investigated using the 

extended micromagnetic model with the stress effect. W ith sufficiently 

high stress, the new head design shows much improved write efficiency 

and cross-track field gradient, both are very important for high density 

perpendicular write head.

6. Magnetoelastic relaxation of magnetic thin films.

We have developed a self-consistent model with magnetic energy, elastic 

energy and magnetoelastic energy considered. Both the magnetization 

and the strain-stress distribution in a 2-D magnetic thin film under plane- 

stress condition are solved simultaneously with an energy minimization 

method. It has been found that, the energy term associated with the 

magnetostriction is proportional to EX2, where E  is Young’s modulus, and 

A is the saturation magnetostriction. Only when the magnitude of this 

energy is comparable to or higher than other energies, such as the mag­

netic energy, will this magnetostriction affect the magnetization through 

magnetoelastic coupling interactions.

Simulations on magnetic thin film elements have shown that spontaneous 

strain and stress are developed in the thin film with magnetostriction. 

The strain and stress are distributed in a way tha t is conformed with 

the magnetic domains in the thin film to minimize the magnetoelastic 

energy. For practical high-moment materials, the inverse effect of the 

magnetostriction on the magnetization might affect the bulk properties 

such as permeability and coercivity of a thin film, whereas for those cases 

such as the pole tip region of a write head, the demagnetization energy
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is dominant and therefore, such inverse effect of the magnetostriction is 

insignificant.
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A  M agn etostatic  interaction  m atrix calculations: for 

calculating field from m agnetization

The magnetic field at a location in the space r* produced by a uniformly mag­

netized element at location Tj is given by (Since for the uniform magnetization 

there is no body charge, the field is only from the surface charges):

=  I ,  V i 4 V A ' ( i U )

where Oj is the magnetic surface charge density at the surfaces of the element 

at rj, and the integral is over all the surfaces of the element. <jj can be obtained 

as:

(A-2)

where lij is the surface normal vector that has unity magnitude and pointing 

outward from inside the element, and M j is the magnetization of the element. 

Therefore, Eq. (A.l) can be rewritten as:

H „ -  /  (r‘ (A.3)
J S j  I1 * I

If we define a magnetostatic interaction matrix, T>tj ,  as:

=  [  h - S -' f a r;
J Sj ki-r,-!3

(A.4)

since M j is constant and can be taken outside the integral of Eq. (A.3), H t 

can now be rewritten in the short form:

H  ij = Vij ■ M j (A-5)

From Eq. (A.5) it can be seen that the magnetostatic interaction matrix,

T>ij, has the form of a tensor:

'Dij

\ dH <% /

(A.6)
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where d characterizes the contribution from the ^-component of the mag­

netization of the element at r,- to the rc-component of the field at ri} dxA the

of the field and so on.

Now let’s compute dPA and dŷ . From the definition in Eq. (A.4), one has:

where x, -y and z are the three Cartesian components of the vector r, n j is the 

y-component of the surface normal unit vector re,. Similarly we have:

The integrations in Eqs. (A.7) and (A.8) generally have no closed form. How­

ever, in the case of our micromagnetic model with rectangular parallelepiped 

shaped elements, closed form does exist. Suppose the element is centered at 

rj = ( x j ,  yj ,  Zj), and has sizes of t, h, and w in x-, y-, and z-directions, respec­

tively. W ith the definition of the following quantities:

contribution from the y-component of the magnetization to the ^-component

<? = f
2 {Vi ~  V j f  ~  (Xi -  X j f  -  (zi -  Z j f  j3 

lv. _ r . |5  a r i

(A.8)

X -  — Xi  — X j  —  ^

V- = V i -  Vj -  2
h

y +  =  V i -  y j  +  \ (A.9)

Z+ =  Zi -  Zj  +  f
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the integrations of Eqs. (A.7) and (A.8) yield:

4?
X+Z+

arc tan  . n  ---- . +  arctan
y + ^ x l  +y% + -+

X+Z+
+  a rc tan  . „ ...—_ — arctan

y -y /x % + y i + z2+
X + Z -

+  a rc tan  . . . . . :  — arctan
y+ y / x \  +  y% +  z i

X + Z -  .
-  a rc tan  = = = = = = =  +  a rc tan  , o o .= (A. 10)

y-\Jx%  + y i + z i

X _z+

y+ V x- +  y+ + 4
X _z+

y~V x- + i ^ + 4
X _z_

y + \ ^ + y% + z*
X _z_

y - \A- +
 

«cS
 1 m + Zi

and

4f=
In ^a:+ +  ^ x \  + y \  + z l j  -  In | 'x _ +  y jx 2_ + y \  + z%j

-  In +  ̂ Jx% + y2 + z l j  +  In +  \J x 2_ -3r y2_ + z ^ j

-  In ^;z+ +  yjx+ + y+ + z2 ĵ + In ^x _ +  \J  xl. + y 2 + z i ' j

+ In +  \ J x \  + y 2 + z2 ĵ -  In +  \J x 2_ + y 2 +  z l ^  (A .ll)

Note tha t Xj, yj, and Zj in Eq. (A.9) are the center position of the source ele­

ment, and are not to be confused with the same symbols used as the integration 

variables in Eqs. (A.7) and (A.8).

All other components of the magnetostatic interaction matrix, can be 

calculated the same way as we did above. In fact, they can also be derived from 

the symmetry considerations. Notice that exchanging the variable y and z in 

Eq. (A.8) yields the same integration, which means:

4 f  =  4 ?  (A.12)

Similarly, we have:

4 ?  =  4 /  (A.13)
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(A-14)

To make it more clear, let’s now write out d\y d P  explicitly with the variables:

By rotating the coordinate system —90° around the 2  axis, we have x —> —y, y —> 

x, and therefore ctf- —> df* and t <-> h, which gives:

So far all the nine components of the magnetostatic interaction matrix, D ^, 

have been explicitly calculated, which can give the magnetic field at any point 

in the space r.t due to a rectangular parallelepiped shaped element uniformly 

magnetized and located at Tj.

One final note is that in our model, we are concerned with the magnetostatic 

interaction between two discrete elements centered at Tj and r,-, yet what we 

have done so far only calculates the field due to one element at a point in the 

space. Therefore a volume average of the field could be done at the element 

where the field is concerned, which leads to a redefined matrix Dl}\

where the volume integral is done by numerical method. In reality, this average 

may or may not be needed, as in most cases the field at the center of the cell is 

already accurate enough.

dyJ  -  d-/(Xi,Vi, Zi, Xj, y.j, z j , t ,  h, w)  

=  (tf-ixi, yi, zh Xj , y j ,Zj , t ,  h, w)

(A.15)

(A.16)

dij = di j ( ~ y i ’Xi, z i» -%> xii A  t, w) (A-17)

and similarly:

dtj =  -V u  XJ’ ZL  -%•»<>w ’h)

d i j  =  d i j  ( ~ z i , V i , X i , ~ Z j ,  y j , X j ,  w, h, t ) 

d ij  =  (dtj  (-Vi, x h Zi,  z j ,  h, t, w )

(A.18)

(A.19)

(A.20)

(A.21)
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B M agn etostatic  interaction  m atrix calculations: for 

calculating field from surface charge density

The magnetic field in the space can not only be calculated directly from the 

magnetization of each discretization cell, as shown in Appendix A, but it can 

also be calculated from the surface magnetic charge densities of the surface 

elements of the cells. Here we will derive the magnetostatic interaction matrix, 

V'i j , for the calculation of field from the surface charge density.

We will still start with Eq. (A.l) for the expression of the field. However,

instead of expressing Uj in the form of the dot product of the surface normal

unit vector and the magnetization, we will treat <7j as a known constant. W ith 

the definition of the matrix V 'tj :

= [  f e n s ( B . l )
Jsj I Li Lj  I

H  ij can be redefined as:

H ^  =T> ^ • Oj (B.2)

Note tha t Oj has three components, a* , erj, and rrj, and the subscript j  means 

the position with the coordinates j x, j y, j z in x, y and 2  directions, respectively. 

For the rectangular parallelepiped shaped elements, the three components of <jj 

are defined as:

a* =  M *  _ ! ,  , -  M f  . *J 3x  J-JyJz j x y j y J z

a y. =  M?  , j , -  M y , , (B.3)3 3x->3y L)3z 3xi3yi3z v '

a* =  M- , , _i -  M- i ,■3 3xi3yi3z J- 3x,3y>3z

which means that the surface charge density of a surface element is equal to the 

difference of the respective magnetization components of the two neighboring 

cells sharing the surface element.
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Similar to Dl3 in Appendix A, D \j  has nine components as well:

V  ■ =u  i]

n

(  A  x x  r l 'x y  rl x z  ^ij ij ij

diT d?? d g

\ < r  ^  d™,
(B.4)

We will now compute d',(jx and dVx. From the definition in Eq. (B .l), we 

have:

(Xi -  x j )
d xx13

f Z3 , M

=  J -  d Z  -J z- Jy-yi \ j {{xi ~  Xj )2 + (yi -  y ')2 + (Zi -  z ')2)

Jz, Jy,
(yi -  y')

,dy' (B.5)

My' (B.6)
\ j ((xi ~ xj )2 + (Vi -  y')2 + (^ -  z'YY

Notice that there is an offset of half the cell size in x direction in this case for the 

x coordinate of the source surface element with respect to Xj, the x  coordinate 

of the j th cell center, leading to the use of x j  in Eqs. (B.5) and (B.6), which is 

defined as follows, with the same definition of t, h, and w as in Appendix A.

X 3

Vi

Z3

X i

yj -  \

z- -  -  ~7 2

xt  = X3 +  

V j ~

4  = zi + i

yj + (B.7)

Carrying out the integration in Eq. (B.5) gives:

arctand xx13
X - y+
|x_| \y+\

X _1 y+
| x _ | \y+\

X -1 V-
|x_| \y-\

X - V-
k-l \y-\

arctan

arctan

arctan

y+ 2+
X _ y fz \  +  x i  + y \

y+ Z -

X - y / z i  +  x i  + y'i

V- Z+
X - s / z \  + x i + y i

y- Z -

x_ y f z i  +  x i  +  y i
(B.8)
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where £_, y_, z_, x +, y+, and z+ are defined as:

X -  =  X j  — X i  — |  X +  =  X j  — X i  +  |

y - = V j - V i -  |  y +  =  %  -  2/i +  \  ( B -9 )

z_ =  Z j  -  Zi -  I  z+ =  Z j  -  Zi  +  ^

Carrying'out the integration in Eq. (B.6) gives:

-  In ^z+ +  y jx 2_+y%  + z+^ -  In ^z_ +  ^ x 2_ - \-y \  + z'l^j

-  In ^z+ +  y jx l  + y i  + z%j +  In ^z_ +  \ j x 2_ + y i  + (B.10)

Note tha t the integration for d*x has the same form as that for dVx, therefore, 

the following exchanges, y+ <-> z+, and y_ <-> z_, in Eq. (B.10) will give the 

expression of d[jX:

d'iT =  ln (y+ + y /x l  + y l  +  4  j - ln ( y -  + y/x-  + y- + 4^

-  ln ^y+ +  ^ x 2_ + y% + z 2̂ j +  ln ^y_ +  ^ x 2__+y2_ + z2 ĵ (B .ll)

Multiplying d(xx, and with <rx will give the x-, y-, and z-components 

of the field produced by the charges on the surface element shared by the two 

cells shown in the first line of Eq. (B.3), whose normal is in x direction.

Similarly, we can get other six components of the matrix V ' i j  for the field 

components from surface elements with normal in y and z directions:

d,[jV =  ln ^z+ +  ^ J x l + y2 + z% ĵ -  ln ^z_ +  \J x 2+ + y2_ + z l ' j

-  ln (z+  +  y jx 2_ +  y i  4- z ^  +  ln ( z -  + \J x 2_ + y 2L + z l 'j  (B.12)
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d yvij
V- z+

\ y - \k+l

V- z+
+ \y-\ M

y - z -  
\y - \ \z-\

y~ z-  
\y-\ \z-\

arctan

arctan

arctan

arctan

z +

y -

z +

x+

y -

Z -

y -

s j x \  + y2 + z \

'

y /x l  +  y2 +  4 .

x+
y / x 2+ + y 2 + z 2 

X -

\J x2_ + yi + zi

i'ijV =  In +  y j x \ + y 2_ + z l j  -  In +  y j  x 2_ +  y

-  In +  yJx2+ + y2L + z 2 ĵ +  In +  ^ x 2 4- y2 +

2 +4

2 +  z 2_d -f  =  In (y+  +  yj'x \ +  y \  +  z l j  -  In ^y_ +  s j x \  + y

-  In (y+ + y jx 2_ + y \  + z l j  +  In ^y_ +  y jx 2_ + y l  + z l j

dtf  =  In ^x+ +  yj'x% + y \  +  z2^  -  In +  y j x l  + y+ +  z2

-  In ^x+ +  yjx% + y l  + z l j  + In ^ r_  +  y jx t  + y l  +  z2

z-  y+ 
\ z - \  \ y + \

z-  y+ 
\ z - \  \ y + \

z-  y -
\ * - \  \ y - \

z-  y -  
\z-\ \y-\

arctan

arctan

arctan

arctan

y+ x +
z_ y/x% + y \ + z l

y+ x_
Z— y f x l  +  y% +  z2

y - x +
Z— y / x %  +  y2_ + z l

V - x_
/ 2 ( n .2 1 ~2
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C C alculation  o f th e  driving field from th e coil

We calculate here the magnetic field in the space generated by the coil carrying 

the driving current. Considered here is an infinitely long current sheet running 

into the paper with a rectangular cross section centered at (xa, y0) with width w 

and height h, as shown in Figure C .l. Assuming the current is flowing out of the 

paper (a reversed current just reverses the direction of the field) with a current 

density J. Because the current sheet is infinite in z-direction, the magnetic field 

will be only in the x-y plane.

dy' 0  
(* ',/)

dH

/  r

dK,

d H x  /  (x, y)

Figure C.l: Illustration of the current coil and the field.

Consider an infinitesimal current element located at (x ',y ') in the current 

sheet with width dx' and height dy'. The magnetic field it generates at a point 

in the space outside the sheet, (x, y), can be readily calculated by Ampere’s law 

as below, noticing that the derivation here follows the S I  units:

d E = ~  = — dx'dy' 
27rr 2irr

(C.l)

205

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



APPEND IX C. COIL FIELD CALCULATION 206

The x- and y-components of the field dH  are:

dHx

dH„ =

y - y

j

dE

y - y
2n (x — x ')2 + (y — y ')— i u dx dy

x  — x
dE

J x — x
— dx(ly

(C.2)

(C.3)
27r (x  — x 1)2 + (y — y')2

Integrating Eqs. (C.2) and (C.3) will give the x- and y-components of the 

total field at the position (x, y):

Hx — I  dHx
”S coil

rx 0+ f  ry0+ 1  j

Jxo -f Jlln-i

y =  ®  dHy
** $coil 

f X o + ^ r  f V o + i

= Jxo-% Jvo-%

y - y
2ir (x — x ')2 4- (y -  y')

— dx'dy' (C.4)

Scoil

xo+f rs/o+f j  

2 ” V ° ~  2

X ~  X
— dx(ly (C.5)

27T (x — x ')2 +  (y — y ')2

Notice that in Eqs. (C.4) and (C.5), x' and y' are the integration variables, not 

the center position of the current element. Carrying out the above integrations 

gives the field components:

Hx
x - l n

(^ J x 2-  +  x+ In ( ^ J x l  + y

- x _ In ( ^ J x l + y l J  -  x + In {^Jx \+ y% ^j

+y-

- y +

, X -  \  X+
arctan ( —  +  arctan —

y - J  \ y -

(  X - \  (  x +
arctan —  +  arctan —

\ v + J  \ y +
(C.6)

From the symmetry of the integrals in Eqs. (C.4) and (C.5), we can easily get
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Hy by switching the variables in Eq. (C.6): 

J
H> = 4 .

v -  In + y l j  + y+ In (^sjx2_+y%

In -  y+ In ( ^ / x l  + y l 'j- y -

+£_

—x +

arctan I —  ) +  arctan ( —
X -  \ x _

arctan I —  ) +  arctan
x+ x +

where X-, x +, y_ and y+ are defined as:

x+ =  f  +  (x -  x 0)

y+ =  i  +  ( y -  Vo)

(C.7)

(C.8)
£_ =  f  — (x — Xo)

y-  =  \  -  {y -  y0)

Notice that in Eqs. (C.6) and (C.7), all variables are in the S I  units. To convert

the field components into the cgs units, simply multiply the resulting numerical

values from Eqs. (C.6) and (C.7) by 4 7 r  x  10“3.
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D C oordinate transform  m atrices and m agnetoelastic  

energy, averaging for different textures

Continued from Section 7.2, here we show the coordinate transform matrices for 

different thin film growth textures and how the averaging of the magnetoelastic 

energy over all the grains in the film is carried out.

D .l Random texture

For a polycrystalline film without texture (random), 9 varies randomly 

within (0, 7r), whereas both ip and p  vary randomly within (0, 27t), from one 

grain to another. Therefore, the coordinate transform matrix A is defined sim­

ply by Eq. (7.4). The averaging of the magnetoelastic energy density is done 

as follows:

(>27r p 2 n

<
p 2  7T p 2 n  P it

Err >= I dip dip I Ea{9,ip,p,ijj)s\n9d9 (DT)
Jo Jo Jo

D.2 100 texture

For 100 texture, the film normal z  is [001] direction, 9 — 0, ip and ip vary 

randomly within (0, 27r). The matrix A is then given as follows:

^ cos ip cos ip — sin ip sin p  sin ip cos ip + cos ip sin p  0 ^

^ 1 0 0  —

V

■ cos 'ip sin p  — sin ip cos p  — sin ip sin p + cos ip cos p  0 

0 0 1

(D.2)

Since 9 — 0, Ea(9,ip, p,co) becomes Ea{i}j, p,oj), and the averaging of the mag­

netoelastic energy density will be only over ip and p:

(*27t p2 ir

<
pz-rr p z  7t

Err > =  / dip E a (lp,p,U))dp
Jo Jo

(D.3)
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D.3 110 texture

For 110 texture, the film normal z  is [110] direction, 9 = 7r/2, ip =  37t/4, 

and ip varies randomly within (0, 2ir), The matrix A is then given as follows:

•^lio —

(  i i . \—̂ =cos ip cosip siny?

^=sin<^ —-^=sin ip cos ip

\

(D.4)

/

Since both 9 and ip are fixed, E a{9, ip, ip,uS) becomes Ea{ip, u ), and the averaging 

of the magnetoelastic energy density will be only over ip:

r 2 ir

< E a > =  / E a(ip,u)dip 
Jo

(D.5)

D.4 111 texture

For 111 texture, the film normal z is [111] direction, 9 =  sin-1 ^y /2 / 3 j , 

ip = 37r/4, and ip varies randomly within (0, 27r), The m atrix A is then given as 

follows:

/  - ^ c o s ^ - ^ s i n ^  cos ip — -j-sm ip  ^ s i n  ip ^

A m  — •d- sin P ~  pjg c°s ip - ± s m i p - ^ c o s i p  ^ c o s p

\ V3
1

73

(D.6)

73 /

Since both 9 and xp are fixed, Ea(9, ip, <p, u) becomes E a(<p, u>), and the averaging 

of the magnetoelastic energy density will be only over ip:

p2typZTT

< E a >= /  E a((p,u)dip 
Jo

(D.7)
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