
Carnegie Mellon University 
MELLON COLLEGE OF SCIENCE 

 
 

THESIS 
     

 
SUBMITTED IN PARTIAL FULFILLMENT OF THE REQUIREMENTS 

FOR THE DEGREE OF 
 
  
 

DOCTOR OF PHILOSOPHY IN THE FIELD OF PHYSICS 
 

 
 
TITLE:  "Mysteries of Universe imprinted on Redshifts"   
 
 
 

 
PRESENTED BY: Shadab Alam 
 
 
 
ACCEPTED BY THE DEPARTMENT OF PHYSICS 
 
 
SHIRLEY HO       7/29/16 
SHIRLEY HO, CHAIR PROFESSOR                  DATE 

 
STEPHEN GAROFF    7/29/19 

STEPHEN GAROFF, DEPT HEAD      DATE 
 
 
 
 
APPROVED BY THE COLLEGE COUNCIL 
 
 
FRED GILMAN       7/29/16 
FRED GILMAN, DEAN        DATE 
 



Mysteries of Universe imprinted on Redshift

by

Shadab Alam

Submitted in partial fulfillment of the

requirements for the degree of

Doctor of Philosophy

at

Carnegie Mellon University

Department of Physics

Pittsburgh, Pennsylvania

Advised by Professor Shirley Ho

June 8, 2016





I certify that I have read this thesis and that in my opinion

it is fully adequate, in scope and in quality, as a dissertation

for the degree of Doctor of Philosophy.

Shirley Ho

(Principal Advisor)

I certify that I have read this thesis and that in my opinion

it is fully adequate, in scope and in quality, as a dissertation

for the degree of Doctor of Philosophy.

Rupert A. C. Croft

I certify that I have read this thesis and that in my opinion

it is fully adequate, in scope and in quality, as a dissertation

for the degree of Doctor of Philosophy.

Rachel Mandelbaum

ii



I certify that I have read this thesis and that in my opinion

it is fully adequate, in scope and in quality, as a dissertation

for the degree of Doctor of Philosophy.

Martin White

Approved for the Carnegie Mellon University

Department of Physics:

Head of the Physics Department

iii





To Mom and Dad...
For Eveything



Acknowledgments

Caring is the word I would like to use to describe Carnegie Mellon University’s (CMU)

physics community. Even in a foreign land, though with a shared desire to learn physics,

the CMU community made me feel at home. This thesis is possible only because of the

many people who have heard me with patience, appreciated my experiences, validated my

identity and allowed me to prosper. This acknowledgement is my attempt to thank constant

support I have received. I would like to thank everyone with all my sincerity for making

this thesis possible.

Shirley has been the most cheerful advisor I have met. She is very knowledgeable,

intelligent, well known, resourceful, and encouraging, which are all the qualities I hoped

for in my advisor. She is also very friendly, caring, cheerful and understanding, which

were never on my list of expectation as a naive first-year graduate student. She has such

high excitement and energy levels that even in the most gloomy days, one feels that all is

well. She has been providing insightful direction and support which has shaped each and

every chapter of this thesis. She has patiently seen innumerable incomprehensible plots

and has painstakingly gone through crude texts of every write-up I produced. One of the

very valuable thing in my experience of working with her has been the amount of freedom

she provided and the highly interacting working group she has nurtured at CMU. I would

like to thank her for inspiring and enabling us to do exciting science.

I would like to thank Rupert Croft and Rachel Mandelbaum, who are not only a part

vi



of my thesis committee but have also continuously guided me during my Ph.D. Rupert has

been instrumental in making me see beyond my cynicism and lack of confidence while

working on gravitational redshift project. Also, chapter 7, which is the project I enjoyed

the most, was developed with the help of his insight and has been the most adventurous

research idea in my Ph.D. He was also very patient when for months I was not able to make

much progress. I owe thanks to Rachel for her constructive criticism, which helped me

develop my writing skills. I have lost count of the number of revisions we have done and

the number of flaws I discovered in the initial draft of my project with her. I am inspired

by her deep insight into the gravitational lensing studies. She has an eye for details which

I can only dream of possessing.

I would like to thank Martin White for being involved with my PhD. from the beginning,

even before we met for the first time. He has been instrumental in not only creating the

knowledge base on which my thesis rests but also shaping my papers. He patiently went

through many of my papers and provided incredibly insightful comments regarding the

science as well as the organization of the articles. He also generously became the external

member of my thesis committee. I still remember about one of the very first emails I sent to

him late in the night, and how he responded almost immediately with profound questions

which took me days to understand. Such interactions with Martin not only helped improved

my understanding but also motivated me to work harder.

I would like to thank Ayesha for being the rock of Gibraltar of my life. I wonder how

I would have managed the ups and downs of graduate life without she being beside me.

I am indebted to her for constant support in every aspect. She has worked relentlessly

on improving my English speaking and writing skills. She has always been available to

talk to me. whether I am sad or happy, sometimes at the cost of her own work. She has

listened to me patiently for numerous hours when I excitedly gave long monologues about

my research. She is the most interesting person, who can discuss about almost any topic in

vii



depth. She has been my source of my confidence when I got nervous about a presentation,

exam or any other difficult situation in life. She is the one person with whom I can talk out

my heart and mind. She has not only shaped my thoughts but has also corrected many of

my prejudices.

I would like to thank Sukhdeep Singh, for being my friend, collaborator and constant

companion in graduate life. I enjoyed all the discussions we had, and all the things we did

together. I always had a naive perspective which has improved by talking to Sukhdeep. His

understanding of the world and cosmology is excellent which helped me grow as a person

in last four years. I would like to thank Marina Vargas for being the easily approachable

Oracle (remember Matrix) of my early graduate life. I would also like to thank Anthony

Pullen for teaching me a lot about CMB, Siyu He for constantly challenging me with ques-

tions and reminding me of my earlier years, Siddharth Sathpathy for being the friend who

brings out the child in me, Sebastien Fromenteau for having numerous discussions about

science, life, philosophy and politics, Ying Zu for always challenging my prejudices and

helping me make more thoughtful decisions, Alex Geringer-Sameth for challenging my

perspective by providing an entirely different one, Ross O’Connell for asking me many

fundamental questions which I overlooked, Arun Kannawadi Jayaraman for sharing the

office and for the many hours he spent in trying to solve my problems, Tina Kahniashvili

for making the astro-lunch seminars more rewarding through her interesting questions,

Tabitha Voytek and Amy Stetten for teaching me presentation skills, Michelle Ntampaka

for being the inspiration to improve my communication skills, Melanie Simet for looking

at several of my naive plots during plots on Friday, Paul La Plante for answering many of

my simulations related questions and driving me to neighborhood conferences, Mao Sheng

(Terrence) Liu for being an excellent fellow traveler and also risking his life while teach-

ing me driving, Hy Trac for providing computing help and tolerating my amateur use of

coma cluster, Hongyu Zhu for being ever-smiling friend and fellow student exploring the

viii



mysteries of gravitational redshift, Xianglin Liu for being the sport buddy with similar con-

fusions, Sanxi Yao for being the most honest, kindest and helpful friend. I would like to

thank the newest members of Mcwilliams Center, Elena Giusarma, Layne Price, Francois

Lanusse and Carolina Nez for adding a lot of European flavor to the environment making

it even more cheerful. The department became an interesting place because of the diverse

topics on which we had discussions, including neutrinos, statistics, philosophy of errors

and of music, and Italian mafia. All the members of the Mcwilliams Center are the key to

making it such an active and vibrant place. I would also like to thank Alessandra Silvestri,

Hironao Miyatake, and Surhud More, my collaborators outside CMU, who are not only

knowledgeable but also wonderful persons.

I would like to thank Manfred Paulini, Stephen Garoff and Fred Gilman for being the

pillars on which entire department rests and for listening to our various issues with the

program. I would like to thank Markus Deserno, Manfred Paulini, James S. Russ, Robert H.

Swendsen, Michael Widom, Di Xiao, Jeffrey Peterson and Tiziana Di Matteo for teaching

me several physics courses during my graduate studies. I want to thank David Anderson,

Barry Luokkala and Diane Turnshek for being extremely helpful instructors while I was

assisting them in their courses. I always looked at Diane as a very caring person; she

understood me when at times I missed being with my parents during festivals. I would

like to thank Yufeng Shen, Tanmay Mudholkar, Chien-Hao Lin, Hung-Jin Huang, Zongge

Liu, Zhonghao Luo, Keisuke Osumi, Dacen Waters, Evan Tucker, Shelby Zasacky, Isabelle

Goldstein, Brent Tan and Kaze Wong for being part of our research group and Mcwilliams

Center, generating several interesting discussions, sharing their exciting projects during the

group meetings and otherwise, listening to my naive questions and asking basic questions in

the results I presented. I also want to thank all the support staff in the department including

Amanda Bodnar, Albert Brunk, Patrick Carr, Heather Corcoran, Charles Gitzen, Hilary

Homer, Mary Jane Hutchinson and Maria Wilkin for making sure everything is ready for

ix



seminars, processing our salaries, travel reimbursements, documents requests and many

other things which are essential for functioning of the department. Last three years of my

graduate life have been an incredibly rewarding journey. I feel delighted to be part of CMU

physics community.

I grew up in a small town called Tatanagar in India, which was where a great visionary

called Jamshedji Nusserwanji Tata started their first steel plant (Tata Steel) more than 100

years ago. My education was funded by the philanthropic schemes that were undertaken

by Tata Steel. I am here because of the dream that this organization has for every child.

I also pay regards to all the people who make possible the various scholarships of Govt.

of India, which funded my undergraduate education. I want to thank Ramana Athreya, my

Master’s thesis advisor at IISER Pune, who inspired me to pursue astrophysics, Sutirth Dey

for showing me wonders of evolution and adding great value to my undergraduate expe-

rience. My graduate degree is supported by CMU physics graduate program and research

grants of my mentors. I thank my mentors who worked relentlessly to obtain these highly

competitive grants and the funding agencies which made my research possible.

I would like to take this opportunity to thank my mom, dad, sisters and brother. They

have always shown me the right path and utmost trust in my abilities. They celebrated each

of my small achievements so hard that I felt embarrassed of my laziness and got motivated

to work harder. I largely owe the person I am to the values that my parents have cultivated

in me.

I would like to end with this last thought. Our research group at CMU is involved in

addressing some of the very fundamental questions about the origin, functioning and ulti-

mate fate of the universe. The human race has developed a very neat story of the universe

starting from Big Bang 13.7 billion years ago, to the formation of our galaxy, Milky way,

our solar system, planets till the origin of life and evolution of human race. This story

makes me realize that our existence is insignificant in space and time of the universe, but

x



the human intellect can reach the vastness of the universe and even beyond. The story of

the universe is far from perfect. I am sure my graduate experience will play a significant

role in my journey to make the story of the universe a little closer to perfection.

Thank You, Everyone!!

xi



xii



Preamble

FASCINATION is one of the essential qualities which has driven the development of

human civilization and knowledge. But it is just the necessary step and is far from

sufficient. The combination of fear and fascination motivated humans to start studying the

heavens very early on. These efforts produced tremendous excitement when we began to

explain what we see with logic and rationality, combined with the rigor of physics. Also,

nature turns out to be an amazing scriptwriter enticing the humans at every step with a new

mystery. Through centuries of efforts to chase these mysteries, humans have developed an

amazingly simple story of the universe with lots of new puzzles to be pursued. My time

as a graduate student at Carnegie Mellon University was spent in learning what is already

understood about the theory of the universe and trying to chase some of the mysteries. This

thesis consists of seven episodes which occurred during my graduate life. I worked on large

galaxy redshift surveys in order to extract the information content of redshift to explore the

nature of universe and hence the title “Mysteries of Universe imprinted on Redshift”.

I will begin by answering a few questions pertaining to a story which fascinates me and

is the focus of my research. This is the story of the universe as given by the most successful

model of it, which is based on Einstein’s general theory of relativity (GR). This story is not

yet complete, with many mysteries and details remaining to be worked out.

Our universe started 13.7 billion years ago when the “Big Bang” happened and pro-

duced all the energy we see in the universe. Immediately after the big bang the universe
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had nothing but pure energy. This event was followed by a time during which our universe

expanded faster than the speed of light, for reasons which remain to be understood. After

this the universe began to convert energy into other forms like subatomic particles, photons,

which led to the creation of an extremely hot and dense plasma. This plasma expanded and

eventually resulted in the formation of nuclei and electrons, pairs of which combined and

formed the neutral hydrogen (the simplest atom) as the universe expanded and cooled. This

marks a remarkable event in the history of the universe and is called recombination. The

recombination, which happened almost 0.38 million years after the big bang, was the first

time the photons became decoupled from matter and started streaming freely. The radi-

ation of the free flowing photons, called Cosmic Microwave Background (CMB), is the

first ever image of the baby universe. The recently concluded NASA/ESA Plank Mission

provides the most precise measurement of CMB so far. This also helps us figure out the

initial condition of the universe and forms a solid foundation for the current understanding

of the story of the universe.

Following this event, the universe was full of neutral hydrogen, whose inherent tiny

quantum fluctuations made the universe a playing field for gravity. These small density

fluctuations grew exponentially whenever the conditions were conducive and formed balls

of hydrogen everywhere. These balls got so dense and hot with time that they initiated

the first nuclear fission at the core and turned themselves into stars. This made the other

fundamental forces to act, giving them the opportunity to contribute to shaping the universe

by creating more and more complex structures. Some stars exploded and cooled down to

become white dwarfs while some stars were so massive that they exploded and became

black holes, an ultimate trap from where nothing can escape, not even light. Though,

quantum mechanics does allow the possibility of Hawking radiations escaping black holes,

which is yet to be observed. These black holes, which are singular points in space-time, led

to the formation of many more complicated structures like galaxies, galaxy clusters, Quasi-
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Stellar Objects (QSO), etc. Some stars in the galaxies formed planets which revolved

around them and hence formed a solar system. One of such stars is our sun, and one of

its planets is Earth, which had the appropriate conditions to form very complex molecules.

These complex molecules finally led to the origin of life on earth, which evolved for many

billions of years to the present state in which the most dominant species are the human

beings.

It is a fascinating story we have built together about our origin through centuries of

scientific efforts. There are two major observations we have with us which can be used

to answer many of the questions about universe. The first one is the extremely precise

measurement of cosmic microwave background and second one is the millions of galaxies

observed as a part of the galaxy redshift surveys. These two together provide excellent

data to make the ground for testing the most important prescription of our story, “Gravity”.

This can be set-up as a standard physics problem where the initial condition (CMB) is

provided, and the equations of motion (General Theory of Relativity) is known (thanks to

Einstein), and the final state (the galaxy redshift survey) is observed. The initial condition

and the equations of motion could be used to predict the final state and checked against

observations, which is major part of my thesis.

The data set for my research basically comes from Sloan Digital Sky Survey III (SDSS-

III) which has taken images of millions of galaxies and has observed their spectra to infer

line-of-sight distances and locate the galaxies in three-dimensional space. These observa-

tions are then simplified in terms of summary statistics, which is the two-point correlation

function for us. The two-point correlation function basically asks a simple question: what

is the probability of finding a pair of galaxies separated by a distance r which subtend an

angle θ from line-of-sight. This function helps us study two important physical properties

known as Baryon Acoustic Oscillation (BAO) and Redshift Space Distortions (RSD)

BAO is a characteristic scale at which the two-point correlation function shows an ex-
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cess probability (similar to camel’s hump) and could be used as a standard ruler. The

redshift quantifies the wavelength shift in the atomic line of galaxy spectra and hence re-

quires observing galaxys spectral energy distributions (SED). The redshift measured in a

spectroscopic survey has two major components. The first is due to the expansion of the

universe (recession velocity) which should be used to estimate the line of sight distance

and the second is due to the local gravitational interaction (peculiar velocity). In particular,

the line of sight distance inferred from the redshift is biased due to the peculiar velocity

component of galaxy redshift, which is observed as an anisotropy in the correlation func-

tion. The anisotropy observed due to peculiar motion of galaxy is known as Redshift Space

Distortions (RSD).

We measure all the parameters of the standard model of cosmology by combining our

measurement of galaxy correlation function with Planck CMB measurements. We have

also measured the linear growth rate (fσ8) at 5.5 billion light years (redshift = 0.57) away

from us. The measured fσ8 is a measure of the strength of gravity at the epoch of measure-

ment. We arrive at a measurement of fσ8 = 0.462±0.041 (9% accuracy) when we include

Planck Cosmic Microwave Background (CMB) likelihood while marginalizing over all the

other cosmological parameters.

We have combined our RSD measurements from CMASS sample with fσ8 from 6 dif-

ferent surveys between redshifts 0 and 1 to obtain an evolution of growth rate with redshift.

These combined measurements were used to analyze different extensions of ΛCDM and

modified gravity models. We have showed that these measurements combined could pro-

vide current best constraints on dark energy, the curvature of the universe, modifications

to gravity and an upper limit on redshift of reionization. It will be good to pause here for

a moment and understand the implication of this analysis. The general theory of relativity

with minimal cosmological model (ΛCDM) successfully passes with flying colors in pre-

dicting the evolution of the universe from the beginning to almost the current universe, that
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is over entire cosmic history!

For the past few decades, we have been pushing the noise to lower and lower levels in

our measurements. so much so that the curvature of the universe is known to be zero up

to three decimal places. The measurements are only going to get better in the next decade

with multiple large surveys coming online.

What we have been talking about so far was mostly about the gravitational interactions

between matter. Another, important aspect of the theory is to understand the interaction

between light and matter. One of the most powerful probes which could tell us about such

interactions is called gravitational lensing. It turns out that we can also measure a quantity

which probes both the strength of light-matter interaction and matter-matter interaction.

We have written three chapters on such measurements. We learned that relative amplitude

for the two interactions, a relatively less studied aspect of the theory, is consistent with our

measurements at a scale above the size of a galaxy cluster and smaller than ∼ 100 Mpc.

The theoretical understanding fails at the scale smaller than the size of galaxy cluster due to

more complicated baryonic physics. The scales larger than∼ 100 Mpc show inconsistency

with our current understanding. This inconsistency might be a hint towards new physics or

maybe towards some not well-understood aspect of our measurements. It will be exciting

to see what happens with a similar analysis in future.

Galaxies are known to live in dark matter haloes which possess strong gravitational

potentials (φ). The light emitted from a galaxy experiences gravitational shift zg = −φ/c2,

as it climbs out of the potential well, in the observed redshift. The gravitational redshift is

one of the most fundamental prediction of GR. The manifestation of the phenomenon as

mentioned earlier was first observed in a nuclear resonance experiment. The gravitational

redshift has also been measured in astrophysical systems, e.g. a red giant star sirius B, in the

solar system and in galaxy clusters. We have measured the relativistic effects, dominantly

gravitational redshift signal, using the cross-correlation of two galaxy populations with
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different masses. This measurement adds another victory to the success story of GR in

explaining the observed universe and predicting the unobserved. In this project we extract

the information about gravitation potential imprinted on the redshift.

My main goal has been to fill the gaps in the understanding of the story of the universe

from the cosmological perspective. These gaps are filled by advancing the measurement

to next level of precision and improving the modeling, which is achieved with a better

understanding of the theory and will allow us to start making precision test of general

theory of relativity at large scale. I hope that better understanding of redshift combined

with improved measurements will open new doors towards the unknown.
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Preface

This thesis consists of 7 chapters.

Chapters 1-3 have been published, and chapter 4 have been submitted for publication in

the Monthly Notices of the Royal Astronomical Society (MNRAS). Chapters 5-7 are papers

in preparation to be submitted for publication in next few weeks. I provide brief description

of each chapter including details about publication, collaborators and my contribution to

each chapter.

Chapter 1: “Testing General Relativity with Growth rate measurement from Sloan

Digital Sky Survey III Baryon Oscillations Spectroscopic Survey galaxies”

Alam, S., Ho, S., Vargas-Magaña, M., Schneider, D. P.

2015, Monthly Notices of the Royal Astronomical Society , 453, 1754, arXiv:1504.02100

This chapter provides a redshift space distortions (RSD) analysis of galaxy cluster-

ing using Sloan Digital Sky Survey III (SDSS) Baryon Oscillation Spectroscopic Survey

(BOSS) CMASS sample from data release 11. I used a perturbation theory model to mea-

sure linear growth rate and also constrain other cosmological parameters especially matter

density. I performed the principal analysis and wrote the paper with the help from Mariana

Vargas-Magaña and Shirley Ho. When Shirley assigned me this project for the first time, I

saw it as a simple regression analysis and underestimated its challenges. This project has

helped me learn so many aspect of large scale structure analysis, which is impossible to

understand just by reading papers. This also helped me appreciate the work done by the
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collaboration a lot more than I did before.

Chapter 2: “Testing deviations from ΛCDM with growth rate measurements from 6

Large Scale Structure Surveys at z = 0.06 to 1”

Alam, S., Ho, S., Silvestri, A.

2015, Monthly Notices of the Royal Astronomical Society , 456, 3743 , arXiv:1509.05034

This chapter looks at the assumptions of ΛCDM and variety of other alternate gravity

model in the light of growth rate measurements over last one decade with 6 different galaxy

redshift surveys. We provide one of the best constraints for almost all the models consid-

ered. We also proposed that a lower τ from CMB could potentially resolve the tension due

to lower growth rate observed in the various analysis. I performed the analysis and wrote

the paper with the help from Alessandra Silvestri and Shirley Ho. This project gave me the

opportunity to sit down and work out some of the modified gravity equations with expert

guidance from Alessandra. We also pointed out one issue regarding the understanding of

Chameleon gravity parametrization in literature, while working on this project.

Chapter 3: “Probing Gravity at Large Scales through CMB Lensing”

Pullen, A. R., Alam, S., Ho, S.

2015, Monthly Notices of the Royal Astronomical Society , 449, 4326 , arXiv:1412.4454

This chapter develops the theory for combining galaxy clustering measurements with

redshift space distortion and galaxy-CMB lensing cross-correlation to measure EG. It also

provides the forecast for several different modified gravity models and future surveys. I

worked on the redshift space distortion and theoretical development of modified gravity

aspects in this chapter. This chapter was lead by Anthony Pullen. This project introduced

me to the idea of CMB lensing and showed the power of cross-correlation for the first time.

Chapter 4: “Constraining Gravity at the Largest Scales through CMB Lensing and

Galaxy Velocities”

Pullen, A. R., Alam, S., He, S., Ho, S.
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2015, Monthly Notices of the Royal Astronomical Society , submitted, arXiv:1511.04457

This chapter uses the theoretical estimator and models developed in the previous chap-

ter and perform the first measurement of EG using CMB lensing from Planck and galaxy

clustering from SDSS BOSS CMASS sample. In this chapter, I worked on the RSD mea-

surements, error estimation from data using jackknife and mocks. I also worked on de-

veloping N -body simulation with HOD with a lot of help from Sebastien Fromenteau,

which is used to make theoretical predictions and systematic corrections in the analysis.

This chapter was lead by Anthony Pullen. I for the first time used raw N -body simulation

output. It provided me the opportunity to handle large simulation files and also learn and

implement the process of painting galaxies on simulations.

Chapter 5: “Testing gravity at large scales by combining galaxy-galaxy lensing with

redshift space clustering”

Alam, S., Miyatake, H., More, S., Ho, S., Mandelbaum, R.

in preperation

This chapter also measures EG similar to the previous chapter but using galaxy lensing

in place of CMB lensing. We used data from SDSS CMASS sample and CFHTLenS sur-

vey. We performed a very detailed systematic error estimates and corrections usingN -body

simulations. I performed the RSD analysis and clustering measurement. I also worked on

populating N -body with HOD and used them to estimate all the systematic corrections. I

finally combined all the component to get our final constraint. I learned a lot about lensing

systematics while writing this paper with the coauthors especially from Rachel Mandel-

baum. This chapter took the shortest time to execute and longest time to write with a great

learning experience.

Chapter 6: “Relativistic distortions using the large-scale clustering of massive galax-

ies in SDSS-III BOSS CMASS sample”

Alam, S., Zhu, H., Croft, R. A. C., Ho, S., Giusarma, E.
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in preperation

This chapter provides the first detection of relativistic distortion in large scale structure.

We detect line-of-sight asymmetry in the cross-correlation of the two galaxy populations

with different halo mass at better than 3σ level. This measurement is the mixture of multiple

relativistic effects but dominated by gravitational redshift. I performed this analysis based

on the ideas proposed by Rupert Croft in one of his paper using simulations. This project

was possible because I had Rupert providing his great insights about relativistic effects and

Shirley Ho guiding me through the details of large scale structure catalog. This project

made me realize the difficulty and importance of writing multiple independent pipelines

providing same answers.

Chapter 7: “Relativistic effects on the Target Selection”

Alam, S., Croft, R. A. C., Ho, S., Zhu, H., Giusarma, E.

in preperation

This chapter discusses the possible effects of galaxy velocity on the target selection due

to relativistic Doppler effect and beaming. This study was motivated to answer questions

regarding the previous chapter about contributions of sample selection and survey geometry

to our observed asymmetry. We found that these effects are quite small and also motivated

the forms of such effects in our companion paper (Zhu et. al. 2016) using simulations.

We also came up with numbers of galaxies getting affected due to such effects being of

the order of 0.2% (∼ 1000 galaxies) of the full sample. I really enjoyed working on this

project. This project was one of the most adventurous during my Ph.D. I never understood

the big picture in this project until I started writing this chapter. The final story came out

of this project was quite simple and intuitively.
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Chapter 1

Testing General Relativity with Growth

rate measurement from Sloan Digital

Sky Survey III Baryon Oscillations

Spectroscopic Survey galaxies

Published in MNRAS(2015), 453, 1754, arXiv:1504.02100

Shadab Alam, Shirley Ho, Mariana Vargas-Magaña, Donald P. Schneider

1.1 Abstract

The measured redshift (z) of an astronomical object is a combination of Hubble reces-

sion, gravitational redshift and peculiar velocity. In particular, the line of sight distance to

a galaxy inferred from redshift is affected by the peculiar velocity component of galaxy

redshift, which can also be observed as an anisotropy in the correlation function. This

anisotropy allows us to measure the linear growth rate of matter (fσ8). In this paper,
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we measure the linear growth rate of matter (fσ8) at z = 0.57 using the CMASS sam-

ple from Data Release 11 of Sloan Digital Sky Survey III (SDSS III) Baryon Oscilla-

tions Spectroscopic Survey (BOSS). The galaxy sample consists of 690,826 Luminous

Red Galaxies (LRGs) in the redshift range 0.43 to 0.7 covering 8498 deg2. Here we

report the first measurement of fσ8 and cosmology using Convolution Lagrangian Per-

turbation Theory (CLPT) with Gaussian streaming model (GSRSD). We arrive at a con-

straint of fσ8 = 0.462 ± 0.041 (9% accuracy) at effective redshift (z̄ = 0.57) when

we include Planck CMB likelihood while marginalizing over all other cosmological pa-

rameters. We also measure bσ8 = 1.19 ± 0.03, H(z = 0.57) = 89.2 ± 3.6 km s−1

Mpc−1 and DA(z = 0.57) = 1401 ± 23 Mpc. Our analysis also improves the con-

straint on Ωch
2 = 0.1196 ± 0.0009 by a factor of 3 when compared to the Planck only

measurement(Ωch
2 = 0.1196 ± 0.0031). Our results are consistent with Planck ΛCDM-

GR prediction and all other measurements using the same data, even though our theoretical

models are fairly different. This consistency suggests that measurement of fσ8 from Red-

shift space distortions at multiple redshift will be a sensitive probe of the theory of gravity

that is largely model independent, allowing us to place model-independent constraints on

alternative models of gravity.

1.2 Introduction

The evolution of our universe appears to be well described by the theory of general rel-

ativity(GR) [254, 95]. The predictions appear to be consistent with all the observations

except the mysterious accelerated expansion of the universe [306, 262], and the dark mat-

ter [417, 178, 316] . The accelerated expansion of the universe proposed in ΛCDM-GR is

in good agreement with Baryon Acoustic Oscillation (BAO) [113, 85, 167, 184, 259, 300],

Hubble constant [308] and Cosmic Microwave Background (CMB) [39, 268]. Within the
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current paradigm, the primordial fluctuations in the early universe were amplified into

structures we observe today via gravitational interactions. These gravitational interactions

are the sum of the motions of matter and the expansion of the universe. Therefore, one

would only need to specify the initial conditions, the spatial geometry and the contents of

the universe to use Einstein’s theory to predict the large-scale growth rate of the matter

density in the universe. We can compare such predictions to the observations in redshift

surveys [328, 54, 47, 258, 99]. The velocity field from maps of galaxies in such surveys

can be measured because the galaxy redshifts, from which distances are inferred, include

components from both the Hubble flow and peculiar velocities from the comoving motions

of galaxies. Such surveys thus reveal an anisotropic distribution of objects [84, 252, 320];

the anisotropy in the clustering encodes information about the formation of structure and

provides a sharp test of the theory.

In galaxy redshift surveys, the distortion produced in the two-point correlation function

due to the peculiar velocity component in the galaxy redshift is known as “Redshift Space

Distorion (RSD)”. Kaiser [180] first developed a formalism that describes redshift space

power spectrum by modifying the linear theory of large scale structure. Hamilton [138] ex-

tended this approach to the two-point correlation function in real space. In the seminal work

of Scoccimarro [336] describes more general dispersion model, which improves the Kaiser

linear model by including higher order terms. Scoccimarro [336] also invoked the con-

cept of general streaming model which was first introduced by Davis and Peebles [95] and

further developed by Fisher [119]. A combination of the Lagrangian Perturbation Theory

model by Scoccimarro [336] and the Gaussian Streaming model was used to measure the

linear growth rate (fσ8) of the universe in Baryon Oscillation Spectroscopic Survey [BOSS;

328], which is part of Sloan Digital Sky Survey III [SDSS-III; 115], DR9 [299, 301] and

DR11 [324] data releases. Other methods and models of the correlation functions or power

spectrum are also used to derive fσ8 with BOSS data [77, 48, 159, 327]. Other galaxy

3



redshift surveys such as 6-degree Field Galaxy Redshift Survey (6dFGRS,[47]), 2-degree

Field Galaxy Redshift Survey (2dFGRS,[258]), WiggleZ [54], and VIMOS Public Extra-

galactic Redshift Survey (VIPERS,[99]) have also measured redshift space distortion at

different redshifts.

In this paper we employ a model called Convolution Lagrangian Perturbation Theory

with Gaussian Streaming Redshift Space Distortions (hereafter CLPT-GSRSD) to analyze

BOSS DR11 [20]. In order to test the model and the analysis method presented in this

paper to a high accuracy, we have used a relatively large number of mock galaxy catalogs

[222] with clustering properties similar to those of the higher redshift BOSS galaxies. We

also provide systematic errors based on the results of analyzing these mock galaxy cata-

logs. In addition, we have participated in the BOSS galaxy working group Redshift Space

Distortion Data Challenges (Tinker et. al. in preperation).

1.3 Theory

In this section we describe the model with which we fit both the mock galaxy catalogs

and BOSS data. Throughout the paper, we adopt the standard “plane-parallel” or “distant-

observer” approximation, in which the line-of-sight direction to each object is taken to be

the fixed direction ẑ. This approach has been shown to be a good approximation at the level

of current observational error bars (e.g., Figure 10 of Samushia et al. [322] or Figure 8 of

Yoo and Seljak [403]).

1.3.1 CLPT

Convolution Lagrangian Perturbation Theory (CLPT) is a non-perturbative resummation

of Lagrangian perturbation theory [72]. With CLPT, Carlson identified a few terms that

asymptote to constants in the large-scale limit and hence need not be expanded with ap-
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proximations. The authors showed that CLPT performs better than all the other methods

when compared to N-body simulations of dark matter halos. The monopole of correlation

function matches N-body up to a very small scale; the quadrupole has less than a few per-

cent error for scale above 20 h−1Mpc (see Figure 1 and 2 of [72]) . Unfortunately, the

CLPT doesn’t perform well in the quasi-linear regime for the quadrupole of biased tracer

(see Figure 5 of [72]). To overcome this problem with the quadrupole for a biased tracer

we use CLPT in combination with the Gaussian Streaming Model (GSM) as it has been

demonstrated to model the galaxy correlation functions more accurately [386].

1.3.2 The Gaussian streaming model

The Gaussian Streaming Model (GSM) developed by Reid and White [299], fits the monopole

and quadrupole of the correlation functions of mock galaxies with a large-scale bias b ' 2

to the percent level on scales above 25h−1Mpc. This model has been used to interpret the

clustering of galaxies measured in BOSS [301, 324, 325].

The GSM is inspired by the Eulerian streaming models. It enforces pair conservation,

assuming that the functional form of the halo velocity distribution is Gaussian, centered at

µv12, where µv12 is mean line of sight velocity between a pair of tracers as a function of

their real space separation. Specifically we assume that the redshift-space halo correlation

function is

1 + ξs(s⊥, s‖) =

∫
dy√
2πσ12

[1 + ξ(r)] exp

{
− [s‖ − y − µv12]2

2(σ2
12 + σ2

FOG)

}
, (1.1)

where ξ(r), v12 and σ12 are provided from an analytic theory. In the model of Reid

and White [299], Reid et al. [301] intergrated Lagrangian perturbation theory with scale-

dependent but local Lagrangian bias [225] was used for the real-space correlation function

(ξ(r)) of halos, but the halo infall velocity (v12(r)) and dispersion(σ12(r)) were computed
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in standard perturbation theory with scale-independent bias. In order to move from ha-

los to galaxies, Reid et al. [301] showed that it suffices to introduce a single additional

parameter, σFOG, akin to the σ in Eq. (1.1). This quantity is taken to be an isotropic,

scale-independent dispersion that is added in quadrature to σ12 that modifies the scale-

dependence of the quadrupole moment on small scales. There are more comprehensive

simulation based models for describing the velocity distribution of galaxies around groups

and clusters [416] and at large scales [50], but it is relatively difficult to embed them into

the halo model to explain the kinematics of the galaxies.

1.3.3 CLPT-GSRSD

The quadrupole prediction on quasi-linear scales from CLPT for a biased tracer is not as

accurate as its predictions for N-body simulations. CLPT was further improved by the

model proposed by Wang et al. [386], which combines the velocity statistics and correla-

tion function from CLPT with GSM in order to produce a more accurate monopole and

quadrupole for biased tracer. This model has less than 5% error in quadrupole for pair

separation greater than 20 h−1Mpc for a biased tracer [386]. This model is similar to the

Zeldvoich Streaming Model (ZSM) [390] and Lagrangian Streaming Model (LSM) [398].

None of these models has been yet used to interpret the clustering of any galaxy sample.

We will be using the analytical model described by Wang et al. [386] to extract constraints

on cosmological parameters; we denote this model CLPT-GSRSD.

1.4 SDSS III- BOSS data

We use data included in data releases 10 (DR10;[5]) and 11 (DR11;[9]) of the Sloan Digi-

tal Sky Survey (SDSS; [407]). Together, SDSS I, II [1] and III [115] used a drift-scanning

mosaic CCD camera [132] to image over one-third of the sky (14555 square degrees) in
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five photometric bandpasses [122, 351, 104] to a limiting magnitude of r < 22.5 using the

dedicated 2.5-m Sloan Telescope [134] located at the Apache Point Observatory in New

Mexico. The imaging data were processed through a series of pipelines that perform astro-

metric calibration [265], photometric reduction [218], and photometric calibration [248].

All of the imaging was reprocessed as part of SDSS Data Release 8 (DR8; [6]). BOSS

[96]is designed to obtain spectra and redshifts for 1.35 million galaxies over a footprint

covering 10,000 square degrees. These galaxies are selected from the SDSS DR8 imaging

and are being observed together with 160,000 quasars and approximately 100,000 ancil-

lary targets. The targets are assigned to tiles using a tiling algorithm that is adaptive to

the density of targets on the sky [61]. Spectra are obtained using the double-armed BOSS

spectrographs [349]. Each observation is performed in a series of 900-second exposures,

integrating until a minimum signal-to-noise ratio is achieved for the faint galaxy targets.

This ensures a homogeneous data set with a high redshift completeness of more than 97%

over the full survey footprint. Redshifts are extracted from the spectra using the methods

described in Bolton et al. [65]. A summary of the survey design appears in Eisenstein et al.

[115], and a full description is provided in Dawson et al. [96].

We use the CMASS sample of galaxies [65] from data release 11 [9]. The CMASS

sample has 690,826 Luminous Red Galaxies (LRGs) covering 8498 square degrees in the

redshift range 0.43 < z < 0.70, which correspond to an effective volume of 6 Gpc3.

1.5 Investigating the Systematics Budget

In this section we will examine possible sources for the systematics. We will first describe

the result of fitting PTHalo mocks and then the systematic introduced by various approx-

imations used in the analysis. We will conclude this section by describing the possible

observational systematics.
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1.5.1 Mock Galaxy catalogs

To validate CLPT-GSRSD we have used mock catalogs derived from N-body simulations.

Such validations have been performed by Wang et al. [386] in the paper in which they were

introduced. However, our goal is to test the model for mock galaxies with properties similar

to those of BOSS galaxies at z ' 0.5.

The perturbation theory mock (PTHalo mock) is generated by populating matter field

of second order Lagrangian perturbation theory and calibrating the masses of dark matter

halos by comparing it to detailed numerical simulations [337, 222]. We are using the

PTHalo mocks generated and validated by Manera et al. [222] for DR11 footprint of SDSS-

III survey. There are 600 PTHalo mocks available, which we employed to validate the

model and decide upon some constraints on the model parameters. The simulations used

to produce PTHalo mocks cover the same volume as that of the CMASS sample. These

mocks are designed to have a bias similar to the bias of CMASS sample. It is important to

note that both, mocks and our model, are based on similar kind of perturbation theory.

1.5.2 Fitting PTHalo mocks

We have examined the result of fitting 600 PTHalo mocks. We fixed the cosmology while

fitting these mocks because we precisely know the cosmology of simulation. The mocks

are constructed in such a way that they mimic the CMASS sample . We have computed

the monopole and quadruple of correlation function for each of the 600 mocks using

Landy-Szalay estimator [194] with bins of 8 h−1Mpc in pair separation. The monopole

and quadruple are fit with the CLPT-GSRSD model for fixed fiducial cosmology and

three freely-floating RSD parameters, {F ′, F ′′, f}, where the parameters represent the first

and the second order Lagrangian bias and the derivative of logarithm of the growth fac-

tor, respectively. Figure 1.1 shows the result of fitting 600 PTHalo mocks using CLPT-
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GSRSD model. The top panel demonstrates that we recover the expected value of f =

d(lnD)/d(ln a) within a few percent for the entire range of smin shown in the figure. The

bottom panel reveals that the χ2/d.o.f increases as we include smaller scales in the fit. The

solid blue lines in these plots are the mode of the results from 600 mocks and the shaded re-

gion corresponds to 1σ limit. We have also performed this analysis with bins of 2 h−1Mpc

in monopole and quadruple and found similar results. Wang et al. [386] has shown that

the prediction of correlation function by CLPT-GSRSD agrees at few percent level down

to r = 15 h−1Mpc with N-body simulation. We have used 30 h−1Mpc as minimum fitting

scale on the basis of results from N-body simulation and our fit to the mocks as shown in

Figure 1.1.

Figure 1.2 demonstrates that the observed scatter in the parameter produced by fitting

the mocks is completely consistent with the model degeneracy. The black points are the

best fit obtained from the mock (some of the mocks are outside of the region shown in

the plot). The red dashed contours in the figure are an estimate of the model degeneracy.

We have evaluated the theoretical correlation function on the 100 × 100 grid in the region

covered in Figure 1.2. We have used correlation function evaluated for F ′ = 1.0 and

f = 0.76 as the reference model to evaluate the χ2 at each point of the grid using the

covariance matrix evaluated from the mocks. The χ2 surface constructed in this manner

should reveal the degeneracy of the model. The red dashed line in Figure 1.2 represents the

contour of χ2 while using fitting scale 30 h−1Mpc < s < 126 h−1Mpc. We designate this

as model degeneracy and show that almost all the scatter in the mocks can be explained by

the model degeneracy. We have found 17 mocks with F ′ < 0.8 (outliers). The χ2/dof for

the outlier mocks is relatively high. The mean of quadruple moment of these mocks shows

stronger variation around r = 100 h−1Mpc.
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Figure 1.1: The result of fitting 600 PTHalo mocks. The two panels show the mode and 1σ
spread of {f, χ2/dof} as the function of smin minimum scale used for fitting the correlation
function. In the top panel for f , we recover the expected value of the parameter within a few
percent. The vertical dashed line indicates the minimum scale used in this paper smin = 30
h−1Mpc. The lower panel demonstrates that the model and data do not agree as we move
to smaller(more non-linear) scale
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Figure 1.2: The scatter shown by black points is the result of fitting 600 PTHalo mocks.
Seven out of 600 mocks showed best fit which is outside the region shown in the plot. The
red-dashed contour lines represent the model degeneracy. This plot demonstrates that most
of scattering in the mock can be explained by the model degeneracy. We have found 17
outlier mocks with F ′ < 0.8 and relatively high χ2.
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Table 1.1: The shift in the parameter {fσ8, α‖, α⊥} for each weight application from the
default of applying all weights in units of error on the parameter. The stellar weight is most
important for the full shape analysis.

Weights ∆fσ8/σfσ8 ∆α‖/σα‖ ∆α⊥/σα⊥
wstar ∗ (wcp + wzf − 1) −0.03 0.02 0.03
wsee ∗ (wcp + wzf − 1) 0.54 0.82 0.12
wcp + wzf − 1 0.51 0.82 0.13
wzf 0.79 0.71 -0.20
wcp 0.44 0.94 0.36
None (uniform weighting) 0.72 0.82 0.06

1.5.3 Observational effects

There are several possible sources of observational systematics in the measurement of cor-

relation function. These systematics have been studied in great detail for the SDSS DR9

and DR11 samples in Ross et al. [312], Anderson et al. [23, 20]. They have introduced

two different systematic weights to reduce the cross correlation of ξl with the star density,

seeing and sky brightness. We have adopted the weights wstar and wsee in our measurement

to remove these systematic effects. We have also used the weights to account for redshift

failure (wzf ) and close pairs (wcp). wcp accounts for the fact that the spectrum of only one of

the galaxies is observed for galaxies separated by less than 62” due to the finite size of fiber

fittings. Ross et al. [312] demonstrates that these weights don’t change the cosmological

result for Baryon Acoustic Oscillation (BAO) but do remove the systematic effects in the

measurement of ξl and improve the goodness of fit. Ross et al. [312] have also shown that

ξl for scales above 150 h−1Mpc has a systematic error larger than the statistical error. This

issue is not a concern for our study because our maximum scale of interest is 126 h−1Mpc.

We have also examined the effect of using different weighting on the measured RSD

parameters (similar to Osumi and Ho [245]). We have calculated the correlation function

with different weighting, these correlation functions are fit for RSD and BAO parameters
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{fσ8, bias, σFOG, α‖, α⊥}. Table 1.1 lists the observed shift compared to the default case

of using all weights. The stellar weight has the important effects in our measurements. If

we do not use any weights the shifts are of the order of 1σ for fσ8 and α‖ but is small for

α⊥.

1.6 Analysis

In this section we describe the steps of our analysis starting from galaxy position to the

parameter constraints. We first briefly mention the different steps then elaborate on the

procedure in the following subsections.

We first measure the galaxy correlation function using SDSS-DR11 (CMASS) galaxy

sample. We have used 600 PTHalo mocks to generate an estimate of the covariance ma-

trix. We start our optimization problem with nine-dimensional parameter space consisting

of four cosmological parameters and three RSD parameters, and run Markov Chain Monte

Carlo(MCMC) to explore this parameter space using COSMOMC [202]. In every MCMC

step, we first evaluate the Planck likelihood, and then evaluate the linear power spectrum

for the current sampled(grid) point if it has not been evaluated previously. This linear power

spectrum is fed to the CLPT theory to calculate the correlation function(ξ(r)) and velocity

statistics. The CLPT ξ(r) and velocity statistics are used by the Gaussian streaming model

GSRSD with the three RSD parameters to evaluate the redshift space two-dimensional cor-

relation function. This two-dimensional correlation function is rescaled according to the

difference in the fiducial cosmology and the current MCMC cosmology to determine the

final model correlation function. The final correlation function is used as the theoretical

model (CLPT-GSRSD) to calculate the χ2
RSD with data correlation function and mock co-

variance matrix. The χ2
RSD is converted to a likelihood, which is multiplied to the Planck

likelihood in order to calculate the total likelihood, which is maximized using COSMOMC.
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The basic approach is to estimate the cosmological parameters by fitting the monopole

and quadrupole of correlation function from SDSS CMASS DR11 using the correlation

function of CLPT-GSRSD in combination with Planck likelihood computed from CMB

power spectrum.

1.6.1 Measuring the correlation function and covariance matrix

We first assumed the fiducial cosmology as flat ΛCDM-GR cosmological model with Ωm =

0.274, H0 = 0.7 ,Ωbh
2 = 0.0224, ns = 0.95 and σ8 = 0.8 [20] in order to convert

observed celestial coordinates (α, δ) and redshift to the position of the galaxy in three-

dimensional space. These galaxy positions are used to estimate the two point statistic

(correlation function) of the galaxy using the minimum variance estimator Landy-Szalay

estimator [194].

ξ̂(∆r) =
DD(∆r)− 2DR(∆r) +RR(∆r)

RR(∆r)
(1.2)

where DD, DR and RR represent weighted pair count of galaxy, cross pair count of galaxy-

random and pair counts of randoms, respectively. We used wtot = wfkpwstarwsee(wcp +

wzf − 1) to weight each galaxy, as described in Anderson et al. [20] to account for system-

atic and minimize variance. The correlation function is function of r, which is the distance

between a pair of galaxies and µ = cos(θ), where θ is the angle between separation vector

and line of sight. We compress the information by projecting the correlation function to the

Legendre polynomial Ll(µ) of order l as follows.

ξ̂l(r) =
2l + 1

2

∫ 1

−1

dµξ̂(r, µ)Ll(µ) ≈ 2l + 1

2

∑
k

∆µkξ̂(r, µ)Ll(µk) (1.3)

Wang et al. [386] reported that the CLPT-GSRSD model is a good fit to N-body simu-

lation for l = 0 and l = 2 but not for higher l, therefore, we will limit our analysis up to
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l = 2. The signal measured in the correlation function should evolve with redshift due to

the evolution of σ8(z), but a good approximation is to use an effective redshift for DR11

sample z̄ = 0.57 as shown in equation[10-12] of Samushia et al. [324].

To estimate the uncertainty in our measurement of the correlation function, we con-

structed the covariance matrix using 600 PTHalo mocks. The inverse of the sample co-

variance estimated form finite number of mocks is a biased estimator. We will adopt the

correction for covariance matrix as described in Vargas Magaña et al. [380], Percival [257].

The sample covariance matrix is calculated as follows.

Ĉi,j =

∑300
m=1(ξi − ξ̄)(ξj − ξ̄) +

∑600
m=301(ξi − ξ̄)(ξj − ξ̄)

2× 299
(1.4)

where Ĉi,j represents the covariance between bin i and j and ξ̄ is the mean of the mocks

and the sum is over different mocks. The corrected inverse covariance matrix is

Ci,j = (1− 0.62(2× nrbin + 1)/(Nmock − 1))Ĉi,j (1.5)

where Nmock is the total number of mocks which is 600 for us, and nrbin is the number of

bins of the correlation function used in the analysis.

1.6.2 Parameter space

Our model parameters can be subdivided into two subsets. The first set is of cosmolog-

ical parameter (Ωbh
2 ,Ωch

2, ns,As H0), where Ωb, Ωc and H0 are baryon density, dark

matter density and hubble constant, respectively, with h being H0/100. The quantity As

is the scalar amplitude of primordial power spectrum. This choice of parameters requires

us to assume an evolution model in order to evaluate the theoretical model at the galaxy

redshift.We want our measurement to be independent of such an assumption, which is nec-
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essary to be able to use these results to test various models of gravity. This goal can be

accomplished by fixing H0 to the best fit and allowing two extra parameters, H(z) and

DA(z), at the effective redshift. This can be modeled using Alcock-Paczynski parameters

α‖, α⊥. The second set of parameters are the redshift space distortion (RSD) parameters

(F ′,F ′′,f ,σFOG), where F ′,F ′′ and f represent the first and the second order Lagrangian

bias, and the logarithmic derivative of the growth factor, respectively. The parameter σFOG

is an additional isotropic velocity dispersion to account for the finger-of-god effect [299].

The second order Lagrangian bias is not well constrained because it is more important for

small scale quadrupole. We have considered two cases. In the first one we have marginal-

ized over F ′′ with hard prior covering [−5, 5] in the second case we have sampled overden-

sity ν which determines both F ′ and F ′′ using peak background split [390].

F ′ =
1

δc

[
aν2 − 1 +

2p

1 + (aν2)p

]
(1.6)

F ′′ =
1

δ2
c

[
a2ν4 − 3aν2 +

2p(2aν2 + 2p− 1)

1 + (aν2)p

]
(1.7)

where a = 0.707, p = 0.3 gives the Sheth-Tormen mass function [343], and δc = 1.686 is

the critical density for collapse. Independent of whether we use peak background split or

marginalize over F ′′, we obtain consistent results .

1.6.3 Calculating Theoretical model

We first calculate the linear matter power spectrum using Code for Anisotropies in the

Microwave Background (CAMB) [204]. This approach requires the knowledge of cos-

mological parameters of the model we are evaluating. The linear power spectrum is then

sampled according to the sampling scheme for k described in Appendix 1.9. The sampled

power spectra is used to calculate the real space correlation function (ξ(r)), pairwise veloc-
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ity statistics (v12(r)) and the dispersion of pairwise velocity statistics ( σ12(r) ) as described

in Wang et al. [386] and Carlson et al. [72].

1 + ξ(r) =

∫
d3qMo(r, q) (1.8)

v12(r) = [1 + ξ(r)]−1

∫
d3qM1,n(r, q) (1.9)

σ2
12,nm(r) = [1 + ξ(r)]−1

∫
d3qM2,nm(r, q) (1.10)

σ2
‖(r) =

∑
nm

σ2
12,nmr̂nr̂m (1.11)

σ2
⊥(r) =

∑
nm

(σ2
12,nmδ

K
nm − σ2

‖)/2 (1.12)

where Mo(r, q) ,M1,n(r, q) and M2,nm(r, q) are integrals of the CLPT perturbation theory

that depend on the linear matter power spectra. The r̂n ,r̂m are unit vectors along the

galaxies position vectors. Please refer to Wang et al. [386] for details of these integrals and

derivation of these equations.

The real space correlation function and velocity statistics calculated from CLPT to-

gether with the RSD parameters are supplied to the Gaussian Streaming Model (GSM)

[299] in order to evaluate the redshift space correlation function as follows.

1 + ξmodel(s⊥, s‖) = ∫
dy[1 + ξ(r)]

[2πσ2
12(r, µ)]1/2

× exp
{
− [s‖ − r‖ − µv12(r)]2

2σ2
12(r, µ)

}
(1.13)

σ2
12(r, µ) = µ2σ2

‖(r) + (1− µ2)σ2
⊥(r) + σ2

FOG (1.14)
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where s⊥ is the transverse separation in both real and redshift space. The quantities s‖ and

r‖ are the LOS (line of sight) separation in redshift and real space, respectively.

We want our measurement to be independent of any particular model of gravity. This

can be achieved by avoiding the use of any model for the evolution of structure formation

under the assumption of small deviation from widely accepted ΛCDM-GR. We will model

this deviation by using two parameters (α‖, α⊥) which are defined as follows.

α‖ =
Hfiducial

H(zeff )
, α⊥ =

DA(zeff )

Dfiducial
A

(1.15)

We will rescale the model redshift space correlation function to account for this extra

distortion as follow.

ξRSDl (s) = ∑
|s−so|<∆s/2

(2l + 1)ξmodel(α‖s‖, α⊥s⊥)Pl(µ)
√

1− µ2

2
π

Number of bins used in sum
(1.16)

where {Hfiducial, H} and {Dfiducial
A , DA} are the hubble expansion rate and angular diam-

eter distance for the fiducial and model cosmology, respectively, so =
√
α2
‖s

2
‖ + α2

⊥s
2
⊥ and

∆s = 5 h−1Mpc. The above rescaling is simply the application of Alcock-Paczynski effect

[16].

1.6.4 MCMC and Likelihood estimation

We use COSMOMC to perform Markov Chain Monte-Carlo likelihood analysis [202]

and explore nine-dimensional parameter space. We have four cosmological parameters

{Ωbh
2,Ωch

2, ns, As}. These parameters have flat prior centered at best fit value of Planck
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with width ±5σplanck (see Table 1.2). The other set of parameters are five redshift space

distortion parameters {ν, f, σFOG, α‖, α⊥}, where ν is overdensity, which determines the

first and the second order bias using peak background split relation. When we marginalize

over second order Lagrangian bias F ′′ in place of using the peak background split, then our

second set of parameters is replaced by {F ′, F ′′, f, σFOG, α‖, α⊥}.

We calculate the model monopole and quadrupole of the galaxy correlation function

as described in the previous section for each point in the parameter space visited by the

MCMC sampler. We have optimized our model evaluations with some assumptions, dis-

cussed in the Appendix 1.9, in order to make time per MCMC iteration smaller. The like-

lihood constraint from RSD is calculated using χ2 as follows.

χ2
RSD = (ξmodel − ξdata)TC−1(ξmodel − ξdata) (1.17)

LRSD = exp(−χ2/2) (1.18)

where ξmodel = [ξRSD0 ; ξRSD2 ] , ξdata = [ξdata0 ; ξdata2 ] and C−1 is the inverse of corrected

covariance matrix calculated from 600 PTHalo mocks. The cosmological parameters are

well constrained from Planck satellite CMB data, which are mostly independent of the

gravity and growth of structure parameters. Therefore, we will multiply our RSD likelihood

by the Planck likelihood to obtain the joint constraint on our parameters.

Ltotal = LplanckLRSD (1.19)

The Planck likelihood is calculated using the constraint reported from planck tempera-

ture anisotropy data [274]. The Planck parameter covariance is obtained from the correla-

tion matrix given in Figure 21 of [275]. We employ a multivariate Gaussian approximation
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Table 1.2: The list of parameters used in our analysis. For each parameter we provide their
symbol, prior range, central value and 1σ error. We report the results of using peak back-
ground split to relate the first and second order bias and also the result of using sampling of
the two bias independently. The results in both case are consistent. We also list the result
when Planck prior is replaced by WMAP prior, which predicts 2% shift in fσ8.

Parameter prior range Peak background split First and Second order bias
with WMAP prior with Planck prior with Planck prior

Sampling Parameters
Ωbh

2 . . . [0.02042 , 0.02372 ] 0.02267± 0.00036 0.02206± 0.00026 0.02206± 0.00026
Ωch

2 . . . [0.1041 , 0.1351] 0.1141± 0.0021 0.11956± 0.00086 0.11956± 0.00086
ns . . . [0.914 , 1.008] 0.9741± 0.0085 0.9614± 0.0058 0.9613± 0.0058
log(1010As) . . . [2.67 , 3.535] 3.178± 0.029 3.093± 0.066 3.103± 0.070
α‖ [0.8 ,1.2] 1.003± 0.039 1.051± 0.043 1.058± 0.047
α⊥ [0.8 ,1.2] 0.997± 0.018 1.03± 0.016 1.032± 0.016
f = dlnD/dlna [0.3 , 1.2] 0.739± 0.067 0.747± 0.072 0.729± 0.073
σFOG [0 , 10] 2.26± 1.46 1.91± 1.28 2.70± 1.69
vRSD [1.5 , 2.0] 1.83± 0.038 1.80± 0.05
F1 [0.5 , 1.5] 0.93± 0.07
F2 [0.5 , 1.5] 1.0± 1.78
Derived Parameters
fσ8 . . . 0.454± 0.041 0.462± 0.041 0.453± 0.041
bσ8 . . . 1.21± 0.030 1.194± 0.032 1.20± 0.032
DA(z = 0.57) . . . 1356.0± 24.0 1400.9± 22.7 1403± 21.9
H(z = 0.57) . . . 93.4± 3.6 89.2± 3.6 88.5± 3.9
FAP . . . 0.663± 0.033 0.654± 0.033 0.651± 0.034
DV (z = 0.57) . . . 2024.5± 27.2 2101.4± 25.6 2108± 29.4

to the full Planck likelihood. This approximation is close to the actual likelihood in the

parameter space in which we are working.

Ωbh
2 = 0.02207,Ωch

2 = 0.1196, ns = 0.9616, As = 3.098

Cplanck =


1.089×10−7 −4.501×10−7 1.365×10−6 3.564×10−6

−4.501×10−7 9.610×10−6 −2.215×10−5 1.562×10−5

1.365×10−6 −2.215×10−5 8.836×10−5 2.030×10−5

3.564×10−6 1.562×10−5 2.030×10−5 5.184×10−3



20



Figure 1.3: This figure shows the projection of two-dimensional correlation function in
legendre basis. The black data points are measured correlation function for DR11 CMASS
sample and the error bars are the diagonal terms of covariance matrix calculated using
600 PTHALO mocks. The blue and red lines are the best fit monopole and quadruple,
respectively, with χ2/dof = 24/22.

Figure 1.4: The four panels show the one-dimensional marginalized likelihood for the
parameters {fσ8, bσ8, DA, H} at effective redshift 0.57 . The red solid line shows the
result with peak background split, and the blue dashed line is the result when we fit for
both first and second order Lagrangian bias. The grey shaded region shows 1σ constraint
from Planck with ΛCDM-GR. We detect 1.9% shift in fσ8 and less than 1% for other
parameters between the analysis with and without peak background split.
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1.7 Results

Figure 1.3 presents the monopole and quadrupole of the galaxy correlation function. The

black data points are measurements from BOSS CMASS DR11 galaxy sample. The error

bars on the measurements are the diagonal elements of mock covariance matrix. The blue

and red lines are the best fit of monopole and quadrupole, respectively, using the fitting

range 30 h−1Mpc ≤ s ≤ 126 h−1Mpc with 8 h−1Mpc sampling. The best fit χ2/dof =

24/22 is achieved after marginalizing over essentially all the relevant parameters as listed

in Table 1.2. The Figures 1.4 and 1.5 show the one dimensional and two dimensional

marginalized likelihood for some of the parameters. The final results of this analysis are

given in Table 1.2. We have measured fσ8(z = 0.57) = 0.462±0.041 , bσ8 = 1.19±0.03,

DA(z = 0.57) = 1401 ± 23 Mpc and H(z = 0.57) = 89.2 ± 3.6 km s−1 Mpc−1. The

galaxy correlation function doesn’t improve the constraints on the baryon density (Ωbh
2),

scalar spectral index(ns) and amplitude of primordial curvature perturbation (As) at k0 =

0.05 Mpc−1h over the already tight constraints from Planck, however we do improve the

measurement of cold dark matter density (Ωch
2 = 0.1196 ± 0.0009) ,which is a 0.7%

measurement, this is an improvement in measurement of cold dark matter density compared

to Planck (Ωch
2 = 0.1196 ± 0.0031) by a factor of 3.6 . We have also studied the impact

of second order bias on growth rate measurement. We found consistent constraint while

allowing both of first and second order Lagrangian bias to be free (shown by blue dashed

line in Figure 1.4). It is interesting to note that we have found covariance between second

order Lagrangian bias (F ′′) and growth rate. This suggest that a better modeling of higher-

order bias including local and non-local contributions (for a recent work along this line, see

e.g. Saito et al. [318]) will become more important as the clustering statistics become more

precise with future surveys.We have also repeated our analysis by replacing the Planck

prior with WMAP prior [39] and found 2% shift in fσ8, which is much smaller than the
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estimated error.

Our measurement of fσ8 is consistent with all the other measurements reported from

the same data set, as shown in Figure 1.6. [324] has reported fσ8(z = 0.57) = 0.44±0.044,

which is similar to our analysis. One major difference is in the theoretical model used in

the two studies. We have used CLPT-GSRSD to evaluate our model correlation function,

whereas Samushia et al. [324] use Lagrangian perturbation theory (LPT) as the model

to predict correlation function. Beutler et al. [48] used the monopole and quadrupole of

power spectrum and reported fσ8(z = 0.57) = 0.419± 0.044, whereas Chuang et al. [77]

performs the analysis in configuration space with a different fitting model and obtained

fσ8 = 0.391 ± 0.044. Sánchez et al. [327] used wedges to measure the RSD signal and

reported f = 0.719 ± 0.094. Reid et al. [302] has done the analysis at small scale 0.8

h−1Mpc < s < 32 h−1Mpc with halo occupation distribution model and Planck best fit

cosmology and measured fσ8(z = 0.57) = 0.45 ± 0.011. Reid et al. [302] provides

the strongest constraint on the growth rate but this analysis has significant modeling and

cosmological assumptions. More et al. [235] measured the constraint on Ωm and σ8 using

a combination of abundance, clustering and galaxy-galaxy lensing. They have reported a

constraint on fσ8 by assuming the General Relativity linear theory prediction for growth

rate (f = Ω0.545
m ). Our measurement is competitive with all RSD measurements from large

scale.

1.8 Discussion

We have presented an analysis of Redshift Space Distortion (RSD) using the SDSS-III

BOSS DR11 CMASS sample, and have measured the monopole and quadruple moments of

galaxy auto correlation function at effective redshift of 0.57. We have used CLPT-GSRSD

to model the Legendre moments of redshift space galaxy auto correlation function. The
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Figure 1.5: Two-dimensional 68% (1σ) and 95% (2σ) confidence limits obtained on fσ8—
bσ8 and DA—H at effective redshift of 0.57 recovered from Planck CMB and CMASS
(ξ0,2) datasets with peak background split assumption.

Figure 1.6: Comparison of fσ8 with other analysis on the same DR11 CMASS sample.
The blue point present the result from our analysis. Our measurement is consistent with
other clustering analysis and Planck ΛCDM-GR prediction.
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model used here does not work at small scales due to non-linearity, and measurement of

correlation function from data shows systematic error at large scales. Therefore, we have

adopted a conservative fitting scale between 30 h−1Mpc and 126 h−1Mpc, which we chose

with the aid of a suite of perturbation theory mocks. Our measurements of linear growth

rate (fσ8), angular diameter distance (DA) and Hubble constant (H) at effective redshift of

0.57 don’t assume ΛCDM-GR evolution by virtue of using Alcock-Paczynski parameters

(α‖, α⊥) independent of cosmology at current epoch (z = 0). This approach makes these

measurements suitable to test the predictions of various alternate models of gravity and

cosmology.

Our results are consistent with Samushia et al. [324], who performed a similar analysis

on the same data set. However, the perturbation theory models used in the two analyses

are different. Our model (CLPT) performed better on N-body simulation compared to the

Lagrangian Perturbation Theory (LPT) model used in Samushia et al. [324], . We have seen

marginal improvement in the measurement uncertainty compared to the previous analyses.

This is the first use of CLPT-GSRSD to measure both cosmology and growth from the

galaxy redshift survey. It has been used by Howlett et al. [159] to measure the growth rate

with fixed cosmology for SDSS main galaxy sample. We couldn’t use our model at smaller

scales because our mocks cannot be trusted in this range. In the future we may be able

to extend this model to scales as low as 20 h−1Mpc if a reliable technique to test them on

realistic mocks can be developed.

The linear growth factor has been measured in many redshift surveys between redshift

of 0 and 1. Our measurement provides an important data point to study the evolution of

the linear growth factor with redshift. The absolute value of fσ8 and its evolution with

redshift is quite sensitive to the model of gravity. These measurements will provide a good

test of the general theory of relativity and the standard model of cosmology on the largest

distance and time scales. It is possible to use these measurements to constrain flatness of
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the universe and the dark energy equation of state parameter. These measurements also

have the ability to constrain the parameters of alternate theories of gravity and dark energy.

The next-generation surveys are going to be even more powerful, which will provide

better measurement of correlation function and measurement of fσ8, hence better under-

standing of cosmology and gravity. The error in the measurement of the correlation func-

tion is much smaller at small scales, which has not yet been explored in this paper due to

our inability to test the theoretical model in this range. We can tap into the potential of

small-scale clustering using RSD measurement when we can model the nonlinear cluster-

ing at small scale either analytically or using fast simulations.
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1.9 Appendix A: Improving the efficiency of MCMC

The most computationally expensive part of likelihood analysis is the calculation of CLPT

correlation function and velocity statistics. In order to make this high dimensional opti-

mization problem reasonably efficient, we have adopted two modifications. First we opti-

mized the sampling of k in the linear power spectrum used as the input to the CLPT per-

turbation theory. Second , we have discretized a small subspace of the parameter required

for the perturbation theory in order to avoid doing almost the same calculation thousands

of times.

1.9.1 Power Spectrum Sampling

The CLPT’s runtime depends on the number of k points sampled in linear power spectrum.

However, if we reduce the sampling of power spectrum too much, the integrals involved in

the CLPT theory might not converge. Therefore, we need to minimize the sampling in k to

reduce the calculation time but keep the sampling sufficiently high to avoid the convergence

problem. We have run an optimization of the sampling in k by checking the convergence of

the correlation function produced by CLPT and achieved the best case runtime of about 1

min for CLPT correlation function, which doesn’t have any convergence issues in the scale

of interest, which is up to 130 h−1Mpc.
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Figure 1.7: Input power spectrum and output correlation function for four different run
times . The power spectrum and correlation functions are vertically shifted in order to
show the changes clearly. It is clear from the curves that as we sample the power spectrum
more sparsely the correlation function does not converge at large scale. This result decides
our maximum fitting scale as 126 h−1Mpc for this analysis. The lower panel shows the
fractional deviation of correlation function from the completely converged (red line) corre-
lation function. The solid lines represents monopole and the dashed lines quadruple. The
black line demonstrates the fractional error in our measurement. The error in theoretical
model is much smaller than the measurement error.

We start with the finely-sampled power spectrum and kmax > 100 Mpc−1h. The initial

power spectrum (Figure 1.7 shown in red) has linear sampling for k < 0.5 with 1030 points.

The sampling is logarithmic for k > 0.5 with 500 points until kmax = 100. The CLPT

takes 20 minutes to run with this sampling of power spectrum. The correlation function

converges until r = 200 h−1Mpc with the above mentioned sampling. We start with this

power spectrum and attempt to resample it in such a way that the run time decreases without

introducing any error within the scale of interest which is assumed to be r < 130 h−1Mpc.

The results of this optimization are summarized in Figure 1.7.

Figure 1.7 shows the power spectra, which are vertically shifted for clarity. As we

reduce the sampling of linear matter power spectrum, the computation time (shown in the

legend of correlation function panel) decreases. As we reduce the sampling in k the cor-

relation function fails to converge for large scale. The fastest runtime (1min 18 seconds)

produces a correlation function that doesn’t converge above 130 h−1Mpc. The correspond-

ing sampling of linear matter power spectrum is as follows (shown in purple in Figure

1.7):

28



k < 0.5 : linear sampling, 150 points

0.5 < k < 1.8 : logarithmic sampling, 90 points

1.8 < k < 10 : logarithmic sampling, 90 points

1.9.2 Discretizing a subspace of the full parameter space

We wish to perform the likelihood minimization on the full parameter space of Planck

and RSD parameters. This approach creates a nine-dimensional parameter space, which

requires millions of likelihood evaluations; hence, the perturbation theory best case runtime

of 1 minute is still too long to achieve convergence in a reasonable time with feasible

computing resources.The CLPT, however, depends only on the input linear power spectrum

which is the function of four cosmological parameters {Ωbh
2, Ωch

2, ns, H0}. Therefore,

we can significantly reduce the number of evaluations of the CLPT correlation function

if it is done on the subspace of the full nine-dimensional parameter space. In order to

avoid evaluating the CLPT repeatedly for the same cosmology, we have discretized the

four-dimensional subspace and run the CLPT calculation only once for each grid in this

subspace. Any repetitive call of CLPT for the same grid point will use the stored result

from the previous evaluation for that grid point, Significantly increasing the speed of the

entire optimization problem.
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Chapter 2

Testing deviations from ΛCDM with

growth rate measurements from 6 Large

Scale Structure Surveys at z = 0.06 to 1

Published in MNRAS(2015), 456, 3743 , arXiv:1509.05034

Shadab Alam, Shirley Ho and Alessandra Silvestri

2.1 Abstract

We use measurements from the Planck satellite mission and galaxy redshift surveys over

the last decade to test three of the basic assumptions of the standard model of cosmology,

ΛCDM: the spatial curvature of the universe, the nature of dark energy and the laws of

gravity on large scales. We obtain improved constraints on several scenarios that violate

one or more of these assumptions. We measure w0 = −0.94 ± 0.17 (18% measurement)

and 1+wa = 1.16±0.36 (31% measurement) for models with a time-dependent equation of

state, which is an improvement over current best constraints [27]. In the context of modified
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gravity, we consider popular scalar tensor models as well as a parametrization of the growth

factor. In the case of one-parameter f(R) gravity models with a ΛCDM background, we

constrain B0 < 1.36 × 10−5 (1σ C.L.), which is an improvement by a factor of 4 on

the current best [401]. We provide the very first constraint on the coupling parameters of

general scalar-tensor theory and stringent constraint on the only free coupling parameter of

Chameleon models. We also derive constraints on extended Chameleon models, improving

the constraint on the coupling by a factor of 6 on the current best [157] . The constraints

on coupling parameter for Chameleon model rule out the value of β1 = 4/3 required for

f(R) gravity. We also measure γ = 0.612 ± 0.072 (11.7% measurement) for growth

index parametrization. We improve all the current constraints by combining results from

various galaxy redshift surveys in a coherent way, which includes a careful treatment of

scale-dependence introduced by modified gravity.

2.2 Introduction

Since its development a century ago, General Relativity (GR) has consistently provided a

very successful framework to describe the evolution of our Universe [254, 95]. Nowadays,

the prediction of GR for the growth of the large scale structure that we observe around

us, is reaching great precision as cosmic microwave background (CMB) measurements are

providing us with impressively accurate estimates of the cosmological parameters [282].

Yet, the excitement about the advances of observational cosmology is accompanied by the

awareness that we face some major challenges. While the standard cosmological model,

based on the laws of GR, provides a very good fit to existing data, it relies on a universe

of which we understand only ∼5% of the content. The remaining energy budget comes

in the form of dark matter (∼27%), responsible for the clustering of structure, and the

cosmological constant Λ [110] (∼ 68%), responsible for the phase of accelerated expan-
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sion recently entered by the universe. In particular, the physical understanding of cosmic

acceleration represents one of the most important challenges in front of modern physics.

While Λ is in good agreement with available data, e.g. baryon acoustic oscillations (BAO)

[113, 85, 167, 184, 259, 300, 27, 21, 24], Supernovae [261, 88, 129, 365, 309], and CMB

(Planck Collaboration et al. [282], WMAP9 Bennett et al. [39]) observations, it suffers

from the coincidence and fine tuning problems [388, 73]. Several alternatives to Λ have

been proposed in the two decades since the discovery of cosmic acceleration [306, 262],

and they can be roughly divided into two classes. The first class, to which we will refer as

modified gravity (MG), corresponds to modifications of the laws of gravity on large scales,

designed to achieve self accelerating solutions when matter becomes negligible [344, 79];

alternatively, one can introduce a dynamical degree of freedom, commonly dubbed dark

energy (DE; first coined by [165]), which is smoothly distributed and starts to dominate the

evolution of the Universe at late times [92].

Undoubtedly, one of the important tasks for modern cosmologists, is to perform preci-

sion tests of the standard model of cosmology (ΛCDM) and identify areas of tension. In

a joint effort, one needs also to explore the parameter space of alternative models. Even

though with the current constraints from data, any departure from ΛCDM is likely to be

small and challenging to detect, we are in a unique position to test GR, and the other as-

sumptions of ΛCDM, to unprecedented precision with modern observational probes. The

three basic assumptions of ΛCDM which are popularly tested are the curvature of the uni-

verse, the nature of dark energy and the laws of gravitational interaction on large scales.

The curvature of the universe can be explored by allowing a curvature density parameter,

ΩK , to be different from zero and free to vary. As for the nature of dark energy, we will fo-

cus on smoothly distributed models where it suffices to test for the deviation of the equation

of state parameter, w, from -1, which is the value it assumes if the acceleration is driven

by Λ. We will consider both a constant w as well as a time-dependent one, resorting to the
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popular CPL parametrization in terms of w0 and wa, i.e. w = w0 + wa
z

1+z
[76, 208]. Fi-

nally, we will explore the nature of gravity by replacing GR with various modified gravity

models, including Chameleon-type scalar-tensor theories and popular parametrizations of

the growth rate. All these alternatives that we consider in our analysis, affect, in one way or

another, the rate at which large scale structures grow. Models of smoothly distributed dark

energy, which does not cluster, modify only the background dynamics of the universe, but

this still has an impact on the rate at which structure forms. On the other hand, models of

modified gravity generally modify both the background and perturbation dynamics, leading

to a significant effect on the growth rate.

Modern galaxy redshift surveys, have successfully measured the growth rate using Red-

shift Space Distortions (hereafter RSD ; Kaiser [180]), which is the distortion induced in

the galaxy correlation function by the peculiar velocity component of the galaxy redshift.

Hence, on linear scales, RSD offers a handle both on the distribution of matter over-density

and peculiar velocity of galaxies. Recent galaxy redshift surveys have provided the mea-

surement of fσ8(z) up to redshift z = 0.8 , where f is the growth rate, i.e. the logarithmic

derivative of the growth factor, and σ8 is the rms amplitude of matter fluctuations in a

sphere of radius 8 h−1Mpc. In this paper, we will test all the three assumptions of ΛCDM

listed above using the Planck CMB measurement [267] and latest RSD measurement from

BOSS CMASS [12], SDSS LRG [323], 6dFGRS[47], 2dFGRS [258], WiggleZ [53] and

VIMOS Public Extragalactic Redshift Survey (VIPERS,[99]) . It is difficult to use the

measurement from different surveys as they have different assumptions. We have looked

into these assumptions and possible systematic while combining results from the different

survey and also proposed a way to test scale dependence for modified gravity models using

these results.
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2.3 Theory

In exploring the power of RSD data to constrain deviations from the standard cosmological

scenario, we consider several alternative models, divided into dark energy models that mod-

ify the background expansion history without introducing any clustering degree of freedom,

and those that instead modify only the dynamics of perturbations while keeping the back-

ground fixed to ΛCDM. In the former case we consider one and two parameter extensions

of the standard scenario, corresponding to different equations of state for dark energy or a

non zero spatial curvature. More specifically we consider: a wCDM universe, where the

equation of state for dark energy is a constant parameter that can differ from the ΛCDM

value w = −1; a (w0, wa)CDM universe, in which the equation of state for dark energy

is a function of time and is approximation to exact solutions of the scalar field equation of

motion, i.e. the Chevallier-Polarski-Linder (CPL) parameterization w = w0 +wa(1− a); a

oΛCDM universe which can have a spatial curvature different from zero, parameterized in

terms of the corresponding fractional energy density ΩK . In the case of models that modify

the equations for the evolution of perturbations, we analyze Chameleon-type scalar-tensor

theories, f(R) gravity and a time dependent parametrization of the growth rate.

We use the publicly available Einstein-Boltzmann solver MGCAMB [157]1 to evolve

the dynamics of scalar perturbations and obtain predictions to fit to our data set for all

the models considered, except for the (w0, wa)CDM case. This latter needs to be treated

instead through the PPF module [117] in CAMB 2. While the implementation of the non-

clustering dark energy models is trivial, in the following we shall describe in more detail

the implementation of the modified gravity models.

1http://www.sfu.ca/˜aha25/MGCAMB.html
2http://camb.info
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2.3.1 Scalar-tensor theories

Going beyond simple extensions of the standard model and non-clustering dark energy

models, one needs to take into consideration also the modifications to the equations for

cosmological perturbations. Given the cosmological probes that we consider in our anal-

ysis, it suffices for us to focus on linear scalar perturbations. In this context, it is possible

to generally parametrize deviations from the standard cosmological scenario in the dynam-

ics of perturbations by mean of two functions of time and scale introduced in the set of

Einstein and Boltzmann equations for metric and matter perturbations. More precisely, in

the absence of anisotropic stress, one can write the Poisson and anisotropy equations as

follows:

k2Ψ = − a2

2M2
P

µ(a, k)ρ∆ ,
Φ

Ψ
= γslip(a, k) , (2.1)

where ρ∆ ≡ ρδ+3aH
k

(ρ+P )v is the comoving density perturbation of matter fields and we

have selected the conformal Newtonian gauge with Ψ and Φ representing the perturbation

to respectively the time-time and space-space diagonal component of the metric. And then

combine them with the unmodified Boltzmann equations for matter fields.

We shall focus on scalar-tensor theories where the metric and the additional scalar de-

gree of freedom obey second order equations of motion and will adopt the parametrization

introduced in [46] (BZ) to describe the corresponding form of (µ, γslip), i.e.:

µ =
1 + β1λ

2
1 k

2as

1 + λ2
1 k

2as
,

γslip =
1 + β2λ

2
2 k

2as

1 + λ2
2 k

2as
(2.2)

where we have adopted the convention of [411] and β1, β2 are dimensionless contants rep-

resenting couplings, λ1, λ2 have dimensions of length and s > 0 to ensure that at early

times GR is recovered. This parametrization gives a very good representation of scalar-
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tensor theories in the quasi-static regime, where time derivates of the perturbations to the

metric and scalar degree of freedom are neglected with respect to their spatial gradients on

sub-horizon scales [411, 158, 98, 18, 345]. This is a good approximation given the observ-

ables that we are considering. Additionally, (2.2) sets the evolution of the characteristic

lenghtscales of the models to a power law in the scale factor. This is of course a choice of

parametrization for the time dependence of the mass scale of the scalar degree of freedom,

and other choices are possible. Nevertheless, as we will discuss in the following, it is a

good approximation for several scalar-tensor models, and data are not that sensitive to the

specific choice of the time dependence.

Equations (2.2) are built-in in MGCAMB and allow to easily extract predictions for

scalar-tensor models on a ΛCDM background for different observables, including the growth

rate.

2.3.2 Chameleon models

Chameleon models are a class of scalar-tensor theories for which the additional scalar field

has a standard kinetic term and is conformally coupled to matter fields as follows:

S =

∫
d4x
√
−g̃
[
M2

P

2
R̃− 1

2
˜gµν(∇̃µφ)∇̃νφ− V (φ)

]
+Si

(
χi, e

−καi(φ)g̃µν
)
, (2.3)

where αi(φ) is the coupling between the scalar field φ and the i-th matter species. The

coupling(s) in general can be a non-linear function(s) of the field φ; however, since the

value of the field φ typically does not change significantly on the time scales associated to

the epoch of structure formation, we will assume it to be linear in φ. Since we are dealing

with clustering of matter in the late universe, it is safe to consider one coupling, i.e. to dark

matter; that amounts to neglecting differences between baryons and dark matter, or simply
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neglecting baryons, which is safe for the observables under consideration.

In the quasi-static regime, (µ, γslip) for Chameleon-type theories can be well repre-

sented by a simplified version of (2.2) for which:

1 +
1

2

(
dα

dφ

)2

= β1 =
λ2

2

λ2
1

= 2− β2
λ2

2

λ2
1

, 1 ≤ s ≤ 4 (2.4)

Therefore the effects of Chameleon-type theories on the dynamics of linear scalar per-

turbations on sub-horizon regimes can be described with good accuracy in terms of three

parameters: {β1, λ1, s}. The last condition in (2.4) is broadly valid for models with run-

away and tracking type potentials [411]. Following a convention which is commonly used

for f(R) theories, let us express the lengthscale λ2
1 in terms of a new parameter B0, which

corresponds to the value of the inverse mass scale today in units of the horizon scale [355]:

B0 ≡
2H2

0λ
2
1

c2
, (2.5)

so that we will work with {β1, B0, s}.

Let us notice that Chameleon theories as defined in action (2.3), have necessarily β1 ≥

1. However, in previous analysis of Chameleon models under the BZ parametrization, such

theoretical prior has not been generally imposed and a wider range of β1 has been explored

(see e.g. [157, 101]). Hence, in our analysis we will consider both the case with β1 > 1

and the case for which β1 is allowed to be smaller than unity, to facilitate comparison. We

will refer to the former as the Chameleon model, and the latter as the extended Chameleon

model (eChameleon). We shall emphasize that we consider the eChameleon as a purely

phenomenological model within (2.2), without linking it to action (2.3), since it would not

be viable case of the latter. While the eChameleon might correspond to a very special

subcase of the parametrization (2.2), it still represents a possible choice for (µ, γslip) and,
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as we will discuss in Section 2.7, it will be interesting to see what data can say about it.

2.3.3 f(R) gravity

f(R) theories of gravity correspond to the simple modification of the Einstein-Hilbert ac-

tion by the addition of a nonlinear function of the Ricci scalar. In the past decade they have

been extensively explored as candidate models for cosmic acceleration (see e.g. [344, 98]

and references therein). They represent a subcase of the larger class of models described

by action (2.3), corresponding to a universal fixed coupling αi =
√

2/3φ and are there-

fore well represented in the quasi-static regime by the functions (2.2) and conditions (2.4).

However, the fixed coupling αi =
√

2/3φ implies that β1 = 4/3 and viable f(R) models

that closely mimic ΛCDM have been shown to correspond to s ∼ 4 [411, 158]. Therefore

the number of free parameters in Eqs. (2.2) can be effectively reduced to λ1, which is then

expressed in terms of B0. The latter is in fact the only free parameter needed to label the

family of f(R) models that reproduce a given expansion history, in our case the ΛCDM

one, and can be usually reconstructed via the so-called designer approach [355, 289]. Al-

ternatively, one could adopt the recently developed EFTCAMB package for an exact im-

plementation of designer f(R) models that does not rely on the quasi-static approximation

[161, 296] 3. The latter method allows to choose different bacgkround histories, however

for the data and cosmology involved in our analysis, MGCAMB provides enough accuracy.

3http://wwwhome.lorentz.leidenuniv.nl/˜hu/codes/
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2.3.4 Growth index parametrization of the growth rate

In the cosmological concordance model, as well as in non-clustering dark energy models,

the growth rate of structure is well approximated by:

f ≡ d ln δm
d ln a

≈ Ωm(a)6/11 (2.6)

where Ωm(a) ≡ ρm(a)/3M2
PH

2(a), ρm is the background density of matter and δm ≡

δρm/ρm. This inspired the following parametrization for deviations in the growth of struc-

ture [385, 209, 210]

f = Ωm(a)γ (2.7)

where γ is commonly referred to as growth index (not to be confused with the γslip defined

above, which represents instead the gravitational slip).

The idea behind this parametrization is that of capturing independently in Ωm and γ the

information from, respectively, the expansion and the growth history. Since in our analysis

we fix the background to ΛCDM, Ωm(a) is determined by that and the only parameter of

interest will be γ. While for models of modified gravity and clustering dark energy in

general γ will be a function of time and scale, in several cases for the regime of interest

it can still be safely approximated by a constant, which can differ significantly from the

ΛCDM value. See [210] for more details and some forms of γ in alternative theories of

gravity.

In our analysis we will assume γ is constant and explore constraints on it after extracting

predictions for the CMB and growth of structure from MGCAMB.
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Figure 2.1: The measured fσ8 from different surveys covering redshift range 0.06 < z <
0.8. The empty markers represent the reported measurement of fσ8 and the filled markers
are for the corrected values for Planck Comsology. The red band shows the Planck ΛCDM
1σ prediction.

2.4 Observations

We use measurements of CMB angular power spectrum (Cl ) from Planck 2013 [272] com-

bined with the measurement of f(z)σ8(z) from various redshift surveys covering between

z = 0.06 to z = 0.8 listed in Table 2.1 as our main data points. The Figure 2.1 shows the

measurements used with and without corrections and Planck 2013 prediction. We briefly

describe each of the surveys and fσ8 measurements in the following sections.
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Table 2.1: Measurement of f(z)σ8(z) from various galaxy redshift surveys covering red-
shift between 0.06 to 0.8.

z fσ8(z) 1/k[h /Mpc] Survey
0.067 0.42± 0.05 16.0 –30 6dFGRS(2012)
0.17 0.51± 0.06 6.7 – 50 2dFGRS(2004)
0.22 0.42± 0.07 3.3 – 50 WiggleZ(2011)
0.25 0.35± 0.06 30 – 200 SDSS LRG (2011)
0.37 0.46± 0.04 30 – 200 SDSS LRG(2011)
0.41 0.45± 0.04 3.3 – 50 WiggleZ(2011)
0.57 0.462± 0.041 25 –130 BOSS CMASS
0.6 0.43± 0.04 3.3 – 50 WiggleZ(2011)
0.78 0.38± 0.04 3.3 – 50 WiggleZ(2011)
0.8 0.47± 0.08 6.0 – 35 Vipers(2013)
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2.4.1 6dFGRS

The 6dFGRS (6 degree Field Galaxy Redshift Survey has observed 125000 galaxies in

near infrared band across 4/5th of southern sky [177]. The surveys covers redshift range

0 < z < 0.18, and has an effective volume equivalent to 2dFGRS [258] galaxy survey.

The RSD measurement was obtained using a subsample of the survey consisting of 81971

galaxies [47]. The measurement of fσ8 was obtained by fitting 2D correlation function

using streaming model and fitting range 16-30 Mpc/h. The Alcock-Paczynski effect [16]

has been taken into account and it has a negligible effect [47]. The final measurement uses

WMAP7 [39] likelihood in the analysis. To be able to use this fσ8 measurement we need

to account for the transformation to the Planck best fit cosmology [267].

2.4.2 2dFGRS

The 2dFGRS (2 degree Field Galaxy Redshift Survey) obtained spectra for 221414 galaxies

in visible band on the southern sky [86]. The survey covers redshift range 0 < z < 0.25 and

has a effective area of 1500 square degree. The RSD measurement was obtained by linearly

modeling the observed distortion after splitting the over-density into radial and angular

components [258]. The parameters were fixed at different values ns = 1.0 ,H0 = 72. The

results were marginalized over power spectrum amplitude and bσ8. We are not using this

measurement in our analysis for two reasons. First, the survey has a huge overlap with

6dFGRS which will lead to a strong correlation between the two measurements. Second,

the cosmology assumed is quite far from WMAP7 and Planck which may cause our linear

theory approximation used to shift the cosmology to fail.
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2.4.3 WiggleZ

The WiggleZ Dark Energy Survey is a large scale galaxy redshift survey of bright emis-

sion line galaxies. It has obtained spectra for nearly 200,000 galaxies. The survey covers

redshift range 0.2 < z < 1.0, covering effective area of 800 square degrees of equa-

torial sky [54]. The RSD measurement was obtained using a sub-sample of the survey

consisting of 152,117 galaxies. The final result was obtained by fitting the power spec-

trum using Jennings et al. [170] model in four non-overlapping slices of redshift. The

measured growth rate is fσ8(z) = (0.42 ± 0.07, 0.45 ± 0.04, 0.43 ± 0.04, 0.38 ± 0.04) at

effective redshift z = (0.22, 0.41, 0.6, 0.78) with non-overlaping redshift slices of zslice =

([0.1, 0.3], [0.3, 0.5], [0.5, 0.7], [0.7, 0.9]) respectively. We can assume the covariance be-

tween the different measurements to be zero because they have no volume overlap.

2.4.4 SDSS-LRG

The Sloan Digital Sky Survey (SDSS) data release 7 (DR7) is a large-scale galaxy red-

shift survey of Luminous Red Galaxies (LRG) [115]. The DR7 has obtained spectra

of 106,341 LRGs, covering 10,000 square degree in redshift range 0.16 < z < 0.44.

The RSD measurement was obtained by modeling monopole and quadruple moment of

galaxy auto-correlation function using linear theory. The data was divided in two redshift

bins: 0.16 < z < 0.32 and 0.32 < z < 0.44. The measurements of growth rate are

fσ8(z) = (0.3512± 0.0583, 0.4602± 0.0378) at effective redshift of 0.25 and 0.37 respec-

tively [323]. These measurements are independent because there is no overlapping volume

between the two redshift slices.
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2.4.5 BOSS CMASS

Sloan Digital Sky Survey (SDSS) Baryon Oscillation Spectroscopic Survey (BOSS; Daw-

son et al. [96]) targets high redshift (0.4 < z < 0.7) galaxies using a set of color-

magnitude cuts. The growth rate measurement uses the CMASS (Reid et al. [298], An-

derson et al. [21]) sample of galaxies from Data Release 11 [9]. The CMASS sample

has 690,826 Luminous Red Galaxies (LRGs) covering 8498 square degrees in the redshift

range 0.43 < z < 0.70, which correspond to an effective volume of 6 Gpc3. The fσ8

is measured by modeling the monopole and quadruple moment of galaxy auto-correlation

using Convolution Lagrangian Perturbation Theory (CLPT; Carlson et al. [72]) in combi-

nation with Gaussian Streaming model [386]. The reported measurement of growth rate is

fσ8 = 0.462± 0.041 at effective redshift of 0.57 [12].

We are also using the combined measurement of growth rate (fσ8), angular diame-

ter distance (DA) and Hubble constant (H) measured from the galaxy auto correlation in

CMASS sample at an effective redshift of 0.57 [12]. The measurement and its covariance

are given below and it’s called eCMASS.

fσ8 = 0.46, DA = 1401, H = 89.15

CeCMASS =



0.0018 −0.6752−0.1261

−0.6752 550.61 45.881

−0.1261 45.881 14.019


(2.8)

2.4.6 VIPERS

VIMOS Public Extragalactic Redshift Survey (VIPERS,[99]) is a high redshift small area

galaxy redshift survey. It has obtained spectra for 55,358 galaxies covering 24 square
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degree in the sky from redshift range 0.4 < z < 1.2. The measurement of growth factor

uses 45,871 galaxies covering the redshift range 0.7 < z < 1.2. The fσ8 measurement

is obtained by modeling the monopole and quadruple moments of galaxy auto-correlation

function between the scale 6 h−1Mpc and 35 h−1Mpc. They have reported fσ8 = 0.47 ±

0.08 at effective redshift of 0.8. The perturbation theory used in the analysis has been tested

againstN -body simulation and shown to work at mildly non-linear scale below 10 h−1Mpc

[99].

2.4.7 Planck CMB

Planck is a space mission dedicated to the measurement of CMB anisotropies. It is the

third-generation of all sky CMB experiment following COBE and WMAP. The primary

aim of the mission is to measure the temperature and polarization anisotropies over the

entire sky. The Planck mission provides a high resolution map of CMB anisotropy which

is used to measure the cosmic variance limited angular power spectrum CTT
` at the last

scattering surface. The Planck measurements helps us constrain the background cosmol-

ogy to unprecedented precision [267, 273, 282]. We are using the CMB measurements

from Planck satellite in order to constrain cosmology. We have assumed that Planck mea-

surements is independent of the measurement of growth rate from various galaxy redshift

surveys.

2.4.8 Correlation Matrix

We use the measurements of fσ8 from 6 different surveys. Although these surveys are

largely independent, and in some cases they probe different biased tracers, they are mea-

suring inherently the same matter density field. Therefore, the parts of the survey observing

same volume of sky cannot be treated as independent. We have predicted an upper limit

45



Figure 2.2: Correlation matrix between all the measurements used in our analysis. We have
estimated the correlation as the fraction of overlap volume between two survey to the total
volume of the two surveys combined.

to the overlap volume using the data from different surveys. We have estimated the frac-

tional overlap volume between any two samples as the ratio of the overlap volume to the

total volume of the two samples. We estimate the correlation between two measurements

as the fractional overlap volume between the two measurements. Figure 2.2 shows our es-

timate of the correlation between the surveys. The four measurements of WiggleZ survey

cover the redshift range between 0.1 to 0.9 and hence show most correlation with other

measurements like SDSS LRG and CMASS in the same redshift range.

2.5 Potential Systematics

The collection of fσ8 data points that we are using in this analysis contain measure-

ments from several different surveys, obtained during the last decade, each with a different
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pipeline. Furthermore, often the latter implicitly assumes a GR modeling, which does not

take into account the different predictions for the growth factor in modified theories of

gravity. It is important to account for some crucial differences in order to use these mea-

surements in our analysis. We have looked at following different aspects of measurements

and theoretical prediction before using them in our analysis.

2.5.1 Fiducial Cosmology of the growth rate (fσ8)

The measurements of fσ8 have been obtained over the time when we had transition from

WMAP best fit cosmology [146] to the Planck best fit cosmology [267]. Since we are using

Planck likelihood [272] in our analysis, we have decided to convert all the measurements

to Planck cosmology. The 3 dimensional correlation function can be transformed from

WMAP to the Planck cosmology using Alcock-Paczynski effect (Alcock and Paczynski

[16]),

ξplanck(r‖, r⊥, φ) = ξWMAP (α‖r‖, α⊥r⊥, φ), (2.9)

where α‖ is the ratio of the hubble parameters (α‖ = Hplanck/HWMAP ) and α⊥ is

the ratio of the angular diameter distances ( α⊥ = DWMAP
A /Dplanck

A ). The r‖, r⊥ are

pair separations along the line of sight and perpendicular to the line of sight and φ is the

angular position of pair separation vector in the plane perpendicular to the line of sight

from a reference direction. In practice the correlation function is isotropic along φ. We can

calculate the corresponding power spectrum by applying Fourier transform to correlation

function.
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Pplanck(k‖, k⊥, kφ) =

∫
dr‖dr⊥r⊥dφξplanck(r‖, r⊥, φ)e−i

~k.~r (2.10)

=

∫
dr′‖dr

′
⊥

r′⊥
α‖α

2
⊥
ξWMAP (r′‖, r

′
⊥, φ)e−i

~k′.~r′ (2.11)

=
PWMAP (k‖/α‖, k⊥/α⊥, kφ)

α‖α
2
⊥

(2.12)

The Kaiser formula for RSD gives the redshift space correlation function as P s
g (k, µ) =

b2Pm(k)(1 + βµ2)2 [180]. Using the linear theory kaiser prediction and the above approxi-

mation between WMAP and planck power spectrum, we can get a relation to transform the

growth function from WMAP to planck cosmology.

1 + βplanckµ
′2

1 + βWMAPµ2
= C

√
Pplanck(k′, µ′)

PWMAP (k, µ)
(2.13)

= C

√
1

α‖α
2
⊥

(2.14)

whereC is the ratio of isotropic matter power spectrum with WMAP and planck cosmology

integrated over scale used in β measurement.

C =

∫ k2

k1

dk

√
Pm
WMAP (k)

Pm
planck(k

′)
(2.15)

where k′(‖,⊥) = k(‖,⊥)/α(‖,⊥) .When right hand side of equaion(2.14) is close to 1, then we

can approximate the above equation as follows:

βplanck = βWMAPC
µ2

µ′2

√
1

α‖α
2
⊥

(2.16)

The ratio µ2

µ′2
can be obtained using simple trigonometry which gives following equa-
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tions, where the last equation is aprroximation for α2
‖ ≈ α2

⊥.

µ2

µ′2
=

1

α2
⊥

(
α2
‖ + (α2

⊥ − α2
‖)µ

2
)
≈
(
α‖
α⊥

)2

(2.17)

We can substitute equation (2.17) in equation (2.16) in order to get the required scaling

for f (growth factor) assuming that bias measured is proportional to the σ8 of the cosmology

used.

βplanck = βWMAPC

(
α‖
α2
⊥

)(3/2)

(2.18)

fσ8planck = fσ8WMAPC

(
α‖
α2
⊥

)(3/2)
(
σplanck8

σWMAP
8

)2

(2.19)

We have tested prediction of equation (2.19) against the measurement of fσ8 reported

in Table 2 of Alam et al. [12] at redshift 0.57 using both Planck and WMAP cosmology.

In principle the bias in the measurements of fσ8 should be corrected for the each step

of MCMC to the chosen cosmology. But, we choose not to incorporate that and apply

only an overall correction. Because the corrections are negligible compared to the error on

measurements.

2.5.2 Scale dependence

General Relativity predicts a scale independent growth factor. One of the important features

of the modified gravity theories we are considering is that they predict a scale dependent

growth factor which has a transition from high to low growth at certain scale which depends

on the redshift z and the model parameters. The mesurements we use from the different

surveys, assumes a scale-independent fσ8 and uses characteristic length scale while an-

alyzing data. In order to account for all these effects we have done our analysis in two
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different ways. In the first method, we assume that the measurements corresponds to an

effective k and in the second method, we treat the average theoretical prediction over range

of k used in fσ8 analysis.

Figures 2.11 and 2.12 show the parameters constraint for Chameleon models and f(R)

gravity. The grey and red contours result from using two different model predictions to

test the scale dependence. The grey contours correspond to the model where we average

fσ8 over k used in respective fσ8 analysis and red contours correspond to fσ8 evaluated

at k = 0.2h Mpc−1. It is evident from the plots that, at the current level of uncertainty,

we obtain very similar constraint and hence do not detect any significant effect of scale

dependence of fσ8.

2.5.3 Other systematics

The measurements of fσ8 are reported at the mean redshift of the surveys. But the galaxies

used have a redshift distribution which in principle can be taken into account by integrating

the theoretical prediction. This should be a very small effect because the fσ8(z) is relatively

smooth and flat (see Figure 2.1 and Huterer et al. [166])for the redshift range of the survey

and also because the survey window for every individual measurement is small. Another

important point is the assumption of GR based modeling for the measurement. We have

looked at the modeling assumption for each of the measurements. All measurements of

fσ8 except WiggleZ and VIPERS, allow the deviation from GR through Alcock-Paczynski

effect [16] which justifies our use of modified gravity models. The inclusion of AP in

WiggleZ and VIPERS will marginally increase the error on the measurements. Different

surveys use different ranges of scale in the RSD analysis. This will be important espe-

cially while analyzing modified gravity models. To account for the different scales used

we evaluate the prediction for each survey averaged over the scale used in the respective
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analysis.

2.6 Analysis

We have measurement of fσ8 from various surveys covering redshift range 0.06-0.8 (see

Table: 2.1). We first correct these measurements for the shift from WMAP cosmology to

planck cosmology as described in section(2.5.1). The next step is to evaluate prediction

from different modified gravity theories by evolving a full set of linear perturbation equa-

tions. The theoretical predictions for fσ8 is generally scale and redshift dependent (see

section 2.5.2). Therefore, we consider two cases for theoretical prediction: 1) evaluate fσ8

at effective k and 2) evaluate fσ8 averaged over range of k used in measurements. We

also predict CTT
l for different modified gravity theories. Finally we define our likelihood,

which consists of three parts one by matching planck temperature fluctuation CTT
l , second

by matching growth factor from Table 2.1 and third by using eCMASS data as shown in

equation 2.8. Therefore, we define the likelihood as follows:

L = LplanckLfσ8LeCMASS (2.20)

Lfσ8 = e−χ
2
fσ8

/2 (2.21)

χ2
fσ8

= ∆fσ8C
−1∆fσT8 (2.22)

The ∆fσ8 is the deviation of the theoretical prediction from the mesurement and C−1

is the inverse of covariance which has diagonal error for different surveys and correlation

between measurement as described in section[2.4.8]. Note that we do not include fσ8

from CMASS while using eCMASS with fσ8(z) to avoid double counting. This likelihood

is sampled using modified version of COSMOMC [202, 157]. We sample over 6 cos-
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Table 2.2: The list of extension parameters for all the models used in our analysis. For each
parameter we provide their symbol, prior range, central value and 1σ error.

Model Parameter prior range posterior
wCDM w0 -2.0 - 0.0 −0.873± 0.077
w0waCDM w0 -2.0 - 0.0 −0.943± 0.168

wa -4.0 - 4.0 0.156± 0.361
oΛCDM Ωk -1.0 - 1.0 −0.0024± 0.0032

β1 0 - 2.0 1.23± 0.29
β2 0 - 2.0 0.93± 0.44

Scalar-tensor λ2
1 × 10−6 0 - 1 0.49± 0.29
λ2

2 × 10−6 0 - 1 0.41± 0.28
s 1.0 - 4.0 2.80± 0.84
β1 1.0 - 2.0 < 1.008

Chameleon B0 0 - 1.0 < 1.0
s 1.0 - 4.0 2.27 < s < 4.0
β1 0 - 2.0 0.932± 0.031

eChameleon B0 0 - 1.0 < 0.613
s 1.0 - 4.0 2.69 < s < 4.0

f(R) B†0 10−10 - 10−4 < 1.32× 10−5

Growth index γ 0.2 - 0.8 0.611± 0.072

†We have tried using both logarithmic and linear prior on B0 for f(R) model and obtained
similar results for on the upper limit on B0. But, our final results are using logarithmic
prior on B0 because the linear prior never converged due huge range strong constraint.

mology parameters {Ωbh
2,Ωch

2, 100ΘMC , τ, ns, log(1010As)} and all 18 planck nuisance

parameters as described in Planck Collaboration et al. [267] with the respective extension

parameters or modified gravity parameters. The priors we have used on all the parameters

are the same as the priors in Planck Collaboration et al. [267] and the priors we used on the

parameters of modified gravity model are given in Table [2.2].

2.7 Results

We have combined CMB data set and measurements of growth from various redshift sur-

veys in order to constrain the parameters of standard cosmology (ΛCDM), extended cos-
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Table 2.3: The list of standard ΛCDM parameters used in our analysis. For each parameter
we provide its symbol, prior range, central value and 1σ error. We have used the same
prior as Planck2013 on these parameters. We have also marginalized over all the nuisance
parameters of Planck likelihood. We report the results for each of the model analyzed in
this paper.
Models Ωbh2 Ωch2 100θMC τ ns ln(1010As)
prior range 0.005-0.10 0.001-0.99 0.50-10.0 0.01-0.8 0.9-1.1 2.7-4.0
ΛCDM 0.0219± 0.0002 0.1208± 0.0020 1.0410± 0.0006 0.0442± 0.0236 0.953± 0.0068 3.0007± 0.0450
wCDM 0.0221± 0.0003 0.1183± 0.0028 1.0414± 0.0006 0.0911± 0.0449 0.9615± 0.0097 3.0884± 0.0843
w0waCDM 0.0221± 0.0003 0.1181± 0.0029 1.0415± 0.0007 0.0906± 0.0454 0.9619± 0.0099 3.0871± 0.0850
oΛCDM 0.0220± 0.0003 0.1191± 0.0031 1.0413± 0.0007 0.0518± 0.0278 0.9582± 0.0094 3.0118± 0.0514
Scalar-tensor 0.0221± 0.0003 0.1199± 0.0020 1.0412± 0.0006 0.0333± 0.0198 0.9591± 0.0071 2.9769± 0.0377
Chameleon 0.0219± 0.0002 0.1205± 0.0020 1.0411± 0.0006 0.0390± 0.0222 0.9539± 0.0067 2.9894± 0.0425
eChameleon 0.0218± 0.0003 0.1222± 0.0023 1.0409± 0.0006 0.1313± 0.0467 0.9537± 0.0079 3.1780± 0.0914
f(R) 0.0221± 0.0004 0.1182± 0.0033 1.0414± 0.0008 0.0733± 0.0354 0.9607± 0.0101 3.0526± 0.0663
growth index (γ) 0.0218± 0.0003 0.1214± 0.0023 1.0409± 0.0006 0.0699± 0.0400 0.9525± 0.0075 3.0534± 0.0788
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Figure 2.3: The black points show the corrected fσ8 used in our analysis, along with the
errorbar. Lines of different colors show the best fit for the various models used in our
analysis. The best fit and χ2 are for the case of Planck +fσ8 + eCMASS fits. Notice that
the eChameleon model predicts the smallest growth rate by preferring lower values of the
coupling constant (β1), even though the scalar amplitude of primordial power spectrum is
high.
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Figure 2.4: The figure shows the 1σ and 2σ regions for each of the models considered in
this paper in Ωm-σ8 plane. It shows that the posterior likelihood is consistent for each of
the model in this parameter space. The top plots shows the models which are extension to
ΛCDM and the bottom plot shows the modified gravity models.
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mology models and modified gravity. Our analysis gives consistent constraints for the

standard ΛCDM parameters {Ωbh
2,Ωch

2, 100ΘMC , τ, ns, log(1010As)} as shown in Table

2.3. Figure 2.4 shows the constraint on Ωm-σ8 plane for ΛCDM, wCDM, oΛCDM, Scalar-

tensor model, Chameleon gravity, eChameleon, f(R) and growth index parametrization.

Theses are our best constraints obtained using planck +eCMASS + fσ8(z). Figure 2.3

shows the theoretical predictions of fσ8(z) for each of the model considered in this paper.

2.7.1 ΛCDM

Figure 2.5 shows the one dimensional marginalized likelihood for standard ΛCDM cos-

mology. The black line shows the contraints from Planck 2013 alone. The red ,blue

and magenta lines are posterior obtained for the data set combinations planck+eCMASS,

planck+fσ8(z) and planck+eCMASS+fσ8(z) respectively. Our parameter constraints are

completely consistent with the Planck 2013 results. Adding measurements of the growth

rate to Planck data does not improve the results (see Figure 2.5) due to already tight con-

straints from Planck observations (see Figure 2.1 ).

2.7.2 Dark Energy Equation of state (wCDM)

We have looked at the wCDM, i.e the one parameter extension of ΛCDM where the dark

energy equation of state is a constant, w. Figure 2.6 shows the two dimensional likelihood

of w0 and Ωm. The grey contours are Planck only constraint (w0 = −1.27 ± 0.42), red

contours are Planck and eCMASS (w0 = −0.92 ± 0.10) and blue contours show Planck

combined with eCMASS and growth factor measurements (w0 = −0.87 ± 0.077). We

obtain w0 = −0.87±0.077 (8.8% measurement) which is consistent with the fiducial value

of w = −1 for ΛCDM. The constraint we obtained is similar in precision as compared to

BAO only, but has different degeneracy. Therefore combined measurement of growth rate
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Figure 2.5: ΛCDM: We use GR as the model for gravity to determine the growth fac-
tor and fit for fσ8(z) and eCMASS measurement with Planck likelihood. The black
line shows the contraints from Planck 2013 alone. The red ,blue and magenta lines are
posterior obtained for the data set combinations planck+eCMASS, planck+fσ8(z) and
planck+eCMASS+fσ8(z) respectively. The two most prominent effect are in optical depth
τ and scalar amplitude of primordial power spectrum As. Which is also reflected in the
derived parameter σ8 and mid redshift of re-ionization zre.
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Figure 2.6: wCDM: The two dimensional posterior likelihood w and Ωm for wCDM. The
grey contour is for Planck (w0 = −1.27 ± 0.42), red contour is combined constraint from
Planck and eCMASS (w0 = −0.92 ± 0.10). The blue contour represents constraint from
combining Planck with eCMASS and fσ8(z) (w0 = −0.87± 0.077).
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Figure 2.7: w0waCDM: The two dimensional posterior likelihood of w0 and wa for time-
dependent dark energy model. The grey contour is for Planck (w0 = −0.99 ± 0.52, wa =
−1.50 ± 1.46), red contour is combined constraint from Planck and eCMASS (w0 =
−1.23 ± 0.26, wa = 0.63 ± 0.49). The blue contour represents results from combining
Planck with eCMASS and fσ8(z) (w0 = −0.94± 0.17, wa = 0.16± 0.36).

and anisotropic BAO for all of these surveys will help us improve the precision of w0.

2.7.3 Time-dependent Dark Energy (w0waCDM)

The wCDM model which proposes a constant dark energy is limited in its physical char-

acteristics. Many models propose time-dependent dark energy which is popularly tested

using linear relation w(z) = w0 + wa
z

1+z
with w0 and wa as free parameters. This model
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has been shown to match exact solutions of distance, Hubble, growth to the 10−3 level of

accuracy [100] for a wide variety of scalar field (and modified gravity) models. The dynam-

ical evolution of w(z) can change the growth factor significantly and leave an imprint on

the CMB. The combination of CMB and collection of growth factor at different redshifts is

a unique way to test the time-dependent dark energy model.

Figure 2.7 shows the 1σ and 2σ region for (w0, wa). The grey contour is from the

Planck temperature power spectrum data alone (w0 = −0.99± 0.52, wa = −1.50± 1.46).

The red contours are from Planck and eCMASS (w0 = −1.23 ± 0.26, wa = 0.63 ± 0.49)

and blue contour shows planck combined with eCMASS and growth factor measurement

(w0 = −0.94 ± 0.17, wa = 0.16 ± 0.36). The ΛCDM prediction of (w0, wa) = (−1, 0) is

completely consistent with our posterior. We have obtained constraint on w0 = −0.94 ±

0.17 (18% measurement) and 1 +wa = 1.16± 0.36 (31% measurement) which is stronger

constraint than the current best measurement of wa = −0.2± 0.4 from Aubourg et al. [27].

2.7.4 Spatial Curvature (oΛCDM)

We consider a model with spatial curvature parametrized with ΩK as free parameter called

oΛCDM along with ΛCDM parameters. Figure 2.8 shows the posterior for the ΩK and Ωm

plane. The grey contour is from the Planck temperature power spectrum data alone (Ωk =

−0.060±0.047). The red contours are from Planck and eCMASS (Ωk = −0.0024±0.0034)

and blue contour shows Planck combined with eCMASS and growth factor measurements

(Ωk = −0.0024 ± 0.0032). The ΛCDM prediction of Ωk = 0 is completely consistent

with our posterior. We have obtained constraint on 1 + Ωk = 0.9976 ± 0.0032 (0.3%

measurement) which is competitive with the current best measurements [27]. It will be

interesting to see if combined RSD and BAO at all redshifts will give any improvement on

the precision of curvature.
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Figure 2.8: oΛCDM: The two dimensional posterior likelihood of Ωk and Ωm for oΛCDM.
The grey contour is for Planck (Ωk = −0.060± 0.047), red contour is combined constraint
from Planck and eCMASS (Ωk = −0.0024± 0.0034). The blue contour represents results
from combining Planck with eCMASS and fσ8(z) (Ωk = −0.0024± 0.0032).
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Figure 2.9: BZ: The two dimensional posterior likelihood of β1-β2 for five parameter
Scalar-tensor theory parametrized through the BZ form of (2.2). The green contour is the
combined constraint from Planck and eCMASS (β1 = 1.18± 0.29, β2 = 0.95± 0.43).The
grey contour is the combined constraint from Planck and fσ8(z) with averaged over k
(β1 = 1.24 ± 0.3, β2 = 0.96 ± 0.45), red contour is the combined constraint from Planck
and fσ8(z) at effective k = 0.2h Mpc−1 (β1 = 1.24 ± 0.3, β2 = 0.95 ± 0.45). The
blue contour represents results from the combination of Planck, fσ8(z) and eCMASS
(β1 = 1.23± 0.29, β2 = 0.93± 0.44).

2.7.5 Scalar-Tensor Gravity (BZ parametrization)

The general Scalar-tensor theories of gravity is analyzed using five parameter model called

BZ parametrization . The five parameters of Scalar-tensor gravity (β1, β2, λ1, λ2, s) are

constrained along with the standard ΛCDM parameters using Planck, fσ8(z) and eCMASS
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measurements. BZ model predicts a scale dependent growth rate (fσ8(k, z)), whereas the

measurements are at some effective k. In order to incorporate the k-dependence in our

analysis, we use the two different approaches described in Section 2.5.2. Figure 2.9 shows

two dimensional posterior in the plane (β1, β2) . The green contour is combined constraint

from Planck and eCMASS (β1 = 1.18 ± 0.29, β2 = 0.95 ± 0.43). The grey contour is the

combined constraint from Planck and fσ8(z) with averaged over k (β1 = 1.24± 0.3, β2 =

0.96±0.45); the red contour is the combined constraint from Planck and fσ8(z) at effective

k = 0.2h Mpc−1 (β1 = 1.24± 0.3, β2 = 0.95± 0.45). The blue contour represents results

from the combination of Planck, fσ8(z) and eCMASS (β1 = 1.23±0.29, β2 = 0.93±0.44).

We obtain the following joint constraint on the five BZ parameters: β1 = 1.23 ± 0.29,

β2 = 0.93±0.44, λ2
1(×10−6) = 0.49±0.29 ,λ2

2(×10−6) = 0.41±0.28 and s = 2.80±0.84.

By looking at the joint 2D likelihood for (β1, β2) in Fig. 2.9, we notice that there is a strong

degeneracy between the two parameters which reflects the degeneracy between µ and γ for

the observables that we are using. Similar results have been found in [158, 285]. For the

next models that we will discuss, β1 and β2 are not independent and this will allow data to

place more stringent constraints.

While the constraints on the length scale of the scalar field (λ1, λ2) and (s) are very

broad, the one on the coupling, β1 and β2, is the first ever constraint obtained on these

parameters for general Scalar-tensor gravity. The discrepancy in the strength of the con-

straints on the coupling and on the length scale, can be linked to the fact that data strongly

prefer values of the coupling constants close to 1. For such values, the scale and time de-

pendences in (µ, γ) becomes less important and therefore are loosely constrained. We will

encounter this again in the Chameleon and f(R) gravity cases.
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Figure 2.10: Chameleon Theory: The two dimensional posterior likelihood for
Chameleon gravity. The green contour is the combined constraint from Planck and eC-
MASS (β1 < 1.013).The grey contour is the combined constraint from Planck and fσ8(z)
with averaged over k (β1 < 1.010), the red contour is the combined constraint from Planck
and fσ8(z) at effective k = 0.2h Mpc−1 (β1 < 1.010). The blue contour represents results
from the combination of Planck, eCMASS and fσ8(z) (β1 < 1.008).64



Figure 2.11: eChameleon Theory: The two dimensional posterior likelihood of β1 and Ωm

for extended Chameleon gravity. The green contour is the combined constraint from Planck
and eCMASS (β1 = 0.932 ± 0.04). The grey contour is the combined constraint from
Planck and fσ8(z) with averaged over k (β1 = 0.940 ± 0.032), red contour is combined
constraint from Planck and fσ8(z) at effective k = 0.2h Mpc−1 (β1 = 0.936 ± 0.032).
The blue contour represents results from the combination of Planck, fσ8(z) and eCMASS
(β1 = 0.932± 0.031).
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2.7.6 Chameleon Gravity

The three parameters of Chameleon gravity (β1, B0, s) are constrained along with the stan-

dard ΛCDM parameters using Planck, fσ8(z) and eCMASS measurements. Chameleon

models predict a scale dependent growth rate (fσ8(k, z)), whereas the measurements are

at some effective k. In order to incorporate the k-dependence in our analysis, we use the

two different approaches described in Section 2.5.2. Figure 2.10 shows the two dimen-

sional posterior in the plane (Ωm, β1), (B0, β1) and (s, β1). The grey and red contours show

the posteriors from combined data set of Planck and growth rate measurements. The red

contours are likelihood while evaluating the growth rate at an effective k (β1 < 1.010),

whereas grey contours are for the case when we use an effective growth rate, averaged

over the scales used in the actual fσ8 measurement (β1 < 1.010). The green contour is

combined constraint from Planck and eCMASS (β1 < 1.013). Finally, the blue contours

show the posterior from combined data of Planck, eCMASS and growth rate (β1 < 1.008).

We obtain the following joint constraint on the three Chameleon parameters: β1 < 1.008,

B0 < 1.0 and 2.27 < s < 4. While the constraints on the length scale of the scalar field,

B0 and s is very broad, the one on the coupling, β1, is very strong and predicts β1 = 1 to

0.8%, bringing µ to its GR value. As we already discussed for the Scalar-tensor case, the

discrepancy in the strenght of these constraints is due to the fact that data prefer values of

the coupling constant close to 1, for which the time and scale dependence of (µ, γslip) be-

come negligible. This is even more the case for Chameleon models, where the theoretical

prior forces β1 > 1, which corresponds to enhanced growth, and data consequently require

very small values for this coupling, pushing µ very close to its GR value.

We have also looked at the extended Chameleon model where we allow β1 to be less

than 1 following previous analysis of this model. Figure 2.11 shows the two dimensional

posterior in the plane (Ωm, β1). The red contours are likelihood while evaluating the growth
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rate at an effective k (β1 = 0.940±0.032), whereas grey contours are for the case when we

use an effective growth rate, averaged over the scales used in the actual fσ8 measurement

(β1 = 0.936±0.032). The green contour is combined constraint from Planck and eCMASS

(β1 = 0.932 ± 0.04). Finally, the blue contours show the posterior from combined data of

Planck, eCMASS and growth rate (β1 = 0.932 ± 0.031). We obtain the following joint

constraint on the three eChameleon parameters: β1 = 0.932 ± 0.031, B0 < 0.613 and

2.69 < s < 4. Like in the more general Scalar-tensor case, while the constraints on the

length scale of the scalar field, B0 and s are very broad, the one on the coupling, β1, is an

huge improvement on the previous constraint of β1 = 1.3 ± 0.25 (19.2 % measurement)

using WMAP CMB, SNe and ISW dataset [157]. Let us notice that when we constrain

jointly the three eChameleon parameters, data select a region in the parameter space which

corresponds to β1 < 1, i.e. to suppressed growth. This region excludes standard Chameleon

models, including f(R) theories, for which β1 > 1 and the growth is enhanced. After all,

as we have seen above and will see in the next Section, the same data place very stringent

constraints on Chameleon and f(R) models, forcing them to be very close to ΛCDM (see

Figure 2.11 and 2.12). Hence the combination of data sets that we employ favor models

with a suppressed growth rate, which adopting the BZ parametrization can be obtained with

β1 < 1; a suppressed growth was favored also by the data set used in [285], although in that

case the authors employed a time-dependent parametrization. Theoretically viable scalar-

tensor models with a suppressed growth are discussed in [260], where they are analyzed

via a scale-independent parametrization in the effective field theory language.

2.7.7 f(R) theory

We consider one parameter (B0) model of f(R) gravity. The parameter B0 parameter-

izes the deviation from ΛCDM. The model approaches GR when B0 is zero. Similar to
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Figure 2.12: f(R) Gravity: The two dimensional posterior likelihood of B0 and Ωm for
f(R) gravity. The green contour is combined constraint from Planck and eCMASS (B0 <
3.43 × 10−5). The grey contour is the combined constraint from Planck and fσ8(z) with
averaged over k (B0 < 2.77×10−5), the red contour is the combined constraint from Planck
and fσ8(z) at effective k = 0.2h Mpc−1 (B0 < 1.89× 10−5). The blue contour represents
results from the combination of Planck, fσ8(z) and eCMASS (B0 < 1.36× 10−5)
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Chameleon theory, f(R) gravity predicts a scale dependent growth rate (fσ8(k, z)). Figure

2.12 shows the two dimensional posterior in B0 and Ωm plane. The green contour is com-

bined constraint from Planck and eCMASS (B0 < 3.43×10−5). The grey and red contours

show posterior from combined data set of Planck and growth rate measurements. The red

contours are likelihood while evaluating the growth rate at an effective k (B0 < 1.89×10−5)

where as grey contours are for the case when we use effective growth rate, which is aver-

aged over scales used in the actual fσ8 measurements (B0 < 2.77 × 10−5). The blue

contours show the posterior from combined data of Planck, eCMASS and growth rate

(B0 < 1.36 × 10−5). We obtained B0 < 1.36 × 10−5 (1σ C.L.), which is an improvement

by a factor of 4 on the most recent constraint from large scale structure of B0 = 5.7× 10−5

(1σ C.L.) [401]. Our constraint is competitive with the constraint from solar system tests

and clusters [163, 331, 75].

2.7.8 Growth index (γ) parametrization

The standard cosmological model, based on GR, predicts a precise value for the growth

factor in the linear regime, i.e. f = Ω0.55
m . In order to test deviations from GR, we have

parameterized the growth factor using growth index γ ( Linder and Cahn [210]) as f = Ωγ
m.

The marginalized two dimensional likelihood for Ωm and γ is shown in Figure 2.13. The

grey contour is combined constraint from Planck and eCMASS (γ = 0.477 ± 0.096).

The red contours show the constraint obtained using Planck and fσ8(z) measurement(γ =

0.595± 0.079) and the blue contours are for combined data set of Planck with fσ8(z) and

eCMASS (γ = 0.612±0.072). We have obtained γ = 0.612±0.072 (11.7% measurement)

completely consistent with the general relativity prediction.
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Figure 2.13: Growth index (γ): The two dimensional posterior likelihood of γ and Ωm for
growth index parametrization. The grey contour is the combined constraint from Planck
and eCMASS (γ = 0.477±0.096). The red contour is the combined constraint from Planck
and fσ8(z) (γ = 0.595± 0.079). The blue contour represents results from the combination
of Planck, fσ8(z) and eCMASS (γ = 0.612± 0.072)
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2.8 Discussion

We have constrained the parameters of the standard cosmological model, ΛCDM, as well as

those of various extensions using the current measurements of growth rate between redshift

0.06 and 0.83 (Figure 2.4), eCMASS and Planck 2013. We have been careful with several

important details while combining results from various surveys and different cosmologies

of measurements. We have first showed that the standard ΛCDM parameter space has a

consistent posterior, independent of the model considered except for Chameleon gravity.

Next, we focused on each model and analyzed the constraint on its extension parameters.

As for the standard model, ΛCDM, using the growth factor we do not improve constraints

on any of its parameters because the growth rate is already highly constrained with Planck

measurement for the standard model of cosmology. It is impressive to notice that ΛCDM,

without any extra parameter, is completely consistent with the measurements of fσ8 from

very different galaxy types and redshifts. In the case of the extension where the dark

energy equation of state is constant but free to vary, wCDM, we obtain w0 = −0.87±0.077

(8.8% measurement). This is a 3.7 times improvement on the precision compared to Planck

only measurement w = −1.27 ± 0.42 (33% measurement) and comparable to the 8%

measurement of Samushia et al. [323]. Our measurement prefers w < −1 at 1σ level.

We have also noticed that the growth rate and BAO have slightly different degeneracy

for wCDM. This shows the potential to improve the constraint on w by combining the

growth rate and BAO measurements from a range of galaxy redshift surveys. However, one

difficulty in doing so, is to model the correlation between the measurement of growth rate

and BAO.

We also report one of the best measurements on the parameters of the model with a

time-dependent equation of state, w0waCDM. We have measured w0 = −0.94±0.17 (18%

measurement) and 1 +wa = 1.16± 0.36 (31% measurement). This represents a significant
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improvement on wa compared to all other measurements [267, 27]. The measurements

of fσ8, H and DA in eCMASS help to constrain ΛCDM parameters, while the evolution

of the growth rate over a large redshift range, obtained through measurements of fσ8(z)

at multiple redshifts, improves the constrain on evolving dark energy. This hints at the

potential of using combined growth rate and anisotropic BAO as function of redshifts,

when future surveys like eBOSS and Euclid [196] will provide much stronger growth rate

and BAO constraints at much higher redshifts. We have also looked at the possibility of

a non-zero curvature for the universe, oΛCDM, finding 1 + Ωk = 0.9976 ± 0.0032 (0.3%

measurement), which is same as the best constraint reported in [323]. We notice that the

optical depth (τ ) and amplitude of scalar power spectrum (As) is relatively low for oΛCDM,

which predicts smaller redshift of reionization (zre = 7.20± 2.81) but it is above the lower

limit observed through Lymanα Forest observations ([36]).

We have also looked at some of the popular modifications of gravity and found no sig-

nificant deviations from GR using growth rate and Planck 2013 measurement. We have

investigated general scalar-tensor theories under the parametrization introduced in [46],

constraining the corresponding five parameters. We have found constraints on the two cou-

pling parameters (β1 = 1.23 ± 0.29, β2 = 0.93 ± 0.44) while the posterior of other three

parameters were largely non-constraining. We then restricted to the subset of Chameleon

theories, for which only three parameters are needed. While imposing a theoretical bound

of β1 > 1, we constrained the coupling of Chameleon theories to β1 < 1.008 (1 σ C.L.),

while jointly varying the remaining two free parameters that describe the lengthscale of

the scalar degree of freedom, {B0, s}. While the latter are loosely constrained by data, the

constraint on the coupling is quite stringent. We explored also an extension of Chameleon

models, that we dubbed eChameleon, where we let the coupling β1 vary within the range

[0, 2]. Also in this case, data place a stringent bound on the coupling, while loosely con-

straining {B0, s}. Interestingly, for this case data select a region where β1 < 1, with the
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bound β1 = 0.932 ± 0.031; the latter corresponds to a region of the parameter space for

which growth is suppressed. This improves significantly over previous analysis, e.g. the

bound β1 = 1.3± 0.25 (19.2 % measurement) obtained in [157] using WMAP CMB, SNe

and ISW dataset. This excludes standard Chameleon models, including f(R) theories, for

which β1 > 1 and the growth is enhanced. After all, the same data place very stringent

constraints on the latter models, forcing them to be very close to ΛCDM (see Figure 2.11

and 2.12). We also notice that the optical depth (τ ) and amplitude of scalar power spec-

trum (As) is higher for eChameleon gravity. This predicts higher redshift of reionization

(zre = 14.43 ± 3.77) and higher growth. In such a situation the only way in which the

model can align itself with the measured fσ8 is by choosing a smaller coupling parameter

(β1). We have placed very stringent bounds on f(R) models with a ΛCDM bacgkround,

constraining their only free parameter to be B0 < 1.36 × 10−5 (1 σ C.L.). This is com-

petitive with the constraint from solar system tests and clusters [163, 331, 75] and other

cosmological measurements [401, 105, 296, 285].

Finally, we have analyzed the growth index parametrization of the growth rate, mea-

suring γ = 0.612 ± 0.072 (11.7% measurement), which is completely consistent with the

general relativity prediction. This is a slight improvement on the 16% measurement of

Samushia et al. [325]. We also note that our measurement of growth index is slightly less

precise than current best measurement γ = 0.665 ± 0.0669 (10% measurement) [176] us-

ing combination of galaxy power spectrum, velocity power spectrum, Type Ia SNe, the

cosmic microwave background (CMB), CMB lensing, and the temperature-galaxy cross

correlation.

It is remarkable to notice that even after allowing many different kind of degree of

freedom. our analysis shows that everything is consistent with vanilla ΛCDM cosmology

and General theory of relativity.
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Chapter 3

Probing Gravity at Large Scales through

CMB Lensing

Published in MNRAS(2015), 449, 4326 , arXiv:1412.4454

Anthony R. Pullen, Shadab Alam, and Shirley Ho

3.1 Abstract

We describe a methodology to probe gravity with the cosmic microwave background (CMB)

lensing convergence κ, specifically by measuringEG, the ratio of the Laplacian of the grav-

itational scalar potential difference with the velocity divergence. Using CMB lensing in-

stead of galaxy-galaxy lensing avoids intrinsic alignments while also lacking a hard limit on

the lens redshift and significant uncertainties in the source plane. We model EG for general

relativity and modified gravity, finding that EG for f(R) gravity should be scale-dependent

due to the scale-dependence of the growth rate f . Next, we construct an estimator forEG in

terms of the galaxy-CMB lensing and galaxy clustering angular power spectra, along with

the RSD parameter β. We also forecast statistical errors for EG from the current Planck
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CMB lensing map and the spectroscopic galaxy and quasar samples from the Sloan Digital

Sky Survey Data Release 11, being 9% with galaxies and 8% when quasars are included.

We also find that upcoming spectroscopic and photometric surveys, combined with the final

Planck lensing map, can measure precisely the redshift- and scale-dependence of EG out

to redshifts z = 2 and higher, with photometric surveys having an advantage due to their

high number densities. Advanced ACTPol’s lensing map will increase the EG sensitivity

even further. Finally, we find that Advanced ACTPol cross-correlated with spectroscopic

(photometric) surveys can differentiate between general relativity and f(R) gravity at the

level of 3σ (13σ). Performing a < 1% measurement of EG requires a 10% precision in β

from Euclid or LSST, currently achievable with a spectroscopic survey but difficult with

only a photometric survey.

3.2 Introduction

The discovery of cosmic acceleration [307, 263] has inspired numerous theoretical expla-

nations for its existence. On one hand, the acceleration can be caused by a new, unknown

force that exhibits negative pressure called dark energy [253]. The cosmological constant,

a special case of dark energy, is a major component of the ΛCDM framework that explains

the expansion history and the growth history of the Universe [22] and the cosmic microwave

background (CMB) [40, 266]. On the other hand, it is possible that the dynamics of grav-

ity deviate from general relativity (GR) on cosmological scales [107, 74], a concept called

modified gravity. In observations of the universe’s expansion history, these two effects are

degenerate with one another. However, we expect the growth of structure to differ between

dark energy and modified gravity models such that the degeneracy is broken.

An observable that probes the expansion history and growth of structure simultane-

ously is EG [409], which is related to the ratio of the Laplacian of the difference between
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the two scalar potentials ∇2(ψ − φ) to the peculiar velocity perturbation field θ. The

value of EG depends on how gravity behaves on large scales. Traditionally, when mea-

suring EG, ∇2(ψ − φ) is probed by a galaxy lensing correlation with a tracer of large-

scale structure (LSS), while the peculiar velocity field is probed by either a galaxy-velocity

cross-correlation or, equivalently, a galaxy autocorrelation times the redshift-space distor-

tion (RSD) parameter β = f/b, where f is the growth rate and b is the clustering bias of

the galaxies. A major advantage of EG over other observables is that it is independent of

clustering bias on linear scales, reducing the model uncertainty. EG was first measured

in Reyes et al. [303], using galaxy-galaxy lensing exhibited by Sloan Digital Sky Survey

(SDSS) [408] Luminous Red Galaxies (LRGs) [112] to findEG(z = 0.32) = 0.392±0.065,

consistent with ΛCDM.

In this analysis we assess the possibility of using CMB lensing [57, 207, 82] cross cor-

related with galaxies [148, 353, 150, 271] as a probe of∇2(ψ−φ) instead of the traditional

method of using galaxy lensing. One advantage of using CMB lensing over galaxy lensing

is that the CMB lensing kernel is very broad over redshift, allowing probes of EG at much

higher redshifts than with galaxy lensing. At these higher redshifts, CMB lensing also has

the added bonus of probing more linear scales, reducing systematic effects due to nonlinear

clustering. Also, since the CMB propagates throughout all of space, all of LSS sampled by

the survey lenses the CMB, allowing us to measure the lensing part of EG at much higher

redshifts. We also do not have to worry about complex astrophysical uncertainties of the

source galaxies, i.e. intrinsic alignments, since the CMB is simple. Finally, we know the

CMB redshift, so we can avoid determining the photometric redshift distribution of the

sources. We construct an estimator for EG in terms of the angular cross-power spectrum

between the CMB lensing convergence κ and galaxies, the angular auto-power spectrum of

the same galaxies, and the RSD parameter β.

Next, we deriveEG for general relativity (GR), as well as modified gravity using the µγ
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formalism from Hojjati et al. [156]. While EG(z) can be written as Ωm,0/f(z) for ΛCDM,

where Ωm,0 is the matter density today relative to the critical density and f(z) is the growth

rate at redshift z, EG for modified gravity models is expected to differ from this value. We

also found that EG for f(R) gravity [74] and chameleon gravity [186] can exhibit scale-

dependence through f , which could potentially help differentiate between these gravity

models and GR.

Next, we consider the prospect of measuring EG with CMB lensing by forecasting er-

rors for an EG measurement using the current Planck CMB lensing map [271] along with

the CMASS galaxy (z = 0.57), LOWZ galaxy (z = 0.32), and BOSS quasar [250] spec-

troscopic samples from Data Release 11 (DR11) [22] of the SDSS-III [114] Baryon Os-

cillations Spectroscopic Survey (BOSS) [97]. We also consider possibilities with upcom-

ing surveys. First, we consider the final Planck lensing map cross-correlated with spec-

troscopic surveys, specifically the Dark Energy Spectroscopic Instrument (DESI) [200],

Euclid [195], and the Wide Field InfraRed Survey Telescope (WFIRST) [356]. We find,

however, that an EG measurement using the Planck CMB lensing map and upcoming spec-

troscopic surveys is not sensitive enough to differentiate between GR and f(R) gravity at

current limits, and that the new limits on chameleon gravity would be modest. We find

that spectroscopic surveys with Advanced ACTPol can differentiate between GR and f(R)

gravity at the level of 3σ, with higher significances for the chameleon gravity model.

We also consider the CMB lensing maps cross-correlated with photometric surveys,

specifically the Dark Energy Survey (DES) [371], the Large Synoptic Survey Telescope

(LSST) [216], and Euclid. We find that for the scales which EG dominates, being small

but still only quasi-linear, the lensing measurement dominates the error in EG as opposed

to the RSD. Thus, reducing the shot noise by increasing the survey number density is

more important than having more precise redshifts for RSD. We find DES is comparable in

power to DESI, and LSST and photometric Euclid can discriminate between GR and f(R)
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gravity at very high significance using lensing from Adv. ACTPol. However, this will

require an RSD precision on the order of 10%, which is difficult but possible for Euclid

and LSST. Photometric surveys combined with CMB lensing experiments can produce

significant constraints to EG that could help uncover the true nature of gravity.

The plan of the paper is as follows: in Section 3.3, we write the theoretical EG for

modified gravity, while Section 3.4 gives the estimator for EG in terms of CMB lensing. In

Section 3.5 we construct forecasts for various experiment configurations, and in Section 3.6

we present conclusions. We assume the combined CMASS/Planck cosmology [266, 22]

with Ωmh
2 = 0.1418, h = 0.676, Ωbh

2 = 0.0224, ns = 0.96, and σ8 = 0.8.

3.3 Theory

We begin with the definition of EG in Fourier space from Zhang et al. [409], given by

EG(k, z) =
c2[∇2(ψ − φ)]k
3H2

0 (1 + z)θ(k)

=
c2k2(φ− ψ)

3H2
0 (1 + z)θ(k)

, (3.1)

where H0 is the Hubble parameter today and θ(k) is the perturbation in the matter velocity

field. Assuming a flat universe described by a Friedmann-Robertson-Walker (FRW) metric

with perturbation fields ψ in the time component and φ in the spatial component, as well

as negligible anisotropic stress and non-relativistic matter species, the time-time and mo-

mentum Einstein field equations in general relativity (GR) can be written in Fourier space

as [156]

k2ψ = −4πGa2ρ(a)δ

φ = −ψ , (3.2)
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where a is the scale factor, ρ is the background matter density, and δ is the matter density

perturbation. These equations are generalized to a modified gravity (MG) model such that

k2ψ = −4πGa2µ(k, a)ρ(a)δ

φ = −γ(k, a)ψ , (3.3)

where µ(k, a) and γ(k, a) are arbitrary functions of k and a, and µ = γ = 1 for GR.

Using this formalism, we can write the numerator of EG in Eq. 3.1 as

k2(φ− ψ) = −k2[1 + γ(k, a)]ψ

= 4πGa2ρ(a)µ(k, a)[1 + γ(k, a)]δ . (3.4)

Substituting ρ(a) = ρ0a
−3 and Ωm,0 = 8πGρ0/3H

2
0 , we find

k2(φ− ψ) =
3

2
H2

0 Ωm,0(1 + z)µ(k, a)[γ(k, a) + 1]δ (3.5)

The velocity perturbation θ can be written as θ = fδ on linear scales. Combining this

expression and Eq. 3.5 gives EG from Eq. 3.1 as

EG(k, z) =
Ωm,0µ(k, a)[γ(k, a) + 1]

2f
. (3.6)

This expression gives us the correct value in the GR limit, namely EG = Ωm,0/f(z).

For f(R) gravity [74] using the parametrization in Song et al. [354], µ and γ are given
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by [376, 156]

µfR(k, a, ) =
1

1−B0as−1/6

[
1 + (2/3)B0k̄

2as

1 + (1/2)B0k̄2as

]
γfR(k, a) =

1 + (1/3)B0k̄
2as

1 + (2/3)B0k̄2as
, (3.7)

where k̄ = k[2997.9 Mpc/h], h = H0/[100 km/s/Mpc], s=4 for models that follow the

ΛCDM expansion history, and B0 is a free parameter which is related to the Compton

wavelength of an extra scalar degree of freedom and is proportional to the curvature of

f(R) today. Current measurements limit B0 < 5.6× 10−5 (1σ) [400, 37]. For this gravity

model, EG is given by

EBZ
G (k, z) =

1

1−B0as−1/6

Ωm,0

fBZ(k, z)
, (3.8)

where fBZ(k, z) is the BZ growth rate, which is scale-dependent since µ is scale-dependent

[156].

Chameleon gravity [186] is a Yukawa-type dark matter interaction equivalent to a class

of scalar-tensor theories with a scalar field non-minimally coupled to the metric. For

chameleon gravity, using the Bertschinger and Zukin (BZ) parametrization [45], µ and

γ are given by [156]

µCh(k, a) =
1 + β1λ

2
1k

2as

1 + λ2
1k

2as

γCh(k, a) =
1 + β2λ

2
2k

2as

1 + λ2
2k

2as

λ2
2 = β1λ

2
1

β2 =
2

β1

− 1 , (3.9)

where the typical ranges for β1 and s are 0 < β1 < 2 and 1 ≤ s ≤ 4. We will relate λ1
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Figure 3.1: EG as a function of redshift z and wavenumber k for GR (top), f(R) gravity
(B0 = 5.6× 10−5) (middle), and chameleon gravity (β1 = 1.2, B0 = 0.4, s = 4) (bottom).
EG for f(R) gravity exhibits strong scale dependence, decreasing by ∼ 10% at small
scales.

to B0, a parameter similar to that for f(R) gravity but much less constrained due to the

extra degree of freedom in the model. The typical range for B0 in this model is [0,1] and is

related to λ1 by

B0 =
2λ2

1H
2
0

c2
. (3.10)

We calculate EG(k, z) for GR, f(R) gravity, and chameleon gravity using MGCAMB

[203, 156], which we plot in Fig. 3.1. In GR, EG is scale-independent. However, in f(R)

gravity EG decreases at small scales by ∼ 10%, with the decrease being more pronounced

at higher redshifts and smaller scales. On the other hand, chameleon gravity shifts EG to

lower values with respect to GR. These results show that the ability to measure the scale-

dependence ofEG will be advantageous for constraining MG models, particularly for f(R)

gravity.

3.4 Estimator

Here we derive an estimator for EG in terms of the galaxy-convergence cross-power spec-

trum Cgκ
` , the galaxy auto-power spectrum Cgg

` , and the RSD parameter β. The estimator is
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similar to the expression in Reyes et al. [303] using the galaxy-galaxy lensing cross-power

spectrum.

Starting with Eq. 3.1, EG can be estimated in terms of power spectra as

ÊG(k, z) =
c2P̂∇2(ψ−φ)g(k)

3H2
0 (1 + z)P̂θg(k)

, (3.11)

where P∇2(ψ−φ)g is the galaxy-∇2(ψ − φ) cross-power spectrum and Pθg is the galaxy-

peculiar velocity cross-power spectrum. Projecting 3D power spectra into angular quanti-

ties, we can estimate EG as

ÊG(`, z̄) =
c2Ĉκg

`

3H2
0 Ĉ

θg
`

. (3.12)

Cκg
` is the galaxy-convergence angular cross-power spectrum, given on small scales using

the Limber approximation1 by

Cκg
` =

1

2

∫ χ2

χ1

dχW (χ)fg(χ)χ−2P∇2(ψ−φ)g

(
`

χ
, z

)
, (3.13)

where fg is the galaxy redshift distribution, χ1 and χ2 are the limits of the redshift dis-

tribution, and W (χ) = χ(1 − χ/χCMB) is the CMB lensing kernel. In order to match

the kernel in the galaxy-convergence power spectrum, we define Cθg
` , the velocity-galaxy

angular cross-power spectrum, to be

Cθg
` =

1

2

∫ χ2

χ1

dχW (χ)fg(χ)χ−2(1 + z)Pθg

(
`

χ
, z

)
. (3.14)

This cross-power spectrum is a construct used to measure EG without multiplicative bias,

and is not equivalent to the RSD angular power spectrum derived in Padmanabhan et al.

1Since we are mainly interested in small scales (` & 100), the Limber approximation is valid for most of
the cases we consider (see Sec. 3.5.2)
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[247].

In our analysis, as in Reyes et al. [303], we assume that the RSD parameter β will

be measured separately, and we approximate the lensing kernel and β as constants over

redshift within the integral, and we approximate fg(χ) ' f 2
g (χ)/fg(χ̄) within the red-

shift range. This approximation works well when the galaxy redshift distribution is highly

peaked, which is especially true when we use small redshift bins in forecasts for upcoming

surveys. Also, we assume from linear theory θ = fδ. In that case, Eq. 3.14 can be written

as

Cθg
` ' W (χ̄)(1 + z̄)

2fg(χ̄)

∫ χ2

χ1

dχ f 2
g (χ)χ−2β(z)Pgg

(
`

χ
, z

)
' W (χ̄)β(z̄)(1 + z̄)

2fg(χ̄)
Cgg
` , (3.15)

where Cgg
` is the galaxy angular auto-power spectrum. Note that β could exhibit scale-

dependence due to modified gravity through the growth rate. Thus, EG in this case can be

written as

ÊG(`, z̄) =
2c2Ĉκg

`

3H2
0 (1 + z̄)W (χ̄)∆χβ(z̄)Ĉgg

`

, (3.16)

and we can write the error of EG in terms of the errors of β and Cgg
` as

σ2[EG(`, z̄)]

E2
G

=

[(
σ(Cκg

` )

Cκg
`

)2

+

(
σ(β)

β

)2

+

(
σ(Cgg

` )

Cgg
`

)2
]
, (3.17)

which is strictly true if β and Cgg
` are measured from separate surveys. This approximation

does underestimate the error if β and Cgg
` are measured from the same survey. However,

it should not be much of a concern for us. For current surveys and upcoming spectro-

scopic surveys, the error is mainly dominated by the CMB lensing, which is a measure
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independent of β and Cgg
` . For example, switching between independent to dependent

measures of β and Cgg
` for BOSS reduces the signal-to-noise ratio for EG by 1%. For

upcoming photometric surveys when the lensing error is competitive with the error in β,

the error in the galaxy clustering due to shot noise should be small enough such that it can

be neglected, making the βCgg
` error independent of this concern. For example, switching

between independent to dependent measures of β and Cgg
` for Euclid photometric survey

with Adv. ACTPol reduces the signal-to-noise ratio for EG by 5%. The uncertainty in Cκg
`

can be written as

σ2(Cκg
` ) =

(Cκg
` )2 + (Cκκ

` +Nκκ
` )(Cgg

` +N gg)

(2`+ 1)fsky

, (3.18)

where Cκκ
` , the convergence auto-power spectrum, is computed from CAMB [203], Nκκ

`

is the noise in the convergence power spectrum computed using the formalism in Hu and

Okamoto [162], and N gg is the shot noise.

A precise measurement of EG will be slightly biased from the true value due to several

reasons similar to those outlined in the Appendix of Reyes et al. [303]. For one, galaxy red-

shift distributions can exhibit a spread and skewness, causing the approximation in Eq. 3.15

to break down. However, we can characterize this deviation analytically as a function of

angular scale. Also, in order to extend our measurement of EG to small scales, we must

correct for the scale-dependence of the bias due to clustering at nonlinear scales. We may

also need to consider scale-dependent β due to nonlinear density and velocity perturba-

tions, although velocity perturbations tend to stay linear at smaller scales than for density

perturbations. In addition, constraints on modified gravity parameters will have to account

for the scale dependence of β due to the growth rate. We expect these effects to be small

and will neglect them in our forecasts.
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3.5 Forecasts

In this section we will predict the ability of current and future surveys to measure EG and

differentiate between GR and MG models. In all our forecasts we will assume GR when

calculating uncertainties. We describe the sensitivity of the measured EG with the signal-

to-noise ratio (SNR) of EG marginalized over angular scale and redshift, given by

SNR2(EG) =
∑
`,zi

[EGR
G (zi)]

2

σ2[EG(`, zi)]
, (3.19)

where zi denotes redshift bins. We also calculate the χ2 value between GR and MG models

to determine if a particular EG measurement could distinguish between GR and a given

MG model. We write χ2 as

χ2(EG) =
∑
`,zi

[EMG
G (`, zi)− EGR

G (zi)]
2

σ2[EG(`, zi)]
, (3.20)

whereEMG
G (`, zi) is theEG estimate for a given MG model, which is generally `-dependent.

This χ2 is related to the likelihood ratio between GR and modified gravity, assuming mod-

ified gravity is the true theory, and χ2 � 1 means the two theories can be differentiated at

high significance. Throughout the section we quote χrms =
√
χ2. Note that for the follow-

ing limits, f(R) gravity is set to its upper limit value B0 = 5.6× 10−5, and that chameleon

gravity’s base set of parameters is B0 = 0.4, β1 = 1.2, and s = 4, unless otherwise stated.

3.5.1 Current Surveys

We begin with forecasts of EG measurements from the publicly available Planck CMB

lensing map [271] and the CMASS and LOWZ spectroscopic galaxy samples from BOSS

DR11 [22], as well as the spectroscopic quasar (QSO) sample [250] from DR11. We use
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Table 3.1: Properties of the various spectroscopic surveys considered in our analysis.
Survey z Area (deg2) Ngal

BOSS CMASS 0.43–0.7 7900 704,000
BOSS LOWZ 0.15–0.43 6900 306,000
BOSS QSOs 2.1–3.5 10,200 175,000
DESI ELGs 0.6–1.7 14,000 1.8× 107

DESI LRGs 0.6–1.2 14,000 4.1× 106

DESI QSOs 0.6–1.9 14,000 1.9× 106

Euclid 0.5–2.0 20,000 1.7× 107

WFIRST 1.05-2.9 2000 3.0× 107

the noise estimate given in the public Planck CMB lensing map. The total number of

galaxies (or quasars) within each sample along with the survey area are listed in Table

3.1. For CMASS, we use the measurements of bσ8 and fσ8 from Samushia et al. [326] to

set b[CMASS]=2.16 and σ(β)/β ∼ 10% for the entire redshift range. The corresponding

values for the LOWZ sample have not been measured model-independently for DR11, so

we assume a 10% measurement of β for the entire redshift range and, as in Tojeiro et al.

[374], we assume b[LOWZ]=1.85. We use Eq. 3.17 to calculate the EG uncertainty for

these samples. For the BOSS quasar sample, we use the BOSS DR9 bias measurements

from White et al. [396], assuming the average value bQSO = 3.83. We also assume a 15%

β measurement in each of two redshift bins for the BOSS quasars. This is a bit optimistic,

considering there are systematic issues on linear scales with measuring RSD from BOSS

quasars. However, we confirm that even a measurement error of 100% [σ(β)/β = 1] only

increases the errors on EG by 5%.

We plot the signal-to-noise ratio (SNR) for 10 < ` < 1000 for the CMASS, LOWZ,

and quasar samples in Fig. 3.2. The peaks of all three plots vary due to the redshift

of each sample. We find that most of the signal for EG comes from linear to quasi-

linear scales. We set the maximum wavenumber within quasi-linear scales to kNL, where

∆(kNL, z) = k3
NLP (kNL, z)/(2π

2) = 1. We find kNL[LOWZ,CMASS]=[0.354,0.466]
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h/Mpc. For the following forecasts, we limit the angular scales used to ` > 100 to avoid

large-scale systematic effects. In Fig. 3.2 we also show how the SNR increases with `max

for CMASS and LOWZ. We see that most of the sensitivity is obtained by ` ∼ 500 for

CMASS and ` ∼ 300 for LOWZ. We set these as our limits in ` for CMASS and LOWZ,

while for quasars we will use all scales ` < 1000.

We also consider how our forecasts for EG are affected if we restrict the scales used to

measure EG to only linear scales for CMASS and LOWZ. Note we define linear scales k <

klin as those for which the matter power spectrum P (k) computed from N-body simulations

differs from the linear P (k) by less than a few percent. We determine which scales are

linear using the linear and N -body P (k) predictions from Fig. 2 of Vlah et al. [384]. We

find that the purely linear scales for CMASS and LOWZ are limited to k . 0.1h/Mpc,

which is significantly less than kNL determined above for these surveys. As can be seen

in Fig. 3.2, the surveys each lose about half their signal to noise if the measurements are

restricted to linear scales.2 Note that as the redshift of the survey increases, the more scales

are linear. However, EG estimates for modified gravity, particularly for f(R) gravity, tend

to differ from GR mainly at low redshifts. Thus, differentiating MG models from GR

requires measuring EG at quasi-linear scales.

Next we forecast constraints onEG from BOSS surveys cross-correlated with the Planck

CMB lensing map. We find promising results, listed in Table 3.2. Specifically, we predict

SNRs of 9.3, 5.2, and 6.8 for the CMASS, LOWZ, and QSO surveys, respectively. We

translate these into EG values in Fig. 3.3. We see that our LOWZ measurement would

be comparable to that from Reyes et al. [303], although this may be somewhat optimistic

considering LOWZ may exhibit unforeseen systematics. However, combining all three

measurements would give a SNR of 13, or an 8% measurement. This assumes we can mea-

sure RSD from quasars, which is very optimistic considering systematic errors that exist in

2`lin[LOWZ] < 100, so we set `min[LOWZ] = 50 when considering the total signal.
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Figure 3.2: (Top): The SNR of EG as a function of ` for the Planck CMB lensing map
cross-correlated with various BOSS DR11 surveys. We also mark with vertical lines where
the angular modes correspond to nonlinear scales. We see that most of the sensitivity will
come from linear scales, although our chosen cuts in ` listed in the text will lose some
sensitivity. (Bottom): The relation of the SNR of EG with an increasing `max for the BOSS
DR11 samples with the Planck CMB lensing map. We see that most of the sensitivity is
gained using `max ∼ 300 (500) for LOWZ (CMASS), while the sensitivity for the QSO
sample is still increasing at `max = 1000.
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quasars at large scales [292]. We also consider our fiducial model of f(R) gravity corre-

sponding to the upper limit on the BZ parameterB0. We see that the f(R) prediction differs

from GR only at lower redshifts, greatly suppressing the utility of the quasar measurement

and slightly increasing the utility of the LOWZ measurement. χrms =
√
χ2 for CMASS

and LOWZ are both less than unity, implying that these surveys are not able to significantly

tighten constraints on B0. The sensitivity to chameleon gravity is only slightly better, in

that CMASS, LOWZ, and BOSS QSOs together could differentiate models with very high

(or low) values of β1 from GR due to the rapid evolution of EG with β1.

3.5.2 Upcoming Spectroscopic Surveys

We now consider upcoming spectroscopic surveys. We consider two cases for the CMB

lensing map, including (1) the full Planck CMB lensing map and (2) the Advanced ACT-

Pol3 CMB lensing map. In both cases, we assume the CMB lensing maps will be estimated

using the temperature map and both E and B polarization maps, and we assume the B map

only contains noise. We predict the noise in the Planck lensing map assuming the detector

sensitivity and beam sizes listed in the Planck Bluebook [372]. Advanced ACTPol will

survey 20,000 deg2, and its increased temperature and polarization sensitivity will create

a CMB lensing map that is an order of magnitude more sensitive than Planck. The spec-

ifications we use for Adv. ACTPol are listed in Table 3.3. For spectroscopic surveys, we

consider the DESI emission line galaxy (ELG), luminous red galaxy (LRG), and quasar

surveys, as well as the Euclid Hα survey and the WFIRST Hα and OIII combined sur-

vey. The properties of the surveys are listed in Table 3.1. For DESI, we assume the same

values as in the DESI Conceptual Design Report4: bLRGD(z) = 1.7, bELGD(z) = 0.84,

bQSOD(z) = 1.2, where D(z) is the growth factor. We also assume a 4% error in β within

3private communication with Advanced ACTPol team
4http://desi.lbl.gov/cdr/
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Figure 3.3: EG forecasts for BOSS galaxy surveys cross-correlated with the current Planck
CMB lensing map, in comparison with the latest measurement of EG using galaxy-galaxy
lensing [303]. Note that we do not translate their EG measurement from the WMAP3
cosmology [358] to the cosmology we assume. The band around the GR prediction corre-
sponds to the likelihood function of EG based on Planck and BOSS constraints on cosmo-
logical parameters. The EG predictions for f(R) gravity and chameleon gravity are aver-
aged over the wavenumber range at every redshift corresponding to 100 < ` < 500, the
range used for CMASS. The dashed lines show chameleon gravity predictions for higher
and lower values of β1. These surveys are not sensitive enough to tighten constraints on
f(R) gravity set by current measurements.
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∆z = 0.1 bins. Note that Adv. ACTPol’s survey area overlaps with only ∼75% of DESI’s

area; we take this into account in our DESI forecasts. For Euclid and WFIRST ELGs, we

assume b(z) = 0.9 + 0.4z, a fit [367] to semi-analytic models [244] that compares well

with data. We determine the redshift distribution of Euclid Hα galaxies using the Hα lu-

minosity function from Colbert et al. [81] and assume a flux limit of 4×10−16. This flux

limit is in the middle of the range being considered, so the following Euclid forecasts can

change accordingly. We also assume a 3% error in β within ∆z = 0.1 bins for Euclid and

WFIRST [17]. For all subsequent forecasts, we assume EG measurements over angular

scales 100 ≤ ` ≤ 500.

The forecasts are listed in Table 3.2, but here we list some highlights. Figs. 3.4 and

3.5 show that DESI and Euclid combined with Planck can each measure EG almost at the

2% level, unlike WFIRST which is limited by its small survey area. This should allow

DESI and Euclid combined with Planck to produce constraints of some models, and β1

constraints should get tighter than those from BOSS. For Adv. ACTPol, DESI should reach

a 1% measurement of EG, allowing it to differentiate GR and chameleon gravity with

β1 > 1.1 at the 5σ level. DESI produces tighter constraints than Euclid due to its higher

number density at low redshifts. Note that we use a moderate number of redshift slices

for each survey, as seen in Figs. 3.4 and 3.5. The redshift accuracy of these spectroscopic

surveys would allow us to use much smaller redshift bins in an attempt to decrease errors in

EG. This does not work, however, because each of these surveys are shot-noise dominated

on the scales where the EG signal dominates, increasing the errors in the galaxy-CMB

lensing cross-correlation.5 We also considered more pessimistic errors in β, finding that

increasing the error in β by a factor of 3 did not noticeably increase EG errors from Planck,

while it increased EG errors from Adv. ACTPol by less than 2%.

5Using the formalism in Loverde and Afshordi [215], the Limber approximation breaks down slightly for
Euclid with Adv. ACTPol at some of the larger redshifts, where χ/∆χ & 100. This should not affect the
results significantly.
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Figure 3.4: EG forecasts for DESI galaxy surveys cross-correlated with the final Planck
CMB lensing map and with the Advanced ACTPol lensing map. The points for Adv. ACT-
Pol are shifted rightward by 0.02 for clarity. The EG predictions for f(R) and chameleon
gravity are averaged over the wavenumber range at every redshift corresponding to 100 <
` < 500. The dashed lines show chameleon gravity predictions for higher and lower values
of β1.

Figure 3.5: EG forecasts for Euclid and WFIRST galaxy surveys cross-correlated with the
final Planck CMB lensing map and with the Advanced ACTPol lensing map. The points
for WFIRST and Adv. ACTPol are shifted rightward by 0.02 for clarity. Note the Euclid-
Adv. ACTPol forecasts contain 50 bins in redshift.
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Table 3.2: Forecasts of the signal-to-noise ratio (SNR) and χrms =
√
χ2 between GR

and f(R) or chameleon gravity for EG measurements from various current and upcoming
surveys. For f(R) gravity, we assume B0 = 5.65 × 10−5. For chameleon gravity, the first
column assumes B0 = 3.2 × 10−4 with β1 and s set to the base model, and the second
column assumes β1 = 1.1 with B0 and s set to the base model (see the beginning of
Sec. 3.5).

Survey (Galaxy × CMB lensing) z SNR χrms[f(R)] χrms[Cham,B0] χrms[Cham, β1]
BOSS CMASS × Planck (current) 0.43–0.7 9.3 0.40 0.53 0.52
BOSS LOWZ × Planck (current) 0.15–0.43 5.2 0.42 0.42 0.30
BOSS QSOs × Planck (current) 2.1–3.5 6.8 0.051 0.042 0.26

BOSS (CMASS+LOWZ+QSOs) × Planck (current) – 13 0.58 0.68 0.65
DESI ELGs × Planck (full) 0.6–1.7 31 0.51 0.84 1.5
DESI LRGs × Planck (full) 0.6–1.2 23 0.55 0.83 1.1
DESI QSOs × Planck (full) 0.6–1.9 25 0.29 0.52 1.2

DESI (ELG+LRG+QSO) × Planck (full) – 46 0.80 1.3 2.2
DESI ELGs × Adv. ACTPol 0.6–1.7 73 1.4 2.3 3.6
DESI LRGs × Adv. ACTPol 0.6–1.2 56 1.8 2.5 2.9
DESI QSOs × Adv. ACTPol 0.6–1.9 50 0.66 1.1 2.4

DESI (ELG+LRG+QSO) × Adv. ACTPol – 105 2.4 3.6 5.2
Euclid (spectro) × Planck (full) 0.5–2.0 41 0.96 1.4 2.1
Euclid (spectro) × Adv. ACTPol 0.5–2.0 83 2.4 3.2 4.1

WFIRST × Planck (full) 1.05-2.9 20 0.12 0.21 0.91
WFIRST × Adv. ACTPol 1.05-2.9 44 0.28 0.55 2.0

DES × Planck (full) 0.0–2.0 35 1.2 1.3 1.7
DES × Adv. ACTPol 0.0–2.0 78 3.0 3.3 3.9
LSST × Planck (full) 0.0–2.5 84 5.1 5.2 6.0
LSST × Adv. ACTPol 0.0–2.5 189 15 15 16

Euclid (photo) × Planck (full) 0.0–3.7 90 4.9 5.1 5.9
Euclid (photo) × Adv. ACTPol 0.0–3.7 205 15 15 16

Table 3.3: Properties of the Advanced ACTPol CMB survey. Note that the area of the
survey is 20,000 deg2 and we assume ∆P = ∆T

√
2.

Center Freq. ∆T (µK-arcmin)6 θres (arcmin)
90 GHz 7.8 2.2
150 GHz 6.9 1.3
230 GHz 25 0.9
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3.5.3 Upcoming Photometric Surveys

In this section we consider measuring EG from upcoming photometric galaxy surveys.

These surveys, which measure less precise redshifts than spectroscopic surveys, are tai-

lored for measuring weak lensing and not RSD. However, the errors in EG are dominated

by the CMB lensing at lower redshifts where the EG signal is highest, meaning that re-

ducing shot noise in the lensing-galaxy cross-correlation through attaining higher number

densities is be more important than having precise redshifts. Also, upcoming photomet-

ric surveys plan to approach redshift precisions of σz/(1 + z) ∼ 0.05. Recent work has

shown that upcoming photometric surveys could measure RSD [311, 93, 26]. This may

cause photometric surveys to produce competitive EG measurements. It should be noted

that Adv. ACTPol gets close to the lensing noise limit where errors in RSD could begin to

matter. An EG measurement from a future CMB experiment that surpasses Adv. ACTPol

may reach the limit such that RSD errors may begin to dominate. Also, the photometric

redshift errors and systematic errors within photometric surveys will make measuring RSD

with photometric surveys more difficult than with spectroscopic surveys [152].

We will construct forecasts for photometric surveys of DES, LSST, and Euclid. The

properties of these surveys are listed in Table 3.4. For DES and LSST, we model the

normalized redshift distribution in the same manner as Font-Ribera et al. [120] as

fg(z) =
η

Γ
(
α+1
η

)
z0

(
z

z0

)α
exp−(z/z0)η , (3.21)

where α = 1.25 (2.0), η = 2.29 (1.0), and z0 = 0.88 (0.3) for DES (LSST). For Euclid

we use estimates of the redshift distribution based on the CANDELS GOODS-S catalog

[137, 160]. For all three surveys we assume b(z) = 0.9 + 0.4z [367, 244], as in the

spectroscopic case. For RSD, we assume a 17% error in β over ∆z = 0.1(1 + z) bins for
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Table 3.4: Properties of various galaxy photometric surveys included in our analysis.
Survey z Area (deg2) Ngal σz/(1 + z)
DES 0.0–2.0 5000 2.16× 108 0.07
LSST 0.0–2.5 20,000 3.6× 109 0.05
Euclid 0.0–3.7 20,000 1.86× 109 0.05

DES [311]. Since Euclid and LSST will cover about 4 times the volume of DES, we expect

the errors on β to decrease by a factor of 2.

We find that photometric surveys can discriminate between gravity models more effec-

tively than spectroscopic surveys, as can be seen in Fig. 3.6 and Table 3.2. DES, with its

higher number density, has constraining power comparable to DESI and Euclid with their

larger survey areas. LSST and photometric Euclid combined with Planck approach 1%

measurements, while substituting Planck for Adv. ACTPol exceeds that level. In Fig. 3.7,

we display constraints on EG in individual k-bins at z = 1 ± 0.05 from LSST with both

CMB surveys, finding that at this redshift the constraining power between gravity models

mainly appears at smaller scales. These two photometric surveys combined with Adv. ACT-

Pol could differentiate f(R) gravity and GR at the 13σ level for B0 > 10−7, severely test-

ing f(R) as a viable theory. These surveys also would place significant tests on chameleon

gravity, although the value of χ2 decreases when smaller values of B0 are assumed. Also,

catastrophically increasing the errors in β by a factor of 3 in DES increases the errors in

EG using Planck by only 5%. Similar increases also apply to Euclid and WFIRST. For

Adv. ACTPol, EG is more sensitive to this effect, in that increasing β errors by a factor of

3 increases EG errors by 20%. This suggests that in this regime, RSD errors must remain

low to take advantage of the power of photometric surveys to measure EG, on the order of

10% for Euclid or LSST.
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Figure 3.6: EG forecasts for DES, LSST, and Euclid photometric galaxy surveys cross-
correlated with the final Planck CMB lensing map and with the Advanced ACTPol lensing
map. The points for Adv. ACTPol are shifted rightward by 0.02 for clarity. Note that
the forecasts involving Adv. ACTPol require a precision in the RSD parameter β of 10%,
which may need to be obtained from a spectroscopic survey.

Figure 3.7: EG(k) forecasts for the LSST photometric galaxy survey in the redshift bin z =
1 ± 0.05 cross-correlated with the final Planck CMB lensing map and with the Advanced
ACTPol lensing map. The points for Adv. ACTPol are shifted rightward by 2% for clarity.
We also plot EG predictions for f(R) gravity and chameleon gravity.
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3.6 Conclusions

In this work we consider CMB lensing as a probe of EG, a statistic that differentiates be-

tween gravity models on cosmological scales. We deriveEG for the general MG parametriza-

tion described by µ(k, z) and γ(k, z), as well as for the specific MG models of f(R) gravity

and chameleon gravity. We show that generally, EG for these models are scale-dependent,

causing the scale-dependent EG to be useful for differentiating between MG models and

GR.

We produce forecasts for current surveys, showing that BOSS spectroscopic galaxies

and quasars combined with Planck CMB lensing each measure EG at the 8% level. Our

results suggest that CMB lensing contributes most of the error, and that measuring EG on

quasi-linear scales is required to produce significant constraints.

For upcoming surveys, we find that upcoming photometric surveys will outperform

spectroscopic surveys due to their higher number densities, even at the expense of having

less precise redshifts. Specifically, LSST and photometric Euclid should produce errors

on EG less than 1%, and place very tight constraints on f(R) and chameleon gravity, as-

suming these surveys can measure RSD with a precision of around 10%. However, these

measurements will be limited by how well these photometric surveys can identify and re-

move systematic errors. Also, since it is necessary to use EG from quasi-linear scales,

measuring RSD effects at these scales will be challenging. Finally, it is possible that more

precise estimates of EG and more precise measurements of cosmological parameters may

change the underlyingEG errors slightly. However, CMB lensing has the potential to probe

EG with very high sensitivities without the astrophysical contaminants of galaxy-galaxy

lensing, and reveal the nature of gravity.
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Chapter 4

Constraining Gravity at the Largest

Scales through CMB Lensing and

Galaxy Velocities

Submitted to MNRAS(2015) , arXiv:1511.04457

Anthony R. Pullen, Shadab Alam, Siyu He, and Shirley Ho

4.1 Abstract

We demonstrate a new method to constrain gravity on the largest cosmological scales

by combining measurements of cosmic microwave background (CMB) lensing and the

galaxy velocity field. EG is a statistic, constructed from a gravitational lensing tracer and

a measure of velocities such as redshift-space distortions (RSD), that can discriminate be-

tween gravity models while being independent of clustering bias and σ8. While tradi-

tionally, the lensing field for EG has been probed through galaxy lensing, CMB lensing

has been proposed as a more robust tracer of the lensing field for EG at higher redshifts
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while avoiding intrinsic alignments. We perform the largest-scale measurement of EG

ever, up to 150 Mpc/h, by cross-correlating the Planck CMB lensing map with the Sloan

Digital Sky Survey III (SDSS-III) CMASS galaxy sample and combining this with our

measurement of the CMASS auto-power spectrum and the RSD parameter β. We report

EG(z = 0.57) = 0.243 ± 0.060 (stat) ± 0.013 (sys), a measurement in tension with the

general relativity (GR) prediction at a level of 2.6σ. Note that our EG measurement devi-

ates from GR only at scales greater than 80 Mpc/h, scales which have not been probed by

previous EG tests. Upcoming surveys, which will provide an order-of-magnitude reduction

in statistical errors, can significantly constrain alternative gravity models when combined

with better control of systematics.

4.2 Introduction

Since cosmic acceleration was first discovered [307, 263], there have been many investi-

gations seeking to determine its cause. The cosmological constant, a form of dark energy

[253] that exhibits a negative pressure p = −ρ, can explain the cosmic acceleration and is

consistent with measurements of the cosmic microwave background (CMB) [40, 280, 283]

and large-scale structure (LSS) [22]. However, if gravity were weaker than predicted by

general relativity (GR) on cosmological scales, then this could also cause the cosmic ex-

pansion to accelerate. This concept, called modified gravity, cannot be distinguished from

dark energy by measuring the cosmic expansion, i.e. through supernova [363] or baryon

acoustic oscillations [22], alone, requiring a measurement of the growth of structure, e.g.

through redshift-space distortions (RSD) [179, 139, 47, 326, 11, 10], to break this degener-

acy. Several upcoming observatories hope to test general relativity on cosmological length

scales using these methods.

EG [409] is a statistic that probes gravity by measuring the ratio between curvature and
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velocity perturbations using measurements of gravitational lensing, galaxy clustering, and

growth of structure. This quantity is a member of a general class of parametrized deviations

from GR [e.g. see Hojjati et al. [156], Di Valentino et al. [102], and references therein]. EG

is related to the Poisson field equation which is modified between various gravity models,

breaking the degeneracy and model dependence in current cosmological probes of gravity

and dark energy. It is also independent of clustering bias on linear scales; thus unlike

probes of gravity using measurements of structure growth directly, the clustering bias does

not have to be modeled or marginalized in EG measurements. The lensing signal within

EG has traditionally been probed with galaxy-galaxy lensing [221], or lensing of galaxies

by foreground galaxies. In Reyes et al. [303], EG was measured at z = 0.32 over scales

10–50 Mpc/h to be 0.39±0.06. Recently, a measurement of EG from galaxy lensing was

performed using several datasets [55], finding, over scales 10–50 Mpc/h, to be 0.48±0.10

at z = 0.32 and 0.30±0.07 at z = 0.57. All these measurements are consistent within 1σ

with predicted GR values. In other work, constraints for future galaxy lensing surveys were

forecasted [198].

It has recently been proposed [294] to measure EG using galaxy-CMB lensing [281],

a more robust lensing tracer that can probe EG at earlier times and larger scales than is

currently possible with galaxy lensing. In addition, measuring EG using CMB lensing

has advantages over galaxy-galaxy lensing. Source galaxies in galaxy-galaxy lensing are

usually assigned photometric redshifts with non-negligible uncertainties and can only be

lensed by foreground galaxies at low redshifts. For CMB lensing, the source redshift, z =

1100 is well known and extremely high relative to galaxies (z ∼ 1), allowing probes of EG

at much higher redshifts. Also, the intrinsic distribution of CMB photons is nearly Gaussian

[278] and is not affected by complex astrophysical effects, such as intrinsic alignments

in galaxy lensing. It was shown in Pullen et al. [294] that Advanced ACTPol [141], an

upcoming CMB survey, combined with a spectroscopic galaxy survey, e.g. the Dark Energy

102



Spectroscopic Instrument (DESI) [200], would measure EG at 2% precision, or < 1%

precision with a photometric survey, e.g. the Large Synoptic Survey Telescope (LSST)

[216]. Recently, Giannantonio et al. [126] proposed a bias-independent statistic DG, an

alternative to EG that does not include growth information. This work was also able to

measure DG using the Planck CMB lensing map and the Dark Energy Survey (DES) [371]

with photometric redshifts. However, unlike EG, DG cannot be directly related to modified

gravity models.

In this analysis, we measure EG by combining measurements of the CMB lensing con-

vergence map [281] from the latest Planck data release [276] with the galaxy distribu-

tion from the CMASS galaxy sample [22] from the Sloan Digital Sky Survey (SDSS) III

[114]. We also test for various systematic effects in both the CMASS galaxy map and the

Planck CMB lensing convergence map. We find EG(z = 0.57) = 0.243 ± 0.060 (stat) ±

0.013 (sys), which is in tension with the expected ΛCDM value of EG(z = 0.57|GR) =

0.402 ± 0.012. This tension appears at scales greater than 80 Mpc/h, scales which have

not been probed by previous EG measurements. By probing gravity over the scales 23–

150 Mpc/h, this is the largest-scale measurement of EG ever performed, and only next-

generation surveys, e.g. Euclid [195], will be able to probe these scales with EG using

galaxy lensing.

The plan of our paper is as follows: in Section 4.3 we review the expression for EG

and how we estimate it, and we describe the Planck and CMASS data products we use

in Section 4.4. In Section 4.5 we describe how our angular power spectrum models are

constructed. We describe our estimators for the angular power spectra and β in Section 4.6,

and we present our results in Section 4.7 and estimates of systematic errors in Section 4.8.

We conclude in Section 4.9.
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4.3 EG Formalism

Here we present a brief review of the expression for EG and how it is measured. For a more

comprehensive presentation, see Zhang et al. [409] and Pullen et al. [294].

The quantity EG is given by the expression (in Fourier space)

EG(k) =
c2k2(φ− ψ)

3H2
0 (1 + z)θ(k)

, (4.1)

assuming a flat universe described by a Friedmann-Robertson-Walker (FRW) metric, where

H0 is Hubble’s constant, θ(k) is the perturbation in the divergence of the velocity field,

and ψ and φ are the time and space perturbations in the FRW metric. On linear scales,

θ(k) = f(z)δ(k), where δ is the matter field perturbation, and f(z) is the logarithmic

rate of structure growth, also known as the growth rate. By assuming GR, non-relativistic

matter species, and no anisotropic stress, it can be shown using the Poisson equation from

GR that Eq. 4.1 simplifies to

EG =
Ωm,0

f(z)
, (4.2)

where Ωm,0 is the relative matter density today and f(z) ' [Ωm(z)]0.55 is the growth rate

for GR. Note that EG for ΛCDM with GR is scale-independent. For modified gravity

theories, the expressions for EG(z) and f(z) can be altered, producing values for EG that

are distinct from GR and possibly scale-dependent.

EG can be estimated as

EG(`) = Γ
Cκg
`

βCgg
`

, (4.3)

where Γ is a prefactor depending on Hubble parameter H(z), the CMB lensing kernel
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W (z), and the galaxy redshift distribution fg(z) (see Eq. 4.15), Cκg
` is the CMB lensing

convergence-galaxy angular cross-power spectrum, Cgg
` is the galaxy angular auto-power

spectrum, and β is the redshift space distortion parameter. In the linear perturbation regime,

β = f/bg where f is the growth rate and bg is the clustering bias of galaxies relative to mat-

ter perturbations. Note that κ is the lensing convergence, which is a line-of-sight integral

of ∇2(ψ − φ) over the lensing kernel. As in previous measurements using galaxy-galaxy

lensing, EG measured using CMB lensing is independent of clustering bias and the ampli-

tude of matter perturbations parametrized by σ8, eliminating the need for measurements of

(or marginalizing over) bg and σ8 as in other gravity probes.

4.4 Data

4.4.1 Cosmic Microwave Background Lensing Map

The cosmic microwave background (CMB) lensing map was provided by the Planck Col-

laboration [276]. The Planck satellite observed the intensity and polarization fields of the

cosmic background radiation (CBR) over the whole sky. The CBR was measured between

August 2009 and August 2013 using an array of 74 detectors consisting of two instruments.

The Low-Frequency Instrument (LFI) [44, 227] consists of pseudo-correlation radiometers

and contains 3 channels with frequencies 30, 40 and 70 GHz. The High-Frequency Instru-

ment (HFI) [193, 288] consists of bolometers and contains 6 channels with frequencies 100,

143, 217, 353, 545, and 857 GHz. These maps were combined and foreground-cleaned us-

ing the SMICA code [277] to produce temperature and E and B polarization maps of the

CMB with HEALPix [130] pixelization with Nside = 2048 over approximately 70% of the

sky. The temperature and polarization maps over all available frequencies are combined to

reconstruct the minimum-variance CMB lensing field [281]; however, most of the lensing
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information comes from the 143 GHz and 217 GHz maps. These channels have Gaussian

beams with full-width-at-half-maxima (FWHMs) of 7’ and 5’, respectively, and temper-

ature (polarization) noise levels of 30 µK-arcmin (60 µK-arcmin) and 40 µK-arcmin (95

µK-arcmin), respectively. The lensing map was checked for systematic effects from the

Galaxy, point sources, dust, and instrumental noise bias [281], which were found to be

mostly sub-dominant to the statistical errors.

4.4.2 Galaxy Survey Maps

We use the CMASS spectroscopic sample from the Sloan Digital Sky Survey (SDSS) III

[114] Baryon Oscillations Spectroscopic Survey (BOSS) [97] Data Release 11 (DR11)

[22, 8], which was publicly released with the final BOSS data set. SDSS-III, like SDSS I

and II [408], consists of a 2.5 m telescope [135] with a five-filter (ugriz) [121, 352, 103]

imaging camera [133], designed to image over one-third of the sky. Automated pipelines

are responsible for astrometric calibration [264], photometric reduction [217], and photo-

metric calibration [249]. Bright galaxies, luminous red galaxies (LRGs), and quasars are

selected for follow-up spectroscopy [362, 112, 305, 59, 350]. The data used in this survey

were acquired between August 1998 and May 2013.

CMASS [22] (z = 0.43− 0.7) consists of 690,826 galaxies over an area of 8498 deg2,

has a mean redshift of 0.57, and is designed to be stellar-mass-limited at z > 0.45. Each

spectroscopic sector, or region covered by a unique set of spectroscopic tiles [7], was re-

quired to have an overall completeness (the fraction of spectroscopic targets that were ob-

served) over 70% and a redshift completeness (the fraction of observed galaxies with good

spectra) over 80%. We use these galaxies to construct an overdensity map δi = (ni− n̄)/n̄,

where i denotes the pixel on the sky. ni =
∑

j∈pixel iwj , where wj is the systematic weight

[22] of galaxy j. The map is given a HEALPix pixelization with Nside = 1024. Note that
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we do not weigh the pixels by their observed area because the HEALPix pixels are much

smaller than the observed sectors for which the completeness is computed, and we did not

want to introduce extra power due to possible errors in the completeness on small scales.

We also confirm (see Section 4.8) that including pixel weights have only a small effect on

the final result.

4.5 Angular Power Spectra

4.5.1 Theory

We model the theoretical galaxy-CMB lensing convergence angular cross-power spectrum

and the galaxy clustering angular auto-power spectrum using standard methods. We as-

sume ΛCDM with parameters consistent with Planck 2013 [270] and BOSS Data Release

11 [22]. We use these models to estimate statistical errors from mocks and systematic cor-

rections to EG (see Section 4.6). However, our measurement of EG along with errors from

jackknife resampling, which we use in our final result, does not use our power spectrum

models and is independent of ΛCDM. In addition, the corrections we determine from these

models are well within statistical error bars.

Using the Limber approximation for small scales (` & 10) and assuming the ΛCDM

model, the galaxy-CMB lensing convergence angular cross-power spectrum can be written

as

Cκg
` =

3H2
0 Ωm,0

2c2

∫ z2

z1

dz W (z)fg(z)χ−2(z)(1 + z)

×Pmg
[

`

χ(z)
, z

]
, (4.4)

where fg(z) is the galaxy redshift distribution, W (z) = χ(1 − χ(z)/χCMB) is the CMB
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lensing kernel, χ(z) (χCMB) is the comoving distance out to redshift z (the CMB surface-

of-last-scattering redshift zCMB = 1100), and Pmg(k, z) is the matter-galaxy 3D cross-

power spectrum as a function of z and wavenumber k [148]. The cosmological parameters

present are the Hubble parameter today H0 and the current matter density parameter Ωm,0.

The galaxy redshift distribution for CMASS is shown in Fig. 1 of Anderson et al. [22]. The

galaxy clustering angular auto-power spectrum can be written as

Cgg
` =

∫ z2

z1

dz
H(z)

c
f 2
g (z)χ−2(z)Pgg

[
`

χ(z)
, z

]
, (4.5)

whereH(z) is the Hubble parameter at redshift z and Pgg(k, z) is the galaxy 3D auto-power

spectrum.

4.5.2 Mock Galaxy Catalogues from N -body Simulations

We compute the power spectra Pmg(k, z) and Pgg(k, z) using N-body simulations in or-

der to model both nonlinearities and the occupation of halos with galaxies. The N -body

simulation runs using the TreePM method [29, 394, 302]. We use 10 realizations of this

simulation based on the ΛCDM model with Ωm = 0.292 and h = 0.69. Although these

parameters differ from those from the joint Planck/BOSS analysis, this should not affect

the results because P (k) is not so sensitive to the cosmic parameters relative to C`. These

simulations are in a periodic box of side length 1380h−1Mpc and 20483 particles. A friend-

of-friend halo catalogue was constructed at an effective redshift of z = 0.55. This is ap-

propriate for our measurement since the galaxy sample used has effective redshift of 0.57.

We use a Halo Occupation Distribution (HOD) [251, 338, 41, 393, 42, 90] to relate the

observed clustering of galaxies with halos measured in the N -body simulation. We have

used the HOD model proposed in Beutler et al. [49] to populate the halo catalogue with
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galaxies.

〈Ncen〉M = 1
2

[
1 + erf

(
logM−logMmin

σlogM

)]
〈Nsat〉M = 〈Ncen〉M

(
M
Msat

)α
exp

(−Mcut

M

)
, (4.6)

where 〈Ncen〉M is the average number of central galaxies for a given halo mass M and

〈Nsat〉M is the average number of satellites galaxies. We use the HOD parameter set

(Mmin = 9.319 × 1013M�/h,Msat = 6.729 × 1013M�/h, σlogM = 0.2, α = 1.1,Mcut =

4.749 × 1013M�/h) from Beutler et al. [49]. We have populated central galaxies at the

center of our halo. The satellite galaxies are populated with radius (distance from central

galaxy) distributed as per the NFW profile out to r200 and the direction is chosen randomly

with a uniform distribution.

4.6 Estimators

We estimateCκg
` andCgg

` along with errors using the Planck CMB lensing map and CMASS

galaxy map. We estimate both angular power spectra in 11 flat band-powers that comprise

the range 62 ≤ ` ≤ 400, with each band containing the minimum-variance estimate of

the power spectrum over that band. Note that this angular scale range is equivalent to the

range 23 Mpc/h < R⊥ < 150 Mpc/h, where R⊥ = 2πχ(z)/` is the linear scale on the sky

corresponding to the angular scale ` at redshift z. We do not use angular scales ` > 400

(R⊥ < 23 Mpc/h) because the CMB lensing convergence at these scales is likely to be con-

taminated by Gaussian and point-source bias corrections in the lensing estimator [271]. We

do not use angular scales ` < 62 (R⊥ > 150 Mpc/h) because measurements by the BOSS

collaboration of Pgg(k) at larger scales were shown to be inconsistent between the north

and south Galactic caps [313], suggesting the larger-scale measurement could be plagued
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by systematics.

We estimate use a pseudo-C` estimator of the form [205, 271]

Ĉκg
` =

1

(2`+ 1)fκgsky

∑̀
m=−`

g`mκ
∗
`m , (4.7)

where fκgsky is the sky fraction common to the galaxy catalog and the CMB lensing conver-

gence map, κ`m is the spherical harmonic transform of the CMB lensing convergence field,

and g`m is the spherical harmonic transform of the galaxy overdensity field. The error in

Ĉκg
` is estimated as

σ2(Ĉκg
` ) =

1

(2`+ 1)fκgsky

[
(Ĉκg

` )2 + D̂κκ
` D̂

gg
`

]
, (4.8)

where D̂κκ
` and D̂gg

` are estimators of the κ and galaxy angular auto-power spectra with

statistical noise included, given by

D̂κκ
` =

1

(2`+ 1)fκsky

∑̀
m=−`

|κ`m|2 , (4.9)

and

D̂gg
` =

1

(2`+ 1)f gsky

∑̀
m=−`

|g`m|2 , (4.10)

where fκsky and f gsky are the sky fractions for the CMB lensing convergence map and galaxy

catalog, respectively. We can then use Ĉκg
` and σ(Ĉκg

` ) to bin the angular cross-power

spectrum. Note since the lensing field is not Gaussian, least-squares estimates of Cκg
` will

be slightly biased, but not significantly compared to our measurement errors.

We estimate Cgg
` using a quadratic minimum-variance estimator, a method which has

been used in previous estimates [370, 246, 151]. Note we do not estimate Cκg
` using this
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method because the required covariance matrix for the CMB lensing convergence is not

well-defined. We estimate Cgg
` in the same 11 `-bins used for Cκg

` . We construct a parame-

ter vector p that contains all the band-powers for Cgg
` , whose minimum-variance estimator

is given by p̂ = F−1q, where

Fij =
1

2
tr
[
C,iC

−1C,j C
−1
]
, (4.11)

and

qi =
1

2
xTC−1C,iC

−1x , (4.12)

are the Fisher matrix and quadratic estimator vector, respectively, x is the galaxy overden-

sity map, C =
〈
xxT

〉
is the covariance matrix, and C,i = ∂C/∂pi. Note that x and C are

given in pixel space. The iterative and stochastic methods used for matrix inversion and

trace estimation are described in Hirata et al. [148], Padmanabhan et al. [247].

The measurement of the redshift space distortions (RSD) parameter β is one of the key

requirements to measure EG. We estimate β by fitting the monopole and quadruple mo-

ments of the galaxy auto-correlation function. We use the Landy-Szalay estimator [194] to

compute a two-dimensional galaxy auto-correlation. We project the galaxy auto-correlation

onto the Legendre basis in order to obtain the monopole and quadrupole moments. We fit

the monopole and quadrupole moments of the correlation function using Convolution La-

grangian Perturbation Theory (CLPT) and the Gaussian Streaming Model (GSM) [72, 386].

We measure fσ8 and bσ8 using scales between 30 h−1Mpc to 126 h−1Mpc following [11],

where f is the logarithmic derivative of the growth factor and b is linear galaxy bias. We

tested our RSD model against various systematics and mocks as described in [11]. We run

a Markov Chain Monte Carlo(MCMC) to fit for the galaxy auto-correlation function using
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COSMOMC [201]. We obtain the likelihood of RSD parameter β for each jackknife region

by taking the ratio of the measured growth rate and bias β = f/b. The mean β from each

jackknife region is then combined to get the final measurement of β. Although we do not

use scales 126 < R⊥ < 150 Mpc/h in our β measurement, the information in these scales

is relatively low due to cosmic variance, and we expect β to not be significantly different

at these scales. We do not fit β at scales R⊥ < 30 Mpc/h as we do not have mocks that can

validate the theory model (GSM) at these scales.

4.6.1 Error Estimates

We use two methods to determine the errors in Ĉκg
` , Ĉgg

` , and β̂, namely jackknife resam-

pling and mocks. Jackknife resampling includes systematics effects naturally; however, the

jackknife regions we use, which are all more than 250 Mpc/h, may introduce errors in the

covariance matrix at the largest scales we sample. Thus, we also perform a separate error

analysis using CMASS mock galaxy catalogs with simulated lensing convergence maps as

a check at large scales.

For the first method, we perform jackknife resampling of 37 equal-weight regions of

the CMASS survey area, where weight is defined as the effective observed area calculated

using the number of random galaxies in CMASS random galaxy maps. Note that this is not

necessarily given by the sky area. We plot the 37 regions in Fig. 4.1. Each jackknife region

is at least 250 Mpc/h on a side, total weights for regions in the CMASS north galactic cap

differ from the CMASS south galactic cap by less than 2%, and the total weights of each

jackknife region differ within a galactic cap by less than 0.8% (less than 0.1% for most

regions). We use jackknife resampling to compute expectation values for Ĉκg
` , Ĉgg

` , and β̂,

as well as ÊG(`) and the covariance matrix Cov(EG) for EG(`).

The second method computes Ĉκg
` , Ĉgg

` , β̂, and ÊG(`) using the full Planck and CMASS
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Figure 4.1: An equatorial map of the CMASS survey divided into 37 regions used for
jackknife resampling.
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surveys, and the covariances for all four quantities are determined using simulations and

mocks. For the CMB lensing field, we simulate 100 convergence maps, in which each map

is a Gaussian field with the correct signal and noise power spectra and mask provided by

Planck. For the galaxies, we use 100 CMASS mock catalogs [223]. The halo occupation

density used to construct these mocks, presented in Manera et al. [223], was significantly

updated recently [49]. This is reflected in that Cgg
` for the mocks from Manera et al. [223]

are significantly lower than the data on small scales, the data which was fitted to determine

the HOD in Beutler et al. [49]. We remedy this by rescaling Cgg
` for all the mocks equally

such that the average Cgg
` of the mocks matches Cgg

` from the data. Also, the lensing

simulations were not constructed to be correlated with the mocks, but we do not expect this

to be important because the CMB lensing-galaxy correlation should only contribute 1-2%

of the errors in Cκg
` . Also, since the galaxy mocks are not correlated with the κ simulations,

there is no need to rescale Cκg
` .

Assuming the GR case whereEG is independent of `, we construct a likelihood function

given by

L(EG) ∝ exp

{
−1

2

∑
`,`′

[ÊG(`)− EG][Cov(EG)]−1
`,`′ [ÊG(`′)− EG]

}
, (4.13)

from which we determine the maximum likelihood value for EG along with statistical er-

rors. In order to correct the bias to [Cov]−1 due to using a finite number of jackknives/mocks,

we multiply [Cov]−1 by (1−D), in which

D =
nb + 1

ns − 1
, (4.14)

where nb is the number of bins for which we estimate the covariance matrix, and ns is the

number of samples [256, 173]. Thus, D = 7/36 for the jackknives and D = 7/99 for the
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simulations/mocks, although we acknowledge that the scaling for the jackknives could be

inaccurate at larger scales due to the size of the jackknife regions. However, this does not

appear to make the jackknife results much different from that of the simulations/mocks.

4.6.2 Systematic Corrections to EG

Our estimator for EG in Eq. 4.3 is not unbiased due to scale-dependent clustering bias

as well as a mismatch between the CMB lensing kernel and the redshift distribution of

CMASS galaxies. We apply systematic corrections to ourEG estimator to debias our result,

which we outline in this subsection. These correction factors are similar in purpose to those

applied to the first EG estimate in Reyes et al. [303], although their kernel and effective

redshift corrections are combined in our the kernel mismatch correction.

We derive Γ in Eq. 4.3 by relating Cκg
` and Cgg

` in Eqs. 4.4 and 4.5 and then setting Γ

such that the expectation value of the resulting expression forEG is consistent with Eq. 4.1.

It can be shown that by removing the appropriate functions from the integrands which are

slowly varying compared to f 2
g (z), the correct expression for Γ is

Γ =
2c

3H0

[
E(z)fg(z)

W (z)(1 + z)

]
, (4.15)

where E(z) = H(z)/H0. The approximations required to produce this expression are not

perfect, causing EG measured using Eq. 4.3 to slightly deviate from the true value of EG.

We correct this systematic effect by multiplying Γ by CΓ, given by

CΓ(`) =
W (z)(1 + z)

2fg(z)

[
c

H(z)

]
Cmg
`

Qmg
`

, (4.16)
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where Qmg
` and Cmg

` are defined as

Qmg
` ≡ 1

2

∫ z2

z1

dz W (z)fg(z)χ−2(z)(1 + z)

×Pmg
[

`

χ(z)
, z

]
, (4.17)

and

Cmg
` ≡

∫ z2

z1

dz
H(z)

c
f 2
g (z)χ−2(z)Pmg

[
`

χ(z)
, z

]
. (4.18)

Another systematic correction concerns the clustering bias. Specifically, while β is

computed using the linear bias, the angular power spectra are computed over a range of

scales, including small, non-linear scales where the clustering bias is scale-dependent. This

causes the clustering bias factors in EG to not fully cancel. This systematic effect is cor-

rected by multiplying EG by Cb, where

Cb(`) =
Cgg
`

blinC
mg
`

. (4.19)

We plot these corrections to EG in Fig. 4.2 for the same 11 `-bins used to compute EG

in section 4.6. We see that the Γ correction is approximately 6% from unity with ±1%

variation, while the bias correction is only 1% from unity with little variation. The errors

are due to the fluctuations in the 10 N-body simulations used to calculate the power spectra.

The size of CΓ is due to the kernels of Qmg
` and Cmg

` peaking at different redshifts, and the

wiggles are due to baryonic acoustic oscillations. Note that we did not include uncertainties

in cosmological parameters into the errors. By combining the errors for these corrections

over the scale range, we estimate a systematic error of 1.2%.

We test our corrections by computing EG(`), both with and without corrections, based
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Figure 4.2: Correction factors applied to EG due to Γ (solid) and bias (dashed). These
correction factors were determined from N-body simulations.

on the N-body simulations and comparing them with the fiducial value. In Fig. 4.3, we see

that the result matches well with the fiducial value. It is possible that the modeling of the

clustering in the N-body simulations and the HOD could affect the corrections, particularly

Cb. Incorrect modeling of the redshift distribution could also affect the corrections, particu-

larly CΓ. The statistical error on our final EG estimate is large enough such that this should

not be an issue, but this could affect upcoming EG measurements that are more precise,

requiring more precise modeling of the corrections using simulations.
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Figure 4.3: Test of EG correction factors CΓ and Cb on N-body simulations (green crosses)
compared to the fiducial value of EG (solid). We also show EG without corrections (red
crosses) and with only the Γ correction (cyan crosses) or the scale-dependent bias correc-
tion (magenta crosses).
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4.7 Results

We show in Fig. 4.4 the angular power spectra for galaxy-CMB lensing, Cκg
` , and galaxy

clustering, Cgg
` , which we estimate from the Planck CMB lensing map and the CMASS

galaxy number density maps using jackknife resampling. It is evident that the measured

Cgg
` is consistent with the theoretical prediction from ΛCDM combined with the HOD

model. However, the measured Cκg
` is a bit lower at large scales than the theoretical pre-

diction. Specifically, we find a cross-correlation amplitude of A = 0.754 ± 0.097, which

is low but consistent with the value reported in Kuntz [191], A = 0.85+0.15
−0.16, for Planck

cross-correlated with the CFHTLens1 galaxy sample. Note that this low value of A is also

inconsistent with values of A > 1 favored by the Planck CMB temperature and polariza-

tion maps alone [280, 287]. We also perform jackknife resampling for the RSD parameter,

finding β = 0.368 ± 0.046. The full results for β, including the likelihood and the mea-

surements of bσ8 and fσ8, are shown in Fig. 4.5.

We considered whether the deficit in Cκg
` at large scales could be due to a system-

atic effect introduced in the latest lensing map. Recent work has suggested there may be

tension between the Planck CMB lensing maps from 2013 and 2015 [243, 212, 191]. In

particular, the galaxy cross-correlation with the Planck 2015 CMB lensing map appears

to measure a smaller clustering bias than the 2013 map, suggesting that the 2013 CMB

lensing map may have produced a cross-correlation more consistent with our Cκg
` model

on these scales. We test this by taking the difference map between the Planck 2015 and

2013 CMB lensing maps and cross-correlating with the CMASS map, the Planck 545 GHz

map (dust-dominated), and the Sunyaev-Zeldovich (SZ) Compton-y map [286]. In all three

cases (see Figs. 4.6-4.8) we find the cross-correlations are consistent with zero, suggesting

that the Planck 2015 and 2013 CMB lensing maps are equivalent, and that any contam-

1http://cfhtlens.org
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Figure 4.4: Observed angular power spectra (crosses) for galaxy-CMB lensing (top) and
galaxy clustering (bottom) with 1σ errors using the CMASS galaxy sample and the Planck
CMB lensing map. In both panels, we show ` on the lower horizontal axis and R⊥, the
corresponding linear scale projected onto the sky, on the upper horizontal axis. The errors
were derived using jackknife resampling of 37 equally weighted regions in the CMASS sur-
vey. Our galaxy angular power spectrum measurement is consistent with theoretical mod-
els (solid lines) derived from N-body simulations, while our galaxy-CMB lensing angular
cross-power spectrum is low yet consistent with other measurements, e.g. Kuntz [191]. We
discuss possible causes for this deficit in Sec. 4.7.

Figure 4.5: The top plot shows the likelihood of β and the bottom plot shows our con-
straint in the bσ8 − fσ8 plane. The black lines are the likelihood obtained for individual
jackknife regions and the red lines are our likelihood obtained by combining the mean of
individual jackknife region. These plots also shows that our jackknife sampling is unbiased
in estimating the parameters.
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Figure 4.6: Observed angular cross-power spectrum (crosses) with 1σ errors between the
CMASS galaxy sample and the difference map between the Planck 2013 (DR1) and 2015
(DR2) CMB lensing maps. We show ` on the lower horizontal axis and R⊥, the corre-
sponding linear scale projected onto the sky, on the upper horizontal axis. The angular
cross-power spectrum measurements is consistent with a null result (solid line).

ination must be common to both maps. It is possible that Cκg
` could be correlated with

the scanning direction, and that lensing convergence maps for separate surveys with differ-

ent scanning strategies could reveal a discrepancy. Testing this would require constructing

lensing convergence maps for partial surveys, which we leave for future work.

Previous work has also shown [126] that the large-scale Cκg
` deficit is also present in

the cross-correlation between the Dark Energy Survey [371] Science Verification galaxy

sample and the South Pole Telescope CMB lensing map [361], which suggests the source

of this deficit is not unique to the Planck CMB maps. Thus, it appears that the source of

this deficit may very well be astrophysical or cosmological. The deficit could be caused

121



Figure 4.7: Observed angular cross-power spectrum (crosses) with 1σ errors between the
Planck 545 GHz map (dust-dominated) and the difference map between the Planck 2013
(DR1) and 2015 (DR2) CMB lensing maps. The format is similar to Fig. 4.6. The angular
cross-power spectrum measurements is consistent with a null result (solid line).
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Figure 4.8: Observed angular cross-power spectrum (crosses) with 1σ errors between the
Planck SZ y map and the difference map between the Planck 2013 (DR1) and 2015 (DR2)
CMB lensing maps. The format is similar to Fig. 4.6. The angular cross-power spectrum
measurements is consistent with a null result (solid line).
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by thermal SZ contamination, in that the SZ increases the variance a CMB map, which the

lensing estimator interprets as an “anti-lens.” Unfortunately, thermal SZ was not removed

from the Planck SMICA maps [277]. Recent work [379] showed that the CMB lensing-

galaxy cross-correlation could be biased due to contamination from thermal SZ and the

cosmic infrared background (CIB), though the predicted magnitudes of the biases (∼ 4 −

6%) are too small to explain the deficit. Also, the lack of evidence for contamination could

be due to a lack of power spectrum sensitivity instead of a lack of contamination. Of course,

a combination of causes could also explain the discrepancy. In addition, other analyses have

claimed an excess (A > 1) galaxy-CMB lensing correlation [51, 52] in contradiction to the

deficit seen in the previously mentioned claims. More research is needed to determine the

nature of this deficit; however, we consider this beyond the scope of our investigation and

leave this for future work.

The power spectra, Cκg
` and Cgg

` , and β are combined using Eq. 4.3 to compute EG(`)

within 11 `-bins comprising the angular modes ` = 62 − 400 (23 < R⊥ < 150 Mpc/h),

which we present in Fig. 4.9. Note that we probe scales much larger than the previous

measurements using galaxy lensing [303, 55]. The range in ` was chosen to avoid obser-

vational systematic effects on large scales [152, 313, 315] and lensing noise bias on small

scales [271]. The low values of EG are attributable to the deficit in Cκg
` , while EG in the

first `-bin is even lower due to its excess Cgg
` . The covariance matrix for EG(`) over the

11 `-bins was computed using jackknife resampling. Taking the average of EG(`) over

`, while accounting for the covariance matrix, we find EG = 0.243 ± 0.060 (1σ). This

is a measurement with 25% statistical errors, over two times larger than forecasts [294]

mainly due to the low expectation value we find relative to GR and correlations between

EG estimates at different angular scales, possibly due to systematic foregrounds. Repeat-

ing the EG estimation using the full CMB lensing and galaxy maps with an EG covariance

matrix produced from the CMASS mock galaxy catalogues [223] and Gaussian simula-
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Figure 4.9: EG measurements with 1σ errors using the CMASS galaxy sample and the
Planck CMB lensing map. The horizontal axes are described in the caption for Fig. 4.4. We
show estimates using jackknife resampling of the full sample [green crosses; see Fig. 4.4]
and estimates using the full sample with errors computed from 100 CMASS mock galaxy
catalogues and Gaussian simulations of the lensing convergence field (red crosses). The
blue region shows the GR prediction EG = 0.402 ± 0.012 with the error determined from
the likelihood from Planck and BOSS measurements. Averaging the EG values from jack-
knife resampling over all scales, we find EG = 0.243 ± 0.060 (1σ), a 2.6σ deviation from
GR.

tions of the lensing convergence field gives us a similar result EG = 0.269± 0.047, which

is consistent with the result from jackknife resampling. Since the results using jackknife

resampling have larger errors than those using mocks, we choose the more conservative

jackknife results as our main GR constraint.

The general relativistic prediction for EG is given by Ωm,0/f(z) = 0.402 ± 0.012

at redshift z = 0.57, based on estimates of the cosmological parameters [270] by the

Planck satellite and the BOSS measurements of the baryon acoustic oscillations (BAO)
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scale. There is tension between the value from general relativity and our measurement, on

the order of 2.6σ. We test GR at scales three times as large as those probed in the previous

EG measurements using galaxy-galaxy lensing [303, 55], and it is at these larger scales

that this deviation appears. Specifically, our averaged EG measurement deviates from the

GR value by more than 1σ when scales greater than 80 Mpc/h (` < 150) are included.

However, there are still unanswered questions regarding the nature of the deficit in Cκg
` .

Thus, we do not claim significant evidence for a departure from general relativity.

In Pullen et al. [294], the authors derive EG for f(R) gravity [74], which is given by

EfR
G (k, z) =

1

1−B0as−1/6

Ωm,0

f fR(k, z)
, (4.20)

where B0 [354, 45] is a free parameter which is related to the Compton wavelength of an

extra scalar degree of freedom and is proportional to the curvature of f(R) today, s=4 for

models that follow ΛCDM, and f fR(k, z) is the f(R) growth rate, which is scale-dependent

[156]. Current measurements limit B0 < 1.36 × 10−5 (1σ) [400, 37, 10]. f(R) grav-

ity would be indistinguishable by eye from the GR curve in Fig. 4.9, suggesting that we

cannot constrain it further using our measurement. The relative constraining power of the

RSD measurement alone [10] compared to our measurement is partially due to the use of

6 LSS surveys in the growth rate analysis as compared to our use of one survey in our

EG analysis. In addition, most of our constraining power is degraded because of the rela-

tively low signal-to-noise ratio of the lensing measurement. Future CMB surveys such as

Advanced ACTPol [141] or possibly the Primordial Inflation Explorer (PIXIE) [188] with

high sensitivities and angular resolution combined with upcoming large-area galaxy sur-

veys with high number densities and moderate redshift precision, along with better control

of systematics, should be much more competitive with growth rate measurements with-

out the clustering-bias degeneracy that the growth rate exhibits [294]. These upcoming
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EG measurements should also be capable of differentiating between GR and other gravity

models.

4.8 CMB Lensing and Galaxy Systematics

We consider contamination from dust emission and point sources, which could correlate

with both the CMB lensing map and our galaxy sample, thus biasing Cκg
` . Specifically, for

both the CMB lensing map and our galaxy sample we construct 6 cross-correlations, one

with a dust map and 5 with point-source maps from Planck, using a pseudo-C` estimator

similar to Eqs. 4.7 and 4.8. To trace dust emission, we use the Schlegel et al. [329] galactic

extinction map using infrared emission data from the Infrared Astronomy Satellite (IRAS)

and the Diffuse Infrared Background Experiment (DIRBE). Three point-source overdensity

maps are constructed from the Planck Catalog of Compact Sources [269] at frequencies

100, 143, and 217 GHz. We also consider the Planck SZ Catalog [279] of sources detected

through the SZ effect [364], as well as the Planck Catalog of Galactic Cold Clumps [284].

We use the cross-correlations to estimate the bias to Cκg
` due to each systematic. As-

suming the formalism in Ross et al. [310] and Ho et al. [152], where the total measured

perturbation in κ or the galaxies is a linear combination of the true perturbation and tem-

plates for the systematics, it has been shown [126] that the bias and error for one systematic

is given by

∆Cκg
`,i =

CκMi
` CgMi

`

CMiMi
`

σ2
(
∆Cκg

`,i

)
=

(
∆Cκg

`,i

)2

(σ(CκMi
` )

CκMi
`

)2

+

(
σ(CgMi

` )

CgMi

`

)2
 , (4.21)

where i denotes one of the 6 dust/point source maps we consider and CMiMi
` is the auto-
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correlation for the systematic map Mi. This formalism can be easily extended to find the

total bias including all the systematics; however, we do not attempt this because the error

on the bias becomes comparable to the magnitude of Cκg
` . In Fig. 4.10 we plot ∆Cκg

`,i for

each systematic. We find that most of the bias measurements are less than 1σ error from a

null result, even more than expected from a normal distribution. In addition, all biases are

less than 2σ error from the null result. Therefore, we do not report from this calculation

any evidence for significant bias due to any of the tested systematic templates in our Cκg
`

measurement.

We then consider the bias from each systematic as an estimate of the bias for Cκg
` ,

and we estimate the systematic error due to these contaminants by calculating the spread

of the biases at each angular scale, which are then added in quadrature to estimate the

full systematic error. We define the spread in bias values as the average absolute value

of ∆Cκg
`,i , weighted by 1/σ2

(
∆Cκg

`,i

)
. This procedure gives an estimate of 2.7% for the

systematic error.

Redshift space distortions can also systematically reduce EG by introducing an extra

correlation [247] in the galaxy angular power spectrum on large scales. We find a 1.4%

effect based on the largest angular scale we use (` = 62). At smaller scales this effect’s

magnitude decreases, and we estimate that the effect on EG marginalized over scale is

approximately 0.7% of EG.

We test the effects of the systematic weights for the galaxy sample by estimating EG

(see section 4.6) with various weights turned off. We also estimateEG with pixels weighted

by observed area. Note that for the systematic weights, the shift in EG includes shifts in

Cκg
` , Cgg

` , and β, while for the pixel weighting we do not include a shift in β because it

is fitted from a 3D correlation function in which the completeness is already included. In

the results shown in Fig. 4.11, we see that removing weights does not change our result by

more than 1σ. We also see that weighting the pixels by the observed area (or completeness)
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Figure 4.10: The estimated bias to Cκg
` due to each systematic template with 1σ error bars.

The panel for dust is labeled “E(B-V)”, compact sources are labeled “Comp Sources” with
a given frequency, and the last two panels are for SZ and Cold Clumps. It appears that the
biases from compact sources and SZ are significantly deviant from null at some scales, but
overall our Cκg

` measurement does not appear to be biased from these systematic templates.
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Figure 4.11: The observed EG results from mock/simulations using systematic weights
[blue crosses; see Fig. 4.9] along with markers denoting the EG estimates with various
systematic weights turned off, as well as an EG with pixel mask weighting turned on. Most
of these scenarios do not shift the EG measurement significantly. Removing stellar and
seeing weightings does shift the measurement, but not when all weights are removed.

would not shift the results significantly either.

We also consider the galaxy weights (see section 4.8) as a source of systematic error.

The scatter in EG among all the combinations of weights we consider implies a systematic

error that is ∼ 11% of EG. However, this includes the two EG values assuming only

close pair weights and only redshift failure weights, which appear to be systematically

higher than the other EG values. It has been shown [22] that stellar and seeing weights are

necessary to produce unbiased estimates of the power spectrum, thus we will not consider

the two systematically high EG values in our error estimate. Under this assumption, the

systematic error due to galaxy weights is approximately 4.5% ofEG. Note that this estimate
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properly combines the individual systematic errors in the angular power spectra and β into

an error for EG. This error is much greater than all the other sources of error, including

from systematic corrections toEG, Cκg
` bias, and the RSD bias inCgg

` ; adding all the effects

together in quadrature, we find a full systematic error estimate of 5.4%, which is much less

than the statistical errors in EG.

4.9 Conclusions

EG is a bias-independent probe of gravity on large cosmological scales, and we provide

the first measurement of this quantity using CMB lensing. We construct our measurement

using data from the Planck CMB lensing map and the CMASS galaxy sample. By using

the CMB to trace the gravitational lensing field, ours is the largest-scale measurement of

EG attempted. While our measurement was not precise enough to confirm or rule out alter-

natives to GR, such as f(R) gravity, our measurement serves as a “first step” towards much

more precise measurements of EG from upcoming galaxy surveys, such as the Dark En-

ergy Spectroscopic Instrument (DESI) [200], the Large Synoptic Survey Telescope (LSST)

[216], and Euclid [195] combined with next-generation CMB surveys such as Advanced

ACTPol [141].

A major forthcoming challenge will be mitigating systematics in upcoming measure-

ments. The statistical errors in our measurements were much larger than our systematic

errors, but this will not be the case with percent-level statistical errors from upcoming sur-

veys. Specifically, foregrounds like stellar contamination for galaxies and point sources

will have to be better identified and controlled in future EG measurements. One thing to

note, however, is that EG is particularly robust to systematics in the CMB map in that those

same systematics would also have to contaminate the galaxy map in order to bias EG.

Finally, this work should spur future work in new probes of EG. For example, intensity
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mapping [383] of 21-cm line emission will produce low-angular-resolution maps of large-

scale structure (LSS). Since EG probes gravity on large scales, high angular resolution is

not necessary, allowing intensity mapping to replace the galaxy map in the EG estimator

with advantages of high redshift precision and high LSS sampling. In addition, it has been

predicted [291] that the Square Kilometer Array2 could measure the galaxy-lensing cross-

correlation from intensity mapping with high precision and at multiple source redshifts.

Thus, measurements of EG using intensity mapping could serve as the supreme modified

gravity probe.

Acknowledgments

We thank R. Mandelbaum for helpful comments on our draft. We also thank O. Doré,
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Chapter 5

Testing gravity at large scales by

combining galaxy-galaxy lensing with

redshift space clustering

in preperation

Shadab Alam, Hironao Miyatake, Surhud More, Shirley Ho, Rachel Mandelbaum

5.1 Abstract

We measure a combination of gravitational lensing, galaxy clustering, and redshift-space

distortions called EG. The quantity EG probes both parts of metric potential and is in-

sensitive to galaxy bias and σ8. These properties make it an attractive statistic to test

ΛCDM, General Relativity and its alternate theories. We have combined CMASS DR11

with CFHTLenS and recent measurements of β from RSD analysis, and find EG(z =

0.57) = 0.41 ± 0.047, an 11% measurement in agreement with the prediction of general

relativity EG(z = 0.57) = 0.396± 0.011 using the Planck 2015 cosmological parameters.
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We have corrected our measurement for various observational and theoretical systematics.

Our measurement is consistent with the first measurement of EG using CMB lensing in

place of galaxy lensing [293] at small scales, but shows 2.8σ tension when compared with

their final results including large scales. This analysis with future surveys will provide im-

proved statistical error and better control over systematics to test General Relativity and its

alternate theories.

5.2 Introduction

The theory of General Relativity (GR) is the most successful theory of the gravity. The

GR was first proposed by Einstein [110]. GR has passed the most stringent tests at so-

lar system scales [319]. But it is still an ongoing pursuit to test the predictions of GR

at cosmological scale before we finally declare that it is the ultimate theory of gravity.

There are some observational mysteries like dark matter [417, 178, 316] and dark energy

[306, 262] which cannot be explained with the current models. But if one ignores the

questions about origin of dark matter and dark energy, then ΛCDM-GR is in good agree-

ment with Cosmic Microwave Background (CMB) [39, 268], Baryon Acoustic Oscillation

(BAO) [113, 85, 167, 184, 259, 23, 21] and Hubble constant [308]. One of the funda-

mental theoretical mysteries is the incompatible nature of quantum mechanics and GR.

The nature of time in the two theories is so different that it is difficult to combine them

in a single framework [377, 19]. In order to further the understanding of these myster-

ies and develop consistent theories, it is important to test the predictions of these theories

in various regimes. A fundamental difficulty of testing modifications to GR is the ability

to absorb these modifications in dark energy. Fortunately, modified gravity predicts large

scale structures different from those predicted by Einstein’s theory of gravity [190].

GR predicts many signatures of structure formation which can be observed in a wide

135



variety of surveys. Two complimentary signals measured are weak gravitational lensing

and redshift space distortions (RSD). Gravitational lensing was first proposed by Einstein

in Einstein [111]. Weak gravitational lensing is a statistical measurement of deflection of

photons due to gravitational interaction with the matter density [for a review, see 33, 297,

334, 153, 224, 387]. Its signal is imprinted in the cross-correlation of background galaxy

shapes with foreground galaxy positions [e.g., 197, 221, 382, 140, 164, 415], and can be

measured as “cosmic shear” (the auto- and cross-correlation of pairs of galaxy shapes; e.g.,

Heymans et al. 144, Jee et al. 169). The redshift space distortion is the measurement of

anisotropy produced in the galaxy auto-correlation function due to the peculiar velocity

component in the galaxy redshift. This anisotropy allows us to measure the growth rate

(f = d lnD/d ln a) of cosmic structure formation. It was first introduced by [180] and then

further developed by others [138, 336]. It has been measured by various galaxy redshift

surveys using different modeling schemes [258, 54, 47, 99, 77, 327, 48, 12].

The larger surveys and novel combinations of probes will test the predictions of GR

with unprecedented precision. One such combination of redshift space distortion and weak

gravitational lensing was proposed by [410]. It is important to test the relative amplitude

of the effect of RSD and weak gravitational lensing as it probes space and time both parts

of the metric. They have constructed a quantity EG which can be measured by combining

the signal from these two complimentary measurements. It has been proposed that EG

has the potential to serve as the most precise signal to test the nature of gravity [410].

EG is independent of linear bias and the amplitude of matter fluctuations (σ8). [304] has

measured the first signal of EG using a lower redshift sample from the Sloan Digital Sky

Survey at an effective redshift of 0.32. Recently [56] reported the measurement of EG at

two different redshifts, 0.32 and 0.57. A number of possible theoretical systematics of EG

is discussed in [199].

In this paper we measure EG by combining the measurement of the weak gravitational
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lensing [230] from the Canada-France-Hawaii Lensing Survey [143], hereafter referred to

as CFHTLenS, with the measurement of redshift-space galaxy clustering from the Data Re-

lease 11 (DR11) CMASS sample [9] of Baryon Oscillation Spectroscopic Survey (BOSS;

Ahn et al. 4), which is part of Sloan Digital Sky Survey III (SDSS-III; Eisenstein et al.

115).

We have organized this paper in the following manner. In section 7.3, we provide

some brief theoretical background of the EG. Section 6.4 describes the samples of data

used in our measurements. Section 6.5 describes the measurement of different components

of EG in detail with some systematic corrections. Section 5.6 provides the details of N -

body simulation used in our analysis. The list of possible systematics affecting our EG

measurement with possible corrections is discussed in section 5.7. Finaly, we provide our

main measurement and estimate of uncertainity on the measurement in section 5.8. We

end our paper with the discussion of the main points of our analysis and the implications

of our results, along with some future directions, in section 6.7. Our fiducial cosmology

is flat ΛCDM with Ωm = 0.31 and h = 0.67 all throughout the paper unless mentioned

otherwise.

5.3 Theory

The combination of galaxy-galaxy clustering, redshift space distortions and galaxy-galaxy

lensing provides EG. The measurements of lensing and clustering signals have been trans-

formed to new quantities called Υ in order to reduce the impact of theoretical uncertainties

and failures of certain approximations on small scales (as discussed later). The combined

probe EG has been operationally defined in Reyes et al. [304] as follows:

EG(rp) =
Υgm(rp)

βΥgg(rp)
(5.1)
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where β = f/b is the redshift space distortion parameter with f being logarithmic deriva-

tive of growth with respect to scale factor and b is the linear bias. The quantities Υgm

and Υgg are called galaxy-matter and galaxy-galaxy annular differential surface densities

respectively [ADSDs; 31]. Υgm is defined as

Υgm(rp) = ∆Σgm(rp)−
(
R0

rp

)2

∆Σgm(R0)

=
2

r2
p

∫ rp

R0

dR′R′Σgm(R′)− Σgm(rp) +

(
R0

rp

)2

Σgm(R0).

(5.2)

The observable for the weak gravitational lensing is the sum of the tangential shear from

lensing (γGt ) and galaxy intrinsic shear (γI). Assuming galaxy intrinsic shear is negligible,

lensing observation is proportional to ∆Σ(rp) = Σ̄(< rp) − Σ(rp), which is a measure of

excess surface mass density. The value of ∆Σ(rp) depends on all scales below rp, which

is not quite well described by linear theory. Υgm, shown in Eq. (5.2), is an attempt to cast

the lensing observable ∆Σ(rp) in such a way that it becomes independent of information

below a certain scale R0. Υgg is defined as

Υgg(rp) = ρcrit

[
2

rp2

∫ rp

R0

dR′R′wgg(R
′)−

wgg(rp) +

(
R0

rp

)2

wgg(R0)

]
(5.3)

Here wgg represents the projected galaxy-galaxy correlation function. These definitions

ensure that despite measuring slightly different observables for the lensing and clustering,

they are transformed to the same statistic of the correlation function, so that the theoretical

prediction of EG is equivalent to the measurement. Theoretically EG can be defined in
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terms of metric perturbations:

EG =
∇2(Ψ(r)− Φ(r))

3H2
oa
−1θ

, (5.4)

where θ is the perturbation in matter velocity field, H0 is the Hubble parameter today and

a is the scale factor. The ψ and φ represent metric perturbations to the time and space

components, respectively, assuming a Friedmann-Robertson-Walker (FRW) metric with a

flat universe. The numerator ∇2(Ψ(r) − Φ(r)) probes the lensing convergence and the θ

in denominator probes the redshift space distortions. As shown in [157], the time-time and

momentum Einstein field equation in GR, under the assumption of negligible anisotropic

stress and non-relativistic matter species, becomes the simple algebraic equation,

k2Ψ =− 4πGa2ρ(a)δ , (5.5)

Φ =−Ψ , (5.6)

where ρ is the background matter density and δ is the matter density perturbation. In

modified theories of gravity these relations are different, which requires two extra functions

µ(k, a) and γ(k, a) to account for departure from GR [157].

k2Φ =− 4πGa2µ(k, a)ρ∆ (5.7)

Φ =− γ(k, a)Ψ , (5.8)

The perturbation equations in Ψ and Φ are in fourier space which should be related to its

real space counter part Ψ′(r) = Ψ(k)e−ikr, Φ′(r) = Φ(k)e−ikr . This gives us the relation

∇2(Ψ′(r) − Φ′(r)) = −k2(Ψ(k) − Φ(k)). We combine the perturbation equation and the

definition of EG with ΩM(z = 0) = 8πGρo
3H2

o
, ρ = ρoa

−3 and θ = −fδ to get our theoretical
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prediction of EG = −ΩM(z = 0)µ(k, a)(γ(k, a) + 1)/2f . The EG = ΩM(z = 0)/f can

be recovered for GR by substituting µ = −1 and γ = 1.

It is non-trivial to see the connection between our theoretical definition (Eq. 5.4) and

the observational definition (Eq. 5.1). We provide a brief outline to make this connection

a little bit easier. Please refer to Reyes et al. [304] and Baldauf et al. [31] for more de-

tails. The statistics Υ for galaxy-matter and galaxy-galaxy can be written in terms of their

corresponding power spectrum as follows.

Υgg,gm(rp;R0) =

∫
Pgg,gmWΥ(k; rp, R0)dk , (5.9)

where WΥ(k; rp, R0) is the window function for Υ given in equation 17 of Baldauf et al.

[31]. We know that galaxy-matter power spectrum is proportional to the cross power of

convergence (∇2(Ψ − Φ)) and galaxy. This implies that Pgm ≡ 〈∇2(Ψ− Φ)δg〉. We also

know that galaxy-galaxy power spectrum can be written as follows,

Pgg ≡ 〈δgδg〉 = − 1

β
〈θδg〉 (5.10)

The first equivalence is the definition of the galaxy-galaxy power spectrum. The second

equality results from the fact that for linear regime, matter conservation relates velocity

perturbations (θ) to matter perturbations (δ) by θ = −fδ and, linear bias model relates δ to

δg by δg = bδ. Now, the ratio of Υgm and βΥgg gives the ratio of power spectrum, which

will be proportional to (∇2(Ψ − Φ)δg)/θδg . Therefore our observational definition given

by Eq. (5.1) is same as the theoretical definition given by Eq. (5.4).
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5.4 DATA

We use the SDSS-III BOSS CMASS sample and shape measurements from CFHTLenS

data to measure the galaxy-galaxy clustering, galaxy matter cross-correlation and redshift

space distortions parameter. We describe the data sets used in our analysis in the following

sections.

5.4.1 BOSS CMASS

We use data included in data release 11 (DR11; Alam et al. 9) of the Sloan Digital Sky Sur-

vey (SDSS; York et al. 407). Together, SDSS I, II [1] and III [115] used a drift-scanning

mosaic CCD camera [132] to image over one-third of the sky (14555 square degrees) in

five photometric bandpasses [122, 351, 104] to a limiting magnitude of r < 22.5 using the

dedicated 2.5-m Sloan Telescope [134] located at the Apache Point Observatory in New

Mexico. The imaging data were processed through a series of pipelines that perform astro-

metric calibration [265], photometric reduction [218], and photometric calibration [248].

All of the imaging was reprocessed as part of SDSS Data Release 8 (DR8; Aihara et al.

6). BOSS [96] is designed to obtain spectra and redshifts for 1.35 million galaxies over a

footprint covering 10,000 square degrees. These galaxies are selected from the SDSS DR8

imaging and are being observed together with 160,000 quasars and approximately 100,000

ancillary targets. The targets are assigned to tiles using a tiling algorithm that is adaptive to

the density of targets on the sky [60]. Spectra are obtained using the double-armed BOSS

spectrographs [349]. Each observation is performed in a series of 900-second exposures,

integrating until a minimum signal-to-noise ratio is achieved for the faint galaxy targets.

This ensures a homogeneous data set with a high redshift completeness of more than 97%

over the full survey footprint. Redshifts are extracted from the spectra using the methods

described in Bolton et al. [65]. A summary of the survey design appears in Eisenstein et al.
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[115], and a full description is provided in Dawson et al. [96].

We use the CMASS sample of galaxies [65] from Data Release 11. The CMASS sample

has 690,826 massive galaxies covering 8498 square degrees in the redshift range 0.43 <

z < 0.70, which correspond to an effective volume of 6 Gpc3.

5.4.2 CFHTLENS

For the galaxy-galaxy lensing measurements, we use the deeper and better quality imag-

ing data from the Canada France Hawaii Telescope Legacy survey (CFHTLS). This data

allows us to measure the tangential distortion of background galaxies around our sample of

CMASS galaxies. We use the photometric reduction and image shape determinations in the

publicly available CFHTLenS catalog1. The quantities needed for each galaxy, namely its

shear estimate, shear calibration factors, weight, and the posterior distribution of its pho-

tometric redshift distribution are provided in the catalog [143, 116, 228, 145]. We use the

same quality cuts on the data as were applied in Miyatake et al. [231]. Finally we note that

the overlap between the CFHTLS and the DR11 BOSS fields is limited to an area of about

105 deg2. The number of CMASS galaxies that lie within the CFHTLS footprint is 8899.

5.5 Measurements

The quantity EG is a combination of galaxy-galaxy annular differential surface density

(Υgg), galaxy-matter annular differential surface density (Υgm) and the redshift space dis-

tortion parameter (β). In the following section we describe the procedure to obtain each of

these signals.

1http://www.cfhtlens.org/astronomers/data-store
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5.5.1 Galaxy-Galaxy annular surface density (Υgg)

The data from SDSS-III BOSS includes the three-dimensional positional information of

CMASS galaxies, which enables us to perform a high signal-to-noise measurement of the

projected correlation function, wp, and the associated Galaxy-Galaxy annular surface den-

sity, Υgg. We account for a number of subtle selection effects in order to obtain a precise

measurement of clustering [314]. The spectroscopic target sample is obtained from the

SDSS imaging observations after the application of a variety of colour and photometric

selection cuts [96, 298]. However, due to the limited number of fibers available, not all

galaxies from this target sample can be allocated a fiber while performing spectroscopic

observations to determine their redshifts. This could also happen if two targets are within

62′′ of each other and hence cannot be simultaneously observed due to the finite size of

fibers. If such fiber-collided galaxies lie in a region of the sky which is visited multi-

ple times (due to overlaps in the target tiling) then they may have redshift measurements.

There are also instances where a galaxy is assigned to a fiber, but its redshift could not be

obtained. Finally, there are also instances where it is difficult to perform star-galaxy sep-

aration, especially in fields with a high number density of stars. These effects have been

quantified in the parent DR11 catalog of CMASS galaxies by assigning a weight to each

galaxy such that

wl = w∗ (wnoz + wcp − 1) , (5.11)

where wnoz is the weight assigned to a galaxy if it is the nearest neighbour (in the plane

of the sky) of a redshift failure galaxy, wcp is similarly assigned to account for the nearest

neighbours of fiber collided galaxies2, and w∗ accounts for the systematic relationship be-

2Nearest neighbour corrections have been shown to accurately correct for fiber collisions above the fiber
collision scale (∼ 0.4h−1 Mpc) by Guo et al. [136]. Both wnoz and wcp are equal to unity by default for all
galaxies. Their values are incremented for the nearest neighbours of every redshift failure or fiber collided
galaxy.

143



tween density of stars and density of BOSS target galaxies [for details, see 21]. The BOSS

parent catalog contains an additional weight, wFKP, for each galaxy which depends upon

the number density of galaxies in the sample at its redshift [118]. The total weight for each

galaxy that we use is given by

wtot = wlwfkp . (5.12)

We use catalogues of random points with the same angular and redshift selection as our

galaxy subsample. These random catalogs consist of about 50 times more points than the

number of galaxies in each of our subsamples. We assign each random point a weight of

Ngal/Nran to account for this difference. In practice, we use the random catalogs provided

with SDSS DR11 [298].

We measure the correlation function of galaxies, ξ(rp,Π), where rp is the projected

separation of galaxies, and Π, their line-of-sight separation, using the estimator proposed

by Landy and Szalay [194],

ξ(rp,Π) =
DD − 2DR +RR

RR
. (5.13)

Here, DD, RR and DR represent the number of appropriately weighted pairs of galaxies

with a given separation (rp,Π), where both galaxies lie either in the galaxy catalog or

the random catalog or one in each of the catalogs, respectively. The projected correlation

function is obtained by integrating ξ(rp,Π) along the line of sight,

wp(rp) = 2

∫ Πmax

0

ξ(rp,Π) dΠ , (5.14)

where we adopt Πmax = 100h−1Mpc. We then convert the projected correlation func-

tion into galaxy-galaxy annular differential surface density following Eq. (5.1), where we

adopt R0 = 1.49h−1Mpc. Figure 5.2 shows the projected correlation function and galaxy-
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galaxy ADSDs measured from data and simulation. We carry out this measurement at

1.5 <∼ rp <∼ 40 h−1Mpc divided into 9 bins.

5.5.2 Galaxy-Matter annular surface density (Υgm)

For the weak lensing measurement, we followed the procedure described in [231]. In this

paper we summarize the procedure; we encourage those who are interested in details to

read reference. The tangential shear caused by lensing is related to the excess surface mass

density as

γGt =
∆Σ(rp)

Σcr

, (5.15)

where Σcr is defined as

Σcr(zl, zs) =
c2

4πG

dA(zs)

dA(zl)dA(zl, zs)(1 + zl)2
. (5.16)

Here, dA(zl), dA(zs), and dA(zl, zs) are the angular diameter distance to lens, source and

between lens and source. The factor of (1+zl)
−2 is due to our use of comoving coordinates.

Using lens-source pairs, the excess surface mass density is calculated as

∆Σ(rp) =

∑
lswlse

ls
t Σls

cr

(1 +K(rp))
∑

lswls
, (5.17)

where et is the ellipticity of a source galaxy given by the CFHTLenS catalog3. When

calculating Σls
cr, we use the probability distribution function of photometric redshift (photo-

z). We use the weight wls = wtot,lwsΣ
−2
cr , where wtot,l is the weight of each lens galaxy

given by Eq. (5.12) and ws is the weight of each galaxy given by the CFHTLenS catalog.

The factor of (1 + K(rp))
−1 is calculated using the multiplicative bias correction factor

3The ellipticity in the CFHTLenS catalog is defined by |e| = (a − b)/(a + b), where a and b are the
semi-major and semi-minor axes of the ellipse. The ensemble expectation value of this ellipticity definition
is equal to the lensing shear.
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given by the CFHTLenS catalog. We use the same rp binning as the clustering measurement

(Υgg).

We perform two systematic tests for the lensing measurement. The first is a test for

contamination from galaxies that are physically associated with lens galaxies, and therefore

not lensed. If we wrongly select those galaxies as sources, the lensing signal is diluted.

This effect can be diagnosed using the so-called “boost factor” which is a ratio of the sum

of the weight of galaxies behind lens galaxies to that behind random points [342]. If the

lensing signal is diluted, the boost factor is larger than unity. In our measurement, we

find the boost factor is consistent with unity within 1.6% at rp >∼ 1.5 h−1Mpc, the scales

used for this study. The statistical error in the boost factor is subdominant compared to

the statistical error coming from the shape noise. The second systematic test is for the

effect of imperfect PSF correction. This can be diagnosed by measuring the lensing signal

around random points, which exhibits a spurious signal for certain types of imperfection in

the PSF correction. In our measurement, the lensing signal around random points deviates

from zero at rp >∼ 5 h−1Mpc. We find that the 45-degree rotated signal, which should be

consistent with zero around galaxies, deviates from zero at these scales. After subtracting

the signal around random points, the 45-degree rotated signal becomes consistent with zero

except for the outermost bin at rp ∼ 40 h−1Mpc. Thus we apply the same correction to the

lensing signal, and discard the outermost bin. The correction ranges from 5% to 14% of the

lensing signal before correction. The statistical uncertainty on this correction is very small

since the number of random points is much larger than the number of real lenses. This

correction is a valid way to correct for shear systematics that were not fully removed by

the PSF correction routine, provided that the source of the systematics does not correlate

with the lens number density. Since the lenses are selected in one survey and the shears

measured in another, there is no reason for such a correlation to exist, so the correction is

valid and we do not associate a systematic uncertainty with this correction [220].
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The covariance matrix of the lensing signal is estimated by using 50 realizations of the

lensing signal around random lens samples. This naturally accounts for correlated shape

noise at large radii, which is caused by the use of the same source galaxies multiple times

as the stacking annuli overlap for different lens galaxies, and projection effect due to the

large-scale structure along the line of sight.

We then convert the excess surface mass density into galaxy-matter annular differential

surface density following Eq. (5.1). Figure 5.1 shows our measured galaxy-matter annular

differential surface density, including the size of the systematic correction for imperfect

PSF correction.

5.5.3 Redshift Space Distortions parameter (β)

We measure the two-dimensional auto-correlation function of the BOSS CMASS galaxies

using the Landy-Szalay [194] estimator. The correlation function is first binned in (r, µ),

where r is the three-dimensional galaxy pair separation and µ = cos(θ) with θ being the an-

gle made by the pair of galaxies from the line of sight. The galaxy-galaxy auto-correlation

is projected onto the Legendre basis in order to obtain the monopole (ξ0) and quadruple (ξ2)

moments. The monopole and quadruple moments of the correlation function are evaluated

between 6 to 198 h−1Mpc in linear bins of width 8 h−1Mpc. The bin size of 8 h−1Mpc is

chosen to optimize signal-to-noise without smoothing out the important physics. We have

used 600 PTHalo mocks [222] to generate an estimate of the covariance matrix for the

measured correlation function. The fit to the monopole and quadruple moments of the cor-

relation function is obtained using Convolution Lagrangian Perturbation Theory (CLPT)

and Gaussian Streaming Model (GSM) [72, 386].

The theoretical model has been tested using PTHalo mocks. It was shown that our

model gives accurate prediction of ξ0,2 at scales ranging from 30 h−1Mpc to 126 h−1Mpc
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Figure 5.1: The plot shows the galaxy-matter annular surface density (Υgm) measured
from CFHTLenS and CMASS catalogues. The blue points are measurements before and
red points are after applying an additional systematic correction for imperfect PSF correc-
tion resulting in additive shear systematics. The black line and shaded region shows the
measurement of Υgm and 1σ error from an N -body simulation.
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with 8 h−1Mpc bin width. The measured fσ8(z = 0.57) = 0.462 ± 0.041 and bσ8(z =

0.57) = 1.194 ± 0.032, as reported in [12] .The RSD parameter β is computed by taking

the ratio of the measured growth rate f and bias b, i.e., β = f/b. This gives us β(z =

0.57) = 0.387± 0.042, while accounting for the correlation between growth rate and bias.

The complete redshift space distortion analysis is reported in [12], including the list of

parameters marginalized and prior used on those parameters in table 2 of that work. A

comparison of this measurement with other similar measurements is shown in Figure 6 of

[12].

5.6 N -body Simulations

We use N -body simulations in order to investigate systematic effects and estimate vari-

ous possible systematic corrections. We use an N -body simulation run using the TreePM

method [30, 394, 302], provided by Martin White. We are using 10 realizations of this

simulation based on the ΛCDM model with Ωm = 0.292 and h = 0.69. These simulations

are in a periodic box of side length 1380h−1Mpc and 20483 particles. A friend-of-friend

halo catalogue was constructed at effective redshift of z = 0.55. This is appropriate for our

measurements since the galaxy sample used has effective redshift of 0.57. Miyatake et al.

[231] found weak redshift evolution of the clustering and lensing signal. Therefore our

simulations should provide a good approximation to the original data. The Halo Occupa-

tion Distribution [HOD; 251, 338, 41, 393, 42, 91] is used to relate the observed clustering

of galaxies with halos measured in the N -body simulation. The HOD model used was pro-

posed in [395] to populate the halo catalogue with galaxies. The number of galaxies hosted

in each halo is a function of halo mass; halos can host central and satellite galaxies. The
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occupation distributions are

〈Ncen〉M = 1
2
erfc

(
ln(Mcut/M)√

2σ

)
,

〈Nsat〉M = 〈Ncen〉M
(
M−κMcut

M1

)α
, (5.18)

where 〈Ncen〉M is the average number of central galaxies for a given halo mass M and

〈Nsat〉M is the average number of satellites galaxies. The HOD parameters we used4 are

(Mcut = 1.77 × 1013M�/h,M1 = 1.51 × 1014M�/h, σ = 0.897, κ = 0.137, α = 1.151).

We have populated central galaxies at the center of the halos. The satellite galaxies are

populated with radius (distance from central galaxy) distributed as per the NFW profile out

to r200 and the direction is chosen randomly with a uniform distribution assuming satellites

are spherically distributed. It is a good approximation because only ∼ 10% of the galaxies

are satellites. The central galaxies are each assigned the same velocity as their halo. The

satellite galaxies are assigned velocities which are normally distributed, with mean as the

halo velocity and dispersion the same as the halo velocity dispersion.

We find that the clustering measurement between our N -body simulation and measure-

ment agrees within 1σ. The top panel of Figure 5.2 shows the projected galaxy-galaxy (red)

and galaxy-matter (blue) correlation functions. The shaded regions are the standard devia-

tion of 10N -body mocks. The galaxy-galaxy projected correlation function measured from

data shown in black points agrees quite well with the one measured from N -body simula-

tion. The projected galaxy-galaxy correlation is used to measure Υgg, which is shown in

the middle panel of Figure 5.2. The projected galaxy-matter cross-correlation function is

4These HOD parameters were obtained by carrying out a fit to the projected clustering signal, wp mea-
sured in Section 5.5.1, and the CMASS galaxy abundance using the analytical halo model framework
[378, 234, 70]. The analytical halo model developed in these papers accounts for halo exclusion, radial
dependence of halo bias, and the residual redshift space distortions due to finite extent of the line-of-sight
integration used to compute wp. We refer the reader to these papers and to More et al. [236] for the details of
the modelling procedure. We have to be careful because the halo masses are M200m in the model while
the halos are FOF.
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used to compute Υgm, which is shown in Figure 5.1. The measurement of Υgm from the

N -body simulation (using the wp-based HOD parameters) and data agrees very well.

5.7 Potential Systematics

We investigate various possible systematic effects which can affect our measurement ofEG.

We will show that some of them are negligible and have computed corrections for others.

These corrections are small compared to the statistical uncertainty on the measurement.

We have applied these systematic corrections to our final measurement. An alternative

approach to account for these systematic shifts is to apply them to the theoretical prediction

as shown in [199].

5.7.1 Scale dependence of bias

Galaxies are formed in dark matter halos, which makes the clustering amplitude of galax-

ies biased compared to that of dark matter. The massive galaxies used in our analysis are a

highly biased sample. It has been shown that a linear bias model fails to match the observa-

tions and simulations at small scales [318]. EG is constructed in such a way that it is inde-

pendent of linear bias. However, the redshift space distortion parameter β is computed us-

ing the linear bias whereas the projected correlation function is calculated at smaller scales,

where the bias is scale-dependent, the causing bias factor in EG to not completely cancel.

To correct for this factor, we compute the correction factor Cb(rp) = Υgg(rp)/bΥgm(rp)

the from mock catalogs in Section 5.6, as proposed by [304]. The correction factor Cb(rp)

is shown in Figure 5.3, where linear bias b = 1.95 was measured in RSD analysis of

our N-body simulation using RSD model of [12]. The Υgg and Υgm for this correction

is computed using 10 N-body simulations shown in Figure 5.2. The scale-dependent bias

correction Cb has maximum value of 8% at 8 h−1Mpc. It is important to note that our
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Figure 5.2: The top panel shows the projected correlation function, middle panel shows
ADSDs and the bottom panel shows the residual between data and simulation as the func-
tion of rp. The black dots are measurement from the BOSS CMASS sample. The red and
blue line represents measurements of galaxy-galaxy and galaxy-matter clustering from N -
body simulations. The shaded regions are standard deviation of 10 N -body simulations.
The red and blue points in the bottom panel shows that the residuals (normalized by sta-
tistical uncertainties) are within 1σ for both wggp and Υgg respectively. This shows that our
simulations and observations gives consistent results.
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scale-dependent bias correction does not approach 1 at the large scales used for this anal-

ysis, contrary to our naive expectations. This is because the linear bias is measured from

monopole of two point correlation function in redshift space, whereas the bias correction

uses projected clustering using Υ, and hence looking at a different projection of two point

clustering leads to a different large scale bias.

5.7.2 Difference in Lensing and Clustering Window

EG includes the ratio of the galaxy-galaxy auto-correlation with galaxy-matter cross-correlation

measured from lensing. The galaxy-galaxy auto-correlation is measured in redshift space

with a top-hat window. The galaxy-matter cross-correlation, on the other hand, is measured

with very broad lensing window that washes out the effect of redshift space distortions and

behaves differently with line of sight separation compared to a top-hat. To correct both of

these effects, we use the window function correction (Cwin). The window function correc-

tion consists of two parts Cwin = CRSDCintegration, where the CRSD is the ratio of Υgg in

redshift and in real space. We compute this correction by evaluating the clustering in real

and in redshift space from 10 N-body simulations.

The motivation for the Cintegration correction is as follows. When making our theoreti-

cal predictions for EG, we begin from a 3D model that we assume is projected to 2D in the

same way for both galaxy-galaxy and galaxy-matter correlations, using
∫ Πmax

−Πmax
ξgg,gm(rp, π) dΠ.

This is a top-hat window with a hard cutoff at Πmax. However, reality provides us with a

lensing shear signal that is projected using a non-top-hat window. It is not truncated at

Πmax, and it is not flat like a top-hat. We must consider a more generalized situation with

some window function W (Π) using
∫ Πmax

−Πmax
ξgm(rp,Π)W (Π) dΠ. Thus, the ratio of quan-

tities used to construct EG should differ slightly from the theory prediction that assumes a

top-hat window for both. The correction factor by which we should multiply our observed
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EG (before comparing with theory) is Cintegration, the ratio of Υ
(top)
gm with a top-hat window

and Υ
(win)
gm with the lensing window as determined by the source and lens redshift distribu-

tion (Cintegration = Υ
(top)
gm (rp)/Υ

(win)
gm (rp)). The “top” version is in the numerator because

we construct EG with the real lensing data, i.e., we implicitly computed and used the “win”

version in the data. We want to divide that out and replace it with the “top” version when

comparing with the theory. The lensing window can be written as follows:

W (Π =χ(zm)− χ(zl)) =
1

N

∫
dzlPlens(zl) (5.19)∫ ∞

zm

dzsPsrc(zs)Σ
−2
cr (zl, zs)

Σcr(zl, zs)

Σcr(zm, zs)

N =

∫
dzlPlens(zl)

∫ ∞
zm

dzsPsrc(zs)Σ
−2
cr (zl, zs) (5.20)

where the Σcr(z1, z2) is given in Eq. (5.16). Currently our theory assumes that we simply

take the galaxy matter cross-correlation ξgm, which is the correlation function between

matter at that lens redshift and the lens galaxy position, and projected along the line of sight

with a top-hat window. But in practice, if you have matter that is correlated with the lens but

not exactly at the lens redshift, then the shear for that source is determined by Σcr(zm, zs),

which varies along the line of sight as zm is closer to or farther away from the lens. The

(zl, zm, zs) are the redshifts of lens, matter and source respectively. The innermost integral

is to account for the fact that matter at zm will lens all the sources behind matter (zs > zm)

and Psrc(zs) is the redshift distribution of source in our sample. The outer integral is to

account for the fact that we have a distribution of lens given by Plens(zl) which should

be integrated over. The lens redshift sets the zero point of the line-of-sight separation (Π)

for the galaxy-matter cross-correlation. Π is the comoving distance between matter and

lens (Π = χ(zm) − χ(zl)). Here χ(z) is the comoving distance to the redshift z. We

compute W (Π) with the CFHTLenS source redshift distribution and CMASS lens redshift
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distribution. We use the N-body simulation to estimate the galaxy-matter cross-correlation

and apply W (Π) in order to compute the projected correlation function with the lensing

window. Figure 5.3 shows the Cwin correction we have computed for our sample. It is

below 8% at the scales of interest.

5.7.3 Different redshift weighting of lensing and clustering

The lensing signal depends on the number of source galaxies behind a lens galaxy. Within

an annulus of fixed transverse separation, the galaxies at lower redshift have a higher num-

ber of sources behind them compared to galaxies at higher redshift. This makes the ef-

fective redshift of the lensing measurement smaller than the effective redshift of clustering

measurement. In order to correct for this difference in redshift, we compute the multipli-

cation factor Cz = Υclust
gg /Υlens

gg . Here Υlens
gg is galaxy-galaxy clustering signal obtained

with lensing weight as the function of redshift and Υclust
gg is galaxy-galaxy clustering signal

obtained without lensing weight. This shifts the effective redshift of the clustering signal

to the effective redshift of lensing signal. Figure 5.3 shows the Cz correction we have

computed for our sample. It is less than 1% at the scales of our interest.

5.7.4 Effects of Intrinsic Alignments

When photometric redshift errors cause galaxies that are at the lens redshift to be included

in the source sample for the lensing meausurement, the lensing measurement can be con-

taminated by intrinsic alignments [for reviews, see 375, 175] of the false sources towards

the lenses. The majority of the large-scale intrinsic alignment signal is carried by red galax-

ies [e.g., 149], for which the linear tidal alignment model [e.g., 147] provides a reasonable

large-scale description that matches observations of this effect [e.g., 174], and for which

there are various descriptions on small scales [e.g., 63]. In brief, pressure-supported galax-
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Figure 5.3: Figure shows the systematic corrections estimated for EG . The green dashed-
dotted line is the correction for the scale dependent bias (Cb; see section 5.7.1). The blue
solid line is for the correction due to difference in the clustering and lensing radial windows
(Cwin; see section 5.7.2). The magenta dashed line is for the correction due to difference in
redshift weighting of clustering and lensing (Cz; see section 5.7.3).

156



ies form in primordial tidal fields due to large-scale structure; these tidal fields have stretch-

ing axes that point towards over-densities, and as a result the galaxies that form in those

tidal fields also become radially aligned towards overdensities. This manifests as a negative

galaxy-galaxy lensing signal, with intrinsically-aligned galaxies pointing radially towards

the overdensities that our lens galaxies trace, reducing the measured Υgm. However, our

removal of small-scale information partially mitigates the intrinsic alignment effect, which

scales with separation roughly in the same way as the matter correlation function. Also,

the photometric redshifts in CFHTLenS are good enough to reduce the contamination by

physically-associated galaxies to a very low level.

To estimate the magnitude of possible intrinsic alignment contamination in the galaxy-

galaxy lensing signal in this work, we need several pieces of information. The first is the

average intrinsic shear for galaxies that are within ∼ 100h−1Mpc of the CMASS galax-

ies in our source sample. To estimate this, we use the average intrinsic shear of LOWZ

galaxies as a function of rp, from [347]. We then use the redshift evolution of the linear

alignment model to decrease this by a factor of 0.85 to go to the CMASS redshift, and by

a factor of ten to account for the fact that the sources that are used here are on average

about eight times fainter than LOWZ galaxies. The factor of 10 arises because intrinsic

alignments are consistent with a slightly steeper than linear scaling with luminosity for red

galaxies, as determined empirically in Joachimi et al. 174 and Singh et al. 347, though this

is an extrapolation below the luminosity range in which measurements exist. This gives an

estimate of 〈γint〉 for the source sample in this work.

In cases where there are many satellite galaxies at the lens redshift included in the

“source” sample, and thus a boost factor substantially in excess of 1, it is common practice

to assume that only those excess galaxies are intrinsically aligned [e.g., 62]. In our case,

there are essentially no “excess” galaxies, but we still must assume that non-excess galaxies

near the lenses are intrinsically aligned. To account for this, we calculate the fraction of
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sources that are within 100h−1Mpc along the line-of-sight from a typical CMASS galaxy,

given the source p(z). For example, for a fixed redshift zlens,

flocal(zlens) =

∫ zupper

zlower

dz p(z) (5.21)

where the lower and upper limits of integration are defined by finding the redshift corre-

sponding to ±100h−1Mpc separations from the lens redshift, and we assume the source

p(z) are normalized to integrate to unity over all redshifts We average the flocal(zlens) es-

timates over the lens redshift distribution. This average fraction 〈flocal〉 is approximately

0.05. Finally, we compare 〈γint〉〈flocal〉, which is the total estimated intrinsic alignments

contamination to the shear, with the measured shear. The estimated contamination has a

maximum value (as a function of rp) of 1 per cent of the measured shear, or at most 0.1σ.

Even if some of the above assumptions are incorrect by a factor of two, we conclude that

we can safely ignore intrinsic alignment contamination in our measurement, particularly

given that (a) the estimates from [347] were for red galaxies, and many of the sources are

blue galaxies; and (b) the redshift-dependent lens-weighting will suppress the contributions

from these more “local” galaxies that may be intrinsically aligned.

5.7.5 Fingers of God in RSD β

Galaxies that are satellites orbiting within the same halo exhibit random motions due to

the gravitational potential well of the halo. This can cause galaxies at the same line of

sight distance to have different redshifts, so that they appear to be spread out into a very

elongated structure along the line of sight. This effect is known as fingers of god. We

have modeled the fingers of god by introducing a parameter σFOG, a scale-independent

additive term in the velocity dispersion of the Gaussian Streaming Model (GSM) [299].

[12] shows that this model recovers the expected parameter for the PTHalo mocks [222] and
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N -body mocks (Tinker et al. [373], in prep.). This means that our fingers of god modeling

is accurate enough for scale used in our redshift space distortion analysis. The expected

bias in the measurement of f should be below 2.6%, much smaller than uncertainty in

other measurements, as shown in Figure 5.4. We do not expect any extra bias in our EG

measurement from β.

5.7.6 Cosmic Variance

The CFHTLenS is a relatively small area of sky covering 170 square degree. The overlap

between CFHTLenS and BOSS is 105 square degree. This raises the question of our lensing

measurement being limited by cosmic variance. We have estimated the cosmic variance

from simulations by dividing our N-body simulation into roughly 100 square degree regions

at z = 0.57. We created 25 such regions and compute Υgm for each of these regions. The

variance of Υgm from these 25 regions should give us an estimate of cosmic variance in

our analysis. We have found that the cosmic variance is much below our lensing statistical

error due to shape noise. Figure 5.4 shows the percentage error in different component of

our measurement. We can clearly see that the dashed blue line which represents cosmic

variance on Υgm is below the solid blue line representing measurement error on Υgm.

5.7.7 Calibration Bias

Biases in the estimation of the ensemble lensing shear from the shape measurements of

galaxies are one of the major systematics in galaxy lensing measurements. The inaccurate

modeling of galaxy shape and PSF could leave both isotropic and anisotropic residuals in

the ensemble shear. These residuals affect our shear measurements and can be parametrized

as multiplicative and additive corrections [142]. The shape catalogue of CFHTLenS used in

our analysis is corrected for these effects as described in [229].We have also shown that our
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Figure 5.4: Figure shows the percentage error in different components of our measurement.
The magenta line shows the error in Υgg, which is the lowest. The blue line represents the
lensing error, and the dashed blue line is an estimate of the cosmic variance due to the finite
size of the CFHTLenS fields. The green line is the error on the measurement of the RSD
parameter β, and the red line is the combined error on our measurement of EG. Note that
β is measured only above 26 h−1Mpc, shown with a dashed line.
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HOD tuned to match galaxy clustering also matches the lensing measurements without any

tuning (see Figs. 5.1 and 5.2), indicating the absence of any statistically significant calibra-

tion bias. Although this is not a perfect test, as differences in cosmological parameters such

as Ωm between simulation and reality could potentially absorb such a bias. Note that [213]

shows that a multiplicative bias could be detected in the faint subset of the CFHTLenS

sample, but this could also be absorbed in many other unknowns and not necessarily hint

towards a need for multiplicative bias correction.

Another possible systematic uncertainty in the lensing measurements is due to the bias

in the photo-z estimates. In [231], they confirmed that the shift of the lensing signal is

within a few percent for the possible range of the photo-z bias δz = ±0.02 [116], which is

well below the statistical uncertainty in our lensing measurements.

5.8 Results

In this section we provide the details of our measurement of EG and its covariance.

5.8.1 Measurement of EG(rp)

EG is a combination of three different signals that is designed to be more sensitive to

the modification of gravity. We have measured Υgg(rp) and Υgm(rp) for 2.28 < rp <

40h−1Mpc in 8 logarithmic bins as described in Section 6.5. We combine our measured

signal to get EG(rp) as in Eq. (5.1), then multiply by CbCwinCz as in Sec. 5.7 in order

to correct for differences in how Υgg and Υgm are measured that result in deviation from

theoretical predictions. Figure 5.5 shows our measurement of EG(rp). The blue (red)

points show the measurement before (after) systematic corrections. The black line shows

the GR prediction and the shaded region is one sigma error according to Planck (2015;

TT+lowP+lensing; Planck Collaboration et al. 275).

161



5.8.2 Covariance matrix of EG

The covariance of Υgm has been computed as described in Section 6.5. The covariance on

Υgg is obtained using jacknife. The error on measurement of β was obtained as part of the

redshift space distortion analysis described in [12]. We compute the diagonal error on EG

by adding the errors from Υgm, Υgg and β in quadrature as

σEG(rp) = EG(rp)

√(
σΥgm

Υgm

)2

+

(
σΥgg

Υgg

)2

+

(
σβ
β

)2

(5.22)

We then compute the correlation matrix of Υgm given by

Ψgm(ri, rj) = Σgm(ri, rj)/
√

(Σgm(ri, ri)Σgm(rj, rj) (5.23)

where Σgm(ri, rj) represents the covariance matrix of Υgm. The covariance matrix for EG

is obtained by multiplying the σEG with the correlation matrix,

ΣEG(ri, rj) = σEG(ri)σEG(rj)Ψ(ri, rj) (5.24)

Figure 5.6 shows the correlation matrix of EG we have measured. We have assumed that

the different components of EG are independent while estimating the covariance matrix.

It is a reasonable assumption because the clustering signal Υgg and lensing signal Υgm

are integrated along the line of sight and hence will not be correlated with the redshift

space distortions parameter β. Also, the lensing measurement is dominated by shape noise

with errors at the 20% level on all scales, whereas the statistical errors on the clustering

measurements are below 5% at all scales. Moreover the lensing is measured in a very small

fraction of the area used for the clustering measurement. For both reasons, the clustering

and lensing are independent in our analysis, justifying the use of the Υgm correlation matrix
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Figure 5.5: The plot shows EG as a function of rp. The blue points show the raw mea-
surement (without any corrections) and the red points are the final measurement after mul-
tiplying by systematic corrections (CbCzCwin). The black line is the prediction of GR for
Planck (2015; TT+lowP+lensing) cosmology with shaded region representing 1σ error.

to estimate the covariance matrix for EG.

5.8.3 Constraint on EG

We have shown our measurement of EG in logarithmic bins of rp in Figure 5.5. We can

obtain a measurement of EG at an effective average scale by combining the information

from all scales. The constant EG model can be used in order to obtain the constraint on

EG using our measurement. We have used measurements between rp of 5.17h−1 Mpc and

26.4h−1 Mpc. The lower limit is to avoid small scales where systematic corrections be-

come large and baryonic physics might start to become important [232]. The upper limit is
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Figure 5.6: Correlation matrix (Ψ) of EG: We have estimated covariance of Υgm from
random points. This covariance is then used to compute the correlation matrix (see equa-
tion 5.23 for details).
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determined by the scale at which the systematic correction for the lensing becomes substan-

tial compared to the lensing signal itself. We fit our measurements of EG(rp) with the full

covariance matrix using the model of constant EG, giving EG(z = 0.57) = 0.41 ± 0.047.

Figure 5.7 shows our likelihood for EG as a red solid line. The black line and the shaded

region are the Planck (2015;TT+lowP+lensing) prediction. The magenta dashed line is the

measurement of Blake et al. [56]. Our measurement is consistent with the Planck predic-

tion and agrees with [56]. Our final measurement of EG has an 11% statistical uncertainty,

which is two times better than the previous best measurement at the same redshift [56].

Note that the Blake et al. [56] measurement is 1.4σ from the Planck 2015 cosmology but

less than 1σ from the WMAP7 cosmology, which is closer to their assumed cosmology.

5.9 Discussion

We have analyzed data from CFHTLenS [143] and the SDSS-III BOSS DR11 CMASS

sample [9]. We have measured tangential shear by cross-correlating the CFHTLenS galaxy

shapes with the lens sample (CMASS). This produces a measure of the excess surface

mass density ∆Σ. We have also measured redshift space galaxy-galaxy clustering (wp(rp))

and the logarithmic derivative of growth rate (β). All of these measurements are tested

for various systematics as described in Section 6.5. We then cast these measurements in

terms of the annular differential surface densities [ADSDs; 31] to suppress the small scale

information. The Υgg is defined to match the kernel with Υgm. These measurements are

then combined to estimate EG(rp) (see Figure 5.5). We have also estimated the covariance

on our measurements by combining the covariance of Υgm with the diagonal error on Υgg

and β in quadrature (see Figure 5.6). The scale-averaged measurement of EG is obtained

by fitting a constant EG model. We have also considered potential systematic errors that

can affect our measurements of EG and computed possible corrections or provided upper
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Figure 5.7: Figure shows the one-dimensional likelihood of EG. The red solid line shows
our measurementEG = 0.41±0.047. The magenta dashed line is the measurement reported
in Blake et al. [56], EG = 0.30 ± 0.07. The black shaded region is the GR prediction for
Planck (2015; TT+lowP+lensing). Note that Blake et al. [56] assumes a cosmology with
Ωm = 0.27 whereas we assume Planck 2015 cosmology.
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limits (see Section 5.7). We finally report EG(z = 0.57) = 0.41 ± 0.047 (11% error)

compared to the ΛCDM prediction of EG = 0.40 using the [268] cosmology.

Our measurements are completely consistent with the prediction of ΛCDM, and provide

a non-trivial test of GR at cosmological scales by virtue of probing both metric potentials.

The first measurement of EG, reported in Reyes et al. [304] at redshift of 0.32, was also

consistent with ΛCDM. A more recent measurement was reported in Blake et al. [56] at

redshifts 0.32 and 0.57. We improve on the measurement of Blake et al. [56] by a factor of

2 at redshift of 0.57. This improvement largely comes from the fact that we are using the

BOSS DR11 sample, which has more data compared to the BOSS DR10 sample used by

Blake et al. [56], and from the improved precision on β measurement, which we obtained

using a different perturbation theory template. A similar measurement was first proposed in

Pullen et al. [295] and measured in Pullen et al. [293] by replacing the gravitational lensing

shear estimated using galaxies with CMB lensing. This is a complimentary measurement

to ours by virtue of probing different scales with different systematics. Our measurement

is consistent with the measurement of EG using CMB lensing at small scales. But it shows

2.8σ tension when compared with their final results, which include large scales. This might

indicate that these measurements have reached a limit where observational systematics are

approaching the statistical uncertainty, and future surveys will require improved analysis

methods.

We are entering the golden age of precision cosmology with much bigger and deeper

surveys. For example, we have HSC, KIDS and DES taking data now, and LSST, WFIRST

and Euclid happening in the next decade. The next generation surveys will provide an

unprecedented handle on statistical errors, which necessitates a much better understanding

of systematic errors. Using future surveys, we will be able to measure EG much more

precisely at multiple redshifts and over a wide range of scales. Such measurements will

enable us to test the predictions of the ΛCDM model of structure formation as a function
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of scale and time, which might provide key insights into dark energy, dark matter, and the

theory of gravity.
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Chapter 6

Relativistic distortions using the

large-scale clustering of massive galaxies

in SDSS-III BOSS CMASS sample

in preperation

Shadab Alam, Hongyu Zhu, Rupert A. C. Croft, Shirley Ho and Elena Giusarma

6.1 Abstract

General relativistic effects have been long been predicted to subtly influence the observed

large-scale clustering of galaxies. The current generation of galaxy redshift surveys have

reached a size where detection of such effects is becoming feasible. In this paper, we make

the first detection of the redshift asymmetry produced by relativistic effects on the cross-

correlation function of two galaxy populations. The dataset we use is taken from the SDSS

DR12 CMASS galaxy sample, and we detect the asymmetry at the 4.8σ level by applying a

shell-averaged estimator to the cross-correlation function. Our measurement covers scales
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from ∼ 3 − 20h−1Mpc, larger than those over which the gravitational redshift profile has

been recently measured in galaxy clusters, but smaller than scales for which linear perturba-

tion theory is likely to be accurate. The detection significance varies by 1σ with the details

of our measurement and tests for systematic effects. We have also devised two null tests to

check for various survey systematics and show that results from them are consistent with

the null hypothesis. Additionally we measure the dipole moment of the cross-correlation

function, finding asymmetry to be detected at the 2.8σ level. The amplitude and scale-

dependence of the clustering asymmetries we measure are approximately consistent with

the expectations of General Relativity and a biased galaxy population, within large uncer-

tainties. We explore theoretical predictions using numerical simulations in a companion

paper.

6.2 Introduction

The General Theory of Relativity (GR; [111]) has been very successfully applied to the

prediction of the structure of our Universe. As a theory it gives a complete account of

the gravitational matter-matter and light-matter interactions. Einstein proposed three tests

of general relativity, the perihelion precession of Mercury’s orbit [78], the deflection of

light by the Sun [108, 185] and the gravitational redshift of light [290].GR has been tested

against many other observations over last century including post-Newtonian tests of grav-

ity [242], the light travel time delay around massive objects, also known as Shapiro delay

[340], constraints on the strong equivalence principle [240, 241], weak and strong gravi-

tational lensing [333], cosmological tests using the growth rate of structure [180, 14] and

the EG parameter [410, 304, 295, 293], indirect detection of gravitational waves through

pulsar timing [389] and recent direct detection through a binary black hole merger [2]. Re-

cently several authors have studied relativistic effects on the large scale structure observed
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in galaxy redshift surveys [226, 405, 171, 406, 94, 404, 66, 67]. These papers will hopefully

mark the beginning of a new era testing general relativity by analyzing galaxy clustering

with unprecedented precision (for a review see Yoo [402]).

The Universe is assumed to be isotropic and hence any statistical property (for exam-

ple, distribution of galaxies) is expected to be isotropic. Galaxy redshift surveys have made

measurements of millions of galaxies in certain parts of the Universe and analyzed their

large-scale clustering properties [2dF: Colless et al. [86], 6dF: Jones et al. [177], SDSS-III:

Eisenstein et al. [115], WiggleZ: Blake et al. [54], DEEP2: Newman et al. [238], VIPERS:

Garilli et al. [123], GAMA: Liske et al. [211]]. The two point correlation functions (2PCF)

of observed galaxies in these surveys are far from isotropic due to observational effects. The

line-of-sight galaxy distances from the Earth are inferred from the redshift (z) of spectral

features, assuming a cosmological model. As well as the distance, each redshift also con-

tains information on the dynamics (peculiar velocity) and the environment (gravitational

potential) of these galaxies. The redshift has three components: the Hubble recession ve-

locity, the peculiar velocity of a galaxy and the local gravitational potential. The observed

redshift (zobs) is given by

zobs = H(z)r/c+ vpec/c+ zg, (6.1)

where H(z) is the Hubble parameter, r is the true line-of-sight distance, vpec is the peculiar

velocity of galaxy, c is the speed of light, zg is the gravitational redshift and the expres-

sion is valid for distances r where a linear Hubble relation is a good approximation. The

peculiar velocity component of the observed redshift modifies the galaxy two-point corre-

lation function, causing redshift space distortions (RSD). The effect of RSD is manifested

in changes in the angle averaged ‘even ordered multipoles’ of the two point correlation

function of galaxies, most prominently in the second order multipole (quadrupole) [138].
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As the peculiar velocities of galaxies are isotropically oriented on average, only the even

ordered multipoles of the 2PCF remain non-zero while the odd ordered multipoles vanish.

Peebles [254] presented one of the first discussions of RSD affecting the large scale struc-

ture of the Universe. The first linear theory formalism to model RSD was developed by

Kaiser [180]. Over the last few decades various galaxy redshift surveys have been analysed

and they improve our understanding of large scale structure. The recent studies of RSD in

this context include [258, 53, 47, 99, 321, 301, 327, 48, 302, 159, 12, 346]

The gravitational redshift component of the galaxy redshift is generated by the environ-

ment of the galaxy. Galaxies are known to occupy dark matter haloes which possess strong

gravitational potentials (φ). The light emitted from a galaxy will experience a gravitational

shift zg = −φ/c2 as it climbs out of the potential well. This is one of the most fundamental

predictions of GR. The manifestation of this phenomenon was first observed in a nuclear

resonance experiment and reported by Pound and Rebka [290]. The gravitational redshift

has also been measured in astrophysical systems, e.g. a red giant star sirius B [131], in the

solar system [214, 368] and in galaxy clusters [399, 317, 172]. A formalism for measuring

the gravitational redshift in individual galaxy clusters was presented by Cappi [71]. Later

it was suggested that stacking large numbers of galaxies could be used to measuring the

gravitational redshift profile of clusters as a function of scale [187].

In this paper, we present measurements of the relativistic distortions of galaxy cluster-

ing on scales larger than clusters. We use the cross-correlation of two galaxy populations

with different masses. McDonald [226] provided the first linear theory formalism to predict

the effect of gravitational redshift in the cross power spectrum of two different populations

of galaxies. Croft [94] carried out N -body simulations of the effect of gravitational red-

shift on two population of haloes with different halo masses. It was found that allowing

for measurements on non-linear scales, current galaxy redshift surveys should be able to

detect such an effect and future surveys should be able to provide precise measurements.
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Figure 6.1: The diagram to illustrate symmetry breaking along line-of-sight due to gravita-
tional potential.
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Croft [94] also proposed an estimator to measure the line-of-sight asymmetry using the

cross-correlation function of the two differently biased samples. Looking at galaxy cluster

scales, Kaiser [181] and Zhao et al. [412] showed that gravitational redshift is the domi-

nant of several relativistic distortions of non-linear clustering which should be considered

together. Bonvin et al. [67] showed how gravitational redshift distortion is related to the

full general relativistic asymmetry of the cross-correlation of two populations of galaxies.

A measurement of the cross-correlation dipole (from datasets which included the SDSS

CMASS sample) was made by [124]. This was on large r > 20 h−1Mpc scales where the

relativistic distortions were not measurable but a purely geometric distortion was seen.

Figure 6.1 illustrates how gravitational redshifts act to cause an asymmetry in clustering

(alongside other relativistic effects). Consider a symmetric system of three galaxies where

the central galaxy (H) is more massive than the other two galaxies (L1,L2). The distance of

each of the smaller galaxies from the central galaxy is identically ∆r. Imagine that each of

these galaxies is hosted by a dark matter halo which adds extra gravitational components to

the measured redshifts zg1 and zg2. If we include these effects and then look at the redshift

difference of each lower mass galaxy from the central galaxy, then we will find that L1 is

∆r+(zg1−zg2) and L2 is ∆r−(zg1−zg2) distance away from the central galaxy. The line of

sight redshift-space distance of the two galaxies will be equal in the limit zg1 = zg2. In the

scenario when the galaxies are living in haloes of different masses (different gravitational

potentials) the symmetry along the line of sight will break. This will produce odd ordered

moments in the cross-correlations of galaxies and could be used to measure the different

environments of the galaxies. It is important to note that in the autocorrelation function

the pair counts are symmetric by construction and so no distortions of this type can be

measured.

The line of sight asymmetry illustrated in Figure 6.1 can also be introduced by other

observational effects ([67],[181]. We have studied some of the relativistic effects on target
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selection (observational systematics) in a companion paper Alam et al. [13] . A study of all

such relevant effects using N -body simulations is presented in another companion paper

Zhu et al. [414]. We have also studied effects of baryons on the gravitational potential

and velocities of galaxies and their impact of relativistic distortions using hydrodynamical

simulations in a third companion paper Zhu et al. [413].

A outline of this paper is as follows. We provide a brief description of our theoretical

model in Section 7.3. Section 6.4 describes our dataset and Section 6.5 describes the steps

and methods used in our measurements. We next present our results in Section 6.6, which

include a better than 3σ detection of the line of sight asymmetry using large scale structure.

We also discuss several null tests and systematics. We end in section 6.7 with a summary

and a discussion of our measurement.

6.3 Theory

The existence of gravitational redshift is one of the fundamental predictions of GR. As

mentioned in Section 1, it has been studied theoretically and observed experimentally on

various scales. We use N -body simulations to predict the measured signal from gravita-

tional redshifts and other effects which distort the cross-correlation function. The pertur-

bation theory approach (e.g., McDonald [226], Yoo et al. [405], Bonvin [66]) is valid on

large-scales but we find that non-linear clustering (including the structure of the potential

well on galactic and halo scales) is dominant on the scales which are accessible to current

observations ([109], in prep.). We therefore use N-body simulations to make predictions

for the gravitational potential and velocities of galaxies. We present the suite of N -body

simulations and give details of how they were used to predict different components of the

signal in a companion paper ([414], in prep.). Here, we briefly describe the simulations and

effects included in our theoretical model.
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We use N -body simulations produced by running the PGadget3 code [360, 359]. We

use 8 realizations of a flat ΛCDM model with Ωm = 0.3 and h = 0.7. The simulations are

dissipationless, in a periodic box of side length 1000h−1Mpc and contain 10243 particles.

We use SubFind [360] to generate a catalog of subhalos which can be associated with

galaxies. We then observed the subhalo catalog in the parallel line-of-sight approximation

including various observational effects. We do not include “wide-angle” effects which [? ]

have shown become important on large, linear scales. The observed line-of-sight position

is given as follows:

Zobs = Zreal + Zpec + Zg + ZTD + ZLC + Zgalaxy, (6.2)

where Zobs is the final observed distance from the observer in comoving units (h−1Mpc)

including all the effects we study. From now on, v will denote velocity while β denotes

the ratio v/c, where c is the speed of light. Also, H = 100(km/s)/(h−1Mpc). The

cartesian components of velocity and β are indicated using subscripts (e.g., vx,y,z, βx,y,z).

Zpec = vz/H gives the effect of peculiar velocity on the line-of-sight distance, and is the

term which causes the usual redshift distortions (e.g, [180]). Zg = −φ/(cH) is the posi-

tional shift caused by the gravitational redshift from the subhalo potential [71]. Two more

terms give an additional redshift that depends on the peculiar velocity: ZTD = β2c/(2H)

accounts for the Transverse Doppler effect [412] and ZLC = β2
zc/(2H) the light cone

effect [181]. Because the potential well of the stellar part of the galaxy adds to the gravita-

tional redshift, we add the component due to internal structure of galaxy as in Cappi [71],

Zgalaxy = 10−5σ2
v [1 + ln(R0/R)] , with R0 = 3Re and R = 0.05Re, where Re is half-mass

radius.

After adding all these components to the observed position of each galaxy in the sim-

ulation, we construct two populations of subhalos divided by median subhalo mass. We
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Figure 6.2: The asymmetry signal in the cross-correlation function of two galaxy popula-
tions measured from N -body simulations using the shell estimator of Equation 6.3. We
show results for various values of ∆b, bias difference between the two population (as in-
dicated by the color bar). The black dashed lines show predictions of our empirical model
(Equation 6.4).

measure their auto-correlation functions and define two linear bias values, bH , and bL for

the high and low mass halves of the sample. We compute the bias in the usual fashion from

the relative scaling of the large scale auto-correlation functions of subhalos and dark matter

in the simulations (see [414] for details).

To measure the asymmetry in the cross-correlation function of the two samples we use

the shell estimator, proposed by Croft [94]. This is simply an estimate of the centroid

shift of the correlation function averaged in spherical shells, and is similar to the usual

gravitational redshift profile of clusters (e.g., [399]). The shell estimator is measured from

the two subsamples as follows:

zshell
g (r) = H

|r12−r|<∆r∑
h1,h2

[Zh1
obs − Zh2

obs]Pβ(h1)Pβ(h2) (6.3)

where the sum is over all pairs of subhalos (h1, h2) between the two populations such that
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the distance between the subhalos r12 lies in the radial bin between r − ∆r and r + ∆r.

Here Pβ = 1− 6 ∗βz accounts for the relativistic beaming effect on galaxy inclusion in the

sample by weighting the pair in a fashion which depends on their line of sight velocities

[181, 13, 168]. The above definition of shell estimator is equivalent to the definition given

in equation 6.9.

Figure 6.2 shows measurements of cross-correlation function asymmetry from applying

the shell estimator to our N -body simulation outputs. Lines of different colors show mea-

surements for various values of the large-scale structure bias difference between the two

populations. We have used these simulation results to develop a parametric phenomeno-

logical model for the shell estimator as follows:

zmodelg (r) = (1.5Arel/0.3)ztheog (αr), (6.4)

where ztheog is measured from simulations for ∆b = 0.3. Here Arel and α are two free

parameters which we use to scale the amplitude of the shell estimator and the position

of the largest asymmetry respectively. The amplitude scaling of this model is motivated

by the perturbation theory results, see equations 12 and 30 from Gaztanaga et al. [124],

which show that the shell estimator should be proportional to the bias difference of the two

sub-samples. We therefore set Arel to be proportional to ∆b = bH − bL. The position of

the largest asymmetry depends on the mean bias of the two populations, redshift and the

relative contribution of different relativistic effects. The black dashed lines in Figure 6.2

show the prediction from our model. We use α = 1 and Arel = ∆b . As we can see, our

model captures the variations in measured signal from N -body simulations.
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6.4 Data

To make our measurement of relativistic distortions in the cross-correlation function we use

data from data release 12 (DR12;[298, 9]) of the Sloan Digital Sky Survey (SDSS; [407]).

SDSS I, II [1] and III [115] used a drift-scanning mosaic CCD camera [132] to image 14555

square degrees of the sky in five photometric bands [122, 351, 104] to a limiting magnitude

of r < 22.5 using the 2.5-m Sloan Telescope [134] at the Apache Point Observatory in

New Mexico. The imaging data were processed through a series of software pipelines

[218, 265, 248]. [6] reprocessed all of the SDSS imaging data as part of Data Release 8

(DR8). The Baryon Oscillation Spectroscopic Survey (BOSS;[96]) was designed to obtain

spectra and redshifts for 1.35 million galaxies covering 10,000 square degrees of sky. These

galaxies were selected from the SDSS DR8 imaging. [60] developed a tiling algorithm

for BOSS that is adaptive to the density of targets on the sky. BOSS used double-armed

spectrographs Smee et al. [349] to obtain the spectra and completed observations in spring

2014. BOSS obtained a homogeneous data set with a redshift completeness of more than

97% over the full survey footprint. The redshift extraction algorithm used in BOSS is

described in Bolton et al. [65]. Eisenstein et al. [115] provides a summary and Dawson

et al. [96] provides a detailed description of the survey design.

We use the CMASS sample of galaxies [65] from data release 12 [9]. The CMASS

sample has 7,65,433 Luminous Red Galaxies (LRGs) covering 9376 square degrees in the

redshift range 0.44 < z < 0.70, which correspond to an effective volume of 10.8 Gpc3.

6.5 Analysis Methodology

We first use the CMASS sample to obtain two galaxy sub-samples with different biases but

same redshift distributions. We measure the auto-correlation function for each sub-sample,
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Figure 6.3: The distribution of galaxies in our CMASS sample. The radial distance in
each plotted segment corresponds to the redshift of a galaxy and the angle corresponds
to its right ascension (RA). The color denotes the r band magnitude of the galaxy. The
top segments in each plot show the north galactic cap (NGC) and the bottom the south
galactic cap (SGC) for the two sub-samples. The left panel is for high bias (more massive)
subsample of the CMASS data and the right panel the lower bias (less massive) samples.
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Figure 6.4: The distribution of galaxies in our CMASS sample on the sky. The two seperate
regions are the NGC and SGC. Different colors correspond to different jackknife regions
used in calculation of the covariance matrix. Note that the origin of RA has been shifted
by 4h towards the left in order to make the SGC appear as a contiguous region.
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and estimate their linear bias values from it. We then measure the cross-correlation function

of the two sub-samples. The cross-correlation function is used to detect and quantify the

line of sight asymmetry due to relativistic effects using shell estimator of equation 6.9. In

this section we describe our analysis methodologies in detail.

6.5.1 Creating Galaxy sub-samples

From the SDSS CMASS DR12 sample of galaxies we would like to create two sub-samples

of galaxies that occupy lower and higher mass halos. We use galaxy absolute magnitude to

divide the overall sample into these two subsamples, making the assumption that brighter

galaxies are associated with higher mass, and consequently higher bias halos. We make

use of five different ways to divide the dataset into two sub-samples, using magnitude in

the five different SDSS bands.

Our procedure is as follows: We first bin the sample into redshift bins with ∆z =

0.01. In each bin, we compute the median magnitude for one of the five photometric bands

(u, g, r, iz). Galaxies brighter than the median magnitude in the bin are placed into the

bright subsample and fainter galaxies in the faint subsample. We repeat the process for the

other four photometric bands so that we have 5 different partitions of the whole dataset into

bright and faint subsamples. With this process we make sure that the two sub-samples have

same redshift distribution. We found that our measurements are not sensitive to choice of

∆z. We give more details of this and other tests in section 6.6.5 and Figure 6.9.

The photometric band magnitudes used in our analysis are corrected for evolution and

k-correction to z = 0.55. The faint sub-sample contains 382711 galaxies and the bright

sub-sample contains 382722 galaxies, when r band magnitudes are used to define the cut.

Figure 6.3 shows the distribution of galaxies in right ascension and distance from the ob-

server in these two CMASS subsamples. We obtain similar samples using the other photo-
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metric bands.

6.5.2 Estimating the cross-correlation function

We use as a fiducial cosmology a flat ΛCDM-GR cosmological model with Ωm = 0.274,

H0 = 0.7 ,Ωbh
2 = 0.0224, ns = 0.95 and σ8 = 0.8 [20] in order to convert observed

celestial coordinates (α, δ) and redshift to the position of the galaxy in three-dimensional

space. These galaxy positions are used to estimate the two point statistic (cross-correlation

function) of the galaxies in the two subsamples using the minimum variance, Landy-Szalay

estimator [194]: citation for two population.

ξ̂(r, θ) = (6.5)

D1D2(r, θ)−D1R2(r, θ)−R1D2(r, θ) +R1R2(r, θ)

R1R2(r, θ)

HereD1D2, D1R2, R1D2 andR1R2 represent respectively the weighted counts of galaxy

pairs from the two populations, pairs of galaxies in the first population with randoms

for the second population, randoms for first population with galaxies from the second

population and between randoms for two populations. We use the weighting scheme

wsys = wstarwsee(wcp + wzf − 1) described in Anderson et al. [20] to account for sys-

tematic weights. Where the weight factor wzf accounts for redshift failure of the nearest

neighbor of a galaxy. Similarly, the weight factor wcp is intended to account for a sce-

nario where the redshift of a neighbor was not obtained because it was in a close pair. The

weights wstar and wsee are to account for stellar density and the seeing effect in the galaxy

sample.

The cross-correlation function depends on r, the distance between a pair of galaxies

and µ = cos(θ), where θ is the angle between the pair separation vector and the line of
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sight. We define the line-of-sight direction for each pair to be the position vector that joins

the observer to the mean position of that pair of galaxies. We carry out cross-correlation

function measurements covering 1 h−1Mpc< r < 60 h−1Mpc with 15 logarithmic bins and

0 < θ < π with 150 linear bins. Provided that the binning is not much finer or coarser than

this, we find that our measurements are insensitive to binning choices.

6.5.3 Estimating Multipoles and Galaxy bias

We measure the 2D cross-correlation function ξ(r, θ) from the CMASS data as described in

section 6.5.2. We compress the cross-correlation by projecting it onto a basis of Legendre

polynomials L`(µ) of order ` as follows:

ξ̂`(r) =
2l + 1

2

∫ 1

−1

dµξ̂(r, µ)L`(µ) (6.6)

≈ 2l + 1

2

∑
k

∆µkξ̂(r, µ)L`(µk), (6.7)

where µ = cos(θ) . The ` = {0, 1, 2} moments of the Legendre polynomials are given

by L`(µ) = {1, µ, 1/2(3µ2 − 1)}, the monopole, dipole and quadrupole respectively. We

estimate the linear bias b of a sample of galaxies by fitting the model ξtheo0 = b2ξm0 to

the observed monopole from data. We use Convolution Lagrangian Perturbation Theory

(CLPT; [72]) to estimate the monopole of the matter correlation function (ξm0 ) assuming

fiducial cosmology for z = 0.57. We also estimate the dipole moment ξ`=1 and use it as a

means to detect asymmetry in the cross-correlation function [124].
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6.5.4 Estimating the Covariance Matrix

Estimation of the covariance matrix of a summary statistic (such as the cross-correlation

function) is one of the most important steps in a cosmological analysis. The covariance

matrix of an observed statistic is usually computed either by sub-sampling the data or by

using mock catalogues. Both methods have their limitations and regime of validity. Gener-

ally speaking, the sub-sampling methods over-estimate errors on small scale [239] and are

difficult to use on large scales due to the limited volume of the observed data. On the other

hand creating realistic mock catalogues in large numbers and covering large volume with

high resolution requires huge computing resources. Therefore, mocks often use approxi-

mate simulations with lower spatial and temporal resolution (e.g. [397]). This makes small

scale clustering in the mocks inaccurate and hence covariance estimated from mocks can

only be used above a certain minimum scale decided by details of the method.

Because our signal of interest is on small scales (r ∼ 3 − 20h−1Mpc) we use the sub-

sampling approach here. We use the “delete one jackknife” algorithm [339] to estimate

the covariance matrix. We first split the data into 61 approximately equal area regions (45

in the North Galactic cap and 16 in the South Galactic cap) as shown in Figure 6.4. A

realization of data is defined by omitting one region at a time, which gives us 61 realiza-

tions. We measure the summary statistics, correlation function and shell estimator for each

realization. We then estimate the covariance matrix of these summary statistics (ss) using

Ci,j =
N − 1

N

N∑
jk=1

(ssjki − s̄si)(ssjkj − s̄sj). (6.8)

Here Ci,j represents the covariance between bin i and j, s̄s is the mean of the jackknife

realizations and the sum is over all the 61 jackknife realizations. Our smallest jackknife

region has an angular diameter of ∼ 8◦ which translates to ∼ 200 h−1Mpc. This is much

larger than largest scale we are using in our analysis.
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6.5.5 Shell estimator: Estimating Asymmetry

As our primary measure of the redshift asymmetry in clustering caused by relativistic ef-

fects, we use a shell-averaged estimator applied to the cross-correlation function. Croft

[94] proposed this estimator to quantify the effects of gravitational redshift predicted from

in N -body simulations. The shell estimator is defined as follows:

zshellg (r) =

∫ θ=π
θ=0

Hr‖[1 + ξ(r, θ)]dθ∫ θ=π
θ=0

[1 + ξ(r, θ)]rdrdθ
(6.9)

where r‖ is the line of sight component of pair separation. We can see that zshell
g measures

the mean r‖ weighted by the cross correlation function and is converted to km/s units

through a multiplication factor of H = 100(km/s)/(h−1Mpc). Other quantifications of

the relativistic asymmetry in clustering have been proposed, such as the imaginary part

of the power spectrum [226], the dipole [67], and the anti-symmetric part of the cross-

correlation function [168]. Here we focus on the shell estimator but also measure the

dipole and compare conclusions derived from both.

6.6 Measurements, Null Tests and Systematics

We use the methodologies described in previous section to perform our measurements dis-

cussed here. In this section we first show the measurement of bias. We then show the mea-

surements of shell estimator and fit the model described in section 7.3. We also perform

two null tests and look at the sensitivity of our observer signal to the possible systematic.

187



Figure 6.5: We show the bias measured for each of the sub-samples used in our analysis
using scales between 20 and 50 h−1Mpc. The red, blue, black and green points show bias
of low mass auto-correlation, high mass auto-correlation, low-high cross-correlation and
full sample auto-correlation function respectively. The split is using each of the five pho-
tometric magnitudes (u, g, r, i, z) and also a random split. The r, i and z show significantly
different biases for low and high mass sample.

188



Figure 6.6: We show the measurement of shell estimator from SDSS CMASS sample. The
different plots show the shell estimator measured using cross-correlation of sub-samples
created by splitting the sample in two equal halves for each of u, g, r, i, z photometric
bands. We detect the amplitude of relativistic asymmetry at the level of 2.4σ ,4.8σ and
2.8σ away from zeros in r, i and z bands respectively. This is consistent with our expecta-
tion from bias measurements of the 5 sub-samples as shown in Figure 6.5. The amplitude
of relativistic asymmetry for u and g bands are at the level of 0.9σ and 1.5σ consistent with
the expectation from biases. 189



6.6.1 Measurements of Bias

First we show the linear biases measured for our various samples in Figure 6.5. The galaxy

bias is measured using monopole ξ0(s) as described in section 6.5.3. We use scales be-

tween 20h−1Mpc and 50h−1Mpc to measure bias. We show the bias of auto-correlation and

cross-correlation of different sub-samples created by splitting the sample using all five pho-

tometric bands (u, g, r, i, z) and randomly. The blue points show the biases of higher mass

samples, red points for lower mass samples and the black points for the cross-correlation

between the lower and higher mass samples. We also show the bias of full sample using

green point. The relativistic effects, dominantly gravitational redshift, breaks the line of

sight symmetry of cross-correlation is proportional to the difference in biases of the two

sub-samples. Therefore we expect to see relatively smaller signal for u and g bands but

relatively larger signal for r, i and z photo-metric bands. We also expect no line of sight

asymmetry in the cross-correlation using random split and the auto-correlation of the full

sample. These two cases are used as our null tests.

6.6.2 Measurements of Shell estimator

The Figure 6.6 shows our measurements of shell estimator with best fit model. The red

points show our measurement of relativistic effects including gravitational redshift (zshell
g (r)).

The solid black lines show the expected signal based on our best fit model. We have used

predictions from N -body simulation to fit the measurements for each band using model

described in equation 6.4. We define our likelihood function as follows

L(Arel, α) = e−χ
2(Arel,α)/2/

∫
e−χ

2(Arel,α)/2dAreldα (6.10)

χ2(Arel,α) = (zdatag − zmodelg )C−1(zdatag − zmodelg )T (6.11)
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where C−1 represents the inverse of covariance matrix obtained from jacknnife sampling

as shown in equation 6.8. The likelihood is then used to estimate the mean and error on

each of the model parameters as follows

Xµ =

∫
XL(Arel, α)dAreldα (6.12)

Xσ =

√∫
(X −Xµ)2L(Arel, α)dAreldα (6.13)

where X could be Arel or α. The amplitude of line of sight asymmetry is zero (Arel = 0) is

our null hypothesis and our alternate hypothesis is that amplitude of line of sight asymmetry

is non-zero (i.e. Arel 6= 0). The detection significance quantify the difference of measured

amplitude from zero in unit of standard error (Nσ = Aµrel/A
σ
rel). We performed two kinds of

fits to our measurement of shell estimator. First, we fit for only the amplitude of asymmetry

Arel keeping α = 1 and in second case we fit for both the parameters. The two fits are

performed to look at the sensitivity of detection significance on the extra degree of freedom

in the model. Table 6.1 provdies the results for each kind of fit. The best model shown in

the Figure 6.6 is with fixed α fit. We also quote the measured amplitude of line of sight

asymmetry, its error and detection significance in the Figure 6.6.

The u and g bands show amplitude of gravitational redshift consistent with zero which

is expected from the fact that the bias difference of the two sub-samples using these bands

are small. The r, i and z bands show Arel away from zeros at 2.4σ, 4.8σ and 2.8σ. These

detection significance are stable if we add the second parameter α in the fit (see Table 6.1).

6.6.3 Null Tests

We perform two null tests to check for systematics. First, we divide the sample randomly

in two equal halves and look at the shell estimator from the cross-correlation of the two
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Table 6.1: We list our best fit parameter for each of the shell estimator measurement. We
performed two fits, one with fixed α and other with free α. The table shows that the best fit
value of amplitude (Arel) is consistent in either case.

split Arel α Nσ

u 0.18± 0.20 fixed 0.9
−0.10± 0.36 2.0± 1.5 0.3

g 0.28± 0.18 fixed 1.5
0.15± 0.26 2.10± 1.22 0.6

r 0.44± 0.18 fixed 2.4
0.44± 0.23 0.86± 0.76 1.9

i 0.94± 0.20 fixed 4.8
0.93± 0.22 1.24± 0.41 4.2

z 0.53± 0.19 fixed 2.8
0.48± 0.23 1.79± 1.0 2.1

random 0.03± 0.21 fixed 0.1
0.01± 0.23 2.49± 1.2 0

auto 0.02± 0.04 fixed 0.5
0.16± 0.13 2.25± 0.39 1.2
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random sub-samples. We do not expect to observe any signal, showing line of sight asym-

metry, from such a measurement. Because the two sub-samples are statistically same. The

top plot in Figure 6.7 show the shell estimator measurement from the random split. We ob-

tained Arel = 0.03± 0.21 which is consistent with zeros signal at 0.1σ level. We have also

looked at the shell estimator from the auto-correlation of the full sample which serves as

the second null test. The bottom plot in Figure 6.7 shows the measurement shell estimator

from the auto-correlation of full sample. This gives Arel = 0.02± 0.04 which is consistent

with zero at 0.5σ level. Any problem with survey geometry, mask, wide angle effect or red-

shift distribution should show a non-zero signal in atleast one of these measurements. Note

that this has much smaller error bar and we still obtain null result which is a strong test for

many of the possible systematic effects. Both of our null tests are in excellent agreement.

6.6.4 Measurement of Dipole moment

We also measures the dipole moment of the cross-correlation for each of the photometric

band as describe in section 6.5.3. Figure 6.8 shows our measurements of dipole moment.

Each panel shows the dipole moment for cross-correlation for each of the photometric

bands. The red points shows our measurement with jackknife error bar. The black line

shows the best fit halo model prediction (see Croft [94] for details). We fit the halo model

prediction for a constant amplitude which is a multiplicative factor to our fiducial halo

model prediction. We find that the dipole moment also shows the non-zero signal at small

scale similar to the shell estimator. But the measurement of dipole moment is more noisy

than shell estimator and hence the significance of detection is slightly smaller than what

we obtained using shell estimator. The plot also shows the best fit value of the halo model

amplitude and it significance away from zero. We detects the amplitude of relativistic

asymmetry at the level of 2.3σ ,0.9σ, 2.7σ, 2.8σ and 1.9σ away from zeros in u, g, r, i and
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Figure 6.7: This shows our null test of zero signal to check our pipeline and various possible
systematic effects. The left plot shows the shell estimator computed from cross-correlation
when we split the sample randomly. The best fit signal amplitude is completely consistent
with zero. The right plot shows the shell estimator computed from the auto-correlation of
the full sample. Because this is an auto-correlation we do not expect to see any signal in the
shell estimator. The plots show that we pass both the null tests because the best fit signals
are consistent with zero.
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Figure 6.8: We show the dipole moment measured using cross-correlation of sub-samples
created by splitting the sample in two equal halves for each of u, g, r, i, z photometric
bands. We detect the amplitude of relativistic asymmetry at the level of 2.3σ ,0.9σ, 2.7σ,
2.8σ and 1.9σ away from zeros in u, g, r, i and z bands respectively.
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z bands respectively. But, do not detect any dipole signal at large scale as you can see the

results are entirely consistent with zero for scale above 25h−1Mpc.

6.6.5 Sensitivity to Systematics

We have used all the systematic weights suggested in the catalog which tries to removes any

observational correlation that shouldn’t exist in a sample like ours. We apply five different

combination of systematic weights, as listed in the legend of Figure 6.9, in the measure-

ment of cross-correlation for each of the photometric bands and null tests We then compute

the shell estimator for each one of those weights for each sub-samples, making 35 different

measurements. Figure 6.9 shows all of these 35 measurement. The different panels show

the shell estimator measurement for different photometric bands and also the ones used for

our null-test. The different colored points represent different combinations of systematic

weights used in the correlation function measurement. The red points in each panel show

our fiducial measurement. We found that the effect of any of these systematic weights

are small. We obtain consistent measurement within 1σ independent of what systematic

weights we use. This shows that our measurements are robust against observational sys-

tematic. We have also tested the effect of redshift binning while creating the sub-samples.

Our fiducial bin width is ∆z = 0.01, as shown using red points. Decreasing the bin width

to ∆z = 0.005, as shown using magenta points, doesn’t change the measurement signifi-

cantly. The fact that our measurements is not very sensitive to the combination of weights

used or choice of redshift binning makes it stable against lack of detailed understanding of

some of these systematic weights.
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6.7 Discussion

We have discussed various relativistic effects which could produce line-of-sight anisotropy

in a cross-correlation of two galaxies populations having different halo mass. We have used

CMASS sample to measure these anisotropies. We used each of the five SDSS photomet-

ric bands to obtain two sub-samples. The biases of these sub-samples were measured by

measuring the monopole of auto- and cross-correlation as described in section 6.5.3 and

shown in Figure 6.5. The shell estimator described in section 6.5.5 is used to quantify the

line-of-sight anisotropy due to the relativistic effects in the unit of velocity. We have used

the model developed using N -body simulations and motivated by perturbation theory to

fit the measured shell-estimator. The theoretical model of shell estimator is described in

section 7.3 and derived from the analysis of companion paper Zhu et al. [414]. The the-

oretical model was fit to measurements from data in order to quantify the significance of

observed non-zero signal. The covariance matrix which was estimates the uncertainties

was obtained using jackknife sampling as described in section 6.5.4. Figure 6.6 shows our

measurements with best fit models and detection significance. We detect the amplitude of

relativistic asymmetry at the level of 2.4σ, 4.8σ and 2.8σ away from zero in r, i and z bands

respectively. This is consistent with our expectation from bias measurements of the 5 sub-

samples as shown in Figure 6.5. The amplitude of relativistic asymmetry for u and g bands

are at the level of 0.9σ and 1.5σ, consistent with the expectation from biases. Zhu et al.

[414] found that the dominant contribution in the shell estimator is due to the gravitational

redshift effects. Therefore our measured signal is also a first detection of gravitational red-

shift in the large scale structure. Two null tests were devised to check the possibility of

measuring line-of-sight anisotropy due to the survey geometry, mask effects, wide angle

effect, redshift distribution etc. First null test measures the shell estimator from the cross-

correlation of two randomly selected galaxy populations. This makes the two populations
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statistically identical and hence we do not expect any line-of-sight-anisotropy in the cross-

correlation. Second null test uses the shell estimator measured from the auto-correlation of

the full sample. This has much smaller error and checks for any of possible geometrical

effect to much higher precision than the statistical uncertainty in our measurement. Figure

6.9 shows our null tests being consistent with zero. This implies that any of those possi-

ble systematic effects is much below our statistical uncertainty. We have also performed

a much more detailed analysis of possible systematic effects due to sample selection in a

companion paper Alam et al. [13]. Another approach to look at the line-of-sight anisotropy

is to use dipole moment of the cross-correlation function. We have also measured the dipole

moment as described in section 6.5.3 and shown in Figure 6.8. We found similar anisotropy

at small scale. We fit our dipole moments using the prediction from halo model described

in Croft [94]. We detect the amplitude of relativistic asymmetry at the level of 2.3σ ,0.9σ,

2.7σ, 2.8σ and 1.9σ away from zeros in u, g, r, i and z bands respectively. We note that the

detection using dipole moment is smaller and has larger scatter. This is probably caused by

the fact that the shell estimator and dipole moment weights the different modes differently.

Our dipole moments are completely consistent with zeros at large scale. This result is also

consistent with the analysis presented in Gaztanaga et al. [124], where they didn’t detect

any signal using dipole moment and shell estimator at large scale.

This first detection of gravitational redshift using large scale structure is another land-

mark in the success story of general relativity. The future surveys with bigger volume and

larger number of galaxies will be able to detect such signal with much higher significance.

What can we do with such signal in future? Any suggestion?
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Figure 6.9: This plot shows the effect of different systematic weights on the measurement
of shell estimator for each of the five photometric bands and the two null tests. The high-
light here is that our measurement is not very sensitive to the choice of systematic weights
or the width of redshift bin used while creating our sub-samples. The different colored
points are when we include different systematic weights.
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Chapter 7

Relativistic effects on the Target

Selection

in preperation

Shadab Alam, Rupert A. C. Croft, Shirley Ho, Hongyu Zhu and Elena Giusarma

7.1 Abstract

In a galaxy redshift survey the objects to be targeted for spectra are selected from a parent

sample observed photometrically. The observed magnitudes and colours of galaxies in this

parent sample will be affected by their peculiar velocities, through relativistic Doppler and

relativistic beaming effects. In this paper we compute the resulting expected changes in

galaxy photometry. The magnitudes of the relativistic effects are a function of redshift,

stellar mass, galaxy velocity and velocity direction. We focus on the CMASS sample from

the SDSS/BOSS redshift survey, which is selected on the basis of color and magnitude. We

find that 0.16% of the sample (∼ 882 galaxies) has been scattered into the targeted region

of color-magnitude space by relativistic effects, and conversely 0.11% of the sample (∼
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645 galaxies) has been scattered out. Observational consequences of these effects include

an asymmetry in clustering statistics, which we explore in a companion paper. Here we

compute a set of weights which can be used to remove the effect of modulations introduced

into the density field inferred from a galaxy sample. We have applied these weights to the

CMASS sample and looked at its clustering properties, finding that their effect is likely to

be negligible for standard large scale structure BAO and redshift-space distortion analyses.

7.2 Introduction

General Relativity (GR; Einstein [111]) combined with the standard cosmological model

(ΛCDM) provides the most successful theory of our universe with the minimum of external

assumptions. The ΛCDM model paints a simple picture of structure formation arising from

density fluctuations growing under gravity [87]. For most of the Universe’s history, these

perturbations obey linear perturbation theory [237, 206, 106, 219, 69, 189, 43, 192]. The

density field predicted by these theories have very specific statistical properties with mul-

tiple unique features [255, 113, 34, 80]. We can measure most of the physical quantities of

the universe just by comparing one, two, three and higher point statistics of the predicted

matter density field. Galaxies provide us with a window on the underlying matter density

field of the universe. In the limit of linear perturbations, galaxies can be assumed to form

at the high-density peaks of the underlying matter density field and should have same clus-

tering properties up to a multiplicative constant (galaxy bias) [32, 83]. Therefore creating

three-dimensional maps of galaxies and studying their clustering properties provides one

of the most precise ways to measure physical properties of our universe. In this paper, we

address one of the complications of making these maps from galaxy redshift surveys which

is usually ignored: the effect of peculiar velocities on galaxy selection.

Carrying out large galaxy surveys has been a challenging task, which was made eas-

202



ier by the development of CCD cameras [38]. Many astronomy projects were involved in

the development and adoption of CCD technology for telescopes [25, 3, 35, 68, 122, 132].

These have led to various photometric surveys covering increasingly large parts of sky

with improved depth and resolution (York et al. [407], Gladders and Yee [128], Kaiser

et al. [183], Takada [366], Gilbank et al. [127] , DES1). Such surveys provide an excellent

map of the angular distribution of galaxies, but precise measurements of the cosmological

line-of-sight distance, and hence creation of three dimensional maps, requires redshifts (z).

The redshift quantifies the wavelength shift of features in galaxy spectra and hence requires

observing galaxy’s spectral energy distributions (SED). The measurement of galaxy SED

requires targeting each galaxy individually and is a very expensive process. An early large

galaxy redshift surveys was the CfA redshift survey [125] which observed 22000 galaxies

one at a time. Galaxy surveys targeting much large numbers of galaxies for SED measure-

ment became possible with the advent of optical fibers combined with the ability to observe

hundreds of SEDs in a single exposure. The huge increase in the number of spectra that we

could observe started the era of large galaxy redshift surveys (e.g., LCRS: Shectman et al.

[341], 2dF: Colless et al. [86], 6dF: Jones et al. [177], SDSS-III: Eisenstein et al. [115],

WiggleZ: Blake et al. [54], DEEP2: Newman et al. [238], VIPERS: Garilli et al. [123],

GAMA: Liske et al. [211]).

To make this process efficient, it is important to have prior knowledge about the location

of possible targets. Therefore, generally galaxy redshift surveys require samples of objects

observed photometrically to serve as parent sample. Various algorithms and knowledge of

galaxy evolution models are employed to create sub-samples of such parent samples to be

targeted for spectra (for example Reid et al. [298]). Generally, these selection algorithms

use various magnitude and color cuts to define these subsamples. We know that the ob-

served magnitudes and colors of galaxies are affected by their peculiar motion [369]. This

1http://www.darkenergysurvey.org/survey/
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can influence the final spectroscopic galaxy target sample obtained after following the tar-

get selection rules [181]. Such effects will act to modulate the observed galaxy density

in the observed sample, in a way which will be correlated with galaxy properties includ-

ing redshift, mass and velocity. This could in principle introduce new features into the

measured clustering of galaxies and also bias the physical properties inferred from such

clustering observations.

In this paper, we examine the special relativistic effects that galaxy peculiar veloc-

ity have on their observed SEDs and the photometric quantities derived from them. We

then discuss the impact of these effects on an observed sample of galaxies. We use the

Sloan Digital Sky Survey III (SDSSIII) Baryon Oscillation Spectroscopy Survey (BOSS)

CMASS sample from Data Release 12 (DR12) as an example to show how relativistic ef-

fects will impact target selection which uses cuts in the magnitude and color plane. We

then discuss how these introduce density modulation in the observed sample. We define

a weighting scheme to compensate for such modulation and look at its effect on the clus-

tering signal. We conclude with a discussion about the impact of such effects on the large

scale structure analyses. We note that we restrict ourselves here to the effect of peculiar

velocities on spectroscopic target selection. This is distinct from the effect of velocities on

the properties of galaxies inferred from the spectroscopic sample (e.g., Kaiser and Hudson

[182], Bacon et al. [28] ).

7.3 Effects of peculiar velocities on galaxy spectra

We study the relativistic effects of galaxy motion on galaxy spectra and how they affect

observed galaxy flux and color. This will help us estimate the impact of such observational

effects on our final observed samples. We consider two kinds of effects. The first is the

redshift or blueshift applied to the spectrum due to relative motion between the observer
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and galaxy. The second is the change in flux coming from relativistic boost and beaming.

Note that we do not consider the impact of magnification caused by gravitational lensing

[332].

7.3.1 Relativistic Doppler effect

The relativistic Doppler effect shifts the observed wavelength of a photon with respect to

the emitted wavelength in a manner which depends on the line of sight velocity of the

source. The observed wavelength and emitted wavelength are related by the following

equation, where βlos = vlos/c is the ratio of line of sight velocity (vlos) and the speed of

light (c):

λo = λe

√
1− βlos
1 + βlos

. (7.1)

Here λo and λe are the observed and emitted wavelengths respectively. The galaxy’s ve-

locity along the line of sight consists of two components. First component is the Hubble

velocity due to the expansion of the universe (denoted by ve) while the second component

is due to local dynamics, the peculiar velocity and denoted by vp. The total line-of-sight

velocity of a galaxy vlos is given by relativistic addition of the two components so that

vlos =
ve + vp
1 + vevp

c2

. (7.2)

The velocity due to the expansion of the universe acts to redshift the galaxy spectrum.

This shift also implies that photometric bands see different parts of the spectrum for galax-

ies at different redshifts. Accounting for this shift leads to the well known K-correction,

(see for example the case of massive galaxies [155, 58]). The K-correction can be used

before applying the sample cuts or instead can be included implicitly alongside galaxy

evolution models used to derive target selection algorithms. We assume that the target se-
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lection has accounted for the effect of the K-correction in either way and focus on the shift

in the observed flux due to the peculiar velocity of the galaxies. First, we show that the

effect of shift in wavelengths due to different components of the galaxy velocity can be

separated as follows:

(
λo
λe

)2

=
1− βlos
1 + βlos

(7.3)

=
1− vlos/c
1 + vlos/c

(7.4)

=
c2 + vevp − vec− vpc
c2 + vevp + vec+ vpc

(7.5)

=
(c− ve)(c− vp))
(c+ ve)(c+ vp)

(7.6)

=

(
1− βelos
1 + βelos

)(
1− βplos
1 + βplos

)
(7.7)

Equation 7.3 shows the shift in wavelength due to the total line-of-sight velocity. Substi-

tuting equation 7.2 into 7.4 gives equation 7.5, which can be further simplified to yield

equation 7.7. This shows that the Doppler shifts in wavelength due to different veloc-

ity components is separable and hence justifies our treatment to separate peculiar velocity

from the velocity due to the expansion of the Universe. It is important to define the sign

convention for velocity to avoid any confusion. From now on we use positive velocity and

β to indicate that the line-of-sight component of galaxy peculiar velocity is toward the ob-

server. Negative velocity will imply that the galaxy’s line-of-sight component of velocity

is moving away from the observer.
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7.3.2 Relativistic Beaming effect

Relativistic beaming modifies the apparent brightness of a galaxy due to its peculiar motion.

The peculiar motion of galaxy through the Doppler shift modifies the energy of emitted

photons and the number of photons emitted per unit time . The direction in which photons

are emitted is also different in the observed frame compared to the galaxy’s rest frame,

leading to an anisotropic pattern of emission in the observer’s frame. Taken together, these

effects are known as relativistic beaming. The effect on the spectral brightness can be

derived using special relativity. The spectral brightness (Iν) of a galaxy is defined to be the

energy observed per unit time, per unit area of the detector, per unit frequency and per unit

solid angle:

Iν =
ΓE

σΩ
, (7.8)

where Γ is the number of photons emitted per unit time, E is the energy of emitted photons,

Ω is the solid angle subtended by the observed galaxy and σ is the area of the detector. Each

of the quantities appearing in equation 7.8 will be modified by the peculiar motion of the

galaxy in the observed frame. The spectral brightness in the observed (telescope) frame

(Ioν ) and emitted (galaxy rest) frame (Ieν ) are related by following equation2:

Ioν
Ieν

= [γ(1− βcos(θ))]−4 . (7.9)

Here the Lorentz factor γ = 1√
1−β2

and θ is the angle the velocity vector makes with the

line of sight direction. The above expression is in terms of flux per unit frequency whereas

our measurements will be in flux per unit wavelengths. The spectral brightness per unit

2A detailed derivation of this equation can be found in Hogg [154]. Check equation 7.22 on page 40 of
http://cosmo.nyu.edu/hogg/sr/sr.pdf
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frequency (Iν) can be converted to the spectral brightness per unit wavelength (Iλ) using:

Iλ = Iνλ
2 (7.10)

Finally, the observed and emitted spectral brightness per unit wavelength can be ob-

tained by combining equations 7.1, 7.9 and 7.10.

Ioλ
Ieλ

= [γ(1− βcos(θ))]−4

(
1− βcos(θ)
1 + βcos(θ)

)
. (7.11)

It is important to note that relativistic beaming depends on both the magnitude and

direction of the source velocity and not just its the line-of-sight component.

7.3.3 Effects of velocity on the observed spectra

The spectra observed for a galaxy redshift survey experience both the effects discussed in

the previous two subsections: the shift in wavelength due to doppler shift and the change

in flux due to relativistic beaming. The following equation describes how the observed

flux per unit wavelength (f oλ) is related to the emitted flux per unit wavelength (f eλ) at

wavelength (λe), as a function of observed wavelength (λo)

f oλ(λo, β, θ) = f eλ(λe) [γ(1− βcos(θ))]−4

(
1− βcos(θ)
1 + βcos(θ)

)
. (7.12)

Here the galaxy is moving with peculiar velocity v = βc along the direction at angle θ

from the line-of-sight. The observed and emitted wavelengths are related by equation 7.1.

We note that equations derived in the previous section are for spectral brightness whereas

the observed quantity in the galaxy spectrum is spectral flux. The spectral brightness is the

spectral flux per unit solid angle of the source. The solid angle in the observed and emitted

frame are different due to relativistic beaming, and are related by dΩo/dΩe = γ2(1 −
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Figure 7.1: The relativistic effects on the spectra and observed color of a single galaxy. The
top panel shows the flux of a galaxy SEDs on the y-axis, with x-axis showing wavelength
in A◦ and the color scale showing velocity. Two effects are illustrated, the first being the
wavelength shift and the second being the rescaling of flux for the same wavelength as the
sources galaxy moves towards or away from the observer. The middle and bottom panel
show the percentage change in the g − r and r − i colors as a function of the magnitude
and direction of the galaxy velocity respectively.

209



βcos(θ))2. However, when the observed flux is measured using optical fibers with smaller

angular size than the object then these fluxes are for a fixed solid angle. Therefore, the

equations derived for spectral brightness are directly applicable without the extra correction

(per unit solid angle). We show later that with the CMASS galaxy sample that typically

only 93% of the galaxy flux falls within the fiber and hence this assumption is valid in this

case.

Figure 7.1 shows the effect of relativistic beaming and relativistic doppler shift on the

observed galaxy spectra and color. The top panel focuses on the galax SED. The x-axis

shows the wavelength in A◦ and the y-axis shows the observed flux. The color scale repre-

sents the velocity of the galaxy in the unit of speed of light. The spectrum corresponding to

β = 0 represents the emitted galaxy spectrum. We can clearly see the two effects discussed

in the previous two sections. The relativistic Doppler shift causes the atomic lines to shift

in wavelength. Relativistic beaming increases the observed flux for positive β (moving to-

wards the observer) and decreases it for negative β (moving away from the observer). The

middle and bottom panels show the percentage change in the g − r and r − i color as a

function of different velocity magnitude (varying along the y-axis) and velocity direction

with respect to the line-of-sight (x-axis). The percentage change in g − r color is at the

level of 0.3% when the galaxy has a peculiar velocity of 3000km/s. For realistic veloci-

ties of around 400 km/s (See section 4.5) the change is around 0.1% . For r − i color the

percentage change is significantly higher, at the level of 5% for 3000 km/s galaxies and

∼ 1.5% for 400 km/s. This difference between color bands illustrates that the strength of

the relativistic selection effects will depend on galaxy spectrum and hence galaxy type in a

relatively complex way.
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7.4 Effects of velocities on Selected Catalog

Most large galaxy redshift surveys feature a two-step process of photometric target se-

lection and spectroscopic follow-up. Grism spectroscopy and other techniques for one-

step generation of galaxy redshift samples have been used in the past (e.g., Schuecker

[335], Momcheva et al. [233]) and will play a prominent role in the future (EUCLID: Con-

tent et al. [89], WFIRST: Spergel et al. [357], SPhereX: Bock and SPHEREx Science Team

[64] ). Neverthless, fiber spectrographs are also becoming larger and photometric selection

of galaxy targets will be used to generate samples of tens of millions of galaxy redshifts

in the next few years (cite DESI overview paper). We therefore focus in this paper on

photometric target selection.

In order to obtain a reasonable target sample one must determine the properties of each

object based on photometric magnitudes. This require detailed modeling of the SEDs of

different kind of objects The targets of interest are then selected from a photometric sample

which has predefined a depth and redshift coverage. Historically target sample selection

was the result of simple magnitude cuts. Recent redshift surveys employ more complex

sample selection with various cuts in the color-magnitude plane [298]. The final observed

samples will also be affected by several biases due to the interplay between the sharp mag-

nitude cut, the luminosity function and errors in the observed magnitudes. These biases are

well understood and discussed in detail by e.g., Teerikorpi [369]. We are not focusing on

biases of such kind, but instead we are concerned about the modulations introduced in the

inferred density field due to galaxy peculiar motion.

7.4.1 Magnitude limited sample

A magnitude limited sample is one which has been selected only by applying a limiting

magnitude cut. The effect of peculiar velocities on such a sample is relatively simple to
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understand. The galaxies moving towards the observer will have their magnitudes boosted

and those that are intrinsically just fainter than the cut will move into the sample. The

galaxies moving away from an observer will have their magnitudes suppressed and hence

those just above the magnitude limit will move out of the sample. We can therefore con-

struct a simple picture in which the probability of a galaxy passing the sample cut is simply

related its velocity. The constant of proportionality will depend on the true magnitude of the

galaxy and its spectrum and it will always be positive. This means galaxies moving towards

the observer will always have a higher probability of making the sample cut compared to

galaxies moving away from the observer. This is true unless one considers an exotic galaxy

SED, for example, an SED in which flux decreases with wavelength fast enough to such

that the gain in flux by relativistic beaming is smaller than the reduction in flux caused by

relativistic Doppler effect.

7.4.2 Color-Magnitude cuts

Most of the current and future galaxy redshift survey have a more complicated targeting al-

gorithm than simple magnitude cuts. In a more complicated scenario where the sample se-

lection has several color and magnitude cuts, the simplest expectation that galaxies moving

towards the observer will have a higher probability of making into the sample does not hold

true. The exact nature of cuts, details of spectra and the galaxy population can lead to the

probabilities of including galaxies moving towards the observer being smaller than those

moving away from the observer. Such effects depend on the redshift, halo mass and pecu-

liar velocity (both magnitude and direction) of the observed galaxy. This can lead to extra

structure in the number density of the observed target and affect the clustering measure-

ments. This has been assumed to be unimportant for current and future surveys. Whether

this is true is something we will address here. Some analyses of galaxy clustering rely on
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partioning a sample into subsamples based on their observed properties [348, 94, 15]. The

effects we model in this paper are likely to be relatively more important for these analyses,

as they will have different strengths for sub-samples with different galaxy properties.

7.5 Special Case: SDSS III CMASS Sample

The SDSS III CMASS sample is one of the key target datasets where we have a large

number of massive galaxies with photometric and spectroscopic observations. We use this

sample as an example, computing the effects of relativistic beaming and Doppler shifting

in detail. This analysis can be easily extended to other surveys. We first briefly describe

the sample and introduce the relevant quantity necessary to understand the CMASS target

selection.

7.5.1 CMASS Sample

We use data included in data release 12 (DR12;[298, 9]) of the Sloan Digital Sky Survey

(SDSS; [407]). SDSS I, II [1] and III [115] used a drift-scanning mosaic CCD camera [132]

to image 14555 square degrees of the sky in five photometric bands [122, 351, 104] to a

limiting magnitude of r < 22.5 using the 2.5-m Sloan Telescope [134] at the Apache Point

Observatory in New Mexico. The imaging data were processed through a series of SDSS

pipelines [218, 265, 248]. [6] reprocessed all of the SDSS imaging data in Data Release 8

(DR8). The Baryon Oscillation Spectroscopic survey (BOSS;[96]) was designed to obtain

spectra and redshifts for 1.35 million galaxies covering 10,000 square degrees of sky. These

galaxies were selected from the SDSS DR8 imaging. [61] developed a tiling algorithm that

is adaptive to the density of targets on the sky and this was used for targeting in BOSS.

BOSS used double-armed spectrographs Smee et al. [349] to obtain the spectra. BOSS

resulted in a homogeneous data set with a high redshift completeness of more than 97%
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Figure 7.2: The density of galaxies in the CMASS sample in color-magnitude space. The
parameter dperp is defined in Equation 7.18. The red color indicates a high density and
black shows low density. The solid blue line represents the CMASS target selection criteria.
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over the full survey footprint. The redshift extraction algorithm used in BOSS is described

in Bolton et al. [65]. Eisenstein et al. [115] provides a summary and Dawson et al. [96]

provides a detailed description of the survey design.

We use the CMASS sample of galaxies [65] from data release 12 [9]. The CMASS

sample contains 7,65,433 Luminous Red Galaxies (LRGs) covering 9376 square degrees

in the redshift range 0.44 < z < 0.70, which correspond to an effective volume of 10.8

Gpc3. We used co-added spectra for each galaxy in our analysis 3.

CMASS Target Selection

The photometrically identified objects in the SDSS imaging catalog (Data Release 8:DR84)

are used as the parent sample for selecting the galaxies to be targeted for spectroscopic ob-

servations. The parent catalog covered 7606 deg2 in the Northern Galactic Cap (NGC) and

3172 deg2 in the Southern Galactic Cap (SGC). The photometric sample contains flux ob-

served in five photometric bands (u, g, r, i, z). The target selection for the CMASS sample

uses two types of magnitude provided by the SDSS imaging pipeline. The imaging pipeline

fits exponential and deVaucouleurs profiles for each of the five photometric band to provide

the fluxes fband
exp and fband

deV respectively. These fluxes are used to define two different kinds

of flux, named “model” and “cmodel” and given by the following equations.

fband
mod,cmod = (1− Pmod,cmod)fband

exp + Pmod,cmodf
band
deV . (7.13)

Here Pmod is a real number between 0 and 1, and Pcmod is an integer which can be either 0

or 1. The imaging pipeline fits the observed flux to obtain values of Pmod,cmod. The main

3The co-added version of the spectrum used in our analysis can be downloaded from http://data.
sdss3.org/sas/dr12/boss/spectro/redux/v5_7_0/spectra/lite/. The basic descrip-
tion of the SDSS optical spectra can be found over http://www.sdss.org/dr12/spectro/
spectro_basics

4http://www.sdss3.org/dr8

215



difference between model and cmodel flux is that the model flux results from the use of

a linear combination of exponential and deVaucouleurs profiles, whereas the cmodel flux

uses the best-fitting profile. The model and cmodel fluxes are converted to magnitudes as

follows:

band = 22.5− 2.5 log(fband)− Cextinction, (7.14)

where fluxes are in nanomaggies and band can be any of the five photometric bands

u, g, r, i, z. The Cextinction is the galactic extinction correction for the galaxy using the

dust maps of Schlegel et al. [330]. The main criteria used in CMASS target selection are

as follows:

17.5 < icmod < 19.9 (7.15)

d⊥ > 0.55 (7.16)

icmod < 1.6(d⊥ − 0.8) + 19.86 (7.17)

There are several other criteria used for the target selection but they affect a very small

number of objects and are not relevant for our study. The full list of target selection rules is

provided in Reid et al. [298]. The quantity icmod is the cmodel magnitude for photometric

band i. The quantity d⊥ is a linear combination of the color g− r and r− i based on model

magnitude as follows:

d⊥ = (rmod − imod)− 1

8
(gmod − rmod), (7.18)

where gmod, rmod, imod are the model magnitudes for the photometric bands g, r and i re-

spectively. The Figure 7.2 shows the distribution of galaxies in the final CMASS sample
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Figure 7.3: The histogram of the ratio of magnitudes from spectra to the photometric mag-
nitude for g, r and i bands. The mean of the ratio is 0.93 which indicates that the magnitudes
measured from spectra are larger (flux from spectra is smaller). This is because the fibers
cover only 2’́ which is smaller than the mean size of a galaxy in the sample. This plot also
shows that the scatter in this ratio of the two magnitudes is quite small.

(DR12) in the icmod − d⊥ plane. The solid line shows the target selection rule as stated in

equation 7.15, 7.16 and 7.17.

7.5.2 Spectro-Photometry

We use SDSS observed SEDs as a template to study the relativistic effects. We transform

each of the observed spectra according to equation 7.12 for a given β and θ. We then obtain

the flux in different photometric bands by integrating the spectra with the response function

for each band:

fband
spec =

∫
dλf(λ)Rband(λ)Cband, (7.19)
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where f(λ), R(λ) represents the flux and photometric band response for wavelength λ. The

parameter Cband is the calibration factor which is obtained using the fiber flux of 10,000

galaxies. The calibration factors obtained for g, r and i bands are ((2.3, 3.3, 6.1)−3 respec-

tively. The fiber flux is another flux provided in the SDSS imaging catalog. It represents

the flux obtained in the photometric survey withing the aperture of spectroscopic fiber for

each band 5. The aperture of 2 ′′ in diameter is assumed for calculating fiber flux, which is

appropriate for the BOSS spectrograph. The spectroscopic flux is converted to magnitude

using equation 7.14. The spectroscopic magnitude is typically smaller than the correspond-

ing photometric magnitude because fibers cover only the central part of galaxies. We have

found that the spectroscopic magnitudes can be converted to photometric magnitudes using

a simple multiplication factor of 0.93. The Figure 7.3 shows the histogram of the ratio of

model magnitude to the spectroscopic magnitude. For each of g, r and i band the ratio of

magnitudes has mean at 0.93 with a scatter of 0.03 for g band and 0.02 for both r and i

band. We therefore obtain the cmodel magnitude from the spectroscopic magnitude using

a multiplication factor of 0.93 (ispec
cmod = 0.93ispec).

7.5.3 Magnitude and Color evolution

The local gravitational interactions of galaxies causes them to have peculiar velocities.

These peculiar velocities cause the observed SEDs of galaxies to be different from the true

SEDs. This can change the observed magnitude and color of galaxies. We systematically

investigate these changes for grid of peculiar velocity magnitudes and directions from the

line-of-sight. We transform the observed spectra of each galaxy using β values between

-0.01 and 0.01 and θ between 0◦ and 90◦. We find that adding relativistic effects to spectra

shifts the galaxies in the target selection plane. Not suprisingly, these shifts in color are

5http://www.sdss.org/dr12/algorithms/magnitudes/
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sensitive to the galaxy spectra themselves and therefore depend on the stellar mass and red-

shift of galaxies. The Figure 7.4 shows the tracks of galaxies in the target selection color-

magnitude plane. Each line with an arrowhead shows the path followed by the galaxies

in the sample as peculiar velocity is varied. The tail of the line corresponds to the color-

magnitude of the galaxy when it is moving away from the observer with β = −0.01 (speed

of 3000 (km/s)) and the arrowhead correspond to the case when it is moving towards the

observer with the same speed (i.e. we are showing the difference in assigning β from -0.01

(tail) to +0.01 (head). The color of the track indicates the redshift of the galaxy. Note that

in the plot we only show a very small illustrative sub-sample of the full CMASS dataset,

and we restrict ourselves to velocity directions directly aligned with the line-of-sight. The

black thick solid line shows the CMASS target selection as described in equations 7.15,

7.16 and 7.17. We also show 3 more restrictive target selection criteria using other solid

lines. The target selection criterion TS-n is given by the following equation:

17.5 < icmod < 19.9− 0.05n (7.20)

d⊥ > 0.55 + 0.03n (7.21)

icmod < 1.6(d⊥ − 0.8− 0.05n) + 19.86, (7.22)

where n is either 0,1,2, or 3, which represent different target selections TS-0,TS-1,TS-2 and

TS-3 respectively. TS-0 is the actual CMASS target selection. Notice that these additional

target selections are defined such that the shape of the target selection region in this plane

remains unchanged. The tracks of galaxies show that the magnitudes (plotted on the x-

axis) decrease when galaxies move towards the observer and increase when they moves

away as per our expectation. This leads to galaxies at higher redshifts which are close

to the magnitude limit of the target selection being moved inside the sample when their
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velocity is towards the observer and being moved outside while their velocity is away. The

color cuts can however reverse this trend as shown by the galaxies close to the lower limit

of d⊥, which are at lower redshifts. These galaxies move inside the sample when they have

velocities away from the observer and moves outside the sample with velocities towards

the observer. It should be also noticed that the effects shown in this plot are exaggerated by

roughly an order of magnitude compared to the typical case for galaxies, as we are showing

results for galaxy velocities as high as 3000 km/s.

7.5.4 Impact on Final Obtained Sample

Because the peculiar velocities of galaxies vary spatially, the relativistic effects will spa-

tially modulate the observed SEDs of galaxies, which will in turn affect the observed mag-

nitudes and colors. Therefore, a fraction of galaxies with colors and magnitudes originally

within our target selection will move out of the sample and also some galaxies from out-

side the sample will move into it. This affects the observed number density of galaxies in

the final sample. The modulations introduced in the observed number density will also be

correlated with several other properties of galaxies for example stellar mass, redshift and

velocity. In order to quantify these effects, we bin our sample in redshift and stellar mass.

We create 10 bins in redshift between 0.4 and 0.8 and 10 bins in logarithm of stellar mass

between 1010.8M� and 1013M�. For each stellar mass and redshift bin, we compute the ini-

tial number of galaxies (N i
TS) in the sample. We then transform the galaxies as if they were

moving with velocity v = βc along a direction at angle θ from the line-of-sight. We then

reapply the target selection boundaries to count the final number of galaxies in the sample

(N f
TS). The relativistic effects due to peculiar motion of galaxies imply that the number of

galaxies in the observed sample will be multiplied by the fraction N f
TS/N

i
TS. Therefore, in

clustering analysis if we would like to compensate for the number density modulation due
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Figure 7.4: The effects of galaxy motion on observed galaxy color and magnitude. The
solid thick lines of different colors show the different versions of our target selection cri-
teria. The black solid line shows the CMASS original target selection. Other solid lines
shows the variant of CMASS target selection described in equation 7.22. Each line with
an arrow head shows how an individual galaxy will move in this space as we assign it a
different velocity. The arrow-head shows the observed color-magnitude when galaxies are
moving towards the observer with a speed of 3000 km/s and the tail point shows the color-
magnitude when it moves with speed of 3000 km/s away from the observer. The color of
the arrow itself indicates the redshift of the galaxy. Note that at small redshift a galaxy
moving towards observer will cross the color cut to move out of the sample whereas at
higher redshift the galaxy moving towards us with become brighter and cross the lower
magnitude cut to move inside the sample. Note that we only show a very small illustra-
tive sub-sample of the full CMASS dataset, and we restrict ourselves to velocity directions
directly aligned with the line-of-sight.
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Figure 7.5: The relativistic weights for a galaxy given its redshift, stellar mass and velocity
vector. The different colors indicate different redshift bins and different line-styles indicate
different stellar mass bins. The left panel shows the wrel with velocity of the galaxy in
units of the speed of light along line-of-sight. The central and right panel shows the weight
dependence on the direction of velocity from line-of-sight for β = −0.01 (v=3000 km/s
away from observer) and β = 0.01 (v=3000 km/s towards the observer) respectively.

222



to relativistic effects we should weight each galaxy by wrel, where

wrel = N i
TS/N

f
TS (7.23)

We have obtained the wrel for each bin as a function of β and θ of the galaxy. Figure 7.5

shows the weights obtained for some of the redshift and stellar mass bins as the function

of β and θ. The different colors correspond to different redshift bins, while the different

line styles correspond to different stellar mass bins. The left panel shows wrel with β

between -0.01 and 0.01 and θ = 0. The value β = −0.01 corresponds to galaxies moving

with a speed 3000 km/s away from the observer and β = 0.01 galaxies moving at 3000

km/s towards the observer. At higher redshifts the galaxies moving towards the observer

(positive β) have weight smaller than 1. They will appear brighter and hence will be seen in

larger number than if they were at rest with respect to the observer. The weight in this case

is therefore smaller than unity, to compensate for the higher number of observed galaxies.

The weights vary with stellar mass, galaxies with higher stellar mass having larger weights.

These trends change for lower redshifts however. Below approximately z = 0.5, galax-

ies moving towards the observer have weights larger than 1. This is due the fact that the

galaxies at lower redshift are less likely to be close to the magnitude limit of the sample

than they are to the color cut. When they move towards the observer they cross through the

color cut and out of the sample. This causes a reverse trend with β which is different to that

at higher redshifts. This can be seen in Figure 7.4 by following the tracks of these galaxies

as β is varied. The middle and right panels of Figure 7.5 shows the dependence of wrel on

the direction of galaxy velocity θ for velocities with positive and negative β. These results

show the importance of considering the full velocity vector rather than just the line-of-sight

component.
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Figure 7.6: Estimated galaxy peculiar velocities in the SDSS III CMASS galaxy redshift
sample. The velocity vectors for each galaxy were estimated using a perturbation theory
based reconstruction algorithm. The top panel shows the distribution of the magnitudes
of galaxy velocities in the sample. The bottom panel shows the distribution of velocity
directions, where θ = 0◦ indicates that a galaxy is moving along line of sight away from
observer and θ = 180◦ that the galaxy is moving directly towards the observer.

7.5.5 Predicting the galaxy peculiar velocities

In order to associate relativistic weights to each individual galaxy, the galaxy velocity is

required. We estimate the velocity for each galaxy in the sample using a reconstruction
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approach. We use a publicly available reconstruction code6 which estimates the velocities

of galaxy in our sample using perturbation theory [391, 392]. The reconstruction code first

computes the number density (ρ) of galaxies on a grid using a cloud-in-cell assignment

scheme . The number density is then converted to density contrast (δ) which is divided

by a large scale bias b to yield the mass fluctuation in the cell. We use the value b = 2.1

measured in our analysis (see companion paper Alam et al. [15]). This mass fluctuation

is then smoothed using a Gaussian kernel of width Rf (the smoothing scale). Our chosen

value of Rf = 10 h−1Mpc is motivated by the results of [381]. The reconstruction code

then solves for the displacement field ([? ]) and provides the displaced position for each

galaxy [391]. We use the displaced position to obtain the peculiar velocities of galaxies

using following equation:

~v = afH(~robs − ~rrecon), (7.24)

where H = 100 (h−1Mpc)/(km/s), a = 1/(1 + z) is the scale factor. We approximate the

linear growth rate of perturbations f = d lnD/d ln a as f = Ωm(z)0.55. Figure 7.6 shows

the distribution of galaxy velocities obtained using this procedure. In the top panel it can

be seen that most of the galaxies have velocities between 200−600km/s. The bottom panel

shows the distribution of the angles between the velocities in the line of sight. The detailed

shape of this distribution depends on the geometry the survey. We note that these velocities

are predicted using perturbation theory which is not accurate on small scales where non-

linear clustering happens. On scales below our smoothing scale, a number of galaxies will

be moving significantly faster than the predicted velocity. This will be particularly true in

virialized objects such as galaxy clusters. Our estimate of the strength of relativistic effects

for will therefore tend to be an underestimate.

6github repo: https://github.com/martinjameswhite/recon_code/
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Figure 7.7: The distribution of the relativistic weights wrel for the CMASS galaxy redshift
sample. The x-axis is wrel and the y-axis displays the binned number of galaxies on loga-
rithmic scale. The galaxies with wrel < 1 have higher probability of being in the sample.
We estimate that 0.16% more such galaxies have been added to the sample because of their
peculiar velocities. Galaxies with weights wrel > 1 have a lower probability of being in
the sample. From these we calculate that 0.11% of the sample which would be have been
within the color-magnitude cuts is excluded because of the effect of peculiar velocities.
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Figure 7.8: The two point galaxy auto-correlation function with and without the effect of
relativistic weights. The top panel shows the monopole and the bottom panel shows the
quadruple moment of the correlation function. The blue points represents the measurement
without relativistic weight and the magenta points are with the relativistic weight correc-
tion.

7.5.6 Impact on Clustering

We now examine how relativistic sample selection effects alter the results of standard clus-

tering analyses of the CMASS galaxy redshift sample. We use the observational data for

227



the CMASS sample to compute the weights wrel which compensate each galaxy for the

effect of Doppler shifting and beaming (see section 7.5.4). These weights are a function of

the redshift, stellar mass and velocity vector of the galaxy. The relativistic correction there-

fore involves applying the weights before computing the two-point clustering of the galaxy

sample. The galaxy catalog contains the redshift and stellar mass of each of the galaxy. We

estimate the velocity vector of the galaxy using the perturbation theory approach described

in section 7.5.5. Figure 7.7 shows the distribution of wrel in the CMASS sample. We can

see that the distribution of weights is not symmetric due to the fact that the luminosity

function is non-uniform and hence there are more galaxies which scatter into the sample

compared to those that scattering out of the sample. We estimate that around 0.16% (∼ 882

galaxies) of the CMASS sample should not have been targeted and around 0.11% (∼ 645

galaxies) should have been in the sample, but were not be observed.

We have computed the two-point clustering of CMASS with and without the relativistic

weights. We use the Landy-szalay [194] estimator, and ther results are shown in Figure

7.8. The top panel shows the monopole of the correlation function and the bottom panel

the quadruple moment.The error bars on the clustering were computed by dividing the

entire sample into 61 jackknife regions, see Alam et al. [15] for more details. We find that

the effects of these weights are much smaller than the statistical errors on the clustering

measurement. We therefore do not expect that any of the standard large scale structure

analyses(such as BAO measurement or redshift space distortions) will show significant

effects in current surveys. We should bear in mind though, that as the samples get larger

and probe fainter magnitudes these effects might start to become more important for future

surveys.
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7.6 Conclusion

We have used the SDSS III BOSS CMASS galaxy sample to examine the impact of rela-

tivistic effects on observed galaxy SEDs. We have discussed how the effects on SEDs will

translate to observed fluxes and hence will impact the target selection of galaxy redshift

surveys. We have found that galaxies can move both in and out of the sample depending

on their peculiar motion. We have investigated these effects for the CMASS target selec-

tion as a function of redshift, stellar mass, magnitude and direction of galaxy velocity. In

order to estimate the effect on clustering statistics, we have also used perturbation theory

to predict the galaxy velocities from the galaxy density field. These velocities provide the

information we need to gauge the impact of relativistic effects on individual galaxies.

We have computed weights that can be used to cancel out the relativistic effects on target

selection. We studied the galaxy two-point correlation function with and without these

weights, finding an impact on the clustering signal which is much smaller than the current

statistical errors. This should not therefore affect current large scale structure analyses such

as baryon acoustic oscillation measurement or estimates of the growth rate from redshift

space distortions. We expect that these effects will be more significant when one is looking

at galaxy clustering weighted by one of the properties which are affected by relativistic

effects such as luminosity, photometric magnitude etc. We also expect these effects to be

more significant when surveys are deeper and hence future surveys should be analyzed with

such effects in mind.

One of the main motivations to study these effects is to understand how relativistic

beaming and doppler shift modulate the density field and change galaxy clustering. If

clustering statistics are chosen carefully and galaxy samples are large enough, then these

effects can in principle be detected. [181] has shown that these effects can contribute to

the asymmetry in galaxy clustering around clusters which is used to infer the gravitional
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redshift profile (e.g., [71, 187, 399, 412, 317]). Relativistic effects on large-scale clustering

have been also been computed using perturbation theory in full General Relativity (e.g.,

[226, 406, 67]). The results in our paper have motivated the form of the beaming effect in-

cluded in a companion paper Zhu et al. [414]. We have applied them to N-body simulations

in order to estimate the line-of-sight asymmetry in the non-linear scale cross-correlation

function of two galaxy populations with different halo masses. The models are also used

in our other companion paper Alam et al. [15], which provides the first measurement of

line-of-sight asymmetry in the CMASS sample.

230



Bibliography

[1] K. N. Abazajian, J. K. Adelman-McCarthy, M. A. Agüeros, S. S. Allam, C. Allende
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M. Tacca, D. Talukder, D. B. Tanner, M. Tápai, S. P. Tarabrin, A. Taracchini, R. Tay-

lor, T. Theeg, M. P. Thirugnanasambandam, E. G. Thomas, M. Thomas, P. Thomas,

K. A. Thorne, K. S. Thorne, E. Thrane, S. Tiwari, V. Tiwari, K. V. Tokmakov,

C. Tomlinson, M. Tonelli, C. V. Torres, C. I. Torrie, D. Töyrä, F. Travasso, G. Tray-
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T. Ichikawa, Ž. Ivezić, S. Kent, R. S. J. Kim, E. Kinney, M. Klaene, A. N. Kleinman,

S. Kleinman, G. R. Knapp, J. Korienek, R. G. Kron, P. Z. Kunszt, D. Q. Lamb,

317



B. Lee, R. F. Leger, S. Limmongkol, C. Lindenmeyer, D. C. Long, C. Loomis,

J. Loveday, R. Lucinio, R. H. Lupton, B. MacKinnon, E. J. Mannery, P. M. Mantsch,

B. Margon, P. McGehee, T. A. McKay, A. Meiksin, A. Merelli, D. G. Monet, J. A.

Munn, V. K. Narayanan, T. Nash, E. Neilsen, R. Neswold, H. J. Newberg, R. C.

Nichol, T. Nicinski, M. Nonino, N. Okada, S. Okamura, J. P. Ostriker, R. Owen,

A. G. Pauls, J. Peoples, R. L. Peterson, D. Petravick, J. R. Pier, A. Pope, R. Pordes,

A. Prosapio, R. Rechenmacher, T. R. Quinn, G. T. Richards, M. W. Richmond,

C. H. Rivetta, C. M. Rockosi, K. Ruthmansdorfer, D. Sandford, D. J. Schlegel, D. P.

Schneider, M. Sekiguchi, G. Sergey, K. Shimasaku, W. A. Siegmund, S. Smee, J. A.

Smith, S. Snedden, R. Stone, C. Stoughton, M. A. Strauss, C. Stubbs, M. SubbaRao,

A. S. Szalay, I. Szapudi, G. P. Szokoly, A. R. Thakar, C. Tremonti, D. L. Tucker,

A. Uomoto, D. Vanden Berk, M. S. Vogeley, P. Waddell, S.-i. Wang, M. Watanabe,

D. H. Weinberg, B. Yanny, N. Yasuda, and SDSS Collaboration. The Sloan Dig-

ital Sky Survey: Technical Summary. AJ, 120:1579–1587, September 2000. doi:

10.1086/301513.

[409] P. Zhang, M. Liguori, R. Bean, and S. Dodelson. Probing Gravity at Cosmological

Scales by Measurements which Test the Relationship between Gravitational Lensing

and Matter Overdensity. Physical Review Letters, 99(14):141302, October 2007.

doi: 10.1103/PhysRevLett.99.141302.

[410] P. Zhang, M. Liguori, R. Bean, and S. Dodelson. Probing Gravity at Cosmological

Scales by Measurements which Test the Relationship between Gravitational Lensing

and Matter Overdensity. Physical Review Letters, 99(14):141302, October 2007.

doi: 10.1103/PhysRevLett.99.141302.

[411] G.-B. Zhao, L. Pogosian, A. Silvestri, and J. Zylberberg. Searching for modified

318



growth patterns with tomographic surveys. Phys. Rev. D, 79(8):083513, April 2009.

doi: 10.1103/PhysRevD.79.083513.

[412] H. Zhao, J. A. Peacock, and B. Li. Testing gravity theories via transverse Doppler

and gravitational redshifts in galaxy clusters. Phys. Rev. D, 88(4):043013, August

2013. doi: 10.1103/PhysRevD.88.043013.

[413] H. Zhu, S. Alam, R. A. C. Croft, S. Ho, and Giusarma E. GZHydro. xxx, pages

xx–xx, 2016. doi: xxxx.

[414] H. Zhu, S. Alam, R. A. C. Croft, S. Ho, and Giusarma E. GZNbody . xxx, pages

xx–xx, 2016. doi: xxxx.

[415] Y. Zu and R. Mandelbaum. Mapping stellar content to dark matter haloes using

galaxy clustering and galaxy-galaxy lensing in the SDSS DR7. MNRAS, 454:1161–

1191, December 2015. doi: 10.1093/mnras/stv2062.

[416] Y. Zu and D. H. Weinberg. The redshift-space cluster-galaxy cross-correlation func-

tion - I. Modelling galaxy infall on to Millennium simulation clusters and SDSS

groups. MNRAS, 431:3319–3337, June 2013. doi: 10.1093/mnras/stt411.

[417] F. Zwicky. On the Masses of Nebulae and of Clusters of Nebulae. ApJ, 86:217,

October 1937. doi: 10.1086/143864.

319


	THESISFORM- ALAM
	shadaba_physics_2016

