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## Chapter 1

## Introduction

In this Thesis, we present two results on nonlocal interaction equations in heterogeneous environments with boundaries and on general non-convex, non-smooth domains.

Nonlocal interaction equations arise in modeling systems with long range interactions. Such systems serve as basic models to a wide range of phenomena ranging from crystallization [7, 42, 106], statistical mechanics [100, 104], chemotaxis [68, 93], granular media [12, 32, 111], coordinated control [10, 71] to biological aggregation [24, 84, 86].

Biological aggregation describes self-organized behavior of large system of biological agents such as swarming insects and flocking birds. The basic assumptions in modeling biological aggregation are long range attraction, short range repulsion and intermediate range alignment. To be more precise, the pairwise interaction between two agents is attractive when they are far from each other to stay in a social group; they are repulsive to each other when they are too close to avoid collision; in the intermediate distance range, they adjust their velocity to align with other agents. Different models on how long range interaction applies have been proposed: by assuming that velocity of an agent is proportional to the force it is subject to, Bertozzi, Topaz and collaborators studied first-order models [107, 108, 109]; when acceleration of the agent is proportional to the force, second-order (self-propelled and alignment) models such as Vicsek model [113], Cucker-Smale model [37, 38] and MotschTadmor model [88] were introduced. These models have been extensively investigated to predict and study flocking [60, 61, 89, 105] and pattern formation in biological aggregation [ $8,30,69,116,117]$.

The dynamics of such systems is governed by long range interactions among agents, therefore such systems are intrinsically nonlocal and lead to the study nonlocal interaction equations. In this Thesis, we study nonlocal interaction equations in heterogeneous environments with boundaries and on general non-convex, non-smooth domains in the gradient flow framework in the space of probability measures.

Optimal transport and gradient flows in the space of probability measures have provided
a novel way to establish well-posedness for a class of dissipative equations. Optimal transport $[114,115]$ defines a metric on the space of probability measures, namely the Wasserstein metric. In [91], Otto explored the differential structure of the metric and used it to study porous media equations. Gradient flow theory in the space of probability measures was further developed to other types of energies, see the book [4, 5] by Ambrosio, Gigli and Savaré and references therein.

Recently, optimal transport and gradient flow theory in Wasserstein metric space have been extensively used to understand Ricci curvature of metric space [77, 102, 103] and discrete graphs (Markov chains) [46, 47, 58, 78, 83], and to solve many different types of PDEs including Keller-Segel system [19, 20, 21, 22, 23], reaction-diffusion equations [59, 74], thin film and quantum drift equations [55, 76, 79]. In biological aggregation, gradient flow theory unifies discrete (particle) and continuum models, and allows mass concentration (blow-up). Motivated by biological aggregation in heterogeneous environments and on general non-convex, non-smooth domains, we develop gradient flow theory of interaction energy in the space of probabilities on Riemannian manifolds with boundaries and on non-convex, non-smooth domains, which applies to several interesting phenomena.

In this Thesis, we are interested in the first order biological aggregation models in heterogeneous environments and non-convex, non-smooth domains, and the well-posedness of the resulting nonlocal interaction equations. In traditional first order models (where velocity of an agent is proportional to the force it is subject to) which we introduce in more detail in Section 2.3, the settings are: let $x^{i} \in \mathbb{R}^{d}, m_{i} \geq 0$ be the position and mass of the $i$-th agent with $\sum_{i=1}^{N} m_{i}=1$ (after normalization), $W, V$ be the interaction and external potential functions, the dynamics of the configuration follows

$$
\begin{equation*}
\dot{x}^{i}(t)=-\sum_{j \neq i}^{N} m_{j} \nabla W\left(x^{i}(t)-x^{j}(t)\right)-\nabla V\left(x^{i}(t)\right) \quad \forall i \in\{1, \ldots, N\} . \tag{1.0.1}
\end{equation*}
$$

Agents are autonomous in the system and there is no leader in the group. We are interested in large scale collective behavior (well-defined clusters, sharp boundaries) of the system with large number of agents $N$. Determining the behavior of the system by tracking each individual would involve solving a large system of mutually dependent ODEs, which is computationally expensive. Thus we consider dynamics of the distribution of agents. Denote the empirical distribution by

$$
\mu(t)=\sum_{i=1}^{N} m_{i} \delta_{x^{i}(t)},
$$

direct calculations show it satisfies the following nonlocal interaction equation

$$
\begin{equation*}
\frac{\partial}{\partial t} \mu(t, x)-\operatorname{div}(\mu(t, x)(\nabla W * \mu(t)(x)+\nabla V(x)))=0 \tag{1.0.2}
\end{equation*}
$$

in the sense of distributions. Note that (1.0.2) is more general than the system of ODEs (1.0.1) since it includes both discrete and continuum distributions, and is independent of the number of agents $N$.

## Nonlocal interaction equations in heterogeneous environments with boundaries.

In nature, space heterogeneity and boundary should be considered to better model biological aggregations in environments, including factors such as variations in mobility of biological agents depending on the environment and physical boundaries. Interesting phenomena (rolling swarm, boundary concentration) emerge from biological aggregations in heterogeneous environments with boundaries which are not seen in traditional homogenous setting. It suggests that space heterogeneity can be used to explain some phenomena such as rolling swarms in locust swarm observed in nature.

The space heterogeneity makes mobility (factor indicating how agents move in response to the force they are subject to) of an individual agent depend on its location in space, while the interaction with other agents is not affected. That is, the agents can still see (interact) with each other directly, only their ability to move depends on their physical location in the environment.

We also assume, naturally, that agents on the boundary cannot go through the boundary, but they can move along it or reenter interior of the domain. In other words, the set of admissible velocities for the agents on the boundary is the tangent cone (inward going directions) at that boundary point (refer to (3.1.3)). In this case the total mass of the agents is preserved (i.e. the agents are not allowed to leave the space), and this induces a projection of the velocities of the agents on the boundary onto the set of admissible velocities. When considered on a subset $\mathcal{M} \subset \mathbb{R}^{d}$ (environment), the resulting equation we propose has the form

$$
\begin{equation*}
\frac{\partial}{\partial t} \mu(t, x)+\operatorname{div}\left(\mu(t, x) P_{x} A(x)(-\nabla W * \mu(t)(x)-\nabla V(x))\right)=0, \quad \mu(0)=\mu_{0} \tag{1.0.3}
\end{equation*}
$$

where $A(x)$ is the mobility of agents, $\nabla$, div are Euclidean gradient and divergence, and $\nabla W * \mu$ is defined as

$$
\nabla W * \mu(t)(x)=\int_{\mathcal{M}} \nabla W(x-y) d \mu(t, y) .
$$

We are interested in existence and stability of the nonlocal interaction equations (1.0.3). In the usual Euclidean setting (i.e. $A(x) \equiv I_{d}$ ), well-poseness of weak measure solutions to (1.0.2) was obtained by considering solutions as gradient flows to some energy functional in the space of probability measures endowed with (Euclidean) Wasserstein distance, see [5, 28]. Here we follow the ideas and establish well-posedness of weak measure solutions
to (1.0.3) by gradient flows to interaction and potential energy functionals in the space of probability measures endowed with Riemannian Wasserstein distance.

To be more specific, assume that $A(x)>0$ (i.e. symmetric, positive definite) for all $x \in \mathcal{M}$ and let $G(x)=A^{-1}(x)$ be the inverse matrix of $A$. We assume that $(\mathcal{M}, g)$ is a complete and geodesically convex Riemannian manifold with $C^{2}$ boundary under the metric induced by $g$, where $g_{x}(v, v)=v^{T} G(x) v$ (refer to Subsection 3.1 for exact conditions on $(\mathcal{M}, g)$ ). We denote the space of probability measures with finite second moments (with respect to the Riemannian distance) by $\mathcal{P}_{2}(\mathcal{M})$ and the Riemannian Wasserstein distance by $d_{W}$ (refer to (2.1.1), (2.1.3) where $d$ is the Riemannian distance in this case), that is, for any $\mu, \nu \in \mathcal{P}_{2}(\mathcal{M})$

$$
\begin{equation*}
d_{W}^{2}(\mu, \nu)=\inf _{\gamma \in \Gamma(\mu, \nu)}\left\{\int_{\mathcal{M} \times \mathcal{M}} \operatorname{dist}^{2}(x, y) d \gamma(x, y)\right\} \tag{1.0.4}
\end{equation*}
$$

where dist $(x, y)$ is the Riemannain distance induced by $g$ between $x, y \in \mathcal{M}$, and $\Gamma(\mu, \nu)$ is the set of transport plans between $\mu, \nu$ (i.e. the set of joint probability measures on $\mathcal{M} \times \mathcal{M}$ with first marginal $\mu$ and second marginal $\nu$, see (2.1.2)).

For interaction and external potentials $W$ and $V$, and $\mu \in \mathcal{P}_{2}(\mathcal{M})$, we define the interaction energy

$$
\begin{equation*}
\mathcal{W}(\mu)=\frac{1}{2} \int_{\mathcal{M} \times \mathcal{M}} W(x-y) d \mu(x) d \mu(y) \tag{1.0.5}
\end{equation*}
$$

and potential energy

$$
\begin{equation*}
\mathcal{V}(\mu)=\int_{\mathcal{M}} V(x) d \mu(x) \tag{1.0.6}
\end{equation*}
$$

We denote the total energy by

$$
\begin{equation*}
\mathcal{E}(\mu)=\mathcal{W}(\mu)+\mathcal{V}(\mu) . \tag{1.0.7}
\end{equation*}
$$

We develop suitable concepts of subdifferential and gradient flow in our Riemannian setting (refer to Chapter 3) which generalize the notions in the usual Euclidean framework. We then show well-posedness of weak measure solutions to (1.0.3) by establishing existence and stability of gradient flows to the energy functional $\mathcal{E}$ in $\left(\mathcal{P}_{2}(\mathcal{M}), d_{W}\right)$ given that $W, V$ are geodesically (semi-)convex (with respect to the Riemannian metrc $g$ ). To be precise, we use JKO scheme and lower semicontinuity arguments to show the existence of curve of maximal slope. We carry out subdifferential calculus and approximation schemes to get a chain rule, which combined with curve of maximal slope yields gradient flows. We also show quantitative stability estimates of solutions in $d_{W}$ by generic differentiability of Riemannian Wasserstein distance and (semi-)convexity of the potentials.

There are several challenges in proving the existence and stability of gradient flows (for the interaction energy in particular) in our Riemannian setting. First, existence of the subdifferential requires (semi-)geodesic convexity of the interaction potential on the product
manifold $\mathcal{M} \times \mathcal{M}$ (as opposed to (semi-)convexity of $W$ on $\mathbb{R}^{d}$ suffices in the Euclidean setting) due to the fact that we cannot directly identify tangent spaces at different points as in the Euclidean case. Second, since projection $P$ breaks the continuity of the subdifferential, we have to find a new proof for the lower semicontinuity of the local slope with respect to narrow convergence of probability measures. Last, the breakdown of continuity of the velocity field (due to projection $P$ ) raises problems in showing existence of the flow map associated to the velocity field when we try to prove generic differentiability of $d_{W}$. Thus we need to use approximations instead to show stability estimates.

It turns that for mildly heterogeneous environments, even some natural interaction potentials (for example $W(x)=\frac{1}{2}|x|^{2}$ ) are not globally geodesically (semi-)convex. However, in many applications from biology, the initial distributions $\mu_{0}$ of biological agents have compact support. In this case, we develop gradient flow theory that applies to a much wider class of interaction potentials (with only weaker, local conditions imposed). The key observation is that we can control the support of discrete solutions from JKO scheme and then show that the limit curve also has compact support for any fixed time, thus local, weaker conditions on $W$ still imply well-posedness.

## Nonlocal interaction equations on non-convex, non-smooth domains.

In reality environments have obstacles (such as rivers or mountains) and irregular boundaries. Thus neither convexity nor smoothness of the domain is guaranteed. Therefore, we consider biological aggregations on non-convex domains $\Omega \subset \mathbb{R}^{d}$ with low regularity (in the Euclidean setting i.e., $A(x) \equiv I_{d}$ the identity matrix).

The space $\mathcal{P}(\Omega)$ of probability measures on $\Omega$ endowed with the Euclidean Wasserstein distance is not geodesically convex, thus general existence of gradient flow theory [5] fails to apply. We instead obtain gradient flows via particle approximations. That is, we approximate the initial data $\mu_{0}$ by a sequence of sums of Dirac measures (particle measures) $\mu_{0}^{n}=\sum_{i=1}^{k(n)} m_{i}^{n} \delta_{x_{i}^{n}}$ in Wasserstein distance $d_{W}$ and solve the resulting systems of ODEs for solutions $\mu^{n}(\cdot)$ with initial data $\mu_{0}^{n}$. We then show that the solutions $\mu^{n}(\cdot)$ satisfy quantitative stability estimates (with respect to $d_{W}$ ) and thus the sequence of solutions $\mu^{n}(\cdot)$ converges to a limit curve $\mu(\cdot)$. The goal is to show that $\mu(\cdot)$ is a weak measure solution to (1.0.3) with $A \equiv I_{d}$. However, we can not directly take limit in the weak formulation of (1.0.3) again because the projection $P$ breaks the continuity of the velocity fields, and weak convergence of $\mu^{n}(\cdot)$ to $\mu(\cdot)$ is not sufficient for us to take limit in the weak formulation, see Remark 5.3.2. We instead prove $\mu(\cdot)$ is a solution to (1.0.3) (with $A(x) \equiv I_{d}$ ) by establishing that it satisfies the steepest descent property with respect to $\mathcal{E}$. It turns out the notion of domain prox-regularity from the theory of non-convex sweeping process [43, 44, 112] plays a key role in showing both the well-posedness of the system of ODEs
(with discontinuous velocity field due to projection) from the particle approximation, and quantitative stability estimates of solutions $\mu^{n}(\cdot)$ in $d_{W}$.

A closed set $\Omega \subset \mathbb{R}^{d}$ is $\eta$-prox-regular if any point in the $\eta$-neighborhood of $\Omega$ has unique projection onto it. Prox-regularity is an important concept in non-convex analysis; refer to [35, 43, 44, 95, 112] and references therein for details. The first advantage of $\Omega$ being proxregular is that even though $\Omega$ is not smooth, we can still define the tangent cone $T(\Omega, x)$ (inward directions) and normal cone $N(\Omega, x)$ (outward directions) which then enables us to define the projection maps $P_{x}$ in (1.0.3) as projection onto the tangent cone $T(\Omega, x)$, see Figure 5.1 in Chapter 5. Moreover, $\eta$-prox-regularity ensures well-posedness of sweeping process on $\Omega$ (5.1.17), which we show gives solutions to the ODE systems from particle approximation; the defining property (5.1.4) of prox-regularity yields quantitative stability property of solutions to the ODE systems (with stability constant depending explicitly on $\eta$ ) with respect to Wasserstein distance $d_{W}$, see (5.1.8).

## Outline

This Thesis is organized as follows:
In Chapter 2, we introduce the background knowledge about optimal transport, gradient flow theory and biological aggregations. We present the Monge's problem and Kantorovich's relaxed formulation, which lead to Wasserstein distance on the space of probability measures. We then show the general gradient flow theory on the space of probability measures via (formal) Otto Calculus and rigorous Subdifferential Calculus. In the last Section, we give the basic models in biological aggregations and some known results in the resulting nonlocal interaction equations.

In Chapter 3, we study nonlocal interaction equations in heterogeneous environments with boundaries. We show that by modeling the heterogeneous environments as Riemannian manifolds $\mathcal{M}$ with boundaries, we are solving nonlocal interaction equations (1.0.3) on Riemannian manifolds with boundaries. We give suitable generalization of Subdifferential Calculus (and thus gradient flows) in our Riemannian setting such that solutions to the desired nonlocal interaction equations are gradient flows to the total energy $\mathcal{E}$ (1.0.7) with respect to the Riemannian Wasserstein distance $d_{W}$ (1.0.4). We then show the existence and stability of gradient flows (thus also well-posedness of the nonlocal interaction equations) given geodesic (semi-)convexity of interaction and external potentials $W, V$. We also present some numerical simulations showing that rolling swarms emerge naturally in biological aggregations in heterogeneous environments with boudaries.

In Chapter 4, we show the well-posedness of nonlocal interaction equations (1.0.3) in heterogeneous environments with boundaries given that initial data $\mu_{0}$ has compactly support. In particular, we relax the strong, global conditions of geodesic (semi-)convexity of
interaction and external potentials to weak, local condition on the potentials. We control the support of discrete (approximating) solutions from JKO scheme and show that they have at most exponential growth. Thus a concept of local geodesic convexity of potentials (which can be implied by the weak, local conditions) suffices to ensure the well-posedness of the nonlocal interaction equations (1.0.3).

In Chapter 5, we investigate nonlocal interaction equations on general non-convex, nonsmooth domains $\Omega$. Due to the non-convexity of the domain (thus non-geodesic-convexity of the space of probability measures on the domain), the general existence of gradient flow arguments fail to apply. We instead use particle approximations, that is, we approximate the initial data by sum of delta measures (particles) and show the well-posedness of the resulting system of ODEs given that the domain is prox-regular. We then establish the quantitative stability estimates of solutions in Wasserstein distance (explicitly involving convexity constants of potentials and prox-regularity constant of the domain), thus the sequence of solutions converges to a limit curve. We obtain that the limit curve is a gradient flow by showing that it satisfies the steepest descent property, and thus it is a solution to the nonlocal interaction equation we start with (i.e. it satisfies the nonlocal interaction equation (1.0.3) with the desired initial data $\mu_{0}$ ). We show well-posedness of nonlocal interaction equations on $\Omega$ in three different settings: $\Omega$ bounded and $\eta$-prox-regular, $\Omega$ unbounded and convex (i.e. $\infty$-prox-regular), and $\Omega$ unbounded, $\eta$-prox-regular with initial data $\mu_{0}$ having compact support.

## Chapter 2

## Background

In this Chapter, we give the background knowledge needed for later chapters. In particular, we first introduce the Wasserstein distance on the space of probability measures via optimal transport. We then recall the results of gradient flow theory on the space of probability measures developed in [5] by Ambrosio, Gigli and Savaré, and the Jordan-KinderlehrerOtto (minimizing movement) scheme introduced in [65] by Jordan, Kinderlehrer and Otto to obtain gradient flows. We finish the Chapter by reviewing different models and results in biological aggregation.

### 2.1 Optimal transport and Wasserstein distance

In this Section, we give the definition of Wasserstein distance between Borel probability measures on a metric space. For general introduction of optimal transport theory we refer to [5, 114].

The optimal transport theory was introduced in 1781 by Monge in [85], with its mathematical formulation, referred as Monge formulation, given in the following way on Polish spaces (i.e. complete, separable metric spaces):

Problem 2.1.1. Given Polish spaces $(X, \mu),(Y, \nu)$, with $\mu, \nu$ probability measures, and a cost function c: $X \times Y \longrightarrow[0, \infty]$ define

$$
\mathcal{T}(\mu, \nu):=\left\{f: X \longrightarrow Y \text { Borel }: f_{\sharp} \mu=\nu\right\}
$$

and consider the minimization problem

$$
\min _{T \in \mathcal{T}(\mu, \nu)} \int_{X} c(x, T(x)) d \mu(x) .
$$

Here for a function $f: X \longrightarrow Y, f_{\sharp} \mu$ is the push forward of $\mu$ by $f$, which is a Borel probability measure on $Y$ defined as $f_{\sharp} \mu(A)=\mu\left(f^{-1}(A)\right)$ for all Borel measure sets $A \subset Y$.

For the original formulation proposed by Monge in [85], data were $X=Y=\mathbb{R}^{d}, c(x, y):=$ $|x-y|$. Elements of $\mathcal{T}$ are often referred as transport maps, between $\mu$ and $\nu$. When a transport map realizes the minimization problem, we call it an optimal map between $\mu$ and $\nu$, and denote it by $t_{\mu}^{\nu}$. This formulation presents several undesirable problems:

- $\mathcal{T}(\mu, \nu) \neq \emptyset$ it is not guaranteed: a very easy example is $X=Y:=\mathbb{R}, c(x, y):=|x-y|$, $\mu:=\delta_{0}, \nu:=\frac{\delta_{-1}+\delta_{1}}{2} ;$
- minimizer may not exist, i.e. (2.1.1) can admit no minima: an easy counterexample is $X=Y:=B((0,0), 1) \backslash\{(0,0)\} \subset \mathbb{R}^{2}, \mu=\delta_{(1 / 2,0)}, \nu:=\delta_{(-1 / 2,0)}$;
- condition $f_{\sharp} \mu=\nu$ is not weakly sequentially closed: a counterexample is $T_{n}: \mathbb{R} \longrightarrow \mathbb{R}$, $T_{n}(x):=T(n x)$ with $T: \mathbb{R} \longrightarrow \mathbb{R}$ a 1 -periodic function equal to 1 on $[0,1 / 2)$ and -1 on $[1 / 2,1), \mu:=\mathcal{L}_{\mid[0,1]}, \nu:=\frac{1}{2}\left(\delta_{-1}+\delta_{1}\right)$. For every $n$ equality $T_{n \sharp} \mu=\nu$ is true, but passing to the limit this becomes $\mathbb{O}_{\sharp} \mu=\nu(\mathbb{O}$ denoting the null function on $\mathbb{R})$, clearly false.

A way to overcome these difficulties is provided by the Kantorovich formulation, proposed in $[66,67]$ :

Problem 2.1.2. Given Polish spaces $(X, \mu),(Y, \nu)$, with $\mu, \nu$ probability measures, and a cost function $c: X \times Y \longrightarrow[0, \infty]$, define $\Gamma(\mu, \nu):=\left\{\gamma \in \mathcal{M}(X \times Y): \pi_{X \sharp} \gamma=\mu, \pi_{Y \sharp} \gamma=\nu\right\}$ where $\mathcal{M}(X \times Y)$ denotes the set of probability measures on $X \times Y, \pi_{X}: X \times Y \longrightarrow X$ and $\pi_{Y}: X \times Y \longrightarrow Y$ the natural projections, and consider the minimization problem

$$
\min _{\gamma \in \Gamma(\mu, \nu)} \int_{X \times Y} c(x, y) d \gamma(x, y)
$$

Elements of $\Gamma(\mu, \nu)$ are often referred as "transport plans", they have first marginal $\mu$ and second marginal $\nu$. This formulation provides several advantages over formulation 2.1.1:

- $\Gamma(\mu, \nu) \ni \mu \times \nu$, while $\mathcal{T}(\mu, \nu)$ can be empty,
- there exists a natural injection $i: \mathcal{T}(\mu, \nu) \longrightarrow \Gamma(\mu, \nu)$ defined as

$$
i(T)=(i d \times T)_{\sharp \mu} \mu,
$$

- $\Gamma(\mu, \nu)$ is convex and compact with respect to the narrow convergence, and

$$
\xi \mapsto \int_{X \times Y} c(x, y) d \xi(x, y)
$$

is linear,

- as proven in $[3,54,97]$, under some additional conditions the infimum of Monge problem is equal to the minimum of Kantorovich problem.

In this Thesis, we only need the special case $X=Y$ a Polish space and $c(x, y)=d^{2}(x, y)$, where $d$ is the metric on $X$. Let $\mathcal{P}(X)$ be the space of Borel probability measures on $X$. Denote by $\mathcal{P}_{2}(X)$ the space of Borel probability measures with finite 2-moment, i.e.

$$
\begin{equation*}
\mathcal{P}_{2}(X)=\left\{\mu \in \mathcal{P}(X): \int_{X} d^{2}\left(x, x_{0}\right) d \mu(x)<\infty\right\} \tag{2.1.1}
\end{equation*}
$$

where $x_{0} \in X$ is an arbitrary point on $X$.
Given $\mu, \nu \in \mathcal{P}(X)$ we define $\Gamma(\mu, \nu)$ as the set of joint distributions on $X \times X$ with first marginal $\mu$, second marginal $\nu$, i.e.

$$
\begin{equation*}
\Gamma(\mu, \nu)=\left\{\gamma \in \mathcal{P}(X \times X):\left(\pi_{1}\right)_{\sharp} \gamma=\mu,\left(\pi_{2}\right)_{\sharp} \gamma=\nu\right\}, \tag{2.1.2}
\end{equation*}
$$

where $\pi_{1}(x, y)=x$ and $\pi_{2}(x, y)=y$ are projection operators onto the first and second coordinates, and $\left(\pi_{1}\right)_{\sharp} \gamma,\left(\pi_{2}\right)_{\sharp} \gamma$ are push forward of $\gamma$ by $\pi_{1}, \pi_{2}$.

The 2-Wasserstein distance $d_{W}$ between $\mu, \nu \in \mathcal{P}_{2}(X)$ is defined as the minimum from Problem 2.1.2 as

$$
\begin{equation*}
d_{W}^{2}(\mu, \nu)=\min \left\{\int_{X \times X} d^{2}(x, y) d \gamma(x, y): \gamma \in \Gamma(\mu, \nu)\right\} \tag{2.1.3}
\end{equation*}
$$

The existence of the minimum is a direct consequence of direct method in calculus of variations. We denote

$$
\begin{equation*}
\Gamma_{o}(\mu, \nu)=\left\{\gamma \in \Gamma(\mu, \nu): \int_{X \times X} d^{2}(x, y) d \gamma(x, y)=d_{W}^{2}(\mu, \nu)\right\} \tag{2.1.4}
\end{equation*}
$$

the set of optimal plans between $\mu$ and $\nu$.
Here we recall that, give a sequence $\mu_{n} \in \mathcal{P}_{2}(X)$ and $\mu \in \mathcal{P}_{2}(X)$,

$$
\lim _{n \rightarrow \infty} d_{W}\left(\mu_{n}, \mu\right)=0 \Longleftrightarrow\left\{\begin{array}{l}
\mu_{n} \text { converges narrowly to } \mu  \tag{2.1.5}\\
\lim _{n \rightarrow \infty} \int_{X} d^{2}\left(x, x_{0}\right) d \mu_{n}(x)=\int_{X} d^{2}\left(x, x_{0}\right) d \mu(x)
\end{array}\right.
$$

Here $\mu_{n}$ converges narrowly to $\mu$ if for any bounded, continuous real function $f$ on $X$,

$$
\lim _{n \rightarrow \infty} \int_{X} f(x) d \mu_{n}(x)=\int_{X} f(x) d \mu(x)
$$

Furthermore, the space $\left(\mathcal{P}_{2}(X), d_{W}\right)$ is complete and separable. Finally, $\mathcal{K} \subset \mathcal{P}_{2}(X)$ is relatively compact with respect to the topology induced by $d_{W}$ if and only if it is tight and 2-uniformly integrable. Refer to Theorem 2.7 from [4] for the detailed proof.

Another interpretation of Wasserstein distance $d_{W}$ on $\mathcal{P}_{2}\left(\mathbb{R}^{d}\right)$ is the Benamou-Brenier formulation introduced by Benamou and Brenier in [11]. It is given as the following dynamic Riemannian-like formula: for $\mu_{0}, \mu_{1} \in \mathcal{P}_{2}\left(\mathbb{R}^{d}\right)$

$$
\begin{equation*}
d_{W}^{2}\left(\mu_{0}, \mu_{1}\right)=\inf _{(\rho, v) \in \mathcal{A}\left(\rho_{0}, \rho_{1}\right)}\left\{\int_{0}^{1} \int_{\mathbb{R}^{d}}|v(t, x)|^{2} d \mu(t, x) d t\right\} \tag{2.1.6}
\end{equation*}
$$

where $(\mu, v) \in \mathcal{A}\left(\rho_{0}, \rho_{1}\right)$ if $\mu:[0,1] \rightarrow \mathcal{P}\left(\mathbb{R}^{d}\right)$ with $\mu(0)=\mu_{0}, \mu(1)=\mu_{1}$, and Borel vector field $v:[0,1] \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ satisfy

$$
\frac{\partial}{\partial t} \mu(t, x)+\operatorname{div}(\mu(t, x) v(t, x))=0
$$

in the sense of distributions. The Benamou-Brenier formulation actually suggests that $\left(\mathcal{P}_{2}\left(\mathbb{R}^{d}\right), d_{W}\right)$ has a formal infinite dimensional Riemannian manifold structure with Riemannian metric (inner product) at a fixed $\mu \in \mathcal{P}_{2}\left(\mathbb{R}^{d}\right)$ and tangent vector $s$ given by

$$
g_{\mu}(s, s)=\inf _{v}\left\{\int_{\mathbb{R}^{d}}|v(x)|^{2} d \mu(x)\right\}
$$

with infimum taken over all $v$ such that $s(x)+\operatorname{div}(\mu(x) v(x))=0$. It is direct computation (by calculating the Euler-Lagrange equation for $v$ ) to show that the infimum is attained at $v=\nabla \phi$ for some $\phi$. Thus

$$
\begin{equation*}
g_{\mu}(s, s)=\int_{\mathbb{R}^{d}}|\nabla \phi(x)|^{2} d \mu(x) \tag{2.1.7}
\end{equation*}
$$

for $s+\operatorname{div}(\mu(x) \nabla \phi(x))=0$ and formally

$$
\left\{\begin{array}{l}
d_{W}^{2}\left(\mu_{0}, \mu_{1}\right)=\inf \left\{\int_{0}^{1} g_{\mu(t)}\left(\frac{\partial \mu}{\partial t}(t), \frac{\partial \mu}{\partial t}(t)\right) d t ; \mu(0)=\mu_{0}, \mu(1)=\mu_{1}\right\}  \tag{2.1.8}\\
g_{\mu(t)}\left(\frac{\partial \mu}{\partial t}(t), \frac{\partial \mu}{\partial t}(t)\right)=\int_{\mathbb{R}^{d}}|\nabla \phi(x)|^{2} d \mu(t, x), \quad \frac{\partial \mu}{\partial t}(t)+\operatorname{div}(\mu(t, x) \nabla \phi(x))=0
\end{array}\right.
$$

### 2.2 Gradient flow in the space of probability measures

We introduce the notions of curves of maximal slope, and subdifferential of energy functional on the space of probability measures endowed with Wasserstein metric, which lead to the notion of gradient flows. For gradient flow theory in Hilbertian setting we refer to [26] by Brézis; in purely metric setting, we refer to [5] by Ambrosio, Gigli and Savaré. Here we mainly focus on gradient flow theory in the space of probability measures and follow the presentation in [5].

Recall that given a Riemannian manifold $M$, a point $x_{0} \in M$ and a smooth function $F: M \longrightarrow \mathbb{R}$, the gradient flow starting from $x_{0}$ is a differentiable curve $x: \mathbb{R}_{+} \longrightarrow M$ verifying

$$
\left\{\begin{array}{l}
x^{\prime}(t)=-\nabla_{M} F(x(t))  \tag{2.2.1}\\
x(0)=x_{0}
\end{array}\right.
$$

where $\nabla_{M}$ is the Riemannian gradient on manifold $M$. An interpretation of this formulation is that the curve $x(\cdot)$ descends along the steepest descent direction of the function $F$, i.e. along the opposite direction of the gradient of $F$. An observation is that an equivalent way of describing $x(\cdot)$ is that: $x(\cdot)$ is a differentiable curve on $M$ starting at $x_{0}$, satisfying

$$
\begin{equation*}
\frac{d}{d t} F(x(t)) \leq-\frac{1}{2}\left|\nabla_{M} F(x(t))\right|^{2}-\frac{1}{2}\left|x^{\prime}(t)\right|^{2} \tag{2.2.2}
\end{equation*}
$$

with $|\cdot|$ the norm under the Riemannian metric (inner product) on the tangent space of $M$. Indeed, (2.2.1) implies (2.2.2) by chain rule; a direct Cauchy-Schwarz argument shows that (2.2.2) gives (2.2.1).

We can view $\left(\mathcal{P}_{2}(X), d_{W}\right)$ as a metric space and use (2.2.2) to generalize the notion of gradient flows in the pure metic setting (Definition 2.2.2). However, since we know formally $\left(\mathcal{P}_{2}\left(\mathbb{R}^{d}\right), d_{W}\right)$ has an infinite dimensional Riemannian manifold structure (2.1.7), this can be used to perform the so-called (formal) Otto Calculus [91, 114] and define gradient flows, which we describe briefly now.

By (2.1.7) one can define the scalar product of two tangent vectors $\frac{\partial \mu}{\partial t_{1}}$ and $\frac{\partial \mu}{\partial t_{2}}$ at $\mu$ :

$$
\begin{equation*}
\left\langle\frac{\partial \mu}{\partial t_{1}}, \frac{\partial \mu}{\partial t_{2}}\right\rangle_{\mu}=g_{\mu}\left(\frac{\partial \mu}{\partial t_{1}}, \frac{\partial \mu}{\partial t_{2}}\right)=\int_{\mathbb{R}^{d}}\left\langle\nabla \phi_{1}, \nabla \phi_{2}\right\rangle d \mu \tag{2.2.3}
\end{equation*}
$$

where $\phi_{1}, \phi_{2}$ solve

$$
\frac{\partial \mu}{\partial t_{1}}+\operatorname{div}\left(\mu \nabla \phi_{1}\right)=0, \quad \frac{\partial \mu}{\partial t_{2}}+\operatorname{div}\left(\mu \nabla \phi_{2}\right)=0
$$

For $F$ an energy functional on $\mathcal{P}_{2}\left(\mathbb{R}^{d}\right)$ and $\frac{\partial \mu}{\partial t}$ a tangent vector, we can define the gradient of $F$ which we denote by $\operatorname{grad}_{W} F$ via

$$
\begin{equation*}
\left\langle\operatorname{grad}_{W} F(\mu), \frac{\partial \mu}{\partial t}\right\rangle_{\mu}=D F(\mu) \cdot \frac{\partial \mu}{\partial t} \tag{2.2.4}
\end{equation*}
$$

Let $\mu(\cdot)$ be a curve in $\mathcal{P}_{2}\left(\mathbb{R}^{d}\right)$ with $\mu(t)=\mu$ and tangent $\frac{\partial \mu}{\partial t}$ at time $t$. Assume that $\operatorname{grad}_{W} F+\operatorname{div}\left(\mu \nabla \phi_{1}\right)=0$ and $\frac{\partial \mu}{\partial t}+\operatorname{div}\left(\mu \nabla \phi_{2}\right)=0$. If all smoothness issues are left aside,

$$
\begin{aligned}
D F(\mu) \cdot \frac{\partial \mu}{\partial t} & =\frac{d}{d t} F(\mu(t)) \\
& =\int_{\mathbb{R}^{d}} \frac{\delta F}{\delta \mu} \cdot \frac{\partial \mu}{\partial t} d x \\
& =-\int_{\mathbb{R}^{d}} \frac{\delta F}{\delta \mu} \cdot \operatorname{div}\left(\mu \nabla \phi_{2}\right) d x \\
& =\int_{\mathbb{R}^{d}}\left\langle\nabla \frac{\delta F}{\delta \mu}, \nabla \phi_{2}\right\rangle d \mu(x)
\end{aligned}
$$

where $\frac{\delta F}{\delta \mu}$ is the gradient of the functional $F$ with respect to the standard $L^{2}$ Euclidean structure. By (2.2.3), we then know $\nabla \phi_{1}=\nabla \frac{\delta F}{\delta \mu}$ and

$$
\begin{equation*}
\operatorname{grad}_{W} F(\mu)=-\operatorname{div}\left(\mu \nabla \frac{\delta F}{\delta \mu}\right) . \tag{2.2.5}
\end{equation*}
$$

Thus $\mu(\cdot)$ is a gradient flow with respect to $F$ on $\left(\mathcal{P}_{2}\left(\mathbb{R}^{d}\right), d_{W}\right)$ if

$$
\begin{equation*}
\frac{\partial}{\partial t} \mu(t)=-\operatorname{grad}_{W} F(\mu(t))=\operatorname{div}\left(\mu(t) \nabla \frac{\delta F}{\delta \mu}(t)\right) . \tag{2.2.6}
\end{equation*}
$$

Some important examples of such gradient flows are:

$$
\begin{array}{llrl}
\mathcal{E}(\mu) & =\int_{\mathbb{R}^{d}} \frac{d \mu}{d \mathcal{L}^{d}} \log \frac{d \mu}{d \mathcal{L}^{d}} d x, & \frac{\partial}{\partial t} \mu=\Delta \mu ; \\
\mathcal{E}(\mu) & =\int_{\mathbb{R}^{d}} \frac{d \mu}{d \mathcal{L}^{d}} \log \frac{d \mu}{d \mathcal{L}^{d}} d x+\int_{\mathbb{R}^{d}} V d \mu, & \frac{\partial}{\partial t} \mu=\Delta \mu+\operatorname{div}(\mu \nabla V) ; \\
\mathcal{E}(\mu) & =\frac{1}{m-1} \int_{\mathbb{R}^{d}}\left(\frac{d \mu}{d \mathcal{L}^{d}}\right)^{m} d x, & \frac{\partial}{\partial t} \mu=\Delta \mu^{m} ; \\
\mathcal{E}(\mu) & =\frac{1}{2} \int_{\mathbb{R}^{d} \times \mathbb{R}^{d}} W(x-y) d \mu(x) d \mu(y), & \frac{\partial}{\partial t} \mu=\operatorname{div}(\mu \nabla W * \mu) .
\end{array}
$$

These equations are known as heat equation, linear Fokker-Planck equation, porous medium equation and nonlocal interaction equation.

To make the formal computations rigorous, we need to introduce gradients in metric space and Subdifferential Calculus in $\left(\mathcal{P}_{2}(X), d_{W}\right)$, see Chapters 1 and 10 in [5].

For $\mathcal{E}: \mathcal{P}_{2}(X) \mapsto(-\infty,+\infty]$ an energy functional, we define the the local slope of $\mathcal{E}$ with respect to $d_{W}$ at $\mu \in \mathcal{P}_{2}(X)$ as

$$
\begin{equation*}
|\partial \mathcal{E}|(\mu)=\underset{\nu \rightarrow \mu}{\limsup } \frac{(\mathcal{E}(\mu)-\mathcal{E}(\nu))^{+}}{d_{W}(\mu, \nu)}, \tag{2.2.7}
\end{equation*}
$$

where $f^{+}=\max \{f, 0\}$ is positive part of $f$.
For a locally absolutely continuous curve $[0,+\infty) \ni t \mapsto \mu(t) \in \mathcal{P}_{2}(X)$ with respect to the Wasserstein distance $d_{W}$, we denote its metric derivative by

$$
\begin{equation*}
\left|\mu^{\prime}\right|(t)=\underset{s \rightarrow t}{\limsup } \frac{d_{W}(\mu(t), \mu(s))}{|s-t|} . \tag{2.2.8}
\end{equation*}
$$

We now define the upper gradient of $\mathcal{E}$ as a kind of modulus of the gradient for the energy functional $\mathcal{E}$.

Definition 2.2.1 (Upper gradient). A Borel function $g: \mathcal{P}_{2}(X) \mapsto[0,+\infty]$ is called $a$ strong upper gradient for the functional $\mathcal{E}$ if for every $\mu(\cdot) \in A C\left(a, b ; \mathcal{P}_{2}(X)\right)$, the function $g \circ \mu(\cdot)$ is Borel and

$$
\begin{equation*}
|\mathcal{E}(\mu(t))-\mathcal{E}(\mu(s))| \leq \int_{s}^{t} g \circ \mu(r)\left|\mu^{\prime}\right|(r) d r \quad \forall a<s \leq t<b \tag{2.2.9}
\end{equation*}
$$

There is also a notion of weak upper gradient, see for example Definition 1.2.2 from [5]. Since we will not use it, we omit its definition here, and all upper gradient means strong upper gradient. We can now introduce the notion of curve of maximal slope with respect to an upper gradient.

Definition 2.2.2. A locally absolutely continuous curve $[0, \infty) \ni t \mapsto \mu(t) \in \mathcal{P}_{2}(X)$ is a curve of maximal slope for the functional $\mathcal{E}$ with respect to upper gradient $g$, if $\mathcal{E} \circ \mu(\cdot)$ is $\mathcal{L}^{1}$-a.e. equal to a non-increasing function $\varphi(\cdot)$ and

$$
\begin{equation*}
\varphi^{\prime}(t) \leq-\frac{1}{2}\left|\mu^{\prime}\right|^{2}(t)-\frac{1}{2} g^{2}(\mu(t)) \tag{2.2.10}
\end{equation*}
$$

for a.e $t \in(0, \infty)$. Here $\left|\mu^{\prime}\right|(t)$ is the metric derivative defined in (2.2.8).
The general strategy of constructing curves of maximal slope in the space of probability measures is to use the Jordan-Kinderlehrer-Otto (minimizing movement) scheme [65], which we describe in Subsection 2.2.1.

To build connections between gradient flows in the space of probability measures and solutions to continuity equations, recall from [5] that locally absolutely continuous curves $\mu(\cdot) \subset \mathcal{P}_{2}(X)$ are solutions to continuity equations among which there exists a velocity field such that the metric slope is realized by it. In particular, we cite the following Theorem 8.3.1 from [5].

Theorem 2.2.3. Let $I$ be an open interval in $\mathbb{R}_{+}$, let $\mu: I \mapsto \mathcal{P}_{2}(X)$ be an absolutely continuous curve and let $\left|\mu^{\prime}\right| \in L^{1}(I)$ be its metric derivative defined in (2.2.8). Then there exists a unique Borel vector field $v:(t, x) \mapsto v(t, x)$ such that

$$
\begin{equation*}
\frac{\partial}{\partial t} \mu(t, x)+\operatorname{div}(\mu(t, x) v(t, x))=0 \tag{2.2.11}
\end{equation*}
$$

holds in the sense of distributions, with $\left|\mu^{\prime}\right|^{2}(t)=\int_{X}|v(t, x)|^{2} d \mu(t, x)=\|v(t)\|_{L^{2}(\mu(t), X)}^{2}$ for a.e. $t \in I$.

We call the unique Borel vector field $v(\cdot)$ the tangent velocity to $\mu(\cdot)$. To define the concept of gradient flow in the space of probability measures, we still need to introduce the subdifferential calculus in $\mathcal{P}_{2}(X)$ following Chapter 10 from [5]. For fixed $\mu \in \mathcal{P}_{2}(X)$, when $\mu$ is regular (refer to Definition 6.2.2 for definition of regular measures in general Polish space, which corresponds to absolutely continuity with respect to $\mathcal{L}^{d}$ when $X=\mathbb{R}^{d}$ ), we know the optimal map between $\mu$ and an arbitrary $\nu \in \mathcal{P}_{2}(X)$ exists which we denote by $t_{\mu}^{\nu}$. In that case,

Definition 2.2.4. We say that $\xi \in L^{2}(\mu ; X)$ belongs to the Fréchet subdifferential $\partial \mathcal{E}(\mu)$ if

$$
\begin{equation*}
\mathcal{E}(\nu) \geq \mathcal{E}(\mu)+\int_{X}\left\langle\xi(x), t_{\mu}^{\nu}(x)-x\right\rangle d \mu(x)+o\left(d_{W}(\mu, \nu)\right) \tag{2.2.12}
\end{equation*}
$$

When the reference probability measure $\mu$ is not regular, we instead use the following generalized definition.

Definition 2.2.5. Fix $\mu \in \mathcal{P}_{2}(X)$, a vector field $\xi \in L^{2}(\mu, X)$ is said to be an element of the subdifferential of $\mathcal{E}$ at $\mu$, and we denote by $\xi \in \partial \mathcal{E}(\mu)$, if

$$
\begin{equation*}
\mathcal{E}(\nu)-\mathcal{E}(\mu) \geq \inf _{\gamma \in \Gamma_{o}(\mu, \nu)} \int_{X \times X}\langle\xi(x), y-x\rangle d \gamma(x, y)+o\left(d_{W}(\mu, \nu)\right), \tag{2.2.13}
\end{equation*}
$$

where $\Gamma_{o}(\mu, \nu)$ is the set of optimal plans between $\mu$ and $\nu$ as defined in (2.1.4).
We call a locally absolutely continuous curve $\mu(\cdot) \subset \mathcal{P}_{2}(X)$ a gradient flow with respect to the energy functional $\mathcal{E}$ if for a.e. $t>0$,

$$
\begin{equation*}
v(t) \in-\partial \mathcal{E}(\mu(t)) \tag{2.2.14}
\end{equation*}
$$

where $v(\cdot)$ is the tangent velocity of $\mu(\cdot)$ introduced in Theorem 2.2.3.
In gradient flow theory, (semi-)convexity of energy functional is important in showing the existence and quantitative stability estimates of gradient flows. In the space of probability measures, we define the geodesic (semi-)convexity notions as follows.

Definition 2.2.6. Given $\lambda \in \mathbb{R}$, we say that $\mathcal{E}: \mathcal{P}_{2}(X) \rightarrow(-\infty,+\infty]$ is $\lambda$-geosdesically convex if for every couple $\mu^{0}, \mu^{1} \in \mathcal{P}_{2}(X)$ and any constant speed minimal geodesic $\mu^{t}$ connecting $\mu^{0}$ and $\mu^{1}$

$$
\begin{equation*}
\mathcal{E}\left(\mu^{t}\right) \leq(1-t) \mathcal{E}\left(\mu^{0}\right)+t \mathcal{E}\left(\mu^{1}\right)-\frac{\lambda}{2} t(1-t) d_{W}^{2}\left(\mu^{0}, \mu^{1}\right) \quad \forall t \in[0,1] . \tag{2.2.15}
\end{equation*}
$$

Here $\mu^{t}$ is a constant speed minimal geodesic if $d_{W}\left(\mu^{t}, \mu^{s}\right)=|t-s| d_{W}\left(\mu^{0}, \mu^{1}\right)$ for all $0 \leq s \leq t \leq 1$.

For $\lambda$-geodesically convex energy functional $\mathcal{E}$, we can try to find solutions to a system of variational inequalities (EVI) similar to Hilbertian settings.

Definition 2.2.7. Given a parameter $\lambda \in \mathbb{R}$, the curve $\mu:[0, \infty) \longrightarrow \mathcal{P}_{2}(X)$ is gradient flow with parameter $\lambda$ in the Evolution Variational Inequality (EVI) sense if $\mu(\cdot)$ is locally absolutely continuous and

$$
\begin{equation*}
\mathcal{E}(\mu(t))+\frac{1}{2} \frac{d}{d t} d_{W}^{2}(\mu(t), \nu)+\frac{\lambda}{2} d_{W}^{2}(\mu(t), \nu) \leq \mathcal{E}(\nu), \forall \nu \in \mathcal{P}_{2}(X), \text { a.e. } t>0 . \tag{2.2.16}
\end{equation*}
$$

### 2.2.1 JKO scheme

In this Subsection, we introduce the JKO scheme introduced by Jordan, Kinderlehrer and Otto in [65] (also refer to [2, 40] for minimizing movement scheme) to construct curves of maximal slope in $\left(\mathcal{P}_{2}(X), d_{W}\right)$. Here we follow the presentation of Chapter 2 from [5].

Fix a time step $\tau>0$ and define $\mu_{\tau}^{0}=\mu_{0}$ where $\mu_{0}$ are the initial data. Then define iteratively

$$
\begin{equation*}
\mu_{\tau}^{k+1} \in \operatorname{argmin}_{\mu \in \mathcal{P}_{2}(X)}\left[\frac{d_{W}^{2}\left(\mu, \mu_{\tau}^{k}\right)}{2 \tau}+\mathcal{E}(\mu)\right] . \tag{2.2.17}
\end{equation*}
$$

We denote the piecewise constant interpolation by $\mu_{\tau}$. To be more precise, $\mu_{\tau}(0)=\mu_{0}$ and

$$
\begin{equation*}
\mu_{\tau}(t)=\mu_{\tau}^{k+1}, \tag{2.2.18}
\end{equation*}
$$

if $k \tau<t \leq(k+1) \tau$ for $k \geq 0$. The strategy is to show that there exists a subsequence $\tau_{n} \rightarrow 0$, such that $\tilde{\mu}^{n}(\cdot)=\mu_{\tau_{n}}(\cdot)$ converges narrowly to a curve of maximal slope $\mu(\cdot)$. Here in order to show the well-posedness of discrete scheme (2.2.17) and the convergence of the piecewise-constant interpolation, we present the general theory developed in [5]. The topological conditions we need to check are given as follows.

- Lower semicontinuity. $\mathcal{E}$ is sequentially lower semicontinuous with respect to narrow convergence of probability measures on $d_{W}$ bounded sets

$$
\sup _{m, n} d_{W}\left(\mu_{m}, \mu_{n}\right)<\infty, \mu_{n} \text { converges narrowly to } \mu \Rightarrow{\lim \inf _{n \rightarrow \infty}}^{\mathcal{E}}\left(\mu_{n}\right) \geq \mathcal{E}(\mu)
$$

- Coercivity. There exists $\tau_{*}>0$ and $\mu_{*} \in \mathcal{P}_{2}(X)$ such that

$$
\inf _{\mu \in \mathcal{P}_{2}(\mathcal{M})}\left\{\mathcal{E}(\mu)+\frac{1}{2 \tau_{*}} d_{W}^{2}\left(\mu, \mu_{*}\right)\right\}>-\infty .
$$

- Compactness. Every $d_{W}$ bounded set contained in a sublevel of $\mathcal{E}$ is relatively compact with respect to the narrow convergence of probability measures

$$
\text { for }\left(\mu_{n}\right) \subset \mathcal{P}_{2}(X) \text { with } \sup _{n} \mathcal{E}\left(\mu_{n}\right)<\infty \text { and } \sup _{m, n} d_{W}\left(\mu_{m}, \mu_{n}\right)<\infty,
$$ there exists a narrowly convergent subsequence of $\left(\mu_{n}\right)$.

Given that the above three conditions hold, Corollary 2.2.2 from [5] gives the existence of minimizers to (2.2.17).

Lemma 2.2.8 (Existence of the discrete solutions). If the lower semicontinuity, coercivity and compactness conditions are verified, then for any $\tau<\tau_{*}$ and $\nu \in \mathcal{P}_{2}(X)$ there exists $\mu_{\infty} \in \mathcal{P}_{2}(X)$ such that

$$
\begin{equation*}
\mathcal{E}\left(\mu_{\infty}\right)+\frac{1}{2 \tau} d_{W}^{2}\left(\nu, \mu_{\infty}\right)=\inf _{\mu \in \mathcal{P}_{2}(X)}\left\{\mathcal{E}(\mu)+\frac{1}{2 \tau} d_{W}^{2}(\nu, \mu)\right\} . \tag{2.2.19}
\end{equation*}
$$

Proposition 2.2.3 from [5] provides the compactness result for convergence of interpolation curves from the JKO scheme.

Proposition 2.2.9 (Compactness). If the lower semicontinuity, coercivity and compactness conditions are verified, then there exist a limit curve $\mu \in A C_{l o c}^{2}\left([0, \infty) ; \mathcal{P}_{2}(X)\right)$ and a sequence $\tau_{n} \rightarrow 0^{+}$such that the piecewise constant interpolate $\tilde{\mu}^{n}(\cdot)=\mu_{\tau_{n}}(\cdot)$ defined as in (2.2.18) satisfies that $\tilde{\mu}^{n}(t)$ converges narrowly to $\mu(t)$ for any $t \in[0, \infty)$.

Note that by Lemma 3.2.2 from [5], we actually have a uniform bound on the second moments of $\tilde{\mu}^{n}$ :

$$
\sup _{n, \tau} \int_{\mathcal{M}} \operatorname{dist}^{2}\left(x, x_{0}\right) d \mu_{n}^{\tau}(x)<\infty
$$

By Theorem 2.3.3 in [5], the limit curve $\mu(\cdot)$ is a curve of maximal slope with respect to the relaxed local slope $\left|\partial^{-} \mathcal{E}\right|$, defined as

$$
\begin{equation*}
\left|\partial^{-} \mathcal{E}\right|(\mu)=\inf \left\{\liminf _{n \rightarrow \infty}|\partial \mathcal{E}|\left(\mu_{n}\right): \mu_{n} \rightharpoonup \mu, \sup _{n}\left\{d_{W}\left(\mu_{n}, \mu\right), \mathcal{E}\left(\mu_{n}\right)\right\}<\infty\right\} \tag{2.2.20}
\end{equation*}
$$

where $\mu_{n} \rightharpoonup \mu$ means that $\mu_{n}$ converges narrowly to $\mu$, provided $\left|\partial^{-} \mathcal{E}\right|$ is a strong upper gradient of $\mathcal{E}$.

Theorem 2.2.10. Assume that $\mathcal{E}$ is lower semicontinuous and coercive. If

$$
\begin{equation*}
\mathcal{P}_{2}(X) \ni \mu \mapsto\left|\partial^{-} \mathcal{E}\right|(\mu) \text { is a strong upper gradient for } \mathcal{E} \tag{2.2.21}
\end{equation*}
$$

then the limit curve $\mu(\cdot)$ is a curve of maximal slope for $\mathcal{E}$ with respect to upper gradient $\left|\partial^{-} \mathcal{E}\right|$ and in particular $\mu(\cdot)$ satisfies the energy identity

$$
\begin{equation*}
\frac{1}{2} \int_{0}^{T}\left|\mu^{\prime}\right|^{2}(t) d t+\frac{1}{2} \int_{0}^{T}\left|\partial^{-} \mathcal{E}\right|^{2}(\mu(t)) d t+\mathcal{E}(\mu(T))=\mathcal{E}\left(\mu_{0}\right) \tag{2.2.22}
\end{equation*}
$$

Note that when local slope $|\partial \mathcal{E}|$ is lower semicontinuous with respect to narrow convergence of probability measures, $\left|\partial^{-} \mathcal{E}\right|=|\partial \mathcal{E}|$. In general, we still need to prove the lower semicontinuity of local slope to show that $\mu(\cdot)$ is a curve of maximal slope with respect to upper gradient $|\partial \mathcal{E}|$ instead of $\left|\partial^{-} \mathcal{E}\right|$.

### 2.3 Biological aggregation

Biological aggregation describes self-organized behavior of large system of biological agents such as swarming insects and flocking birds. The basic assumptions in modeling biological aggregation are long range attraction, short range repulsion and intermediate range alignment. To be more precise, there is pairwise interaction between any two agents in the group, and the pairwise interaction between the two agents is attractive when they are far from each other to stay in a social group; they are repulsive to each other when they are too close to avoid collision; in the intermediate distance range, they adjust their velocity to
align with other agents. The dynamics of such systems is governed by long range interactions among agents, therefore such systems are intrinsically nonlocal and lead to the study nonlocal interaction equations.

Different models on how long range interaction applies have been proposed: by assuming that velocity of an agent is proportional to the force it is subject to, Bertozzi, Topaz and collaborators studied first-order models [107, 108, 109]; when acceleration of the agent is proportional to the force, second-order (self-propelled and alignment) models such as Vicsek model [113], Cucker-Smale model [37, 38] and Motsch-Tadmor model [88] were introduced. These models have been extensively investigated to predict and study flocking [60, 61, 89, $105]$ and pattern formation in biological aggregation [8, 30, 69, 116, 117].

## First order models.

We work on the fundamental first order repulsive-attractive models, which can be used and combined with other effects to build more complex models, refer to [107, 108, 109] and the references therein. Let $x^{i} \in \mathbb{R}^{d}$ be the location of the $i$-th agent with mass $m_{i}>0$ for $i=1, \ldots, N$. After normalization, we assume $\sum_{i=1}^{N} m_{i}=1$. We also assume that the interaction force between agents $i$ and $j$ are through the gradient of an interaction potential function $W: \mathbb{R}^{d} \longrightarrow \mathbb{R}$ and only depends on their relative location, i.e., the force on agent $i$ resulting from interaction with $j$ is given by $-\nabla W\left(x^{i}-x^{j}\right)$. In general, we assume that $W$ is symmetric in the sense $W(x)=W(-x)$. We also allow the existence of an external force such as gravity or wind, we denote the external potential by $V$. Then the dynamics of the agents follows the system of ODEs,

$$
\begin{equation*}
\dot{x}^{i}(t)=-\sum_{j \neq i}^{N} m_{j} \nabla W\left(x^{i}(t)-x^{j}(t)\right)-\nabla V\left(x^{i}\right), \quad \forall i \in\{1, \ldots, N\} . \tag{2.3.1}
\end{equation*}
$$

In many biological relevant applications, we assume that the interaction between two agents only depends on their distance to each other, i.e. $W(x)=w(|x|)$. Then, for the system to be short distance repulsive and long distance attractive, we only need to require that $w^{\prime}(r)<0$ for $r<R_{r}$ and $w^{\prime}(r)>0$ for $r>R_{a}$ for some $0<R_{r}<R_{a}$.

If we denote $x=\left(x^{1}, \ldots, x^{N}\right) \in \mathbb{R}^{d N}$, define the interaction energy

$$
\begin{equation*}
\mathcal{W}(x)=\frac{1}{2} \sum_{i \neq j} m_{i} m_{j} W\left(x^{i}-x^{j}\right), \tag{2.3.2}
\end{equation*}
$$

and potential energy

$$
\begin{equation*}
\mathcal{V}(x)=\sum_{i=1}^{N} m_{i} V\left(x^{i}\right) \tag{2.3.3}
\end{equation*}
$$

Then the total energy $\mathcal{E}(x)=\mathcal{W}(x)+\mathcal{V}(x)$ is a dissipative quantity along the solution $x(t)=\left(x^{1}(t), \ldots, x^{N}(t)\right)$ of (2.3.1) since

$$
\begin{aligned}
\frac{d}{d t} \mathcal{E}(x(t)) & =\frac{1}{2} \sum_{i \neq j} m_{i} m_{j}\left\langle\nabla W\left(x^{i}(t)-x^{j}(t)\right), \dot{x}^{i}(t)-\dot{x}^{j}(t)\right\rangle+\sum_{i} m_{i}\left\langle\nabla V\left(x^{i}(t)\right), \dot{x}^{i}(t)\right\rangle \\
& =\sum_{i} m_{i}\left\langle\sum_{j \neq i} m_{j} \nabla W\left(x^{i}(t)-x^{j}(t)\right)+\nabla V\left(x^{i}(t)\right), \dot{x}^{i}(t)\right\rangle \\
& =-\sum_{i} m_{i}\left|\sum_{j \neq i} m_{j} \nabla W\left(x^{i}(t)-x^{j}(t)\right)+\nabla V\left(x^{i}(t)\right)\right|^{2} \\
& \leq 0
\end{aligned}
$$

where we used the fact that $\nabla W(-x)=-\nabla W(x)$ by the symmetry of $W$. Note that the empirical probability distribution defined by

$$
\begin{equation*}
\mu(t)=\sum_{i=1}^{N} m_{i} \delta_{x^{i}(t)} \tag{2.3.4}
\end{equation*}
$$

satisfies the continuity equation

$$
\begin{equation*}
\frac{\partial}{\partial t} \mu(t, x)-\operatorname{div}(\mu(t, x)(\nabla W * \mu(t)(x)+\nabla V(x)))=0 \tag{2.3.5}
\end{equation*}
$$

in the sense of distributions. Indeed for any $\phi \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$,

$$
\begin{aligned}
\frac{d}{d t} \int_{\mathbb{R}^{d}} \phi(x) d \mu(t, x) & =\frac{d}{d t} \sum_{i=1} m_{i} \phi\left(x^{i}(t)\right) \\
& =\sum_{i=1} m_{i}\left\langle\nabla \phi\left(x^{i}(t)\right), \dot{x}^{i}(t)\right\rangle \\
& =\sum_{i=1} m_{i}\left\langle\nabla \phi\left(x^{i}(t)\right),-\sum_{j \neq i} m_{j} \nabla W\left(x^{i}(t)-x^{j}(t)\right)-\nabla V\left(x^{i}(t)\right)\right\rangle \\
& =-\int_{\mathbb{R}^{d}}\langle\nabla \phi(x), \nabla W * \mu(t)(x)+\nabla V(x)\rangle d \mu(t, x),
\end{aligned}
$$

which verifies that $\mu(\cdot)$ is a solution to (2.3.5) as claimed.
We remark here that the passage from discrete to continuum does not involve taking hydrodynamic limit, as the solutions to (2.3.1) are solutions to (2.3.5) via (2.3.4). Thus we can consider the nonlocal interaction equation (2.3.5) to include both discrete and continuum distributions at the same time.

If we define similarly as in discrete setting the interaction energy as

$$
\begin{equation*}
\mathcal{W}(\mu)=\frac{1}{2} \int_{\mathbb{R}^{d}} W(x-y) d \mu(x) d \mu(y) \tag{2.3.6}
\end{equation*}
$$

potential energy as

$$
\begin{equation*}
\mathcal{V}(\mu)=\int_{\mathbb{R}^{d}} V(x) d \mu(x) \tag{2.3.7}
\end{equation*}
$$

and total energy

$$
\begin{equation*}
\mathcal{E}(\mu)=\mathcal{W}(\mu)+\mathcal{V}(\mu) . \tag{2.3.8}
\end{equation*}
$$

Formal computations (ignoring all smoothness issues) show that for $\mu(\cdot)$ a solution to (2.3.5), we have

$$
\begin{equation*}
\frac{d}{d t} \mathcal{E}(\mu(t))=-\int_{\mathbb{R}^{d}}|\nabla W * \mu(t)(x)+\nabla V(x)|^{2} d \mu(t, x) \leq 0 \tag{2.3.9}
\end{equation*}
$$

Again $\mathcal{E}$ is dissipative along the solution to (2.3.5) and actually, solutions to (2.3.5) can be viewed as gradient flows of $\mathcal{E}$ in the space of probability measures under some regularity assumptions on $W, V$, as shown in [5, 28].

In [18], Bertozzi, Laurent and Rosado studied $L^{p}$ well-posedness of the aggregation equation (2.3.5). They considered radially symmetric interaction potential function $W$ where the singularity at the origin is of order $|x|^{\alpha}$ for some $\alpha>2-d$, and proved the local well-posedness of (2.3.5) in $\mathcal{P}_{2}\left(\mathbb{R}^{d}\right) \cap L^{p}\left(\mathbb{R}^{d}\right)$ for any $p>p_{s}$, where $p_{s}=\frac{d}{d+\alpha-2}$. In [28], Carrillo, Di Francesco, Figalli, Laurent and Slepčev showed the global well-posedness of weak measure solutions to (2.3.5) in $\mathcal{P}_{2}\left(\mathbb{R}^{d}\right)$ given that $W$ is (semi-)convex, Lipschitz continuous and with at most quadratic growth at infinity. With $V \equiv 0$, they considered solutions to (2.3.5) as gradient flows of the interaction energy $\mathcal{W}$ in the space of probability measures endowed with Wasserstein metric.

Other important properties of nonlocal interaction equations such as blowup (concentration) [ $14,15,16,17,62,64$ ], confinement [ 9,29 ], stability and properties of stationary states $[8,41,49,50,51,70]$, asymptotic behavior $[27,63,72,98]$ and related models that incorporate further effects $[13,110]$ have also been extensively studied.

## Second order models.

There are different second order models depending how the velocity of the agents change according to the force they are subject to. Here we briefly introduce Vicsek model, selfpropelled interacting particle model, Cucker-Smale model and Motsch-Tadmor model.

In Vicsek model introduced by Vicsek, Czirók, Ben-Jacob, Cohen and Shochet in [113], the $i$-th agent is described by its position $x^{i}$ and its velocity $v^{i}=v_{0} e^{i \theta_{i}}$. Note that $\left|v^{i}(t)\right|=$ $v_{0}$ for all $i$ and all $t>0$ in this framework. Fixing a time step $\Delta t>0$, a radius $r_{0}>0$, a constant $\eta>0$ and denote $U_{i}(t)=\left\{\xi:\left|\xi-x^{i}(t)\right|<r_{0}\right\}$. The dynamics of the agents are
given by

$$
\begin{aligned}
\theta_{i}(t+\Delta t) & =\langle\theta(t)\rangle_{i}+\eta \xi_{i}(t) \\
v^{i}(t+\Delta t) & =v_{0} e^{i \theta_{i}(t+\Delta t)} \\
x^{i}(t+\Delta t) & =x^{i}(t)+v^{i}(t+\Delta t) \cdot \Delta t
\end{aligned}
$$

where $\langle v(t)\rangle_{i}=\frac{\sum_{j: x^{j} \in U_{i}(t)} v^{j}(t)}{\sum_{j: x^{j} \in U_{i}(t)}},\langle\theta(t)\rangle_{i}$ is the angle of $\langle v(t)\rangle_{i}$, and $\xi_{i}(t)$ is a random variable uniformly distributed on $[-\pi, \pi]$. The idea is that the $i$-th agent interacts with all agents within $r_{0}$ radius of it and the mechanism it reacts is to calculate the average velocity of its neighbors $\langle v\rangle_{i}$ and adjust its direction of velocity $\theta_{i}$ to the average direction $\langle\theta\rangle_{i}$ plus some noise with strength $\eta$. The two main parameters of the Vicsek model are $\rho$, the density of particles, and $\eta$, the noise strength. There is a phase transition from ordered to unordered phase as $\eta$ increases. Numerical results have shown that there exists an ordered phase for $0<\eta<\eta_{c}$ and the transition line in the $(\rho, \eta)$ plane, follows the scaling law (expected from a simple mean-field argument): $\eta_{c} \sim \rho^{\frac{1}{d}}$ for small $\rho$.

We now turn to the self-propelled interacting particle model introduced in [73] by Levine, Rappel and Cohen, and extensively studied in [34, 41] by Chuang, D'Orsogna, Marthaler, Chayes and Bertozzi. Given an interaction potential function $W$ and self-propulsion function $S$, the dynamics of agents are given by

$$
\dot{x}^{i}(t)=v^{i}(t), \quad \dot{v}^{i}(t)=S\left(\left|v^{i}\right|\right) v^{i}+\frac{1}{N} \sum_{j \neq i} \nabla W\left(x^{j}-x^{i}\right) \quad \forall i \in\{1, \ldots, N\}
$$

An example for the self-propulsion term is given by $S\left(\left|v^{i}\right|\right)=\alpha-\beta\left|v^{i}\right|^{2}, \alpha, \beta>0$ as used in [34, 41]. When taking $W(x)=w(|x|)$ to be the radially symmetric Morse potential $w(r)=C_{A} e^{-r / l_{A}}-C_{R} e^{-r / l_{R}}$, they find several patterns for the asymptotic behavior such as flocking, mill on a ring, and clustering when particles are milling.

The Cucker-Smale model proposed by Cucker and Smale in [37, 38] describes how agents interact in order to align with their neighbors. The rule is that the closer two individuals are, the more they tend to align with each other (long range cohesion and short range repulsion are ignored). The evolution of each agent is then governed by the following dynamical system,

$$
\begin{equation*}
\dot{x}^{i}(t)=v^{i}(t), \quad \dot{v}^{i}(t)=\frac{\alpha}{N} \sum_{j=1}^{N} \phi_{i j}\left(v^{j}(t)-v^{i}(t)\right) \tag{2.3.10}
\end{equation*}
$$

Here, $\alpha$ is a positive constant and $\phi_{i j}$ quantifies the pairwise influence of agent $j$ on the alignment of agent $i$, as a function of their distance,

$$
\phi_{i j}=\phi\left(\left|x^{j}-x^{i}\right|\right)
$$

The so-called influence function, $\phi(\cdot)$, is a strictly positive decreasing function which, by rescaling $\alpha$ if necessary, is normalized so that $\phi(0)=1$. An example for such an influence function is given by $\phi(t)=(1+r)^{-s}, s>0$. One important feature in the Cuker-Smale model is that it is symmetric in the sense that the coefficients matrix $\phi_{i j}$ is symmetric $\phi_{i j}=\phi_{j i}$. As a direct consequence, we know that the average velocity $\bar{v}(t)=\frac{1}{N} \sum_{j=1}^{N} v^{j}(t) \equiv \bar{v}(0)$ remains unchanged.

The Cuker-Smale model with a slowly decaying influence function $\phi(\cdot)$ such that

$$
\int^{\infty} \phi(r) d r=\infty
$$

has an unconditional convergence to a so-called flocking dynamics, in the sense that the diameter, $\max _{i, j}\left|x^{i}(t)-x^{j}(t)\right|$, remains uniformly bounded and all agents of this flock will approach the same velocity $\bar{v}(0)$.

The description of self-organized dynamics by the Cuker-Smale model suffers from several drawbacks, such as after the normalization of the model by the total number of agents $N$, it is inadequate for far-from-equilibrium scenarios. In [88], Motsch and Tadmor suggest the following modified Motsch-Tadmor model,

$$
\begin{equation*}
\dot{x}^{i}(t)=v^{i}(t), \quad \dot{v}^{i}(t)=\frac{\alpha}{\sum_{k=1}^{N} \phi_{i k}} \sum_{j=1}^{N} \phi_{i j}\left(v^{j}(t)-v^{i}(t)\right), \quad \phi_{i j}=\phi\left(\left|x^{i}-x^{j}\right|\right) \tag{2.3.11}
\end{equation*}
$$

In this model the symmetry is lost. However, Motsch and Tadmor show dynamics of the model would experience unconditional flocking provided the influence function $\phi$ decays sufficiently slowly such that

$$
\int^{\infty} \phi^{2}(r) d r=\infty
$$

Another difference between the flocking behavior of Mostch-Tadmor and Cucker-Smale is that: unlike the Cucker-Smale flocking to the initial bulk velocity $v(0)$, the asymptotic flocking velocity of this Mostch-Tadmor is not necessarily encoded in the initial configuration as an invariant of the dynamics, but it is emerging through the flocking dynamics of the model.

In these second order models, we need to take hydrodynamic limit to pass from particle to kinetic and continuum descriptions. For example in the Mostch-Tadmor models, Motsch and Tadmor showed in [88] the hydrodynamic limit of (2.3.11) is given by

$$
\begin{aligned}
\partial_{t} \rho+\nabla_{x} \cdot(\rho u) & =0 \\
\partial_{t}(\rho u)+\nabla_{x}(\rho u \otimes u) & =\alpha \rho\left(\frac{\langle u\rangle}{\langle 1\rangle}-u\right),\langle w\rangle(x)=\int_{y} \phi(|x-y|) w(y) \rho(y) d y
\end{aligned}
$$

For other results on hydrodynamic limits of different flocking models and properties of resulting equations, we refer to $[61,105]$ and references therein.

## Chapter 3

## Nonlocal interaction equations in heterogeneous environments with boundaries

In this Chapter, we present results on nonlocal interaction equations modeling biological aggregations in heterogeneous environments with boundaries. We study well-posedness of a class of nonlocal interaction equations with spatially dependent mobility. This leads to the study of the nonlocal interaction equations on subsets $\mathcal{M} \subset \mathbb{R}^{d}$ endowed with a Riemannian metric $g$ induced by the variable mobility. We obtain conditions, relating the interaction potential and the geometry, which imply existence, uniqueness and stability of solutions. We study the equations in the setting of gradient flows in the space of probability measures on $\mathcal{M}$ endowed with Riemannian 2-Wasserstein metric. The results presented here are based on our paper [119].

Nonlocal interaction equations serve as basic models of biological aggregation, that is collective motion of agents under influence of long-range interactions (via sight, sound, etc.). In this Chapter we investigate the nonlocal interaction equation in heterogeneous environments and also allow for the presence of domain boundaries. On the whole space (when no boundaries are present) the equations are of the form

$$
\begin{equation*}
\frac{\partial}{\partial t} \mu(t, x)-\operatorname{div}(\mu(t, x) A(x) \nabla(W * \mu(t)(x)+V(x)))=0 \tag{3.0.1}
\end{equation*}
$$

where $\mu$ describes the agent density, $A$ is the mobility matrix (symmetric and positive definite), $W$ is the interaction potential and $V$ is the external potential.

The mobility endows the subsets of $\mathbb{R}^{d}$ with Riemannian structure, which leads us to study nonlocal interaction equations on manifolds. We study the well-posedness of the equations in the setting of gradient flows in spaces of probability measures [5, 28]. To extend
this setting to manifolds with boundary we need to overcome several challenges. Namely "mass" can accumulate at the boundary and the velocities associated to the gradient flow are not continuous at the boundary. This also causes the problem that in general, we do not have the existence of optimal maps and thus we have to work with optimal plans instead. Furthermore the velocities (of the gradient flows) lack the stability properties used to prove the lower semicontinuity of the slope (see for example Lemma 2.7 in [28]). Studying the equation on a manifold raises issues too. The curvature of the space can cause even the quadratic potential not to be geodesically semi-convex. Thus a particular care and extra conditions are needed when discussing properties like geodesic semi-convexity of energies. Furthermore many standard tools used to study nonlocal equations rely on the linearity of the underlying space and ability to directly identify tangent spaces at different points. Thus these tools do not readily transfer to the manifold setting. For example the standard proof of the characterization of the subdifferential of the interaction energy does not apply in the manifold setting. We develop alternative proofs to handle these challenges.

### 3.1 Motivation and setup

The studies of the nonlocal equations on heterogeneous environments are in part motivated by the desire to understand mechanisms which give rise to rolling swarms. Such swarms are observed in a number biological swarms, notably the locust swarms (see [107] and references therein). In [107], Topaz, Bernoff, Logan and Toolson propose a model which has a gradient flow structure of an energy that combines the interaction energy and potential energy terms (to model gravity and wind). The mobility in their system is as follows: consider the upper half plan $\mathbb{R}_{+}^{2}=\left\{x=\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}: x_{2} \geq 0\right\}$, above the ground the mobility is constant $\left(A(x)=I_{2 \times 2}\right)$, while on the ground the mobility in the horizontal direction if zero $(A(x)=\operatorname{diag}(0,1))$. They conduct numerical experiments and observe rolling swarms. Here we introduce a model where the change in mobility is more gradual, and thus amenable to rigorous study. The solutions still exhibit the rolling swarms when a smoothed out version of the mobility in [107] is considered. Moreover, rolling forms are present if the horizontal mobility is stratified (increases with height), even if gravity is not present. Figure 3.1 illustrates such a rolling swarm. The interaction potential used is among ones considered in [70], and is given by $W(z)=w(|z|)$ with $w^{\prime}(r)=\tanh (3(1-r))+0.3$. On the right, we also show the corresponding traveling "swarm" in the homogeneous environment. The velocities of all particles are the same. Moreover the configuration seen in the moving coordinate frame is a steady state of the energy $\mathcal{E}_{2}(\mu)=\iint W(x-y) d \mu(x) d \mu(y)$.


Figure 3.1: Consider gradient flows of $\mathcal{E}(\mu)=\iint W(x-y) d \mu(x) d \mu(y)+\int x_{1} d \mu(x)$, with respect to a stratified metric $G(x)=G\left(\left(x_{1}, x_{2}\right)\right)=\operatorname{diag}\left(\frac{1}{x_{2}^{2}}, 1\right)$ and the usual Euclidean metric. The gradient flow with respect to the stratified metric admits a rolling-wave solution made of a finite number of particles (left). The solution is given in the reference frame of the center of mass. The overall direction of motion is indicated by the large arrow on top (blue). The smaller arrows indicate the velocity of particles in the moving coordinates. The gradient flow with respect to Euclidean metric admits a traveling wave (right). All particle velocities are the same; hence in the moving coordinates the solution appears stationary.

## Gradient flows in spaces of probability measures on manifolds: Background.

Let us first recall that the existence of optimal transportation maps on manifolds was first considered by McCann [82], and subsequently generalized in [36, 48]. The regularity of these maps has been the subject of a lot of recent activity and progress (see [52] and references therein). For our purposes however, the results on optimal transportation plans presented in Villani's book [115] are sufficient.

Regarding the gradient flows there has been a significant progress in investigating the gradient flow of entropy (i.e. the heat equation) and other internal energies on manifolds, as well spaces with weaker geometric structure. In particular Lisini [75] considered $\mathbb{R}^{d}$ endowed with a bounded Riemannian metric $G$, satisfying $\Lambda_{1} I_{d} \leq G \leq \Lambda_{2} I_{d}$, and showed the existence of solutions to the equation

$$
\begin{equation*}
\frac{\partial}{\partial t} u(t, x)-\operatorname{div}(A(x)[\nabla(f(u(t, x))+u(t, x) \nabla V(x)])=0 \tag{3.1.1}
\end{equation*}
$$

on the whole space $\mathbb{R}^{d}$ with $A(x)=G^{-1}(x)$. In [92] Otto and Westdickenberg used an Eulerian calculus method to give sufficient conditions for the internal and potential energy
to be geodesically convex in the space of probability measures endowed with Riemannian Wasserstein metric. In [39], Daneri and Savaré refined the approach of [92] to include the case of geodesic semi-convexity. In [101], Sturm gave the necessary and sufficient conditions for internal and potential energies to be $\lambda$-geodesically convex in the space of probability measures endowed with Riemannian Wasserstein metric. Erbar [45] used these conditions to establish well-posedness of heat equation on manifolds in the framework of gradient flows in spaces of probability measures. Gradient flows of the internal energy on manifolds were also discussed in in [115]. Connections with geometry and extensions to weaker spaces have received significant attention, see $[6,56,57,90]$ and references therein. However, to the best of our knowledge the gradient flow of nonlocal interaction energies on manifolds has not been considered.

## Description of the problem.

Let $\mathcal{M}$ be a, possibly unbounded, $d$-dimensional subset of $\mathbb{R}^{d}$ with $C^{2}$ boundary. We consider $\mathcal{M}$ with a Riemannian metric $g$. Throughout the paper we assume that $(\mathcal{M}, g)$ is complete under the metric induced by $g$ and geodesically convex, that is, for any two points in $\mathcal{M}$ there exists a length minimizing geodesic in $\mathcal{M}$ connecting them. The Riemannian structure encodes the mobility of the agents which depends on the environment. The strength of the interaction is not affected by the environment. To give an example, we study situations where the properties of the terrain affect the mobility of the agents, but not their ability to see each other. Also the density of agents at a given location is with respect to the standard Euclidean volume/area; it is not affected by the metric $g$. This leads us to study equations in a mixed formulation, where the volume and interaction are with respect to Euclidean structure, while the mobility is with respect to the manifold structure, $g$.

To study the equations we use their gradient-flow structure, which enables us to write the equations in the form that at the same time applies both to discrete systems with finitely many agents and continuum descriptions. This follows from the theory developed for studies of the nonlocal interaction equations in homogeneous environments [5, 28]. More precisely a configuration (distribution of agents) is described by a measure $\mu$ supported on $\mathcal{M}$. The system is assumed to be conservative in the sense that no agents are created or leave the system during the evolution. In other words $\mu(\mathcal{M})$ does not change in time. This allows us to, by renormalizing the problem if needed, assume that configurations $\mu$ are probability measures.

The interaction is described by a symmetric interaction potential $W$. The corresponding interaction energy is defined as in (2.3.6). In addition to interaction we model the environmental influences such as gravity or food distribution by a potential $V$, which defines the
potential energy (2.3.7). Again the total energy is sum of interaction and potential energy as defined in (2.3.8).

## Gradient flow structure.

We introduce the geometry on the space of configurations first on a formal level. In nonlocal interaction equations (with no regularizing terms) mass can accumulate at the boundary and furthermore the velocity that describes the gradient flow can be discontinuous at the boundary. For this reason we use a more general way to introduce the gradient flow than is typically the case in heuristic arguments. We use a Lagrangian description of tangent vectors at a configuration. That is tangent vectors to the space of configurations are vector fields on $\mathcal{M}$. As is standard in differential geometry of manifolds with boundary, even at $x \in \partial \mathcal{M}$ we define the tangent space $T_{x} \mathcal{M}$ to be a vector space, in other words we do allow vectors that point outside the manifold. However since a path in the configuration space cannot take mass outside of $\mathcal{M}$, not all of the vectors in $T_{x} \mathcal{M}$ are admissible as values of the tangent vector field to the path in the configuration space. To define the set of admissible vectors for $x \in \partial \mathcal{M}$, let $T_{x}^{\mathrm{in}} \mathcal{M}$ be the inward sector, namely the closed half-space of tangent vectors that do not point outside $\mathcal{M}$. That is let $T_{x}^{\mathrm{in}} \mathcal{M}$ be the set of vectors $\xi \in T_{x} \mathcal{M}$ for which there exists a differentiable curve $\gamma:[0, \delta) \rightarrow \mathcal{M}$ such that $\gamma(0)=x$ and $\gamma^{\prime}(0)=\xi$. We note that the tangent space to $\partial \mathcal{M}$, considered as a manifold, is a subset of the inward sector: $T \partial \mathcal{M} \subset T^{\text {in }} \mathcal{M}$.

The effort to infinitesimally move configuration $\mu$ in by a vector field $v \in T \mathcal{M}$ is

$$
\int_{\mathcal{M}} g_{x}(v(x), v(x)) d \mu(x)=\int_{\mathcal{M}} v^{T}(x) G(x) v(x) d \mu(x)
$$

where $G$ is the symmetric matrix which provides the metric $g$. However not all vector fields in $T \mathcal{M}$ are admissible as tangent vectors to a path in the configuration space. Namely the tangent vector fields must belong to the inward sector $T^{\mathrm{in}} \mathcal{M}$. On the formal level, we consider admissible tangent vectors to the space of configurations to be vector fields in $T^{\text {in }} \mathcal{M}$ which are projections via $P$ of a continuous vector field in $T \mathcal{M}$ as defined in (3.1.3). This is motivated by the fact, which we later establish, that gradient vector of energy $\mathcal{E}$ is given by $v=P w$ where $w$ is a continuous vector field $\left(w=\left(-G^{-1} \nabla(W * \mu+V)\right)\right)$.

The differential of $\mathcal{E}$ in the direction $v$ is given as the directional derivative

$$
\begin{aligned}
\operatorname{diff} \mathcal{E}[v] & =\left.\frac{d}{d t}\right|_{t=0} \mathcal{E}\left(\mu_{t}\right) \\
& =\left.\frac{d}{d t}\right|_{t=0}\left(\frac{1}{2} \int_{\mathcal{M}} \int_{\mathcal{M}} W\left(\Phi_{v}[t](x)-\Phi_{v}[t](y)\right) d \mu(x) d \mu(y)+\int_{\mathcal{M}} V\left(\Phi_{v}[t](x)\right) d \mu(x)\right) \\
& =\int_{\mathcal{M}}(\nabla W * \mu+\nabla V) v d \mu .
\end{aligned}
$$

Above we used that $\mu_{t}=\Phi_{v}[t]_{\sharp} \mu$ and the symmetry of $W$, where $\Phi_{v}$ is the flow map associated with the velocity field $v$.

One can define the gradient descent of $\mathcal{E}$ with respect to metric given by $g$ by defining $-\operatorname{grad} \mathcal{E}$ to be the admissible vector field $v$ which minimizes

$$
\int_{\mathcal{M}} g(v, v) d \mu+\operatorname{diff} \mathcal{E}[v]
$$

that is

$$
\begin{equation*}
\int_{\mathcal{M}} \frac{1}{2} v^{T} G v+\nabla(W * \mu+V) v d \mu \tag{3.1.2}
\end{equation*}
$$

To give this an interpretation of a true gradient flow we need to describe the tangent space to the space of configurations and endow it with an inner product. The issue is that more than one vector field can produce the same curve in the configuration space. Thus tangent vectors to the configuration space are defined as equivalence classes of admissible velocities which, for at least a short time, have the same flow map. The inner product of tangent vector fields at $\mu$ is defined as

$$
\bar{g}(v, v)=\inf _{\tilde{v}}\left\{\int_{\mathcal{M}} \tilde{v}^{T} G \tilde{v} d \mu:(\exists \tilde{\delta}>0)(\forall t \in[0, \tilde{\delta})) \Phi_{\tilde{v}}[t]_{\sharp} \mu=\Phi_{v}[t]_{\sharp \mu}\right\} .
$$

The tangent vector field $v$ is considered as a representative of the class of velocities which produce the same curve. Since diff $E[v]$ does not depend on the representative tangent vector field chosen, we note that $-\operatorname{grad} \mathcal{E}$ we defined is also a minimizer of

$$
\frac{1}{2} \bar{g}(v, v)+\operatorname{diff} \mathcal{E}[v]
$$

over all tangent vectors $v$ at $\mu$; which agrees with the standard definition of a gradient flow on a manifold.

To determine the gradient vector we minimize the expression in (3.1.2). We obtain $v(x)=-G^{-1} \nabla(W * \mu+V)(x)$ if $x$ is in the interior of $\mathcal{M}$ and also when $x \in \partial \mathcal{M}$ and $-G^{-1} \nabla(W * \mu+V)(x)$ is in the interior of $T_{x}^{\text {in }} \mathcal{M}$. Otherwise $v=\Pi_{\partial \mathcal{M}}\left(-G^{-1} \nabla(W * \mu+V)\right)$, where $\Pi_{\partial \mathcal{M}}$ is the orthogonal projection of $T_{x} \mathcal{M}$ to $T_{x} \partial \mathcal{M}$ with respect to $g$. Setting $A=G^{-1}$ and defining

$$
P_{x} \xi= \begin{cases}\xi, & \text { if } x \notin \partial \mathcal{M} \text { or } \xi \in T_{x}^{\mathrm{in}} \mathcal{M}  \tag{3.1.3}\\ \Pi_{\partial \mathcal{M}}(\xi), & \text { otherwise }\end{cases}
$$

gives that $-\operatorname{grad} \mathcal{E}$ is given by the vector field

$$
\begin{equation*}
v=P(-A \nabla(W * \mu+V)) . \tag{3.1.4}
\end{equation*}
$$

The gradient flow of $\mathcal{E}$ is thus given by $\frac{\partial}{\partial t} \mu+\operatorname{div}(\mu v)=0$, that is

$$
\begin{equation*}
\frac{\partial}{\partial t} \mu(t, x)+\operatorname{div}\left(\mu(t, x) P_{x}(-A(x)(\nabla W * \mu(t)(x)+\nabla V(x)))\right)=0 . \tag{3.1.5}
\end{equation*}
$$

## Main results.

We denote the usual Euclidean inner product by $\langle$,$\rangle . On manifold (\mathcal{M}, g)$, for $\xi \in T_{x} \mathcal{M}$ we denote the norm associated to the metric $g$ as $|\xi|_{g}=\sqrt{g_{x}(\xi, \xi)}$. We denote the Euclidean gradient and Hessian by $\nabla$ and Hess and Riemannian gradient and Hessian by $\nabla_{\mathcal{M}}$ and Hess $\mathcal{M}$. For a function $f \in C^{0}(\mathcal{M})$, we say that $f$ is $\lambda$-geodesically convex on $(\mathcal{M}, g)$ if for any $x, y \in \mathcal{M}$ and any constant speed minimal geodesic $\gamma(t)$ connecting $x, y$ with $\gamma(0)=x, \gamma(1)=y$, we have

$$
f(\gamma(t)) \leq(1-t) f(x)+t f(y)-\frac{\lambda}{2} t(1-t) \operatorname{dist}^{2}(x, y) .
$$

Notice that if $f \in C^{2}(\mathcal{M})$ with $\operatorname{Hess}_{\mathcal{M}} f(x) \geq \lambda G(x)$ for all $x \in \mathcal{M}$, then $f$ is $\lambda$-geodesically convex on $(\mathcal{M}, g)$. For $\mathcal{M}$ a $d$-dimensional subset in $\mathbb{R}^{d}$ with $C^{2}$ boundary, we make the following assumptions on manifold $(\mathcal{M}, g)$ :
(M1) The Riemannian metric $g$ is $C^{2}$ and satisfies $|\xi|_{g}^{2} \geq \Lambda|\xi|^{2}$ for some constant $\Lambda>0$ and all $\xi \in T \mathcal{M}$.
(M2) $(\mathcal{M}, g)$ is geodesically convex in that for all $x, y \in \mathcal{M}$ there exists a length minimizing geodesic contained in $\mathcal{M}$.

We also make the following assumptions on interaction potential $W$ and external potential $V$ :
(NL1) $W(x)=W(-x)$ and $W(0)=0$.
(NL2) $w(x, y):=W(x-y)$ is $\lambda$-geodesically convex on $(\mathcal{M} \times \mathcal{M}, g \times g)$ for some constant $\lambda$.
(NL3) $W \in C^{1}\left(\mathbb{R}^{d}\right)$ and $W(x-y) \leq C\left(1+\operatorname{dist}^{2}\left(x, x_{0}\right)+\operatorname{dist}^{2}\left(y, x_{0}\right)\right)$ for some $C>0$ and all $x, y \in \mathcal{M}$.
(NL4) $\liminf _{\operatorname{dist}\left((x, y),\left(x_{0}, x_{0}\right)\right) \rightarrow \infty} \frac{W(x-y)}{\operatorname{dist}^{2}\left(x, x_{0}\right)+\operatorname{dist}^{2}\left(y, x_{0}\right)} \geq 0$.
(NL5) $V$ is $\lambda$-geodesically convex of $(\mathcal{M}, g)$.
(NL6) $\quad V \in C^{1}(\mathcal{M})$ and $V(x) \leq C\left(1+\operatorname{dist}^{2}\left(x, x_{0}\right)\right)$ for all $x \in \mathcal{M}$.
(NL7) $\liminf _{\operatorname{dist}\left(x, x_{0}\right) \rightarrow \infty} \frac{V(x)}{\operatorname{dist}^{2}\left(x, x_{0}\right)} \geq 0$.
We list some remarks and direct consequences of the conditions. One can replace the condition (NL3) by the condition that $W \in C^{1}\left(\mathbb{R}^{d} \backslash\{0\}\right), W$ has local minimum at $x=0$ and satisfies the quadratic growth condition as in [28]. In this case the minimal subdifferential,
defined in (3.3.2), has the form $\partial^{o} \mathcal{E}(\mu)=-P_{x}\left(-A(x)\left(\partial^{o} W * \mu+\nabla V\right)\right)$ where $\partial^{o} W * \mu(x)=$ $\int_{y \neq x} \nabla W(x-y) d \mu(y)$ as defined in [28].

In (NL2) and (NL5), $w$ and $V$ may have different constants for convexity, but we assume that the constants are the same since we can take the minimum of the two constants if necessary.

Conditions (NL2) and (NL3) imply the following linear growth condition on $\nabla W$, $\forall\left(x_{1}, y_{1}\right) \in \mathcal{M} \times \mathcal{M}$

$$
\begin{align*}
\left\langle A\left(x_{1}\right) \nabla W\left(x_{1}-y_{1}\right), \nabla W\left(x_{1}-y_{1}\right)\right\rangle & +\left\langle A\left(y_{1}\right) \nabla W\left(x_{1}-y_{1}\right), \nabla W\left(x_{1}-y_{1}\right)\right\rangle  \tag{3.1.6}\\
& \leq C\left(1+\operatorname{dist}^{2}\left(x_{1}, x_{0}\right)+\operatorname{dist}^{2}\left(y_{1}, x_{0}\right)\right) .
\end{align*}
$$

Similarly, (NL5) and (NL6) imply the linear growth condition on $\nabla V, \forall x \in \mathcal{M}$

$$
\begin{equation*}
\langle A(x) \nabla V(x), \nabla V(x)\rangle \leq C\left(1+\operatorname{dist}^{2}\left(x, x_{0}\right)\right) . \tag{3.1.7}
\end{equation*}
$$

To see that, for $\nabla V$ we notice that

$$
\begin{aligned}
C\left(1+\operatorname{dist}^{2}\left(x, x_{0}\right)+\operatorname{dist}^{2}\left(y, x_{0}\right)\right) & \geq V(y)-V(x) \\
& \geq\langle\nabla V(x), T(x, y)\rangle+\frac{\lambda}{2} \operatorname{dist}^{2}(x, y),
\end{aligned}
$$

where $T(x, y)$ is the tangent vector at $x$ such that $\exp _{x}(T(x, y))=y$ and $|T(x, y)|_{g}=$ $\operatorname{dist}(x, y)$, which we define in (3.3.1) in Section 3.3. So

$$
\begin{aligned}
& \qquad C\left(1+\operatorname{dist}^{2}\left(x, x_{0}\right)+\operatorname{dist}^{2}(x, y)\right) \geq\langle\sqrt{A(x)} \nabla V(x), \sqrt{G(x)} T(x, y)\rangle+\frac{\lambda}{2} \operatorname{dist}^{2}(x, y) . \\
& \langle\sqrt{G(x)} T(x, y), \sqrt{G(x)} T(x, y)\rangle=\operatorname{dist}^{2}(x, y) \text {, by taking } \operatorname{dist}(x, y)=\max \left\{1, \operatorname{dist}\left(x, x_{0}\right)\right\}, \\
& \text { we get } \\
& \qquad\langle A(x) \nabla V(x), \nabla V(x)\rangle \leq C\left(1+\operatorname{dist}^{2}\left(x, x_{0}\right)\right) .
\end{aligned}
$$

Similar calculations give the growth conditions (3.1.6) on $\nabla W$.
From calculations of Section 3.6, we know that if $W$ and $V$ satisfy (NL2) and (NL5), then $\mathcal{E}$ is geodesically (semi-)convex on $\mathcal{P}_{2}(\mathcal{M})$ with convexity constant $2 \lambda$ according to Definition 2.2.6.

Remark 3.1.1. (Simple conditions for (NL2) and (NL5)) In Section 3.6, we give detailed calculations and precise conditions on $W, V$ and $g$ which guarantee $\lambda$-geodesic convexity of $V$ and $W$. Here we summarize some conclusions.

- If there exist constants $c_{1}>0, c_{2}>0$ such that the Riemannian metric $g \in C^{1}(\mathcal{M})$ with $c_{1} I_{d} \leq G(x) \leq \frac{1}{c_{1}} I_{d},\left|\frac{\partial}{\partial x_{k}} G_{i j}(x)\right| \leq \frac{1}{c_{1}}$ for all $x \in \mathcal{M}$ and $W$ is twice differentiable with $|\nabla W(y)| \leq c_{2}$, Hess $W(y) \geq-c_{2} I_{d}$ for all $y \in \mathcal{M}-\mathcal{M}:=\left\{x^{1}-x^{2}: x^{1}, x^{2} \in \mathcal{M}\right\}$, then $w(x, y)=W(x-y)$ is $\lambda$-geodesically convex on $(\mathcal{M} \times \mathcal{M}, g \times g)$.
- For $V$, if there exists a constant $c_{1}>0$ such that the Riemannian metric $g \in C^{1}(\mathcal{M})$ satisfies $c_{1} I_{d} \leq G(x) \leq \frac{1}{c_{1}} I_{d},\left|\frac{\partial}{\partial x_{k}} G_{i j}(x)\right| \leq \frac{1}{c_{1}}$ and $V \in C^{2}(\mathcal{M})$ satisfies that $|\nabla V(y)| \leq c_{2}$, Hess $V(y) \geq-c_{2} I_{d}$ for all $y \in \mathcal{M}$, then $V$ is $\lambda$-geodesically convex on $(\mathcal{M}, g)$.
- In general, the conditions on $g, W, V$ to guarantee $\lambda$-geodesic convexity of $w, V$ are more stringent than in the Euclidean space. For example: assuming $g \in C^{1}(\mathcal{M})$ such that $c_{1} I_{d} \leq G(x) \leq \frac{1}{c_{1}} I_{d},\left|\frac{\partial}{\partial x_{k}} G_{i j}\right| \leq \frac{1}{c_{1}}$ and Hess $V(y) \geq-c_{2} I_{d}$, Hess $W(y) \geq-c_{2} I_{d}$ for some constants $c_{1}>0, c_{2}>0$ does not imply $\lambda$-geodesic convexity of the energy. We present an explicit example in Section 3.6 (Example 3.6.3) to show that.

For manifolds satisfying (M1) and (M2) and potentials $W$, $V$ satisfying (NL1)-(NL7) we consider (3.1.5) as a gradient flow of $\mathcal{E}$ in space of probability measures endowed with the Riemannian Wasserstein metric. Following the notations introduced in Chapter 2, in this Chapter and the next Chapter 4 we define the Riemannian 2-Wasserstein metric

$$
\begin{equation*}
d_{W}^{2}(\nu, \mu)=\min \left\{\int_{\mathcal{M} \times \mathcal{M}} \operatorname{dist}^{2}(x, y) d \gamma(x, y): \gamma \in \Gamma(\mu, \nu)\right\} \tag{3.1.8}
\end{equation*}
$$

and the usual Euclidean 2-Wasserstein metric

$$
d_{W, E u c}^{2}(\nu, \mu)=\min \left\{\int_{\mathcal{M} \times \mathcal{M}}|x-y|^{2} d \gamma(x, y): \gamma \in \Gamma(\mu, \nu)\right\},
$$

where $\Gamma(\mu, \nu)$ is the set of joint probability distributions on $\mathcal{M} \times \mathcal{M}$ with first marginal $\mu$ and second marginal $\nu$.

Denote the set of optimal transport plans between $\mu$ and $\nu$ with respect to the Riemannian 2-Wasserstein metric $d_{W}$ by $\Gamma_{o}(\mu, \nu)$, that is

$$
\begin{equation*}
\Gamma_{o}(\mu, \nu)=\left\{\gamma \in \Gamma(\mu, \nu): \int_{\mathcal{M} \times \mathcal{M}} \operatorname{dist}^{2}(x, y) d \gamma(x, y)=d_{W}^{2}(\mu, \nu)\right\} . \tag{3.1.9}
\end{equation*}
$$

We recall some notions introduced in Chapter 2 in our Riemannian setting. In particular, local slope of $\mathcal{E}$ with respect to the Riemannian 2-Wasserstein metric is defined as is defined as

$$
\begin{equation*}
|\partial \mathcal{E}|(\mu)=\underset{\nu \rightarrow \mu}{\limsup } \frac{(\mathcal{E}(\mu)-\mathcal{E}(\nu))^{+}}{d_{W}(\mu, \nu)} . \tag{3.1.10}
\end{equation*}
$$

For a locally absolutely continuous curve $[0,+\infty) \ni t \mapsto \mu(t) \in \mathcal{P}_{2}(\mathcal{M})$ with respect to Riemannian 2-Wasserstein metric $d_{W}$, we denote its metric derivative by

$$
\begin{equation*}
\left|\mu^{\prime}\right|(t)=\underset{s \rightarrow t}{\limsup } \frac{d_{W}(\mu(t), \mu(s))}{|s-t|} . \tag{3.1.11}
\end{equation*}
$$

We call a locally absolutely continuous curve $[0,+\infty) \ni t \mapsto \mu(t) \in \mathcal{P}_{2}(\mathcal{M})$ a gradient flow with respect to the energy functional $\mathcal{E}$ if for a.e. $t>0$,

$$
v(t) \in-\partial \mathcal{E}(\mu(t))
$$

where $\partial \mathcal{E}(\mu(t))$ is the set of subdifferential of $\mathcal{E}$ at $\mu(t)$ and $v(t)$ is the tangent velocity of the curve at $\mu(t)$, which we define in Section 3.3 and Section 3.5.

Define the weak measure solutions to the continuity equation by
Definition 3.1.2. A locally absolutely continuous curve $\mu:[0,+\infty) \mapsto\left(\mathcal{P}_{2}(\mathcal{M}), d_{W}\right)$ is a weak measure solution to (3.1.5) with initial value $\mu_{0}$ if

$$
P\left(-A(x)\left(\int_{\mathcal{M}} \nabla W(x-y) d \mu(t, y)+\nabla V(x)\right)\right) \in L_{l o c}^{1}\left([0,+\infty) ; L^{2}(g, \mu(t))\right)
$$

and

$$
\begin{align*}
& \int_{0}^{\infty} \int_{\mathcal{M}} \frac{\partial \phi}{\partial t}(t, x) d \mu(t, x) d t+\int_{\mathcal{M}} \phi(0, x) d \mu_{0}(x) \\
& =-\int_{0}^{\infty} \int_{\mathcal{M}}\left\langle\nabla \phi(t, x), P\left(-A(x)\left(\int_{\mathcal{M}} \nabla W(x-y) d \mu(t, y)+\nabla V(x)\right)\right)\right\rangle d \mu(t, x) d t \tag{3.1.12}
\end{align*}
$$

for all $\phi \in C_{c}^{\infty}([0, \infty) \times \mathcal{M})$.
Above we consider $C_{c}^{\infty}([0, \infty) \times \mathcal{M})$ to be the set of restrictions of functions in $C_{c}^{\infty}([0, \infty) \times$ $\left.\mathbb{R}^{d}\right)$ to $\mathcal{M}$. In particular we note that the values of test functions on the boundary of $\mathcal{M}$ may be different from zero. In this way the no-flux boundary conditions are imposed.

The main results of this Chapter are the following theorems regarding existence and stability of gradient flows with arbitrary initial data $\mu_{0} \in \mathcal{P}_{2}(\mathcal{M})$, which we prove in Section 4.2.

Theorem 3.1.3. Assume (M1)-(M2) and (NL1)-(NL7), then for any $\mu_{0} \in \mathcal{P}_{2}(\mathcal{M})$ there exists a locally absolutely continuous curve $[0,+\infty) \ni t \mapsto \mu(t) \in \mathcal{P}_{2}(\mathcal{M})$ such that $\mu(0)=\mu_{0}$ and $\mu(\cdot)$ is a gradient flow of $\mathcal{E}$ with respect to the Riemannian 2-Wasserstein metric $d_{W}$. $\mu(\cdot)$ satisfies that for a.e. $t \in(0,+\infty)$

$$
\begin{equation*}
|\partial \mathcal{E}|^{2}(\mu(t))=\left|\mu^{\prime}\right|^{2}(t)=\int_{\mathcal{M}} g_{x}(\kappa(t, x), \kappa(t, x)) d \mu(t, x) \tag{3.1.13}
\end{equation*}
$$

and the energy dissipation equality, for $0 \leq s \leq t<\infty$

$$
\begin{equation*}
\mathcal{E}(\mu(s))-\mathcal{E}(\mu(t))=\int_{s}^{t} \int_{\mathcal{M}} g_{x}(\kappa(r, x), \kappa(r, x)) d \mu(r, x) d r, \tag{3.1.14}
\end{equation*}
$$

where we denote $\kappa(r, x)=-P(-A(x)(\nabla W * \mu(r)(x)+\nabla V(x)))$. Moreover, $\mu(\cdot)$ is a weak measure solution to (3.1.5) with initial data $\mu_{0}$.

Theorem 3.1.4. Suppose (M1)-(M2) and (NL1)-(NL7) hold true. Let $\mu^{1}(\cdot), \mu^{2}(\cdot)$ be two gradient flows of the energy functional $\mathcal{E}$ with initial data $\mu_{0}^{1}, \mu_{0}^{2}$ respectively, then

$$
\begin{equation*}
d_{W}\left(\mu^{1}(t), \mu^{2}(t)\right) \leq e^{-2 \lambda t} d_{W}\left(\mu_{0}^{1}, \mu_{0}^{2}\right) \tag{3.1.15}
\end{equation*}
$$

for any $t \geq 0$. Moreover, the gradient flow solution is characterized by the system of Evolution Variational Inequalities:

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} d_{W}^{2}(\mu(t), \nu)+\lambda d_{W}^{2}(\mu(t), \nu) \leq \mathcal{E}(\nu)-\mathcal{E}(\mu(t)) \tag{3.1.16}
\end{equation*}
$$

for a.e. $t>0$ and for all $\nu \in \mathcal{P}_{2}(\mathcal{M})$.

## Remarks and connections.

Remark 3.1.5. Recall that for interaction and potential energy on $\mathcal{P}_{2}\left(\mathbb{R}^{d}\right)$, the gradient flow of $\mathcal{E}$ with respect to the usual Euclidean 2-Wasserstein metric would be

$$
\begin{equation*}
\frac{\partial}{\partial t} \mu(t, x)-\operatorname{div}\left(\mu(t, x)\left(\int_{\mathbb{R}^{d}} \nabla W(x-y) d \mu(t, y)+\nabla V(x)\right)\right)=0 \tag{3.1.17}
\end{equation*}
$$

Comparing with (3.1.5), we see that the projection $P_{x}$ is due to the boundary of $\mathcal{M}$ and the mobility $A$ comes from geometry of $\mathcal{M}$.

We define the set of admissible vector fields $\mathfrak{V}$ at $\mu$ to be the set of $L^{2}(\mu)$ sections of $T^{\mathrm{in}} \mathcal{M}$. That is

$$
\begin{equation*}
\mathfrak{V}=\left\{v: \mathcal{M} \rightarrow T \mathcal{M} \mid(\forall x \in \mathcal{M}) v(x) \in T_{x}^{\mathrm{in}} \mathcal{M} \text { and } \int_{\mathcal{M}} g_{x}(v(x), v(x)) d \mu(x)<\infty\right\} \tag{3.1.18}
\end{equation*}
$$

Remark 3.1.6. If we assume that $\mathcal{M}$ has no boundary and we use the Riemannian volume form in defining the probability measures on $\mathcal{M}$, then the gradient flow of $\mathcal{E}$ with respect to the Riemannian 2-Wasserstein metric is

$$
\begin{equation*}
\frac{\partial}{\partial t} \mu(t, x)-\operatorname{div}_{\mathcal{M}}\left(\mu(t, x)\left(\int_{\mathcal{M}} \nabla_{\mathcal{M}} W(x-y) d \mu(t, y)+\nabla_{\mathcal{M}} V(x)\right)\right)=0 \tag{3.1.19}
\end{equation*}
$$

where the divergence and gradient should be understood as the Riemannian divergence and gradient on $\mathcal{M}$, and when test against test functions, it should be integrated against the Riemannian volume form $d \omega(x)$. Writing (3.1.19) in local coordinates, we have

$$
\frac{\partial}{\partial t} \mu(t, x)-\frac{1}{\sqrt{\operatorname{det} G(x)}} \operatorname{div}(\mu(t, x) \sqrt{\operatorname{det} G(x)} A(x)(\nabla W * \mu(t)(x)+\nabla V(x)))=0
$$

where the divergence is the Euclidean divergence now. We note that the equation above can be reduced to the form (3.1.5). Namely the measure $\tilde{\mu}$ defined by $d \tilde{\mu}(t, x)=\sqrt{\operatorname{det} G(x)} d \mu(t, x)$ solves

$$
\frac{\partial}{\partial t} \tilde{\mu}(t, x)-\operatorname{div}\left(\tilde{\mu}(t, x) A(x)\left(\int_{\mathcal{M}} \nabla W(x-y) d \tilde{\mu}(t, y)+\nabla V(x)\right)\right)=0
$$

which is exactly (3.1.5) without the projection $P$. So it is similar to consider the gradient flow of $\mathcal{E}$ under the Riemannian and Euclidean volume form. Consequently, (NL1)-(NL7) also imply the existence of the gradient flow of $\mathcal{E}$ with respect to the Riemannian volume form.

## Outline.

In Section 3.2, we establish some important properties of the functional $\mathcal{E}$ and the manifold $\mathcal{M}$, in particular the lower semicontinuity of $\mathcal{E}$.

In Section 3.3, we give the definition of subdifferential in the manifold context, which is a natural generalization of the subdifferential in the Euclidean setting. We then identify the minimal subdifferential of $\mathcal{E}$ at $\mu$ as

$$
\partial^{o} \mathcal{E}(\mu)=-P_{x}\left(-A(x)\left(\int_{\mathcal{M}} \nabla W(x-y) d \mu(y)+\nabla V(x)\right)\right) .
$$

Section 3.4 is devoted to the JKO scheme. We show that the discrete scheme is well-posed and converges to a locally absolutely continuous curve $\mu(t) \in \mathcal{P}_{2}(\mathcal{M})$. Together with the fact the local slope $|\partial \mathcal{E}|$ is lower semicontinuous, we show that the limit curve $\mu(t)$ is a curve of maximal slope.

In Section 3.5, we establish that the limit curve $\mu(t)$ we get from JKO scheme is actually a gradient flow, thus a weak measure solution to the continuity equation (3.1.5). We then show that geodesic (semi-)convexity of the functional $\mathcal{E}$ implies uniqueness and stability of gradient flow solutions. We remark that the lack of existence of an appropriate flow map due to discontinuity of the velocity fields, makes the proof of differentiability of Wasserstein metric more involved (Lemma 3.5.3).

In Section 3.6, we give some examples of manifolds $(\mathcal{M}, g)$, external and interaction potentials $V, W$ for which $V, w$ are $\lambda$-geodesically convex on $(\mathcal{M}, g)$ and $(\mathcal{M} \times \mathcal{M}, g \times g)$ respectively. These imply that functional $\mathcal{E}$ is gedesically (semi-)convex on $\left(\mathcal{P}_{2}(\mathcal{M}), d_{W}\right)$.

In the last Section 3.7, we present some numerical simulations showing that rolling swarms emerge naturally in biological aggregations in heterogeneous environments.

### 3.2 Some properties of $\mathcal{E}$ and $\mathcal{M}$

In this Section, we show some basic properties of the functionals $\mathcal{V}, \mathcal{W}$ and the manifold $\mathcal{M}$, which we need in the subsequent sections. First, we show the following simple relation between the distances of two points with respect to the Euclidean and Riemannian metric:

Lemma 3.2.1. For any $x, y \in \mathcal{M}$,

$$
\begin{equation*}
\operatorname{dist}^{2}(x, y) \geq \Lambda|x-y|^{2} \tag{3.2.1}
\end{equation*}
$$

Proof. Assume that $\gamma(t)$ is a curve which realizes the Riemannian distance between $x$ and $y$ and $\gamma(0)=x, \gamma(1)=y$, then we have

$$
\operatorname{dist}^{2}(x, y)=\int_{0}^{1} g_{\gamma(t)}\left(\gamma^{\prime}(t), \gamma^{\prime}(t)\right) d t \geq \int_{0}^{1} \Lambda\left\langle\gamma^{\prime}(t), \gamma^{\prime}(t)\right\rangle d t \geq \Lambda|x-y|^{2}
$$

We can now compare the Wasserstein distance under Euclidean and Riemannian metric,
Lemma 3.2.2. For two Borel probability measures $\mu$ and $\nu$, we have

$$
d_{W}^{2}(\mu, \nu) \geq \Lambda d_{W, E u c}^{2}(\mu, \nu)
$$

Proof. Assume that $\gamma$ is the optimal transportation plan between $\mu$ and $\nu$, that is $\gamma \in$ $\Gamma_{o}(\mu, \nu)$. Then

$$
d_{W}^{2}(\mu, \nu)=\int_{\mathcal{M} \times \mathcal{M}} \operatorname{dist}(x, y)^{2} d \gamma(x, y) \geq \Lambda \int_{\mathcal{M} \times \mathcal{M}}|x-y|^{2} d \gamma(x, y) \geq \Lambda d_{W, E u c}^{2}(\mu, \nu)
$$

Now we turn to the properties of $\mathcal{W}$ and $\mathcal{V}$.
Proposition 3.2.3 (Lower semicontinuity of $\mathcal{W})$. Assume (NL1)-(NL4), then

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \mathcal{W}\left(\mu_{n}\right) \geq \mathcal{W}(\mu) \tag{3.2.2}
\end{equation*}
$$

given that $\mu_{n}$ narrowly converge to $\mu$ and $\mu_{n}$ have uniformly bounded second moments.
Proof. By (NL4), $\liminf _{\operatorname{dist}\left(x, x_{0}\right)+\operatorname{dist}\left(y, x_{0}\right) \rightarrow \infty} \frac{W(x-y)}{\operatorname{dist}^{2}\left(x, x_{0}\right)+\operatorname{dist}^{2}\left(y, x_{0}\right)} \geq 0$, for any $\varepsilon>0$, there exists $R>0$ such that

$$
\frac{W(x-y)}{\operatorname{dist}^{2}\left(x, x_{0}\right)+\operatorname{dist}^{2}\left(y, x_{0}\right)}>-\varepsilon
$$

for all $(x, y) \in \mathcal{M} \times \mathcal{M}$ such that $\operatorname{dist}\left(x, x_{0}\right)+\operatorname{dist}\left(y, x_{0}\right) \geq R$. Thus $W(x-y)+$ $\varepsilon\left(\operatorname{dist}^{2}\left(x, x_{0}\right)+\operatorname{dist}^{2}\left(y, x_{0}\right)\right)$ is continuous and bounded from below. By Lemma 5.1.7 from [5], we know

$$
\begin{aligned}
& \liminf _{n \rightarrow \infty} \int_{\mathcal{M} \times \mathcal{M}}\left(W(x-y)+\varepsilon\left(\operatorname{dist}^{2}\left(x, x_{0}\right)+\operatorname{dist}^{2}\left(y, x_{0}\right)\right)\right) d \mu_{n}(x) d \mu_{n}(y) \\
& \quad \geq \int_{\mathcal{M} \times \mathcal{M}}\left(W(x-y)+\varepsilon\left(\operatorname{dist}^{2}\left(x, x_{0}\right)+\operatorname{dist}^{2}\left(y, x_{0}\right)\right)\right) d \mu(x) d \mu(y)
\end{aligned}
$$

which implies

$$
\begin{aligned}
\int_{\mathcal{M} \times \mathcal{M}} W(x-y) d \mu(x) d \mu(y) \leq & \liminf _{n \rightarrow \infty} \int_{\mathcal{M} \times \mathcal{M}} W(x-y) d \mu_{n}(x) d \mu_{n}(y) \\
& +\limsup _{n \rightarrow \infty} \int_{\mathcal{M} \times \mathcal{M}} \varepsilon\left(\operatorname{dist}^{2}\left(x, x_{0}\right)+\operatorname{dist}^{2}\left(y, x_{0}\right)\right) d \mu_{n}(x) d \mu_{n}(y)
\end{aligned}
$$

On the other hand,

$$
\int_{\mathcal{M} \times \mathcal{M}} \varepsilon\left(\operatorname{dist}^{2}\left(x, x_{0}\right)+\operatorname{dist}^{2}\left(y, x_{0}\right)\right) d \mu_{n}(x) d \mu_{n}(y) \leq 2 \varepsilon C
$$

where $C=\sup _{n} \int_{\mathcal{M}} \operatorname{dist}^{2}\left(x, x_{0}\right) d \mu_{n}(x)<\infty$. Taking $\varepsilon \rightarrow 0^{+}$yields

$$
\int_{\mathcal{M} \times \mathcal{M}} W(x-y) d \mu(x) d \mu(y) \leq \liminf _{n \rightarrow \infty} \int_{\mathcal{M} \times \mathcal{M}} W(x-y) d \mu_{n}(x) d \mu_{n}(y) .
$$

For $\mathcal{V}$ the following lower semicontinuity result holds:
Proposition 3.2.4 (Lower semicontinuity of $\mathcal{V}$ ). Assume (NL5)-(NL7), then

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \mathcal{V}\left(\mu_{n}\right) \geq \mathcal{V}(\mu), \tag{3.2.3}
\end{equation*}
$$

given that $\mu_{n}$ narrowly converge to $\mu$ and $\mu_{n}$ have uniform bounded second moments.
The proof is analogous to the proof of lower semicontinuity of $\mathcal{W}$ and we omit it here.
We list some properties and observations about the projection $P$ :

- For any tangent vector field $v$ in $L^{2}(\mu), P v \in \mathfrak{V}$.
- In general for $v, w \in T_{x} \mathcal{M}, P\left(c_{1} v+c_{2} w\right) \neq c_{1} P v+c_{2} P w$ and $g(P v, w) \neq g(v, P w)$.
- For any $v, w \in T_{x} \mathcal{M},|P v-P w|_{g} \leq|v-w|_{g}$.
- $P$ can break the continuity of the velocity field. In particular if $\mu_{n}$ and $\mu$ are absolutely continuous curves in $\mathcal{P}_{2}(\mathcal{M})$ and $v_{n}$ and $v$ are corresponding velocities such that $\mu_{n}(t)$ converges narrowly to $\mu(t)$ then in the Euclidean setting (with no boundary) $v^{n} d \mu^{n}$ converges weakly to $v d \mu$, as was shown in Lemma 2.7 from [28]. However this statement does not hold when boundary is present. Thus we need to use a different method to show the lower semicontinuity of the local slope $|\partial \mathcal{E}|$, which we do that in Theorem 3.4.3.
- Even though $P$ is non-linear and breaks continuity, we still have that: The function $\mathcal{M} \times \mathbb{R}^{d} \ni(x, \xi) \mapsto g_{x}\left(P_{x} \xi, P_{x} \xi\right)$ is lower semicontinuous and for all $x \in \mathcal{M}$, the function $\mathbb{R}^{d} \ni \xi \mapsto g_{x}\left(P_{x} \xi, P_{x} \xi\right)$ is convex. Refer to Proposition 3.4.5 for the proof.


### 3.3 Minimal subdifferential of $\mathcal{E}$

In this Section, we give the definition of subdifferential in the Riemannian geometric setting, which is the natural generalization of the notion in the Euclidean setting. We then identify the minimal subdifferential of $\mathcal{E}$ as $\partial^{\circ} \mathcal{E}(\mu)=-P(-A(\nabla W * \mu+\nabla V))$ and show that it realizes the local slope in the sense that $|\partial \mathcal{E}|(\mu)=\left\|\partial^{\circ} \mathcal{E}(\mu)\right\|_{L^{2}(g, \mu)}$.

In order to define the subdifferential of a functional in the Riemannian setting, we introduce the exponential map on the space of configurations first. Let $\exp _{x}: T_{x} \mathcal{M} \rightarrow \mathcal{M}$
be the exponential map on $\mathcal{M}$. It is understood that the domain of $\exp _{x}$ is actually a subset of $T_{x} \mathcal{M}$ for which the geodesics of appropriate length and direction exists. We note that if $x$ is in the interior of $\mathcal{M}$ then the domain of $\exp _{x}$ is an open neighborhood of 0 , while if $x \in \partial \mathcal{M}$ then the domain of $\exp _{x}$ a subset of $T_{x}^{\mathrm{in}} \mathcal{M}$ and may not be an open neighborhood of 0 even in $T_{x}^{\mathrm{in}} \mathcal{M}$. For example if $\mathcal{M}=B(0,1), g$ is the Euclidean metric, $x=(1,0)$, and $\xi=(0,1)$, then $\xi \in T_{x}^{\text {in }} \mathcal{M}$, but $\exp (t \xi)$ is not defined for any $t \neq 0$. This required us to modify a number of standard arguments so that we do not use the exponential map to generate geodesics. We only use the exponential map to parameterize the geodesics which we know to exist.

By our assumptions on $(\mathcal{M}, g)$ we know that there exists a length minimizing geodesics connecting any two points. The problem is that such geodesics may not be unique. However, by Aumann measurable selection theorem, see [53], geodesics can be selected in a measurable way. More precisely there exists a Borel measurable function $T: \mathcal{M} \times \mathcal{M} \rightarrow T^{\text {in }} \mathcal{M}$ such that for all $x, y \in \mathcal{M}$

$$
\begin{equation*}
\exp _{x}(T(x, y))=y \tag{3.3.1}
\end{equation*}
$$

and such that $\gamma(t)=\exp _{x}(t T(x, y)), t \in[0,1]$ gives a minimal geodesic connecting $x$ and $y$. Note that $g_{x}(T(x, y), T(x, y))=\operatorname{dist}^{2}(x, y)$. Unless otherwise specified, in the remainder of the paper, by $T$ we denote an arbitrary Borel measurable function satisfying the above conditions.

Definition 3.3.1 (Subdifferential). Fix $\mu \in \mathcal{P}_{2}(\mathcal{M})$, a vector field $\xi \in L^{2}(g, \mu)$ is said to be an element of the subdifferential of $\mathcal{E}$ at $\mu$, and we denote as $\xi \in \partial \mathcal{E}(\mu)$, if there exists $T: \mathcal{M} \times \mathcal{M} \rightarrow T \mathcal{M}$ as in (3.3.1) such that

$$
\begin{equation*}
\mathcal{E}(\nu)-\mathcal{E}(\mu) \geq \inf _{\gamma \in \Gamma_{o}(\mu, \nu)} \int_{\mathcal{M} \times \mathcal{M}} g_{x}(\xi(x), T(x, y)) d \gamma(x, y)+o\left(d_{W}(\mu, \nu)\right) \tag{3.3.2}
\end{equation*}
$$

where $\Gamma_{o}(\mu, \nu)$ is the set of optimal plans between $\mu$ and $\nu$ as defined in (3.1.9).
Remark 3.3.2. The definition of the subdifferential applies to general energy functionals $\mathcal{E}$, not only geodesically (semi-)convex ones. For a $\lambda$-geodesically convex energy functional $\mathcal{E}$, if a vector field $\xi \in L^{2}(g, \mu)$ is an element of the subdifferential of $\mathcal{E}$ at $\mu$ then in fact there exists $T: \mathcal{M} \times \mathcal{M} \rightarrow T \mathcal{M}$ as in (3.3.1) such that

$$
\mathcal{E}(\nu)-\mathcal{E}(\mu) \geq \inf _{\gamma \in \Gamma_{o}(\mu, \nu)} \int_{\mathcal{M} \times \mathcal{M}} g_{x}(\xi(x), T(x, y)) d \gamma(x, y)+\frac{\lambda}{2} d_{W}^{2}(\mu, \nu)
$$

This is the case in our problem since the energy functional $\mathcal{E}$ (defined in (2.3.8)) we are interested in is $2 \lambda$-geodesically convex.

We denote the element in $\partial \mathcal{E}(\mu)$ with minimal $L^{2}(g, \mu)$ norm by $\partial^{\circ} \mathcal{E}(\mu)$.

Remark 3.3.3. Notice that Definition 3.3.1 reduces to the usual definition of subdifferential when $g$ is the Euclidean metric. It is straightforward calculation to show that if $\xi \in \partial \mathcal{E}(\mu)$ then

$$
\begin{equation*}
|\partial \mathcal{E}|(\mu) \leq\|\xi\|_{L^{2}(g, \mu)} \tag{3.3.3}
\end{equation*}
$$

where $\|\xi\|_{L^{2}(g, \mu)}^{2}=\int_{\mathcal{M}} g_{x}(\xi(x), \xi(x)) d \mu(x)$.
We now give the following main theorem of this section regarding the existence of subdifferential and the minimal $L^{2}(g, \mu)$ element of the subdifferential.

Theorem 3.3.4. Assume (M1)-(M2), (NL1)-(NL7) hold, then $\partial \mathcal{E}(\mu) \neq \emptyset$ for any $\mu \in$ $\mathcal{P}_{2}(\mathcal{M})$. Moreover the vector field

$$
\begin{equation*}
\kappa(x)=-P_{x}\left(-A(x)\left(\int_{\mathcal{M}} \nabla W(x-y) d \mu(y)+\nabla V(x)\right)\right) \tag{3.3.4}
\end{equation*}
$$

is the unique element of minimal $L^{2}(g, \mu)$-norm in $\partial \mathcal{E}(\mu)$ with

$$
\begin{equation*}
|\partial \mathcal{E}|(\mu)=\|\kappa\|_{L^{2}(g, \mu)} \tag{3.3.5}
\end{equation*}
$$

Remark 3.3.5. To consider interaction potentials $W \in C^{1}\left(\mathbb{R}^{d} \backslash\{0\}\right)$, one needs to notice that $0 \in \partial W(0)$. The proof of the above theorem can be used to show that the minimal subdifferential is

$$
\begin{equation*}
\partial^{o} \mathcal{E}(\mu)=-P\left(-A\left(\partial^{o} W * \mu+\nabla V\right)\right) \tag{3.3.6}
\end{equation*}
$$

where $\partial^{o} W(x)=\nabla W(x)$ if $x \neq 0$ and $\partial^{o} W(0)=0$.
We also remark that while in the definition of subdifferential Definition 3.3.1, we only require (3.3.2) to hold for some measurable choice of $T(x, y)$ and infimum over $\gamma \in \Gamma_{o}(\mu, \nu)$, in the proof we actually show that for any $\gamma \in \Gamma_{o}(\mu, \nu)$ and any measurable selection $T(x, y)$, (3.3.2) holds true with that particular choice of $T(x, y)$ and $\gamma$.

To simplify notations, we denote $\nabla W * \mu(x)=\int_{\mathcal{M}} \nabla W(x-y) d \mu(y)$.
Before proving the theorem, we need the following
Lemma 3.3.6. Let $\xi$ be a vector field in $\mathfrak{V}$ such that there exists $t_{0}>0$ for which $\exp _{x}(t \xi(x)) \in \mathcal{M}$ for all $0 \leq t \leq t_{0}$ and $\mu$-a.e. $x \in \mathcal{M}$. Then

$$
\begin{equation*}
\limsup _{t \rightarrow 0^{+}} \frac{d_{W}\left((\exp (t \xi))_{\sharp} \mu, \mu\right)}{t} \leq\|\xi\|_{L^{2}(g, \mu)}, \tag{3.3.7}
\end{equation*}
$$

where we denote $\exp (t \xi)(x)=\exp _{x}(t \xi(x))$.

Proof of Lemma. For $0 \leq t<t_{0}$, notice that $(i d, \exp (t \xi))_{\sharp} \mu \in \Gamma\left(\mu,(\exp (t \xi))_{\sharp} \mu\right)$, so

$$
\begin{aligned}
d_{W}^{2}\left(\mu,(\exp (t \xi))_{\sharp} \mu\right) & \leq \int_{\mathcal{M}} \operatorname{dist}^{2}\left(x, \exp _{x}(t \xi(x))\right) d \mu(x) \\
& \leq \int_{\mathcal{M}} t^{2} g_{x}(\xi(x), \xi(x)) d \mu(x) .
\end{aligned}
$$

Thus

$$
\limsup _{t \rightarrow 0^{+}} \frac{d_{W}^{2}\left(\mu,(\exp (t \xi))_{\sharp} \mu\right)}{t^{2}} \leq \int_{\mathcal{M}} g_{x}(\xi(x), \xi(x)) d \mu(x) .
$$

We now prove the theorem.
Proof of Theorem. We divide the proof into two steps.
Step 1. $\kappa \in \partial \mathcal{E}(\mu)$. We need to prove that

$$
\int_{\mathcal{M}} g_{x}(\kappa(x), \kappa(x)) d \mu(x)<\infty
$$

and

$$
\mathcal{E}(\nu)-\mathcal{E}(\mu) \geq \inf _{\gamma \in \Gamma_{o}(\mu, \nu)} \int_{\mathcal{M} \times \mathcal{M}} g_{x}(\kappa(x), T(x, y)) d \gamma(x, y)+o\left(d_{W}(\mu, \nu)\right) .
$$

To prove the first claim, note that

$$
\begin{aligned}
& \int_{\mathcal{M}} g_{x}(\kappa(x), \kappa(x)) d \mu(x) \\
& \leq \int_{\mathcal{M}} g(A(x)(\nabla W * \mu(x)+\nabla V(x)), A(x)(\nabla W * \mu(x)+\nabla V(x))) d \mu(x) \\
& =\int_{\mathcal{M}}\langle A(x)(\nabla W * \mu(x)+\nabla V(x)), \nabla W * \mu(x)+\nabla V(x)\rangle d \mu(x) \\
& \leq \int_{\mathcal{M} \times \mathcal{M}}\langle A(x)(\nabla W(x-y)+\nabla V(x)), \nabla W(x-y)+\nabla V(x)\rangle d \mu(y) d \mu(x) \\
& \leq \int_{\mathcal{M} \times \mathcal{M}} C\left(1+\operatorname{dist}^{2}\left(x, x_{0}\right)+\operatorname{dist}^{2}\left(y, x_{0}\right)\right) d \mu(x) d \mu(y) \\
& <\infty .
\end{aligned}
$$

The first inequality above comes from the fact that projection does not increase the length of a vector, while the third inequality holds because $\nabla W$ and $\nabla V$ have linear growth, as shown in (3.1.6) and (3.1.7). The last inequality holds since $\mu$ has finite second moment.

To prove the second claim let $\mu, \nu \in \mathcal{P}_{2}(\mathcal{M}), \gamma \in \Gamma_{o}(\mu, \nu)$ be any optimal plan and $T(x, y)$ be as in (3.3.1). Due to $\lambda$-convexity of $W$ and $V$, for fixed $x_{1}, x_{2}, y_{1}, y_{2} \in \mathcal{M}$ the
function

$$
\begin{align*}
f(t)= & \frac{W\left(\exp _{x_{1}}\left(t T\left(x_{1}, y_{1}\right)\right)-\exp _{x_{2}}\left(t T\left(x_{2}, y_{2}\right)\right)\right)-W\left(x_{1}-x_{2}\right)}{2 t}  \tag{3.3.8}\\
& +\frac{2 V\left(\exp _{x_{2}}\left(t T\left(x_{2}, y_{2}\right)\right)\right)-2 V\left(x_{2}\right)}{2 t}-\frac{\lambda}{2} t \operatorname{dist}^{2}\left(x_{2}, y_{2}\right)-\frac{\lambda}{4} t \operatorname{dist}^{2}\left(\left(x_{1}, x_{2}\right),\left(y_{1}, y_{2}\right)\right)
\end{align*}
$$

is non-decreasing on $[0,1]$, so $f(1) \geq \liminf _{t \rightarrow 0^{+}} f(t)$. We remark here that the fact that the curve $t \mapsto \exp _{x_{1}}\left(t T\left(x_{1}, y_{1}\right)\right)-\exp _{x_{2}}\left(t T\left(x_{2}, y_{2}\right)\right)$ is no longer a geodesic on $(\mathcal{M}, g)$ is the reason why we need to assume (NL2) of $W$, i.e. the $\lambda$-geodesic convexity of $(x, y) \in$ $\mathcal{M} \times \mathcal{M} \mapsto w(x, y)=W(x-y)$ instead of $\lambda$-geodesic convexity of $x \in \mathcal{M} \mapsto W(x)$ as in the Euclidean setting. Note that

$$
\begin{aligned}
& \lim _{t \rightarrow 0^{+}}\left[\frac{W\left(\exp _{x_{1}}\left(t T\left(x_{1}, y_{1}\right)\right)-\exp _{x_{2}}\left(t T\left(x_{2}, y_{2}\right)\right)\right)-W\left(x_{1}-x_{2}\right)}{2 t}\right. \\
& \left.-\frac{\lambda}{2} t \operatorname{dist}^{2}\left(\left(x_{1}, x_{2}\right),\left(y_{1}, y_{2}\right)\right)\right] \\
& =\frac{1}{2}\left\langle\nabla W\left(x_{1}-x_{2}\right), T\left(x_{1}, y_{1}\right)-T\left(x_{2}, y_{2}\right)\right\rangle,
\end{aligned}
$$

and

$$
\lim _{t \rightarrow 0^{+}}\left[\frac{V\left(\exp _{x_{2}}\left(t T\left(x_{2}, y_{2}\right)\right)\right)-V\left(x_{2}\right)}{t}-\frac{\lambda}{2} t \operatorname{dist}^{2}\left(x_{2}, y_{2}\right)\right]=\left\langle\nabla V\left(x_{2}\right), T\left(x_{2}, y_{2}\right)\right\rangle
$$

Then integrating over $d \gamma\left(x_{1}, y_{1}\right) d \gamma\left(x_{2}, y_{2}\right)$ gives

$$
\begin{aligned}
& \mathcal{E}(\nu)-\mathcal{E}(\mu) \\
& =\int_{\mathcal{M} \times \mathcal{M}} \int_{\mathcal{M} \times \mathcal{M}} \frac{W\left(y_{1}-y_{2}\right)+2 V\left(y_{2}\right)-W\left(x_{1}-x_{2}\right)-2 V\left(x_{2}\right)}{2} d \gamma\left(x_{1}, y_{1}\right) d \gamma\left(x_{2}, y_{2}\right) \\
& \geq \int_{\mathcal{M} \times \mathcal{M}} \int_{\mathcal{M} \times \mathcal{M}}\left[\frac{1}{2}\left\langle\nabla W\left(x_{1}-x_{2}\right), T\left(x_{1}, y_{1}\right)-T\left(x_{2}, y_{2}\right)\right\rangle+\left\langle\nabla V\left(x_{2}\right), T\left(x_{2}, y_{2}\right)\right\rangle\right] \\
& d \gamma\left(x_{1}, y_{1}\right) d \gamma\left(x_{2}, y_{2}\right)+\lambda d_{W}^{2}(\mu, \nu) \\
& =\int_{\mathcal{M} \times \mathcal{M}} \int_{\mathcal{M} \times \mathcal{M}}\left\langle\nabla W\left(x_{2}-x_{1}\right)+\nabla V\left(x_{2}\right), T\left(x_{2}, y_{2}\right)\right\rangle d \gamma\left(x_{1}, y_{1}\right) d \gamma\left(x_{2}, y_{2}\right)+\lambda d_{W}^{2}(\mu, \nu) \\
& =\int_{\mathcal{M} \times \mathcal{M}}\left\langle\nabla W * \mu\left(x_{2}\right)+\nabla V\left(x_{2}\right), T\left(x_{2}, y_{2}\right)\right\rangle d \gamma\left(x_{2}, y_{2}\right)+\lambda d_{W}^{2}(\mu, \nu) \\
& =\int_{\mathcal{M} \times \mathcal{M}} g_{x_{2}}\left(A\left(x_{2}\right)\left(\nabla W * \mu\left(x_{2}\right)+\nabla V\left(x_{2}\right)\right), T\left(x_{2}, y_{2}\right)\right) d \gamma\left(x_{2}, y_{2}\right)+\lambda d_{W}^{2}(\mu, \nu) \\
& \geq-\int_{\mathcal{M} \times \mathcal{M}} g_{x_{2}}\left(P_{x_{2}}\left(-A\left(x_{2}\right)\left(\nabla W * \mu\left(x_{2}\right)+\nabla V\left(x_{2}\right)\right)\right), T\left(x_{2}, y_{2}\right)\right) d \gamma\left(x_{2}, y_{2}\right)+\lambda d_{W}^{2}(\mu, \nu) \\
& =\int_{\mathcal{M} \times \mathcal{M}} g_{x_{2}}\left(\kappa\left(x_{2}\right), T\left(x_{2}, y_{2}\right)\right) d \gamma\left(x_{2}, y_{2}\right)+\lambda d_{W}^{2}(\mu, \nu)
\end{aligned}
$$

where the second inequality comes from the fact that: If $x_{2} \notin \partial \mathcal{M}$, by definition of $P_{x_{2}}$ the inequality becomes an equality while if $x_{2} \in \partial \mathcal{M}$, then by definition of $P_{x_{2}}$

$$
\begin{aligned}
& g_{x_{2}}\left(A\left(x_{2}\right)\left(\int_{\mathcal{M}} \nabla W\left(x_{2}-x_{1}\right) d \mu\left(x_{1}\right)+\nabla V\left(x_{2}\right)\right), \xi\right) \\
\geq & g_{x_{2}}\left(-P_{x_{2}}\left(-A\left(x_{2}\right)\left(\int_{\mathcal{M}} \nabla W\left(x_{2}-x_{1}\right) d \mu\left(x_{1}\right)+\nabla V\left(x_{2}\right)\right)\right), \xi\right)
\end{aligned}
$$

for any $\xi \in T_{x_{2}}^{\mathrm{in}} M$, and we notice that $T\left(x_{2}, y_{2}\right) \in T_{x_{2}}^{\mathrm{in}} \mathcal{M}$.
Step 2. $\kappa$ is the element of minimal $L^{2}(g, \mu)$-norm in $\partial \mathcal{E}(\mu)$. By Remark 3.3.3, we only need to show $\|\kappa\|_{L^{2}(g, \mu)} \leq|\partial \mathcal{E}|(\mu)$. Consider first a vector field $\xi$ as in Lemma 3.3.6, i.e. $\xi \in L^{2}(g, \mu)$ and $\exp _{x}(t \xi(x)) \in \mathcal{M}$ for all $x \in \mathcal{M}$ and $0 \leq t \leq t_{0}$,

$$
\begin{aligned}
& \lim _{t \rightarrow 0^{+}} \frac{\mathcal{E}\left(\exp (t \xi)_{\sharp} \mu\right)-\mathcal{E}(\mu)}{t} \\
& =\lim _{t \rightarrow 0^{+}} \frac{1}{2} \int_{\mathcal{M} \times \mathcal{M}} \frac{W\left(\exp _{x}(t \xi(x))-\exp _{z}(t \xi(z))\right)+2 V\left(\exp _{x}(t \xi(x))\right)-W(x-z)-2 V(x)}{t} \\
& d \mu(x) d \mu(z) \\
& =\frac{1}{2} \int_{\mathcal{M} \times \mathcal{M}}\langle\nabla W(x-z), \xi(x)-\xi(z)\rangle+2\langle\nabla V(x), \xi(x)\rangle d \mu(x) d \mu(z) \\
& =\int_{\mathcal{M}}\left\langle\int_{\mathcal{M}} \nabla W(x-z) d \mu(z)+\nabla V(x), \xi(x)\right\rangle d \mu(x) \\
& =\int_{\mathcal{M}}\left\langle A(x)\left(\int_{\mathcal{M}} \nabla W(x-z) d \mu(z)+\nabla V(x)\right), G(x) \xi(x)\right\rangle d \mu(x) \\
& =\int_{\mathcal{M}} g_{x}\left(A(x)\left(\int_{\mathcal{M}} \nabla W(x-y) d \mu(y)+\nabla V(x)\right), \xi(x)\right) d \mu(x)
\end{aligned}
$$

given that we can prove the second equality. Denote $\gamma_{x}(t)=\exp _{x}(t \xi(x))$. By the linear growth condition (3.1.7) on $\nabla V$

$$
\begin{aligned}
\left|V\left(\gamma_{x}(t)\right)-V\left(\gamma_{x}(0)\right)\right| & =\left|\int_{0}^{t}\left\langle\nabla V\left(\gamma_{x}(s)\right), \dot{\gamma}_{x}(s)\right\rangle d s\right| \\
& \leq \int_{0}^{t}\left\langle A\left(\gamma_{x}(s)\right) \nabla V\left(\gamma_{x}(s)\right), \nabla V\left(\gamma_{x}(s)\right)\right\rangle^{\frac{1}{2}}\left\langle G\left(\gamma_{x}(s)\right) \dot{\gamma}_{x}(s), \dot{\gamma}_{x}(s)\right\rangle^{\frac{1}{2}} d s \\
& \leq \int_{0}^{t} C\left(1+\operatorname{dist}\left(\gamma_{x}(s), x\right)\right)|\xi(x)|_{g} d s \\
& \leq \int_{0}^{t} C\left(1+s|\xi(x)|_{g}\right)|\xi(x)|_{g} d s \\
& \leq C\left(1+t_{0}|\xi(x)|_{g}^{2}\right) t
\end{aligned}
$$

Thus

$$
\left|\frac{V\left(\exp _{x}(t \xi(x))\right)-V(x)}{t}\right|=\left|\frac{V\left(\gamma_{x}(t)\right)-V\left(\gamma_{x}(0)\right)}{t}\right| \leq C\left(1+t_{0}|\xi(x)|_{g}^{2}\right) \in L^{1}(g, \mu)
$$

Similarly for $W$, by the linear growth condition (3.1.6) on $\nabla W$,

$$
\begin{aligned}
& \left|W\left(\gamma_{x}(t)-\gamma_{z}(t)\right)-W(x-z)\right| \\
& =\left|\int_{0}^{t}\left\langle\nabla W\left(\gamma_{x}(s)-\gamma_{z}(s)\right), \dot{\gamma}_{x}(s)-\dot{\gamma}_{z}(s)\right\rangle d s\right| \\
& \leq \int_{0}^{t}\left(\left\langle A\left(\gamma_{x}(s)\right) \nabla W\left(\gamma_{x}(s)-\gamma_{z}(s)\right), \nabla W\left(\gamma_{x}(s)-\gamma_{z}(s)\right)\right\rangle^{\frac{1}{2}}\left\langle G\left(\gamma_{x}(s)\right) \dot{\gamma}_{x}(s), \dot{\gamma}_{x}(s)\right\rangle^{\frac{1}{2}}\right. \\
& \left.+\left\langle A\left(\gamma_{z}(s)\right) \nabla W\left(\gamma_{x}(s)-\gamma_{z}(s)\right), \nabla W\left(\gamma_{x}(s)-\gamma_{z}(s)\right)\right\rangle^{\frac{1}{2}}\left\langle G\left(\gamma_{z}(s)\right) \dot{\gamma}_{z}(s), \dot{\gamma}_{z}(s)\right\rangle^{\frac{1}{2}}\right) d s \\
& \leq \int_{0}^{t} C\left(1+\operatorname{dist}\left(\gamma_{x}(s), x\right)+\operatorname{dist}\left(\gamma_{z}(s), z\right)\right)\left(|\xi(x)|_{g}+|\xi(z)|_{g}\right) d s \\
& \leq C\left(1+t_{0}|\xi(x)|_{g}^{2}+t_{0}|\xi(z)|_{g}^{2}\right) t
\end{aligned}
$$

Thus the second equality follows by Lebesgue's dominated convergence theorem.
By the definition of local slope (3.1.10) and Lemma 3.3.6

$$
\begin{align*}
|\partial \mathcal{E}|(\mu)\|\xi\|_{L^{2}(g, \mu)} & \geq|\partial \mathcal{E}|(\mu) \liminf _{t \rightarrow 0^{+}} \frac{\left.d_{W}(\exp (t \xi))_{\sharp} \mu, \mu\right)}{t}  \tag{3.3.9}\\
& \geq-\int_{\mathcal{M}}\left\langle A(x)\left(\int_{\mathcal{M}} \nabla W(x-z) d \mu(z)+\nabla V(x)\right), G(x) \xi(x)\right\rangle d \mu(x) \\
& =\int_{\mathcal{M}} g_{x}\left(-A(x)\left(\int_{\mathcal{M}} \nabla W(x-z) d \mu(z)+\nabla V(x)\right), \xi(x)\right) d \mu(x)
\end{align*}
$$

We need to plug $\xi=-\kappa$ into (3.3.9), however it is possible that there exists $x \in \partial \mathcal{M}$, such that there exists no $t_{0}>0$ with $\exp _{x}(-t \kappa(x)) \in \mathcal{M}$ for all $0 \leq t \leq t_{0}$. Thus we perform the following approximation scheme. For $n \in \mathbb{N}$, denote $\mathcal{M}_{n}=\left\{x \in \mathcal{M}: \operatorname{dist}(x, \partial \mathcal{M})>\frac{1}{n}\right\}$, $B_{n}=\left\{x \in \mathcal{M}: \operatorname{dist}\left(x, x_{0}\right)<n\right\}$ and $n(x)$ the outward normal direction with respect to the Rimmannian metric at $x \in \partial \mathcal{M}$. Define

$$
\xi_{n}(x)= \begin{cases}-\kappa(x) & \text { if } x \in B_{n} \cap \mathcal{M}_{n} \\ -\kappa(x)-\frac{1}{n} n(x) & \text { if } x \in B_{n} \cap \partial \mathcal{M} \\ 0 & \text { Otherwise }\end{cases}
$$

We claim that $\xi_{n}$ satisfies the conditions in Lemma 3.3.6 and $\xi_{n}$ converges to $-\kappa$ in $L^{2}(g, \mu)$. Indeed, it is straightforward to see that $\xi_{n} \in L^{2}(g, \mu)$ and $\xi_{n}$ converges to $-\kappa$ in $L^{2}(g, \mu)$. Since $\kappa$ is continuous in $\mathcal{M}_{n}$ and $B_{n} \Subset \mathcal{M}$, we have $\|\kappa\|_{L^{\infty}(g, \mu)} \leq C(n)$ on $B_{n} \cap \mathcal{M}_{n}$ and thus for $0 \leq t \leq \frac{1}{n C(n)}, \exp _{x}\left(t \xi_{n}(x)\right) \in \mathcal{M}$ for $x \in B_{n} \cap \mathcal{M}_{n}$. For $x \in \overline{B_{n} \cap \partial \mathcal{M}}$, we know $g_{x}\left(\xi_{n}(x), n(x)\right) \leq-\frac{1}{n}$ and $\overline{B_{n} \cap \partial \mathcal{M}}$ is compact, so there exists $\tilde{t}(n)$ such that $\exp _{x}\left(t \xi_{n}(x)\right) \in \mathcal{M}$ for all $0 \leq t \leq \tilde{t}(n)$ and $x \in \overline{B_{n} \cap \partial \mathcal{M}}$. We can take $t_{0}=\min \left\{\frac{1}{n C(n)}, \tilde{t}(n)\right\}$ and $\exp _{x}\left(t \xi_{n}(x)\right) \in \mathcal{M}$ for $0 \leq t \leq t_{0}$ as claimed. Using $\xi_{n}$ in (3.3.9)
yields

$$
\begin{equation*}
|\partial \mathcal{E}|(\mu)\left\|\xi_{n}\right\|_{L^{2}(g, \mu)} \geq \int_{\mathcal{M}} g_{x}\left(-A(x)\left(\int_{\mathcal{M}} \nabla W(x-z) d \mu(z)+\nabla V(x)\right), \xi_{n}(x)\right) d \mu(x) \tag{3.3.10}
\end{equation*}
$$

Since $g_{x}(\xi(x), P \xi(x))=g_{x}(P \xi(x), P \xi(x))$, taking $n \rightarrow \infty$ then gives

$$
\begin{aligned}
|\partial \mathcal{E}|(\mu)\|\kappa\|_{L^{2}(g, \mu)} & \geq \int_{\mathcal{M}} g_{x}\left(-A(x)\left(\int_{\mathcal{M}} \nabla W(x-z) d \mu(z)+\nabla V(x)\right),-\kappa(x)\right) d \mu(x) \\
& =\int_{\mathcal{M}} g_{x}(\kappa(x), \kappa(x)) d \mu(x) .
\end{aligned}
$$

Hence

$$
\begin{equation*}
\|\kappa\|_{L^{2}(g, \mu)} \leq|\partial \mathcal{E}|(\mu), \tag{3.3.11}
\end{equation*}
$$

which completes the proof.

### 3.4 JKO scheme: existence of minimizers and convergence

In this Section, we show the existence of curves of maximal slope with respect to $\mathcal{E}$. The general framework, developed in [5], uses the JKO scheme, which we describe in Subsection 2.2.1. We verify the conditions on the functional $\mathcal{E}$ needed to apply the general existence theorem of [5] to get a curve of maximal slope with respect to the relaxed local slope $\left|\partial^{-} \mathcal{E}\right|$. In order to show that the limit curve is a curve of maximal slope with respect to $|\partial \mathcal{E}|$, we proceed to prove that $\mathcal{P}_{2}(\mathcal{M}) \ni \mu \mapsto \int_{s}^{t}|\partial \mathcal{E}|^{2}(\mu(r)) d r$ is lower semicontinuous with respect to narrow convergence of probability measures.

Recall the definitions of upper gradient in Definition 2.2.1 and curve of maximal slope in Definition 2.2.2. The general strategy of constructing curves of maximal slope is to use the JKO scheme as described in Subsection 2.2.1 from which we now recall some important notions.

Fix a time step $\tau>0$ then $\mu_{\tau}^{k}$ are define iteratively

$$
\begin{equation*}
\mu_{\tau}^{k+1} \in \operatorname{argmin}_{\mu \in \mathcal{P}_{2}(\mathcal{M})}\left[\frac{d_{W}^{2}\left(\mu, \mu_{\tau}^{k}\right)}{2 \tau}+\mathcal{E}(\mu)\right] \tag{3.4.1}
\end{equation*}
$$

with $\mu_{\tau}^{0}=\mu_{0}$. We denote the piecewise constant interpolation by $\mu_{\tau}(\cdot)$. To be more precise, $\mu_{\tau}(0)=\mu_{0}$ and

$$
\begin{equation*}
\mu_{\tau}(t)=\mu_{\tau}^{k+1}, \tag{3.4.2}
\end{equation*}
$$

if $k \tau<t \leq(k+1) \tau$ for $k \geq 0$. In order to show that the existence of minimizer in the minimization problem (3.4.1) and to show the convergence of the interplants $\mu_{\tau}(\cdot)$ (as $\tau \rightarrow 0^{+}$), we need to check the three topological conditions introduced in Subsection 2.2.1. We now recall and check that the conditions hold true for our energy functional $\mathcal{E}$.

- Lower semicontinuity. $\mathcal{E}$ is sequentially lower semicontinuous with respect to narrow convergence of probability measures on $d_{W}$ bounded sets

$$
\sup _{m, n} d_{W}\left(\mu_{m}, \mu_{n}\right)<\infty, \mu_{n} \text { converges narrowly to } \mu \Rightarrow \liminf _{n \rightarrow \infty} \mathcal{E}\left(\mu_{n}\right) \geq \mathcal{E}(\mu)
$$

In Section 3.2 we already show that $\mathcal{E}$ is lower semicontinuous with respect to narrow convergence of probability measures with uniformly bounded second moments.

- Coercivity. There exists $\tau_{*}>0$ and $\mu_{*} \in \mathcal{P}_{2}(\mathcal{M})$ such that

$$
\inf _{\mu \in \mathcal{P}_{2}(\mathcal{M})}\left\{\mathcal{E}(\mu)+\frac{1}{2 \tau_{*}} d_{W}^{2}\left(\mu, \mu_{*}\right)\right\}>-\infty .
$$

To prove coercivity, let $T$ be as in (3.3.1) and consider $x_{0} \in \mathcal{M}$ arbitrary. Then

$$
\begin{aligned}
& \mathcal{E}(\mu)+\frac{1}{2 \tau} d_{W}^{2}\left(\mu, \delta_{x_{0}}\right) \\
& =\int_{\mathcal{M}} V(x) d \mu(x)+\frac{1}{2} \int_{\mathcal{M} \times \mathcal{M}} W(x-y) d \mu(x) d \mu(y)+\frac{1}{2 \tau} \int_{\mathcal{M}} \operatorname{dist}^{2}\left(x, x_{0}\right) d \mu(x) \\
& \geq \int_{\mathcal{M}}\left(V\left(x_{0}\right)+\left\langle\nabla V, T\left(x_{0}, x\right)\right\rangle+\frac{\lambda}{2} \operatorname{dist}^{2}\left(x, x_{0}\right)\right) d \mu(x) \\
& +\int_{\mathcal{M} \times \mathcal{M}} \frac{\lambda}{4} \operatorname{dist}^{2}\left((x, y),\left(x_{0}, x_{0}\right)\right) d \mu(x) d \mu(y)+\frac{1}{2 \tau} \int_{\mathcal{M}} \operatorname{dist}^{2}\left(x, x_{0}\right) d \mu(x) \\
& =\int_{\mathcal{M}}\left(\left(\lambda+\frac{1}{2 \tau}\right) \operatorname{dist}^{2}\left(x_{0}, x\right)+\left\langle\nabla V\left(x_{0}\right), T\left(x_{0}, x\right)\right\rangle+V\left(x_{0}\right)\right) d \mu(x) .
\end{aligned}
$$

Notice that $\left\langle\nabla V\left(x_{0}\right), T\left(x_{0}, x\right)\right\rangle=g_{x_{0}}\left(A\left(x_{0}\right) \nabla V\left(x_{0}\right), T\left(x_{0}, x\right)\right)$ and

$$
g_{x_{0}}\left(T\left(x_{0}, x\right), T\left(x_{0}, x\right)\right)=\operatorname{dist}^{2}\left(x_{0}, x\right),
$$

so for any $\tau>0$ such that $\lambda+\frac{1}{2 \tau}>0$, i.e. for $2 \lambda^{-} \tau<1$, we have

$$
\inf _{\mu \in \mathcal{P}_{2}(\mathcal{M})}\left\{\mathcal{E}(\mu)+\frac{1}{2 \tau} d_{W}^{2}\left(\mu, \delta_{x_{0}}\right)\right\}>-\infty,
$$

which implies coercivity for $\mathcal{E}$.

- Compactness. Every $d_{W}$ bounded set contained in a sublevel of $\mathcal{E}$ is relatively compact with respect to the narrow convergence of probability measures

$$
\begin{gathered}
\text { for }\left(\mu_{n}\right) \subset \mathcal{P}_{2}(\mathcal{M}) \text { with } \sup _{n} \mathcal{E}\left(\mu_{n}\right)<\infty \text { and } \sup _{m, n} d_{W}\left(\mu_{m}, \mu_{n}\right)<\infty, \\
\text { there exists a narrowly convergent subsequence of }\left(\mu_{n}\right) .
\end{gathered}
$$

To check Compactness condition, note that by Prokhorov's theorem, any sequence $\left(\mu_{n}\right) \subset \mathcal{P}_{2}(\mathcal{M})$ such that $\sup _{m, n} d_{W}\left(\mu_{m}, \mu_{n}\right)<\infty, \mu_{n}$ has a narrowly convergent subsequence.

Thus by Lemma 2.2.8 and Proposition 2.2.9, we can show the existence of minimizers of (3.4.1) and convergence of $\mu_{\tau}(\cdot)$.

Lemma 3.4.1 (Existence of the discrete solutions). Suppose ( $\mathcal{M}, g$ ) satisfies assumptions (M1)-(M2) and $W, V$ satisfy (NL1)-(NL7). Then there exists $\tau_{0}>0$ depending only on $V, W$ such that for all $0<\tau<\tau_{0}$ and given $\nu \in \mathcal{P}_{2}(\mathcal{M})$, there exists $\mu_{\infty} \in \mathcal{P}_{2}(\mathcal{M})$ such that

$$
\begin{equation*}
\mathcal{E}\left(\mu_{\infty}\right)+\frac{1}{2 \tau} d_{W}^{2}\left(\nu, \mu_{\infty}\right)=\inf _{\mu \in \mathcal{P}_{2}(\mathcal{M})}\left\{\mathcal{E}(\mu)+\frac{1}{2 \tau} d_{W}^{2}(\nu, \mu)\right\} . \tag{3.4.3}
\end{equation*}
$$

Proposition 3.4.2 (Compactness). There exist a limit curve $\mu \in A C_{\text {loc }}^{2}\left([0, \infty) ; \mathcal{P}_{2}(\mathcal{M})\right)$ and a sequence $\tau_{n} \rightarrow 0^{+}$such that the piecewise constant interpolate $\tilde{\mu}^{n}(\cdot)=\mu_{\tau_{n}}(\cdot)$ defined as in (3.4.2) satisfies that $\tilde{\mu}^{n}(t)$ converges narrowly to $\mu(t)$ for any $t \in[0, \infty)$.

Note that by Lemma 3.2.2 from [5], we actually have a uniform bound on the second moments of $\tilde{\mu}^{n}$ :

$$
\sup _{n, \tau} \int_{\mathcal{M}} \operatorname{dist}^{2}\left(x, x_{0}\right) d \mu_{n}^{\tau}(x)<\infty .
$$

By the general theory developed in [5], the limit curve $\mu(\cdot)$ is a curve of maximal slope with respect to upper gradient $\left|\partial^{-} \mathcal{E}\right|$ defined in (2.2.20). We still need to prove the lower semicontinuity of the slope to show that $\mu(\cdot)$ is a curve of maximal slope with respect to $|\partial \mathcal{E}|$ instead of $\left|\partial^{-} \mathcal{E}\right|$. We denote by $\kappa^{n}(t)$ the minimal subdifferential of $\mathcal{E}$ at $\tilde{\mu}^{n}(t)$. Section 3.3 gives

$$
\begin{equation*}
\kappa^{n}(t, x)=-P_{x}\left(-A(x)\left(\int_{\mathcal{M}} \nabla W(x-y) d \tilde{\mu}^{n}(t, y)+\nabla V(x)\right)\right) . \tag{3.4.4}
\end{equation*}
$$

Theorem 3.4.3 (Lower semicontinuity of local slope). Assume that (M1)-(M2) and (NL1)(NL7) hold true, then the metric slope of the piecewise constant interpolate $\tilde{\mu}^{n}$ satisfies that for a.e. $t>0$,

$$
\liminf _{n \rightarrow \infty}|\partial \mathcal{E}|^{2}\left(\tilde{\mu}^{n}(t)\right) \geq|\partial \mathcal{E}|^{2}(\mu(t))
$$

Remark 3.4.4. By Fatou's lemma, for any $T>0$

$$
\begin{aligned}
\liminf _{n \rightarrow \infty} \int_{0}^{T}|\partial \mathcal{E}|^{2}\left(\tilde{\mu}^{n}(t)\right) d t & \geq \int_{0}^{T} \liminf _{n \rightarrow \infty}|\partial \mathcal{E}|^{2}\left(\tilde{\mu}^{n}(t)\right) d t \\
& \geq \int_{0}^{T}|\partial \mathcal{E}|^{2}(\mu(t)) d t
\end{aligned}
$$

In the case $\partial \mathcal{M}=\emptyset$ and $W \in C^{1}\left(\mathbb{R}^{d} \backslash\{0\}\right)$, the lower semicontinuity of local slope can be proved as in Lemma 2.7 from [28]. In the proof below, we allow that $\partial \mathcal{M} \neq \emptyset$.

In the case $\partial \mathcal{M} \neq \emptyset$, the argument in [28] does not work because the projection $P$ breaks the continuity and thus $\kappa^{n} d \mu^{n}$ does not necessarily converge narrowly to $\kappa d \mu$. However, the following useful observation holds:

Proposition 3.4.5. The function $\mathcal{M} \times \mathbb{R}^{d} \ni(x, \xi) \mapsto g_{x}\left(P_{x} \xi, P_{x} \xi\right)$ is lower semicontinuous. For all $x \in \mathcal{M}$, the function $\mathbb{R}^{d} \ni \xi \mapsto g_{x}\left(P_{x} \xi, P_{x} \xi\right)$ is convex.

Proof of Proposition. We first prove the lower semincontinuity property. Assume $\lim _{k \rightarrow \infty} x^{k}=$ $x$ and $\lim _{k \rightarrow \infty} \xi^{k}=\xi$. If $\left\{x^{k}\right\}_{k=1}^{\infty} \subset \dot{\mathcal{M}}$ then

$$
\begin{aligned}
g_{x}(P \xi, P \xi) & \leq g_{x}(\xi, \xi) \\
& =\lim _{k \rightarrow \infty} g_{x^{k}}\left(\xi^{k}, \xi^{k}\right) \\
& =\lim _{k \rightarrow \infty} g_{x^{k}}\left(P \xi^{k}, P \xi^{k}\right)
\end{aligned}
$$

So lower semicontinuity is verified for $x \in \mathcal{M}$, since for such $x$ and any $\lim _{k \rightarrow \infty} x^{k}=x$, $x^{k} \in \mathcal{M}$ for all $k$ large enough. For $x \in \partial \mathcal{M}$, due to the fact above, it is enough to consider the case that $x^{k} \in \partial \mathcal{M}$ for all $k$. Let $\left\{e_{1}, \ldots, e_{d}\right\}$ be a continuous orthonormal basis of $T \mathcal{M}$ near $x$, such that on $\partial \mathcal{M}, e_{d}=\vec{n}$ where $\vec{n}$ is the unit outer normal vector with respect to the inner product $g$. We expand $\xi^{k}$ in this basis: $\xi^{k}=\sum_{i}^{d} \xi_{i}^{k} e_{i}\left(x^{k}\right)$. Then $P \xi^{k}=\sum_{i=1}^{d-1} \xi_{i}^{k} e_{i}\left(x^{k}\right)+\left(\xi_{d}^{k}\right)^{-} e_{d}\left(x^{k}\right)$ for $x^{k} \in \partial \mathcal{M}$. By the continuity of $g$ and smoothness of $\mathcal{M}$, we have $\lim _{k \rightarrow \infty} \xi_{i}^{k}=\xi_{i}$ for all $1 \leq i \leq d$, thus

$$
\begin{aligned}
\lim _{k \rightarrow \infty} g_{x^{k}}\left(P \xi^{k}, P \xi^{k}\right) & =\lim _{k \rightarrow \infty}\left[\sum_{i=1}^{d-1}\left(\xi_{i}^{k}\right)^{2}+\left(\left(\xi_{d}^{k}\right)^{-}\right)^{2}\right] \\
& =\sum_{i=1}^{d-1} \xi_{i}^{2}+\left(\xi_{d}^{-}\right)^{2} \\
& =g_{x}(P \xi, P \xi)
\end{aligned}
$$

We now turn to the convexity property. Similarly for $x \in \mathcal{M}$, since $P_{x} \xi=\xi$ for all $\xi \in \mathbb{R}^{d}$, it is straightforward to check that $\xi \mapsto g_{x}(\xi, \xi)$ is convex. So we assume $x \in \partial \mathcal{M}$. For any $\xi^{1}, \xi^{2} \in \mathbb{R}^{d}$, and $0 \leq \theta \leq 1$ we need to show that
$g_{x}\left(P_{x}\left((1-\theta) \xi^{1}+\theta \xi^{2}\right), P_{x}\left((1-\theta) \xi^{1}+\theta \xi^{2}\right)\right) \leq(1-\theta) g_{x}\left(P_{x} \xi^{1}, P_{x} \xi^{1}\right)+\theta g_{x}\left(P_{x} \xi^{2}, P_{x} \xi^{2}\right)$.

Note that we only need to check that for the last coordinate, that is we only need to prove that

$$
\left(\left((1-\theta) \xi_{d}^{1}+\theta \xi_{d}^{2}\right)^{-}\right)^{2} \leq(1-\theta)\left(\left(\xi_{d}^{1}\right)^{-}\right)^{2}+\theta\left(\left(\xi_{d}^{2}\right)^{-}\right)^{2}
$$

which is a direct consequence of the fact that $f(x)=\left(x^{-}\right)^{2}$ is a convex function. The proposition is proved.

We now start to prove the lower semicontinuity of local slope

Proof of Theorem. Since $\kappa$ is the minimal subdifferential, be Remark 3.3.3 and Theorem 3.3.4, we only need to prove

$$
\liminf _{n \rightarrow \infty} \int_{\mathcal{M}} g\left(\kappa^{n}(t, x), \kappa^{n}(t, x)\right) d \tilde{\mu}^{n}(t, x) \geq \int_{\mathcal{M}} g(\kappa(t, x), \kappa(t, x)) d \mu(t, x) .
$$

Note that the non-negative function $\mathcal{M} \times \mathbb{R}^{d} \ni(x, \xi) \mapsto g_{x}\left(P_{x} \xi, P_{x} \xi\right)$ satisfies the lower semicontinuity and convexity property. By Proposition 6.42 from [53], we know that for all $(x, \xi) \in \mathcal{M} \times \mathbb{R}^{d}$,

$$
g_{x}\left(P_{x} \xi, P_{x} \xi\right)=\sup _{i \in \mathbb{N}}\left\{a_{i}(x)+b_{i}(x) \xi\right\}
$$

for some bounded continuous functions $a_{i}, b_{i}$. A similar argument to one in Lemma 2.7 of [28] gives that $\nabla W * \mu^{n}$ converges narrowly to $\nabla W * \mu$. Thus for any $i \in \mathbb{N}$,

$$
\begin{aligned}
& \liminf _{n \rightarrow \infty} \int_{\mathcal{M}} g_{x}\left(\kappa^{n}(t, x), \kappa^{n}(t, x)\right) d \tilde{\mu}^{n}(t, x) \\
& =\liminf _{n \rightarrow \infty} \int_{\mathcal{M}} g_{x}\left(P\left(-\nabla W * \tilde{\mu}^{n}(t, x)-\nabla V(x)\right), P\left(-\nabla W * \tilde{\mu}^{n}(t, x)-\nabla V(x)\right)\right) d \tilde{\mu}^{n}(t, x) \\
& \geq \liminf _{n \rightarrow \infty} \int_{\mathcal{M}}\left(a_{i}(x)-b_{i}(x)\left(\nabla W * \tilde{\mu}^{n}(t)(x)+\nabla V(x)\right)\right) d \tilde{\mu}^{n}(t, x) \\
& =\int_{\mathcal{M}}\left(a_{i}(x)-b_{i}(x)(\nabla W * \mu(t)(x)+\nabla V(x))\right) d \mu(t, x) .
\end{aligned}
$$

Taking supremum over $i \in \mathbb{N}$ and using Lebesgue's monotone convergence theorem then gives

$$
\begin{aligned}
& \liminf _{n \rightarrow \infty} \int_{\mathcal{M}} g\left(\kappa^{n}(t, x), \kappa^{n}(t, x)\right) d \tilde{\mu}^{n}(t, x) \\
& \geq \sup _{i \in \mathbb{N}} \int_{\mathcal{M}}\left(a_{i}(x)-b_{i}(x)(\nabla W * \mu(t)(x)+\nabla V(x))\right) d \mu(t, x) \\
& =\int_{\mathcal{M}} g(\kappa(t, x), \kappa(t, x)) d \mu(t, x) .
\end{aligned}
$$

Lemma 3.4.6. Let $\mu \in A C_{l o c}\left(0,+\infty ; \mathcal{P}_{2}(\mathcal{M})\right)$ and $v(t)$ be its tangent velocity field defined in Lemma 3.5.1. Then for almost every $t \geq 0$

$$
\begin{equation*}
\frac{d}{d t} \mathcal{E}(\mu(t))=\int_{\mathcal{M}} g_{x}(\kappa(t, x), v(t, x)) d \mu(t, x) \tag{3.4.5}
\end{equation*}
$$

Proof. Since $\kappa(t) \in \partial \mathcal{E}(\mu(t))$ (by Theorem 3.3.4), we know that

$$
\mathcal{E}(\mu(t+h)) \geq \mathcal{E}(\mu(t))+\int_{M \times M} g_{x}(\kappa(t, x), T(x, y)) d \gamma_{t}^{h}(x, y)+o\left(d_{W}(\mu(t), \mu(t+h))\right) .
$$

For $h>0$

$$
\begin{aligned}
\lim _{h \rightarrow 0^{+}} \frac{\mathcal{E}(\mu(t+h))-\mathcal{E}(\mu(t))}{h} & \geq \lim _{h \rightarrow 0^{+}} \int_{\mathcal{M} \times \mathcal{M}} g_{x}\left(\kappa(t, x), \frac{T(x, y)}{h}\right) d \gamma_{t}^{h}(x, y) \\
& =\lim _{h \rightarrow 0^{+}} \int_{\mathcal{M}} g_{x}\left(\kappa(t, x), \int_{\mathcal{M}} \frac{T(x, y)}{h} d \nu_{x}^{h}(y)\right) d \mu(t, x) \\
& =\int_{\mathcal{M}} g_{x}(\kappa(t, x), v(t, x)) d \mu(t, x) .
\end{aligned}
$$

Similarly, for $h<0$, we have

$$
\lim _{h \rightarrow 0^{-}} \frac{\mathcal{E}(\mu(t+h))-\mathcal{E}(\mu(t))}{h} \leq \int_{\mathcal{M}} g_{x}(\kappa(t, x), v(t, x)) d \mu(t, x) .
$$

Note that the function $t \rightarrow \mathcal{E}(\mu(t))$ is non-increasing and thus differentiable for a.e. $t>0$. Hence

$$
\frac{d}{d t} \mathcal{E}(\mu(t))=\int_{\mathcal{M}} g_{x}(\kappa(t, x), v(t, x)) d \mu(t, x)
$$

for a.e. $t>0$ as desired.

Note that by (4.2.3), we get

$$
\begin{align*}
\frac{d}{d t} \mathcal{E}(\mu(t)) & =\int_{\mathcal{M}} g_{x}(\kappa(t, x), v(t, x)) d \mu(t, x) \\
& \leq\|\kappa(t)\|_{L^{2}(g, \mu(t))}\|v(t)\|_{L^{2}(g, \mu(t))}  \tag{3.4.6}\\
& =|\partial \mathcal{E}|(\mu(t))\left|\mu^{\prime}\right|(t) .
\end{align*}
$$

Theorem 3.4.7 (Existence of curves of maximal slope). Suppose ( $\mathcal{M}, g$ ) satisfies (M1)(M2) and $W, V$ satisfy (NL1)-(NL7). Then there exists at least one curve of maximal slope for the functional $\mathcal{E}$, i.e., there exists $\mu \in A C_{l o c}\left([0, \infty) ; \mathcal{P}_{2}(\mathcal{M})\right)$ such that for all $T \geq 0$

$$
\begin{equation*}
\mathcal{E}\left(\mu_{0}\right) \geq \mathcal{E}(\mu(T))+\frac{1}{2} \int_{0}^{T}\left|\mu^{\prime}\right|^{2}(t) d t+\frac{1}{2} \int_{0}^{T}|\partial \mathcal{E}|^{2}(\mu(t)) d t \tag{3.4.7}
\end{equation*}
$$

Proof. We know that $\mu \mapsto \mathcal{E}(\mu)$ and $\mu \mapsto|\partial \mathcal{E}|(\mu)$ are lower semicontinuous with respect to the narrow convergence. Since $|\partial \mathcal{E}|=\left|\partial^{-} \mathcal{E}\right|$, in order to apply Theorem 2.2.10 (i.e. Theorem 2.3.3 from [5]) to get existence of curves of maximal slope satisfying (3.4.7), we only need to show that $\mathcal{P}_{2}(\mathcal{M}) \ni \mu \mapsto|\partial \mathcal{E}|(\mu)$ is a strong upper gradient of $\mathcal{E}$, according to Definition 2.2.1.

To show that, consider $\mu \in A C_{\text {loc }}\left(0,+\infty ; \mathcal{P}_{2}(\mathcal{M})\right)$. We first show that $\mathcal{E}(\mu(\cdot))$ is also locally absolutely continuous. We note that by the linear growth conditions on $\nabla V$ (3.1.7) and $\nabla W$ (3.1.6), $|V(x)-V(y)| \leq C(1+\operatorname{dist}(x, y)) \operatorname{dist}(x, y)$ and $\mid W(x-z)-W(y-$ $w) \mid \leq C(1+\operatorname{dist}(x, y)+\operatorname{dist}(z, w))(\operatorname{dist}(x, y)+\operatorname{dist}(z, w))$. Then for $0 \leq s<t<\infty$ and
$\gamma \in \Gamma_{o}(\mu(t), \mu(s))$ an optimal plan,

$$
\begin{align*}
|\mathcal{E}(\mu(t))-\mathcal{E}(\mu(s))| & \leq \int_{\mathcal{M} \times \mathcal{M}} C(1+\operatorname{dist}(x, y)) \operatorname{dist}(x, y) d \gamma(x, y)  \tag{3.4.8}\\
& \leq C\left(1+d_{W}(\mu(t), \mu(s)) d_{W}(\mu(t), \mu(s)) .\right.
\end{align*}
$$

Thus $\mathcal{E}(\mu(t))$ is locally absolutely continuous since $\mu(t)$ is locally absolutely continuous in $\left(\mathcal{P}_{2}(\mathcal{M}), d_{W}\right)$. Then by consequence of the chain rule (3.4.6), we have

$$
\frac{d}{d t} \mathcal{E}(\mu(t)) \leq|\partial \mathcal{E}|(\mu(t))\left|\mu^{\prime}\right|(t)
$$

Thus for any $0<s \leq t<+\infty$, we can integrate to get (2.2.9) and $|\partial \mathcal{E}|(\cdot)$ is a strong upper gradient for $\mathcal{E}$.

### 3.5 Existence of the gradient flow

In this Section, we first show that locally absolutely continuous curves in $\mathcal{P}_{2}(\mathcal{M})$ with respect to $d_{W}$ are solutions to continuity equations in the sense of distributions. Furthermore velocities are in $L^{2}(g, \mu)$ and belonging to the tangent space to the set of configurations. We then prove the existence of gradient flow and the stability property of the gradient flow.

Lemma 3.5.1. Let $\mu(\cdot)$ be an absolutely continuous curve in $\mathcal{P}_{2}(\mathcal{M})$ and $\gamma_{t}^{h}$ be an optimal plan between $\mu(t)$ and $\mu(t+h)$, i.e. $\gamma_{t}^{h} \in \Gamma_{o}(\mu(t), \mu(t+h))$. Denote the disintegration of $\gamma_{t}^{h}$ with respect to $\mu(t)$ by $\nu_{x}^{h}$, then $\int_{\mathcal{M}} \frac{T(x, y)}{h} d \nu_{x}^{h}(y)$ converges weakly in $L^{2}(g, \mu(t))$ to a vector field $v(t, x)$ for a.e. $t>0$ such that $(\mu(\cdot), v)$ satisfy the continuity equation

$$
\begin{equation*}
\frac{\partial}{\partial t} \mu(t, x)+\operatorname{div}(\mu(t, x) v(t, x))=0 \tag{3.5.1}
\end{equation*}
$$

in the sense of distributions, i.e., test against $\phi \in C_{c}^{\infty}([0, \infty) \times \mathcal{M})$, and among all vector fields such that (4.2.1) holds, and $v$ has minimal $L^{2}(g, \mu)$-norm with

$$
\begin{equation*}
\int_{\mathcal{M}} g(v(t, x), v(t, x)) d \mu(t, x)=\left|\mu^{\prime}\right|^{2}(t) \tag{3.5.2}
\end{equation*}
$$

for a.e. $t>0$.
Proof. For the existence of a unique minimal $L^{2}(g, \mu(t))$-norm vector field $v(t)$ such that $\mu(t)$ satisfies (3.5.1) and (3.5.2), we refer to Theorem 2.29 from [4]. For a fixed $t>0$ such that the metric derivative $\left|\mu^{\prime}\right|(t)$ exists, we now show that such $v(t)$ is given by the limit of
$\int_{\mathcal{M}} \frac{T(x, y)}{h} d \nu_{x}^{h}(y)$. Note that

$$
\begin{aligned}
& \int_{\mathcal{M}} g_{x}\left(\int_{\mathcal{M}} \frac{T(x, y)}{h} d \nu_{x}^{h}(y), \int_{\mathcal{M}} \frac{T(x, y)}{h} d \nu_{x}^{h}(y)\right) d \mu(t, x) \\
& \leq \int_{\mathcal{M} \times \mathcal{M}} g_{x}\left(\frac{T(x, y)}{h}, \frac{T(x, y)}{h}\right) d \nu_{x}^{h}(y) d \mu(t, x) \\
& =\int_{\mathcal{M} \times \mathcal{M}} g_{x}\left(\frac{T(x, y)}{h}, \frac{T(x, y)}{h}\right) d \gamma_{t}^{h}(x, y) \\
& =\frac{1}{h^{2}} d_{W}^{2}(\mu(t), \mu(t+h)) .
\end{aligned}
$$

Since $\mu(t)$ is absolutely continuous, we know that $\frac{1}{h^{2}} d_{W}^{2}(\mu(t), \mu(t+h)) \leq C(t)$ uniformly in $h$ for some constant $C$. Thus, uniformly in $h$, we have

$$
\int_{\mathcal{M}} g_{x}\left(\int_{\mathcal{M}} \frac{T(x, y)}{h} d \nu_{x}^{h}(y), \int_{\mathcal{M}} \frac{T(x, y)}{h} d \nu_{x}^{h}(y)\right) d \mu(t, x) \leq C(t) .
$$

So there exist a vector field $\tilde{v}(t, x)$ and a sequence $\left\{h_{n}\right\}$ such that $\int_{\mathcal{M}} \frac{T(x, y)}{h_{n}} d \nu_{x}^{h_{n}}(y)$ converges weakly in $L^{2}(g, \mu(t, x))$ to $\tilde{v}$ as $h_{n} \rightarrow 0$. We claim that

$$
\lim _{n \rightarrow \infty} \frac{\int_{\mathcal{M}} \phi(t, x) d \mu\left(t+h_{n}, x\right)-\int_{\mathcal{M}} \phi(t, x) d \mu(t, x)}{h_{n}}=\int_{\mathcal{M}} g_{x}(\nabla \phi(t, x), \tilde{v}(t, x)) d \mu(t, x),
$$

for a.e. $t>0$ and for any $\phi \in C_{c}^{\infty}\left([0, \infty) \times \mathbb{R}^{n}\right)$.
Indeed, for the left-hand side we know,

$$
\begin{aligned}
& \frac{\int_{\mathcal{M}} \phi(t, x) d \mu\left(t+h_{n}, x\right)-\int_{\mathcal{M}} \phi(t, x) d \mu(t, x)}{h_{n}} \\
& =\frac{1}{h_{n}} \int_{\mathcal{M} \times \mathcal{M}}(\phi(t, y)-\phi(t, x)) d \gamma_{t}^{h_{n}}(x, y) \\
& =\frac{1}{h_{n}} \int_{\mathcal{M} \times \mathcal{M}}\langle\nabla \phi(t, x), T(x, y)\rangle d \gamma_{t}^{h_{n}}(x, y)+o\left(h_{n}\right) \\
& =\int_{\mathcal{M}}\left\langle\nabla \phi(t, x), \int_{\mathcal{M}} \frac{T(x, y)}{h_{n}} d \nu_{x}^{h_{n}}(y)\right\rangle d \mu(t, x)+o\left(h_{n}\right) \\
& =\int_{\mathcal{M}} g_{x}\left(A(x) \nabla \phi(t, x), \int_{\mathcal{M}} \frac{T(x, y)}{h_{n}} d \nu_{x}^{h_{n}}(y)\right) d \mu(t, x)+o\left(h_{n}\right)
\end{aligned}
$$

Since $A(x) \nabla \phi(t, x) \in L^{2}(g, \mu(t))$ and $\int_{\mathcal{M}} \frac{T(x, y)}{h_{n}} d \nu_{x}^{h_{n}}(y)$ converges weakly in $L^{2}(g, \mu(t))$ to $\tilde{v}(t, x)$, we get

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \frac{\int_{\mathcal{M}} \phi(t, x) d \mu\left(t+h_{n}, x\right)-\int_{\mathcal{M}} \phi(t, x) d \mu(t, x)}{h_{n}} & =\int_{\mathcal{M}} g_{x}(A(x) \nabla \phi(t, x), \tilde{v}(t, x)) d \mu(t, x) \\
& =\int_{\mathcal{M}}\langle\nabla \phi(t, x), \tilde{v}(t, x)\rangle d \mu(t, x) .
\end{aligned}
$$

Since $\mu(t)$ satisfies (4.2.1) with respect to the vector field $v$, we know that

$$
\lim _{h \rightarrow 0} \frac{\int_{\mathcal{M}} \phi(t, x) d \mu(t+h, x)-\int_{\mathcal{M}} \phi(t, x) d \mu(t, x)}{h}=\int_{\mathcal{M}} g_{x}(\nabla \phi(t, x), v(t, x)) d \mu(t, x),
$$

for a.e. $t>0$. Thus $\int_{\mathcal{M}} g_{x}(\nabla \phi(t, x), v(t, x)-\tilde{v}(t, x)) d \mu(t, x)=0$ for a.e. $t>0$ and $\mu(t)$ satisfies (4.2.1) with respect to $\tilde{v}(t)$. Now notice that

$$
\begin{aligned}
& \int_{\mathcal{M}} g_{x}(\tilde{v}(t, x), \tilde{v}(t, x)) d \mu(t, x) \\
& \leq \lim _{n \rightarrow \infty} \int_{\mathcal{M}} g_{x}\left(\int_{\mathcal{M}} \frac{T(x, y)}{h_{n}} d \nu_{x}^{h_{n}}(y), \int_{\mathcal{M}} \frac{T(x, y)}{h_{n}} d \nu_{x}^{h_{n}}(y)\right) d \mu(t, x) \\
& \leq \lim _{n \rightarrow \infty} \frac{1}{h_{n}^{2}} d_{W}^{2}\left(\mu(t), \mu\left(t+h_{n}\right)\right) \\
& =\left|\mu^{\prime}\right|^{2}(t)=\int_{\mathcal{M}} g_{x}(v(t, x), v(t, x)) d \mu(t, x) .
\end{aligned}
$$

Together with the minimal $L^{2}(g, \mu(t))$-norm property of $v$, we have $\tilde{v}(t)=v(t)$. Since for any $h_{n} \rightarrow 0$ such that $\lim _{n \rightarrow \infty} \int_{\mathcal{M}} \frac{T(x, y)}{h_{n}} d \nu_{x}^{h_{n}}(y)$ converges weakly in $L^{2}(g, \mu(t))$, the weak limit is the same $v(t)$, we have $\int_{\mathcal{M}} \frac{T(x, y)}{h} d \nu_{x}^{h}(y)$ converges weakly in $L^{2}(g, \mu(t))$ to $v(t, x)$. The lemma is proved.

Recall from Chapter 2 we call $v(t)$ is the tangent velocity field of $\mu(\cdot)$, now we can define gradient flow by

Definition 3.5.2 (Gradient flows). A locally absolutely continuous curve $[0, \infty) \ni t \mapsto$ $\mu(t) \in \mathcal{P}_{2}(\mathcal{M})$ is a gradient flow with respect to $\mathcal{E}$ if for a.e. $t>0$

$$
\begin{equation*}
v(t) \in-\partial \mathcal{E}(\mu(t)), \tag{3.5.3}
\end{equation*}
$$

where $v(t)$ is the tangent velocity field for $\mu(t)$.
We now show the proof of Theorem 3.1.3
Proof of Theorem 3.1.3. By the chain rule (3.4.5)

$$
\frac{d}{d t} \mathcal{E}(\mu(t))=\int_{\mathcal{M}} g_{x}(\kappa(t, x), v(t, x)) d \mu(t, x),
$$

for a.e. $t>0$, where $v(t)$ is the tangent velocity field for the curve $\mu(t)$. The fact that $\mu(\cdot)$ is a curve of maximal slope implies

$$
\begin{equation*}
\frac{d}{d t} \mathcal{E}(\mu(t)) \leq-\frac{1}{2} \int_{\mathcal{M}} g_{x}(v(t, x), v(t, x)) d \mu(t, x)-\frac{1}{2} \int_{\mathcal{M}} g_{x}(\kappa(t, x), \kappa(t, x)) d \mu(t, x) . \tag{3.5.4}
\end{equation*}
$$

Combining with (3.4.5) implies $v(t, x)=-\kappa(t, x)$ for a.e. $t>0$. Also since $\partial^{\circ} \mathcal{E}(\mu(t))=$ $-\kappa(t, x),(3.1 .13)$ is true. Togather with the fact that $\mathcal{E}(\mu)(\cdot)$ is locally absolutely continuous by (3.4.8), we integrate to get (3.1.14). The characterization of the subdifferential of
$\mathcal{E}$ of Theorem 3.3.4 implies that $\mu(t)$ is a gradient flow of $\mathcal{E}$. Then by Lemma 3.5.1, $\mu(\cdot)$ is a weak measure solution to (3.1.5) with initial data $\mu_{0}$.

We now focus on proving Theorem 3.1.4, that is that $\lambda$-convexity of $\mathcal{E}$ implies the stability of the gradient flow. We first establish the following lemma:

Lemma 3.5.3. Let $\mu(t)$ be a locally absolutely continuous curve in $\mathcal{P}_{2}(\mathcal{M})$ with tangent velocity $v$, then for a.e. $t>0$,

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} d_{W}^{2}(\mu(t), \nu)=-\int_{\mathcal{M} \times \mathcal{M}} g_{x}(v(t, x), T(x, y)) d \gamma_{t}(x, y) \tag{3.5.5}
\end{equation*}
$$

for any fixed $\nu \in \mathcal{P}_{2}(\mathcal{M})$ and $\gamma_{t} \in \Gamma_{o}(\mu(t), \nu)$ an optimal plan.
Proof of Lemma. We first notice that the function $t \mapsto d_{W}^{2}(\mu(t), \nu)$ is differentiable for a.e. $t>0$ since $t \mapsto \mu(t)$ is locally absolutely continuous in $\left(\mathcal{P}_{2}(\mathcal{M}), d_{W}\right)$. In the rest of the proof, we assume that we are working on $t>0$ such that the function $s \mapsto \frac{1}{2} d_{W}^{2}(\mu(s), \nu)$ is differentiable at $t$. In the case $v$ is locally Lipschitz in space and $\mathcal{M}$ has no boundary then using the flow map with velocity field $v$, similar arguments as in [115, 45] imply (3.5.5). However, in our case, we need to deal with the fact that since $v$ is not continuous the flow map is not readily available and furthermore that a geodesic in direction $v$ may not exist at the boundary. We divide the proof into two steps.
Step 1. Consider the case that $\mu(t), \nu$ have compact support for all $t>0$. To show (3.5.5) we modify the arguments of Theorem 8.4.7 from [5]. An issue is that, as in the proof of Theorem 3.3.4, there may exist $x \in \partial \mathcal{M}$ such that there exists no $t>0$ for which $\exp _{x}(t v(x)) \in \mathcal{M}$ exists. To deal with this problem we use the following approximations. For $h \in \mathbb{R}$ with $|h|$ small, define

$$
v_{h}(t, x)= \begin{cases}v(t, x), & \text { if } x \in B\left(\frac{1}{|h|}\right) \cap \mathcal{M}_{|h|} \\ v(t, x)-h n(x), & \text { if } x \in B\left(\frac{1}{|h|}\right) \cap \partial \mathcal{M} \\ 0, & \text { otherwise. }\end{cases}
$$

It is direct to check that $v_{h}$ converges to $v$ in $L^{2}(g, \mu(t))$. For fixed $h \in \mathbb{R}$, same argument as in the proof of Theorem 3.3.4 shows that there exists $C(h)>0$ such that $\exp _{x}\left(t h v_{h}(t, x)\right)$ exists for all $0 \leq t \leq C(h)$ and $x \in \mathcal{M}$. Thus there exists a function $f$ such that $\lim _{h \rightarrow 0} f(h)=0$ and $\exp _{x}\left(h v_{f(h)}(t, x)\right) \in \mathcal{M}$ for all $x \in \mathcal{M}$. We claim that for a.e. $t>0$

$$
\begin{equation*}
\lim _{h \rightarrow 0} \frac{d_{W}^{2}\left(\left(\exp \left(h v_{f(h)}\right)\right)_{\sharp} \mu(t), \mu(t+h)\right)}{h^{2}}=0 . \tag{3.5.6}
\end{equation*}
$$

Indeed, if the claim is true, then for a.e. $t>0$, we know that $d_{W}^{2}(\mu(t), \nu)$ is differentiable and

$$
\begin{aligned}
\frac{d}{d t} d_{W}^{2}(\mu(t), \nu) & =\lim _{h \rightarrow 0} \frac{d_{W}^{2}(\mu(t+h), \nu)-d_{W}^{2}(\mu(t), \nu)}{h} \\
& =\lim _{h \rightarrow 0} \frac{d_{W}^{2}\left(\left(\exp \left(h v_{f(h)}\right)\right)_{\sharp} \mu(t), \nu\right)-d_{W}^{2}(\mu(t), \nu)}{h}
\end{aligned}
$$

Since $\left(\exp \left(h v_{f(h)}\right), i d\right)_{\sharp} \gamma_{t} \in \Gamma\left(\exp \left(h v_{f(h)}\right)_{\sharp} \mu(t), \nu\right)$, we get

$$
d_{W}^{2}\left(\left(\exp \left(h v_{f(h)}\right)\right)_{\sharp} \mu(t), \nu\right) \leq \int_{\mathcal{M} \times \mathcal{M}} \operatorname{dist}^{2}\left(\exp _{x}\left(h v_{f(h)}(t, x)\right), y\right) d \gamma_{t}(x, y)
$$

Recall that by the first variation formula, for any $x, y \in \mathcal{M}$, denote

$$
\begin{equation*}
D(x, y)=\left\{v \in T_{x} \mathcal{M}: \exp _{x}(t v) \in \mathcal{M} \forall t \in[0,1], \exp _{x}(v)=y, g_{x}(v, v)=\operatorname{dist}^{2}(x, y)\right\} \tag{3.5.7}
\end{equation*}
$$

then

$$
\lim _{h \rightarrow 0^{+}} \frac{\operatorname{dist}^{2}\left(\exp _{x}(h \xi), y\right)-\operatorname{dist}^{2}(x, y)}{h}=\min \left\{-2 g_{x}(\xi, v): v \in D(x, y)\right\}
$$

So taking $h \rightarrow 0^{+}$and using the Lebesgue's dominated convergence theorem yields

$$
\begin{aligned}
\frac{d^{+}}{d t} d_{W}^{2}(\mu(t), \nu) & \leq \lim _{h \rightarrow 0^{+}} \frac{1}{h} \int_{\mathcal{M} \times \mathcal{M}}\left(\operatorname{dist}^{2}\left(\exp _{x}\left(h v_{f(h)}(t, x)\right), y\right)-\operatorname{dist}^{2}(x, y)\right) d \gamma_{t}(x, y) \\
& \leq-2 \int_{\mathcal{M} \times \mathcal{M}} g_{x}(v(t, x), T(x, y)) d \gamma_{t}(x, y)
\end{aligned}
$$

Similarly, taking $h \rightarrow 0^{-}$gives

$$
\frac{d^{-}}{d t} d_{W}^{2}(\mu(t), \nu) \geq-2 \int_{\mathcal{M} \times \mathcal{M}} g_{x}(v(t, x), T(x, y)) d \gamma_{t}(x, y)
$$

Thus we have

$$
\frac{1}{2} \frac{d}{d t} d_{W}^{2}(\mu(t), \nu)=-\int_{\mathcal{M} \times \mathcal{M}} g_{x}(v(t, x), T(x, y)) d \gamma_{t}(x, y)
$$

for a.e. $t>0$.
We now prove the claim. It is enough to show that

$$
\begin{equation*}
\lim _{h \rightarrow 0} \int_{\mathcal{M} \times \mathcal{M}} \frac{1}{h^{2}} \operatorname{dist}^{2}\left(\exp _{x}\left(h v_{f(h)}(t, x)\right), y\right) d \gamma_{t}^{h}(x, y)=0 \tag{3.5.8}
\end{equation*}
$$

where $\gamma_{t}^{h} \in \Gamma_{o}(\mu(t), \mu(t+h))$. Since $\mu(t)$ has compact support for all $t>0$, we only need to show (3.5.8) for compact subsets of $\mathcal{M}$, i.e., to show

$$
\lim _{h \rightarrow 0} \int_{K \times K} \frac{1}{h^{2}} \operatorname{dist}^{2}\left(\exp _{x}\left(h v_{f(h)}(t, x)\right), y\right) d \gamma_{t}^{h}(x, y)=0
$$

for any compact subset $K \Subset \mathcal{M}$. On $K$, we have that the sectional curvature is bounded from below say by $-k$, then by rescaling, we may assume the constant for the lower bounded of sectional curvature is -1 . By the comparison theorem, refer to [94] Theorem 79, we have

$$
\begin{aligned}
& \cosh \left[\operatorname{dist}\left(\exp _{x}\left(h v_{f(h)}(t, x)\right), y\right)\right] \\
& \leq \cosh [\operatorname{dist}(x, y)] \cosh \left[h\left|v_{f(h)}(t, x)\right|_{g}\right]-\sinh [\operatorname{dist}(x, y)] \sinh \left[h\left|v_{f(h)}(t, x)\right|_{g}\right] \cos \alpha
\end{aligned}
$$

where $\alpha$ is angle between $v_{f(h)}(t, x)$ and $T(x, y)$, i.e., $\cos \alpha=\frac{g_{x}\left(v_{f(h)}(t, x), T(x, y)\right)}{\operatorname{dist}(x, y)\left|v_{f(h)}(t, x)\right|_{g}}$. Note that

$$
\cosh [z]=1+\frac{1}{2} z^{2}+O\left(z^{4}\right)
$$

and

$$
\sinh [z]=z+O\left(z^{3}\right)
$$

Expanding cosh, sinh in the comparison formula, we have

$$
\begin{aligned}
& 1+\frac{1}{2} \operatorname{dist}^{2}\left(\exp _{x}\left(h v_{f(h)}(t, x)\right), y\right) \\
& \leq \cosh \left[\operatorname{dist}\left(\exp _{x}\left(h v_{f(h)}(t, x)\right), y\right)\right] \\
& \leq 1+\frac{1}{2} \operatorname{dist}^{2}(x, y)+\frac{1}{2} h^{2}\left|v_{f(h)}(t, x)\right|_{g}^{2}-h \operatorname{dist}(x, y)\left|v_{f(h)}(t, x)\right|_{g} \cos \alpha \\
& +O\left(h^{3}\right)+O\left(\operatorname{dist}^{3}(x, y)\right)
\end{aligned}
$$

Thus

$$
\begin{aligned}
& \lim _{h \rightarrow 0} \int_{K \times K} \frac{1}{h^{2}} \operatorname{dist}^{2}\left(\exp _{x}\left(h v_{f(h)}(t, x)\right), y\right) d \gamma_{t}^{h}(x, y) \\
& \leq \lim _{h \rightarrow 0} \int_{K \times K}\left(\frac{1}{h^{2}} \operatorname{dist}^{2}(x, y)-\frac{2}{h} \operatorname{dist}(x, y)\left|v_{f(h)}(t, x)\right|_{g} \cos \alpha+\left|v_{f(h)}(t, x)\right|_{g}^{2}\right. \\
& +o(h)) d \gamma_{t}^{h}(x, y) \\
& =\lim _{h \rightarrow 0} \int_{K \times K}\left(\frac{1}{h^{2}} \operatorname{dist}^{2}(x, y)-2 g_{x}\left(\frac{T(x, y)}{h}, v_{f(h)}(t, x)\right)+\left|v_{f(h)}(t, x)\right|_{g}^{2}\right) d \gamma_{t}^{h}(x, y) \\
& =\lim _{h \rightarrow 0} \int_{K \times K} g_{x}\left(\frac{T(x, y)}{h}-v_{f(h)}(t, x), \frac{T(x, y)}{h}-v_{f(h)}(t, x)\right) d \gamma_{t}^{h}(x, y)=0
\end{aligned}
$$

Step 2. (3.5.5) holds for general $\mu(t), \nu \in \mathcal{P}_{2}(\mathcal{M})$. To show that, we need to perform the same approximation as in the proof of Theorem 23.9 from [115], which requires that notion of dynamical coupling, refer to [115]. Here we sketch the approximation and argument, let $A_{k}=\left\{\gamma: \sup _{t} \operatorname{dist}(z, \gamma(t)) \leq k\right\}$, where $\gamma$ is a random curve $\gamma:[0,1] \rightarrow \mathcal{M}$ and $e_{t}$ is the evaluation map $e_{t}(\gamma)=\gamma(t)$. Define $\mu^{k}(t)=\left(e_{t}\right)_{\sharp} \Pi_{k}$ where $\Pi_{k}(d \gamma)=\frac{\chi_{\gamma \in A_{k}} \Pi(d \gamma)}{\Pi\left(A_{k}\right)}$
and $\Pi$ is a probability measure on the action minimizing curves. Denote $Z_{k}=\Pi\left(A_{k}\right)$ then $Z_{k} \uparrow 1, Z_{k} \mu^{k}(t) \uparrow \mu(t)$ as $k \rightarrow \infty$. For each $k \mu^{k}$ solves

$$
\begin{equation*}
\frac{\partial \mu^{k}(t)}{\partial t}+\operatorname{div}\left(\mu^{k}(t) v(t)\right)=0 \tag{3.5.9}
\end{equation*}
$$

and $\mu^{n}(t)$ has compact support in $B(z, k)$. So by Step 1 ,

$$
\frac{1}{2} \frac{d}{d t} d_{W}^{2}\left(\mu^{k}(t), \nu^{k}\right)=-\int_{\mathcal{M} \times \mathcal{M}} g_{x}(v(t, x), T(x, y)) d \gamma_{t}^{k}(x, y)
$$

Since $d_{W}^{2}\left(\mu^{k}(t), \nu^{k}\right)$ is locally absolutely continuous, integrating gives

$$
\begin{equation*}
\frac{d_{W}^{2}\left(\mu^{k}(t), \nu^{k}\right)}{2}=\frac{d_{W}^{2}\left(\mu^{k}(0), \nu^{k}\right)}{2}-\int_{0}^{t} \int_{\mathcal{M} \times \mathcal{M}} g_{x}(v(s, x), T(x, y)) d \gamma_{s}^{k}(x, y) d s \tag{3.5.10}
\end{equation*}
$$

We only need to take $k \rightarrow \infty$. By the proof of Theorem 23.9 from [115], $d_{W}\left(\mu^{k}(t), \mu(t)\right)=0$ and we only need to check
$\lim _{k \rightarrow \infty} \int_{0}^{t} \int_{\mathcal{M} \times \mathcal{M}} g_{x}(v(s, x), T(x, y)) d \gamma_{s}^{k}(x, y) d s=\int_{0}^{t} \int_{\mathcal{M} \times \mathcal{M}} g_{x}(v(s, x), T(x, y)) d \gamma_{s}(x, y) d s$.
Notice that

$$
\begin{aligned}
& \left|\int_{\mathcal{M} \times \mathcal{M}} g_{x}(v(s, x), T(x, y)) d \gamma_{s}^{k}(x, y)\right| \\
& \leq\left(\int_{\mathcal{M} \times \mathcal{M}} \operatorname{dist}^{2}(x, y) d \gamma_{s}^{k}(x, y)\right)^{\frac{1}{2}}\left(\int_{\mathcal{M} \times \mathcal{M}} g_{x}(v(s, x), v(s, x)) d \gamma_{s}^{k}(x, y)\right)^{\frac{1}{2}} \\
& \leq d_{W}\left(\mu^{k}(s), \nu^{k}\right)\left(\frac{1}{Z_{k}} \int_{\mathcal{M}} g_{x}(v(s, x), v(s, x)) d \mu^{k}(s, x)\right)^{\frac{1}{2}} \\
& \leq C\left(\int_{\mathcal{M}} g_{x}(v(s, x), v(s, x)) d \mu(s, x)\right)^{\frac{1}{2}}
\end{aligned}
$$

and $\int_{\mathcal{M}} g_{x}(v(s, x), v(s, x)) d \mu(s, x) \in L^{1}([0, t])$. It is then sufficient to prove that for a.e. $s \in(0, t)$

$$
\begin{equation*}
\int_{\mathcal{M} \times \mathcal{M}} g_{x}(v(s, x), T(x, y)) d \gamma_{s}^{k}(x, y) \rightarrow \int_{\mathcal{M} \times \mathcal{M}} g_{x}(v(x, s), T(x, y)) d \gamma_{s}(x, y) . \tag{3.5.11}
\end{equation*}
$$

Since

$$
\begin{aligned}
& \int_{\mathcal{M} \times \mathcal{M}}\left|g_{x}(v(s, x), T(x, y))\right| d\left|\gamma_{s}^{k}-\gamma_{s}\right|(x, y) \\
& \leq\left(\int_{\mathcal{M} \times \mathcal{M}} g_{x}(v(s, x), v(s, x)) d\left|\gamma_{s}^{k}-\gamma_{s}\right|(x, y)\right)^{\frac{1}{2}}\left(\int_{\mathcal{M} \times \mathcal{M}} \operatorname{dist}^{2}(x, y) d\left|\gamma_{s}^{k}-\gamma_{s}\right|(x, y)\right)^{\frac{1}{2}} \\
& \leq C d_{W}(\mu(s), \nu)\left(\int_{\mathcal{M}} g_{x}(v(s, x), v(s, x)) d\left|\mu^{k}(s)-\mu(s)\right|(x)\right)^{\frac{1}{2}}
\end{aligned}
$$

and

$$
\begin{aligned}
& \int_{\mathcal{M}} g_{x}(v(s, x), v(s, x)) d\left|\mu^{k}(s)-\mu(s)\right|(x) \\
& \leq\left(Z_{k}^{-1}-1\right) \int_{\mathcal{M}} g_{x}(v(s, x), v(s, x)) d \mu(s, x) \\
& +Z_{k}^{-1} \int_{\mathcal{M}} g_{x}(v(s, x), v(s, x)) d\left|Z_{k} \mu^{k}(s)-\mu(s)\right|(x) \\
& \leq\left(Z_{k}^{-1}-1\right) \int_{\mathcal{M}} g_{x}(v(s, x), v(s, x)) d \mu(s, x)+Z_{k}^{-1} \int_{e_{s}(S) \backslash e_{s}\left(A_{k}\right)} g_{x}(v(s, x), v(s, x)) d \mu(s, x) \\
& \leq\left(Z_{k}^{-1}-1\right) \int_{\mathcal{M}} g_{x}(v(s, x), v(s, x)) d \mu(s, x)+Z_{k}^{-1} \int_{S \backslash A_{k}} g_{\gamma(s)}(v(s, \gamma(s)), v(s, \gamma(s)) d \Pi(\gamma),
\end{aligned}
$$

we know

$$
\lim _{k \rightarrow \infty} \int_{\mathcal{M} \times \mathcal{M}}\left|g_{x}(v(s, x), T(x, y))\right| d\left|\gamma_{s}^{k}-\gamma_{s}\right|(x, y)=0
$$

Thus (3.5.11) holds true. Take $k \rightarrow \infty$ in (3.5.10) then gives (3.5.5).
We now prove Theorem 3.1.4.
Proof of Theorem 3.1.4. Let $\kappa^{1} \in \partial^{o} \mathcal{E}\left(\mu^{1}(t)\right), \kappa^{2} \in \partial^{o} \mathcal{E}\left(\mu^{2}(t)\right)$ be the minimal subdifferentials and $v^{1}, v^{2}$ be the tangent velocities of the absolutely continuous curves $\mu^{1}(\cdot), \mu^{2}(\cdot)$ respectively. Also denote by $\gamma_{t}, \tilde{\gamma}_{t} \in \Gamma_{o}\left(\mu^{1}(t), \mu^{2}(t)\right)$ optimal transportation plans between $\mu^{1}(t)$ and $\mu^{2}(t)$ such that the subdifferential property hold for $\mu^{1}(t)$ and $\mu^{2}(t)$ with respect to $\gamma_{t}$ and $\tilde{\gamma}_{t}$ respectively, i.e.

$$
\begin{equation*}
\mathcal{E}\left(\mu^{2}(t)\right) \geq \mathcal{E}\left(\mu^{1}(t)\right)+\int_{\mathcal{M} \times \mathcal{M}} g\left(\kappa^{1}(t, x), T(x, y)\right) d \gamma_{t}(x, y)+\lambda d_{W}^{2}\left(\mu^{1}(t), \mu^{2}(t)\right), \tag{3.5.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{E}\left(\mu^{1}(t)\right) \geq \mathcal{E}\left(\mu^{2}(t)\right)+\int_{\mathcal{M} \times \mathcal{M}} g\left(\kappa^{2}(t, y), T(y, x)\right) d \tilde{\gamma}_{t}(x, y)+\lambda d_{W}^{2}\left(\mu^{1}(t), \mu^{2}(t)\right) . \tag{3.5.13}
\end{equation*}
$$

By Lemma 4.3.4 from [5] and Lemma 3.5.3 we have

$$
\begin{aligned}
\frac{d}{d t} d_{W}^{2}\left(\mu^{1}(t), \mu^{2}(t)\right) & \leq-2 \int_{\mathcal{M} \times \mathcal{M}} g\left(v^{1}(t, x), T(x, y)\right) d \gamma_{t}(x, y)+g\left(v^{2}(t, y), T(y, x)\right) d \tilde{\gamma}_{t}(x, y) \\
& =2 \int_{\mathcal{M} \times \mathcal{M}} g\left(\kappa^{1}(t, x), T(x, y)\right) d \gamma(x, y)+g\left(\kappa^{2}(t, y), T(y, x)\right) d \tilde{\gamma}_{t}(x, y) \\
& \leq-4 \lambda d_{W}^{2}\left(\mu^{1}(t), \mu^{2}(t)\right) .
\end{aligned}
$$

We can use Gronwall's inequality to get,

$$
d_{W}\left(\mu^{1}(t), \mu^{2}(t)\right) \leq e^{-2 \lambda t} d_{W}\left(\mu_{0}^{1}, \mu_{0}^{2}\right)
$$

(3.1.15) is proved.

Now we turn to the relationship between gradient flow and system of evolution variational inequalities. If $\mu(\cdot)$ is a gradient flow with respect to $\mathcal{E}$, by Lemma 3.5.3

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t} d_{W}^{2}(\mu(t), \nu) & =-\int_{\mathcal{M} \times \mathcal{M}} g_{x}(v(t, x), T(x, y)) d \gamma_{t}(x, y) \\
& =\int_{\mathcal{M} \times \mathcal{M}} g_{x}(\kappa(t, x), T(x, y)) d \gamma_{t}(x, y) \\
& \leq \mathcal{E}(\nu)-\mathcal{E}(\mu(t))-\lambda d_{W}^{2}(\mu(t), \nu)
\end{aligned}
$$

for a.e. $t>0$ and $\gamma_{t} \in \Gamma_{o}(\mu(t), \nu)$, which implies the system of evolution variational inequalities.
If $\mu(\cdot)$ satisfies the system of evolution variational inequalities (3.1.16), then

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t} d_{W}^{2}(\mu(t), \nu) & =-\int_{\mathcal{M} \times \mathcal{M}} g_{x}(v(t, x), T(x, y)) d \gamma_{t}(x, y) \\
& \leq \mathcal{E}(\nu)-\mathcal{E}(\mu(t))-\lambda d_{W}^{2}(\mu(t), \nu)
\end{aligned}
$$

By the definition of subdifferential of $\mathcal{E}$, we know that $v(t) \in-\partial \mathcal{E}(\mu(t))$ for a.e. $t>0$, and thus $\mu(\cdot)$ is a gradient flow with respect to $\mathcal{E}$.
Thus gradient flow is characterized by the system of evolution variational inequalities.

## 3.6 $\lambda$-geodesic convexity of $\mathcal{E}$

In this Section, we present the details on obtaining conditions on $g, W, V$ to guarantee $\lambda$-geodesic convexity of $\mathcal{W}, \mathcal{V}$ and thus $\mathcal{E}$. We also give some examples of Riemannian manifolds $(\mathcal{M}, g)$, on which we derive explicit conditions on $W, V$ for $\mathcal{E}$ to be $\lambda$-geodesically convex. In particular we consider examples which explore how far can the conditions for $\lambda$-convexity be extended. Let us also mention that the general conditions when only the external potential, $V$, is present follow from the work of Sturm [101], who studied them together with internal energy.

We first show that conditions (NL2) and (NL5) imply the geodesic (semi-)convexity of $\mathcal{W}$ and $\mathcal{V}$ respectively. For any $\mu, \nu \in \mathcal{P}_{2}(\mathcal{M})$ and $\mu(t)$ a constant speed geodesic connecting them,

$$
\mu(t)=\left(\gamma_{t}\right)_{\sharp} \pi \text { for some } \pi \in \Gamma_{o}(\mu, \nu),
$$

where for any $x, y \in \mathcal{M}, \gamma_{t}$ is some constant speed minimal geodesic on $\mathcal{M}$ connecting them,
see [39] and reference therein for details. Then by (NL2)

$$
\begin{aligned}
\mathcal{W}(\mu(t)) & =\frac{1}{2} \int_{\mathcal{M} \times \mathcal{M}} W(x-y) d \mu(t, x) d \mu(t, y) \\
& =\frac{1}{2} \int_{\mathcal{M} \times \mathcal{M}} \int_{\mathcal{M} \times \mathcal{M}} W\left(\gamma_{t}(x, z)-\gamma_{t}(y, w)\right) d \pi(x, z) d \pi(y, w) \\
& \leq \frac{1}{2} \int_{\mathcal{M} \times \mathcal{M}} \int_{\mathcal{M} \times \mathcal{M}}((1-t) W(x-y)+t W(z-w) \\
& \left.-\frac{\lambda}{2} t(1-t) \operatorname{dist}^{2}((x, y),(z, w))\right) d \pi(x, z) d \pi(y, w) \\
& =(1-t) \mathcal{W}(\mu)+t \mathcal{W}(\nu)-\frac{\lambda}{2} t(1-t) d_{W}^{2}(\mu, \nu) .
\end{aligned}
$$

Similarly for $\mathcal{V}$, by (NL5)

$$
\mathcal{V}(\mu(t)) \leq(1-t) \mathcal{V}(\mu)+t \mathcal{V}(\nu)-\frac{\lambda}{2} t(1-t) d_{W}^{2}(\mu, \nu)
$$

Thus $\mathcal{W}$ is $2 \lambda$-geodesically convex, $\mathcal{V}$ is $\lambda$-geodesically convex and $\mathcal{E}$ is $2 \lambda$-geodesically convex (i.e. $\mathcal{E}$ is geodesically (semi-)convex with convexity constant $2 \lambda$ ).

We now turn to more detailed investigation of conditions for geodesic convexity. By Proposition 9.1.3 of [5] it is sufficient to verify the convexity along geodesics starting at absolutely continuous measure, $\mu$. We derive the general formula of $\frac{d^{2}}{d t^{2}} \mathcal{E}(\mu(t))$ for $\mu(t)$ geodesics in $\mathcal{P}_{2}(\mathcal{M})$ with $\mu(0)=\mu$. By [82, 39, 115], we know that geodesics starting from $\mu$ in $\mathcal{P}_{2}(\mathcal{M})$ are of the form

$$
\mu(t)=\left(F_{t}\right)_{\sharp \mu}
$$

where $F_{t}(x)=\exp _{x}(t \nabla \phi)$ is the geodesic on $\mathcal{M}$. We write $x_{t}=F_{t}(x)$, for simplicity. By definition of push forward of measures and recalling $w(x, y)=W(x-y)$,

$$
\begin{equation*}
\mathcal{E}(\mu(t))=\mathcal{W}(\mu(t))+\mathcal{V}(\mu(t))=\frac{1}{2} \int_{\mathcal{M} \times \mathcal{M}} w\left(x_{t}, y_{t}\right) d \mu(x) d \mu(y)+\int_{\mathcal{M}} V\left(x_{t}\right) d \mu(x) . \tag{3.6.1}
\end{equation*}
$$

Since $x_{t}$ and $y_{t}$ are geodesics on $\mathcal{M},\left(x_{t}, y_{t}\right)$ is a geodesic on the product manifold $\mathcal{M} \times \mathcal{M}$. When $W, V$ are twice differentiable direct computation shows:

$$
\begin{align*}
\frac{d^{2}}{d t^{2}} \mathcal{E}(\mu(t))= & \int_{\mathcal{M}} \operatorname{Hess}_{\mathcal{M}} V\left(x_{t}\right)\left(\dot{x}_{t}, \dot{x}_{t}\right) d \mu(x)  \tag{3.6.2}\\
& +\frac{1}{2} \int_{\mathcal{M} \times \mathcal{M}} \operatorname{Hess}_{\mathcal{M} \times \mathcal{M}} w\left(x_{t}, y_{t}\right)\left(\dot{x}_{t}, \dot{y}_{t}\right)\left(\dot{x}_{t}, \dot{y}_{t}\right) d \mu(x) d \mu(y)
\end{align*}
$$

where $\operatorname{Hess}_{\mathcal{M}}, \operatorname{Hess}_{\mathcal{M} \times \mathcal{M}}$ are Hessian on $(\mathcal{M}, g)$ and $(\mathcal{M} \times \mathcal{M}, g \times g)$. So to verify convexity it suffices to show that there exists $\lambda \in \mathbb{R}$ such that for all vector fields $\dot{x}_{t}$ as above that

$$
\frac{d^{2}}{d t^{2}} \mathcal{E}(\mu(t)) \geq \lambda \int_{\mathcal{M}} g_{x(t)}\left(\dot{x}_{t}, \dot{x}_{t}\right) d \mu(x)
$$

So in general, $\lambda$-geodesic convexity of $V$ on $(\mathcal{M}, g)$ and $w$ on $(\mathcal{M} \times \mathcal{M}, g \times g)$ implies $\lambda$ geodesic convexity of $\mathcal{E}$. Actually, by [101], the potential energy $\mathcal{V}$ is $\lambda$-geodesic convex if and only if $\operatorname{Hess}_{\mathcal{M}} V \geq \lambda g$. Since $\mathcal{M}$ is a subset of $\mathbb{R}^{d}$ and $w(x, y)=W(x-y)$, we can expand $\frac{d^{2}}{d t^{2}} \mathcal{E}(\mu(t))$ in local coordinates,

$$
\begin{align*}
\frac{d^{2}}{d t^{2}} \mathcal{E}(\mu(t))= & \frac{1}{2} \int_{\mathcal{M} \times \mathcal{M}}\left(\operatorname{Hess} W\left(x_{t}, y_{t}\right)\left(\dot{x}_{t}, \dot{y}_{t}\right)\left(\dot{x}_{t}, \dot{y}_{t}\right)\right. \\
& \left.+\sum_{k, i, j} \frac{\partial W}{\partial z_{k}}\left(x_{t}-y_{t}\right)\left(-\Gamma_{i j}^{k}\left(x_{t}\right)\left(\dot{x}_{t}\right)_{i}\left(\dot{x}_{t}\right)_{j}+\Gamma_{i j}^{k}\left(y_{t}\right)\left(\dot{y}_{t}\right)_{i}\left(\dot{y}_{t}\right)_{j}\right)\right) d \mu(x) d \mu(y)  \tag{3.6.3}\\
& +\int_{\mathcal{M}}\left(\operatorname{Hess} V\left(x_{t}\right)\left(\dot{x}_{t}, \dot{y}_{t}\right)+\sum_{k, i, j} \frac{\partial V}{\partial z_{k}}\left(x_{t}\right)(-1) \Gamma_{i j}^{k}\left(x_{t}\right)\left(\dot{x}_{t}\right)_{i}\left(\dot{x}_{t}\right)_{j}\right) d \mu(x),
\end{align*}
$$

where $\Gamma_{i j}^{k}$ are the Christoffel symbols on $(\mathcal{M}, g)$. This verifies the simple conditions we give in Section 3.1. Indeed, Hess $\mathcal{M}_{\mathcal{M}} V_{i j}=\operatorname{Hess} V_{i j}-\frac{\partial V}{\partial z_{k}} \Gamma_{i j}^{k}$ and $\Gamma_{i j}^{k}=\frac{1}{2} A_{k m}\left(\frac{\partial G_{m i}}{\partial x_{j}}+\frac{\partial G_{m j}}{\partial x_{i}}-\frac{\partial G_{i j}}{\partial x_{m}}\right)$, the formula (3.6.3) allows us to conclude:

- If $(\mathcal{M}, g)$ is geodesically convex and compact with $G \in C^{1}(\mathcal{M})$, then any $V \in$ $C^{2}(\mathcal{M})$ is $\lambda$-geodesically convex and $W \in C^{2}\left(\mathbb{R}^{d}\right)$ is $\lambda$-geodesically convex. Indeed, Hess $V_{i j}, \nabla V$ and $\Gamma_{i j}^{k}$ are bounded on $\mathcal{M}$, so $\operatorname{Hess}_{\mathcal{M}} V \geq C I_{d} \geq \tilde{C} G$ for all $x \in \mathcal{M}$.
- If $g$ is $C^{1}$ bounded from below with bounded first derivative, and $V \in C^{2}(\mathcal{M})$ with bounded first and second derivative, then $V$ is $\lambda$-geodesically convex on $(\mathcal{M}, g)$.
- If $g$ is $C^{1}$ bounded from below and $V \in C^{2}(\mathcal{M})$ with Hess $V \geq c I_{d}$ such that $\Gamma_{i j}^{k} \frac{\partial V}{\partial z_{k}}$ is bounded from above on $\mathcal{M}$, then $V$ is $\lambda$-geodesically convex.

One obtains similar conditions on $W$ :

- If $g$ is $C^{1}$ bounded from below with bounded first derivative, and $W \in C^{2}(\mathcal{M})$ with bounded first and second derivative, then $w(x, y)=W(x-y)$ is $\lambda$-geodesically convex on $(\mathcal{M} \times \mathcal{M}, g \times g)$.
- If $(\mathcal{M}, g)$ is geodesically convex and compact with $g \in C^{1}(\mathcal{M})$, then for any $W$ twice differentiable with Hess $W(y) \geq-c I_{d}$ for all $y \in \mathcal{M}-\mathcal{M}=\left\{x^{1}-x^{2}: x^{1} \in \mathcal{M}, x^{2} \in\right.$ $\mathcal{M}\}$ and some constant $c>0$. Note that since $\mathcal{M}$ is compact, $g \in C^{1}(\mathcal{M})$ and $W$ twice differentiable imply there exist constants $c_{1}>0, c_{2}>0$ such that $c_{1} I_{d} \leq G(x) \leq \frac{1}{c_{1}} I_{d}$, $\left|\frac{\partial}{\partial x_{k}} G_{i j}\right| \leq \frac{1}{c_{1}}$ and $|\nabla W(y)| \leq c_{2}$ for all $x \in \mathcal{M}$ and $y \in \mathcal{M}-\mathcal{M}, w$ is $\lambda$-geodesically convex on $(\mathcal{M} \times \mathcal{M}, g \times g)$. In particular, for any $W \in C^{2}\left(\mathbb{R}^{d}\right), w(x, y)=W(x-y)$ is $\lambda$-geodesically convex on $(\mathcal{M} \times \mathcal{M}, g \times g)$ for $(\mathcal{M}, g)$ geodesically convex and compact with $g \in C^{1}(\mathcal{M})$.

Note that the coupling between $\nabla W$ and $\Gamma_{i j}^{k}$ is of the form $\frac{\partial W}{\partial z_{k}}(x-y) \Gamma_{i j}^{k}(x)$, so we do not have the same conditions as the second item for the $\lambda$-geodesic convexity of $V$. This coupling prevents us from getting some simple conditions of $W, g$ to ensure $\lambda$-geodesic convexity of $W$, even in the 1-D case. It is more transparent in the 1-D examples of $W$, Example 3.6.3.

We now investigate conditions on $V, W$. Let us first focus on potential $V$ :
Example 3.6.1. Consider $d=1$ and $(\mathcal{M}, g)=\left(\mathbb{R}_{+}^{1}, g(x)\right)$, then conditions for $\lambda$-geodesic convexity of $V$ is

$$
\begin{equation*}
V^{\prime \prime}(x)-\frac{g^{\prime}(x)}{2 g(x)} V^{\prime}(x) \geq \lambda g(x) \tag{3.6.4}
\end{equation*}
$$

- $g(x)=x^{p}$ for some $p<0$, then $V(x)=V_{0}+\int_{1}^{x} y^{\frac{p}{2}} U(y) d y$ is $\lambda$-geodesically convex if $U \in C^{1}\left(\mathbb{R}_{+}^{1}\right)$ with $x^{-\frac{p}{2}} U^{\prime}(x) \geq C$ for all $x>0$ and some constant $C$. Moreover, $V$ is geodesically convex if $U^{\prime}(x) \geq 0$ for all $x>0$. In particular, it is straightforward to check $V(x)=x^{q}$ for $q \geq \max \left\{0, \frac{p}{2}+1\right\}$ or $q \leq \min \left\{0, \frac{p}{2}+1\right\}$ is geodesically convex. Indeed, (3.6.4) becomes

$$
V^{\prime \prime}(x)-\frac{p}{2 x} V^{\prime}(x) \geq \lambda x^{p}
$$

which is

$$
\left(x^{-\frac{p}{2}} V^{\prime}(x)\right)^{\prime} \geq \lambda x^{\frac{p}{2}}
$$

for $x>0$. Since $U(x)=x^{-\frac{p}{2}} V^{\prime}(x)$, the last condition becomes $U^{\prime}(x) \geq \lambda x^{\frac{p}{2}}$. So for any $U \in C^{1}\left(\mathbb{R}_{+}^{1}\right)$ with $x^{-\frac{p}{2}} U^{\prime}(x) \geq C$ for some constant $C, V(x)=V_{0}+\int_{1}^{x} y^{\frac{p}{2}} U(y) d y$ is $\lambda$-geodesically convex on $(\mathcal{M}, g)$. If $U^{\prime}(x) \geq 0$, then $V$ is geodesically convex on $(\mathcal{M}, g)$.

- $g(x)=e^{\frac{p}{x}}$ for some $p>0$, then $V=V_{0}+\int_{1}^{x} e^{\frac{p}{2 y}} U(y) d y$ is $\lambda$-geodesically convex on $(\mathcal{M}, g)$, if $U \in C^{1}\left(\mathbb{R}_{+}^{1}\right)$ with $e^{-\frac{p}{2 x}} U^{\prime}(x) \geq C$ for all $x>0$ and some constant $C$. If $U^{\prime}(x) \geq 0$ for all $x>0$, then $V$ is geodesically convex on $(\mathcal{M}, g)$. In particular, $V(x)=x^{q}$ is geodesically convex for $q \geq 1$ and $\lambda$-geodesically convex for $q<1$. Similarly to the above case, the differential inequality (3.6.4) becomes

$$
V^{\prime \prime}(x)+\frac{p}{2 x^{2}} V^{\prime}(x) \geq \lambda e^{\frac{p}{x}}
$$

which implies

$$
\left(e^{-\frac{p}{2 x}} V^{\prime}(x)\right)^{\prime} \geq \lambda e^{\frac{p}{2 x}}
$$

for all $x>0$. Take $U(x)=e^{-\frac{p}{2 x}} V^{\prime}(x)$, we have $U^{\prime}(x) \geq \lambda e^{\frac{p}{2 x}}$ and $V(x)=V_{0}+$ $\int_{1}^{x} e^{\frac{p}{2 x}} U(y) d y$. Notice that for any $U \in C^{1}\left(\mathbb{R}_{+}\right)$with $U^{\prime}(x) \geq C$ for some constant $C$, we have there exists $\lambda \in \mathbb{R}$ such that $U^{\prime}(x) \geq \lambda e^{\frac{p}{2 x}}$ since $e^{\frac{p}{2 x}}$ is bounded from below. And if $U^{\prime}(x) \geq 0$ we can take $\lambda=0$. So for any $U \in C^{1}\left(\overline{\mathbb{R}_{+}}\right)$, such that $U^{\prime}$ is bounded from below, then $V(x)=V(0)+\int_{0}^{x} e^{\frac{p}{2 y}} U(y) d y$ is $\lambda$-geodesically convex on $(\mathcal{M}, g)$.

Example 3.6.2. Consider the upper half space, $\mathbb{R}^{d-1} \times[0, \infty)$ endowed with a Riemannian metric given by

$$
G(x)=\left[\begin{array}{cc}
g\left(x_{d}\right) I_{d-1} & 0 \\
0 & 1
\end{array}\right]
$$

Then

$$
\Gamma_{i j}^{k}= \begin{cases}\frac{1}{2} g^{-1}\left(x_{d}\right) g^{\prime}\left(x_{d}\right) & \text { if }\{i, j\}=\{k, d\}, k<d,  \tag{3.6.5}\\ -\frac{1}{2} g^{\prime}\left(x_{d}\right) & \text { if } i=j<d, k=d, \\ 0 & \text { otherwise. }\end{cases}
$$

Let $\mathcal{M}$ be a compact, geodesically convex subset of $\mathbb{R}_{+}^{d}$ with $C^{1}$ boundary. For any $V \in$ $C^{2}\left(\mathbb{R}_{+}^{d}\right), W \in C^{2}\left(\mathbb{R}^{d}\right), V, w$ are $\lambda$-geodesically convex on $(\mathcal{M}, g)$ and $(\mathcal{M} \times \mathcal{M}, g \times g)$.

Consider now $d=2$ and $g\left(x_{2}\right)=x_{2}^{p}$ with $p<0$. For simplicity, we assume that $\mathcal{M}$ contains portion of $x_{2}=0$. We note that the metric is degenerate. Nevertheless investigate if $V(x)=|x|^{2}$ should be $\lambda$-convex in some generalized sense. Direct computation shows

$$
\operatorname{Hess}_{\mathcal{M}} V(x)=\left[\begin{array}{cc}
2+p x_{2}^{p} & -p x_{1} x_{2}^{-1} \\
-p x_{1} x_{2}^{-1} & 2
\end{array}\right]
$$

For $V$ to be $\lambda$-convex it is necessary that

$$
\begin{aligned}
2 & \geq \lambda \\
(2-\lambda)\left(2+(p-\lambda) x_{2}^{p}\right)-p^{2} x_{1}^{2} x_{2}^{-2} & \geq 0
\end{aligned}
$$

By taking $x_{2} \rightarrow 0^{+}$shows that no $\lambda \in \mathbb{R}$ can satisfy these conditions.
In general the conditions for the $\lambda$-geodesic convexity of $V$ and $w$ are rather restrictive, as claimed in Remark 3.1.1. The next example illustrates why.

Example 3.6.3. Take $(\mathcal{M}, g)$ to be $(\mathbb{R}, g)$. Then the $\lambda$-geodesic convexity condition for $w(x, y)=W(x-y)$ is

$$
\left[\begin{array}{cc}
W^{\prime \prime}(x-y)-\frac{1}{2} W^{\prime}(x-y) g^{-1}(x) g^{\prime}(x) & -W^{\prime \prime}(x-y) \\
-W^{\prime \prime}(x-y) & W^{\prime \prime}(x-y)+\frac{1}{2} W^{\prime}(x-y) g^{-1}(y) g^{\prime}(y)
\end{array}\right] \geq \lambda\left[\begin{array}{cc}
g(x) & 0 \\
0 & g(y)
\end{array}\right]
$$

In particular it is necessary that for all $x, y \in \mathbb{R}$

$$
W^{\prime \prime}(x-y)-\frac{1}{2} W^{\prime}(x-y) g^{-1}(x) g^{\prime}(x) \geq \lambda g(x)
$$

One should contrast this condition with condition (3.6.4) for potential V. In particular the condition above shows the presence of long-range effects which make it hard for the condition to be satisfied. For example, if $W(z)=z^{2}$, and $g(z)=2+\frac{\sin (z)}{1+z^{2}}$ then the condition above becomes

$$
2-(x-y) \frac{\left(1+x^{2}\right) \cos (x)-2 x \sin (x)}{2\left(1+x^{2}\right)+\sin x} \geq \lambda g(x)
$$

taking $x$ such that the term next to $(x-y)$ is negative and then taking $y \rightarrow \infty$ shows that there is no $\lambda$ for which the condition is satisfied.

Nevertheless a usable sufficient condition for $w(x, y)=W(x-y)$ to be $\lambda$-convexity can be found. For example $W \in C^{2}(\mathbb{R})$, with $W$ even, $W^{\prime}, W^{\prime \prime}$ bounded, $g \in C^{1}(\overline{\mathbb{R}})$ with $g \geq C>0$ and $g^{\prime}$ bounded suffices.

### 3.7 Numerical simulations

In this Section, we study rolling swarms from (3.1.5) and show some numerical simulations giving rolling swarms in heterogeneous environments with boundaries.

The rolling motion is an interesting phenomenon observed in real locust swarms, where locusts at the front of the swarm fly downward and those at the back fly upward while all of them are moving forward in pursuit of food. The mathematical models and numerical simulations of rolling locust swarms have been investigated in [13, 107, 110]. In particular, in [13] Bernoff and Topaz introduced a model and performed numerical simulations on the upper half plane $\mathbb{R}_{+}^{2}$ showing the existence of rolling swarms by imposing that on the boundary, the horizontal velocity is zero.

We observe that, unlike in homogeneous environments, rolling swarms often emerge in heterogeneous environments. Here we consider the simple heterogeneous environments with stratified mobility

$$
A(x)=\left[\begin{array}{cc}
x_{2}^{2} & 0 \\
0 & 1
\end{array}\right]
$$

for $x=\left(x_{1}, x_{2}\right)$ on $\mathbb{R}_{+}^{2}$. We use radially symmetric, repulsive-attractive interaction forces as used in [70],

$$
F(r)=\tanh [(1-r) a]+b ; \quad 0<a ; \quad-\tanh (a)<b<1
$$

With external potential $V$ and equal mass $\frac{1}{N}$ for every agent, the dynamics become

$$
\dot{x}^{i}(t)=\frac{1}{N} \sum_{j \neq i}^{N} F\left(\left|x^{i}(t)-x^{j}(t)\right|\right) \frac{x^{i}(t)-x^{j}(t)}{\left|x^{i}(t)-x^{j}(t)\right|}-\nabla V\left(x^{i}(t)\right), \quad \forall i \in\{1, \ldots, N\}
$$

In our simulations, we take the number of agents $N$ to be 200; we put the external force to move agents to the left; we either use $\nabla V=(0.1,0)$ (without gravity) or $\nabla V=(0.1,0.005)$ (with gravity); we take random initial data from the upper half plane. We perform numerical simulations with different parameters $a, b$ in the interaction force $F$, it turns out that for a large range of $a, b$, rolling swarms emerge naturally (with or without gravity). Depending on the strength of interaction potential, external force and the mobility, numerical simulations show various rolling patterns such as rolling with 1-dimensional support and rolling swarms
with 2-dimensional support. With gravity, and appropriate scaling between interaction and external force, the rolling swarm has a bubble shape with some portion of agents on the ground (boundary of the domain) and another portion in the air, as desired in locust swarm, see [13] and references therein.

Here we present some results of the numerical simulations of the dynamics for $a=5$, $b=-0.3,-0.1,0.1,0.3$, and with or without gravity at $t=100$.

$$
\nabla V=(0.1,0.005) \quad \nabla V=(0.1,0)
$$

$$
a=5, b=-0.3
$$

$a=5, b=-0.1$


$a=5, b=0.1$


$a=5, b=0.3$



In the figures, the black points and red arrows are positions and velocities of the agents. We can observe from the simulations that, rolling swarms emerge natural from simulations; with the presence of gravity, the swarms have a portion of agents on the boundary (ground) forming a bubble shape; as $b$ increases, the shape of the swarms change from rolling rings (with 1-dimensional support) to rolling swarms with 2-dimensional support.

## Chapter 4

## Nonlocal interaction equations in heterogeneous environments with boundaries: compactly supported initial data case


#### Abstract

We devote this Chapter to the well-posedness of nonlocal interaction equations in heterogeneous environments with boundaries given that the initial data $\mu_{0}$ has compact support, i.e., $\operatorname{supp}\left(\mu_{0}\right) \Subset \mathcal{M}$. The motivation is that, it turns out that for mildly heterogeneous environments, even some natural interaction potentials (for example $W(x)=\frac{1}{2}|x|^{2}$ ) are not globally geodesically (semi-)convex, thus we cannot use our previous general well-posedness results established in Chapter 3. However, in many applications from biology, the initial distributions $\mu_{0}$ of biological agents have compact support. In this case, we develop gradient flow theory that applies to a much wider class of interaction potentials (with only weaker, local conditions imposed). The strategy is to control the growth of support of the discrete solutions from JKO scheme, thus weaker, local conditions on interaction potential still imply the well-posedness of the nonlocal interaction equations. We are using the notations developed in the previous Chapter 3 and following our paper [118] in this Chapter.


## Main assumptions and results.

In the rest of this Chapter, we assume that $\mu_{0}$ has compact support, i.e., $\operatorname{supp}\left(\mu_{0}\right) \Subset \mathcal{M}$. For $\mathcal{M}$ a $d$-dimensional subset in $\mathbb{R}^{d}$ with $C^{2}$ boundary, we still assume:
(M1) The Riemannian metric $g$ is $C^{2}$ and satisfies $|\xi|_{g}^{2} \geq \Lambda|\xi|^{2}$ for some constant $\Lambda>0$ and all $\xi \in T \mathcal{M}$.
(M2) $(\mathcal{M}, g)$ is geodesically convex in that for all $x, y \in \mathcal{M}$ there exists a length minimizing geodesic contained in $\mathcal{M}$.

On the interaction and external potentials $W, V$, we make the following assumptions:
(LNL1) $W(0)=0$ and $W$ is symmetric: $W(x)=W(-x)$.
(LNL2) $W \in C^{2}\left(\mathbb{R}^{d}\right)$ is semi-convex on $\mathbb{R}^{d}$ with respect to the Euclidean metric (with semiconvexity constant $\Theta \in \mathbb{R}$ ) and $\nabla W$ has the linear growth condition $|\nabla W(x)| \leq$ $C\left(1+\operatorname{dist}\left(x, x_{0}\right)\right)$ for some constant $C \geq 0$.
(LNL3) $\liminf _{\operatorname{dist}\left((x, y),\left(x_{0}, x_{0}\right)\right) \rightarrow \infty} \frac{W(x-y)}{\operatorname{dist}^{2}\left(x, x_{0}\right)+\operatorname{dist}^{2}\left(y, x_{0}\right)} \geq 0$.
(LNL4) $V \in C^{2}(\mathcal{M})$ is semi-convex on $\mathcal{M}$ with respect to the Euclidean metric (with semiconvexity constant $\Theta \in \mathbb{R})$ and $\nabla V$ has the linear growth condition $|\nabla V(x)| \leq C(1+$ $\left.\operatorname{dist}\left(x, x_{0}\right)\right)$ for all $x \in \mathcal{M}$.
(LNL5) $\liminf _{\operatorname{dist}\left(x, x_{0}\right) \rightarrow \infty} \frac{V(x)}{\operatorname{dist}^{2}\left(x, x_{0}\right)} \geq 0$.
Remark 4.0.1. About (LNL2) and (LNL3), both Lemma 4.1.3, Theorem 4.1.4 and Theorem 4.1.8 still work for the case when (LNL2) and (LNL3) are replaced by the following repulsive-attractive condition: $W(x)=w(|x|)$ with $w \in C^{2}((0, \infty))$ satisfying that there exists constants $R_{a}>0, C_{W}>0$, such that $w^{\prime}(r) \geq 0$ for $r>R_{a}$ and $w^{\prime}(r) \geq-C_{W}$ for $0<r<R_{a}$.
Thus we still have existence of weak measure solutions for such $W$, i.e., Theorem 4.0.3 holds for such $W$.

For such potentials $W, V$ and Riemannian manifold $(\mathcal{M}, g)$, we still want to show (3.1.5) as a gradient flow of $\mathcal{E}$ in space of probability measures endowed with the Riemannian Wasserstein metric, refer to Remark 4.0.2.

Remark 4.0.2. In Chapter 3, when $W, V$ are geodesically convex on $(\mathcal{M} \times \mathcal{M}, g \times g)$ and $(\mathcal{M}, g)$, for any initial data $\mu_{0} \in \mathcal{P}_{2}(\mathcal{M})$, we obtain the existence and stability of gradient flows of $\mathcal{E}$ in $\left(\mathcal{P}_{2}(\mathcal{M}), d_{W}\right)$. Then we also prove that the gradient flows are weak measure solutions to (3.1.5) and satisfies the system of evolution variational inequalities. In this Chapter we show that under weaker conditions on $W, V$, namely only locally $\lambda$-geodesic convexity of $W, V$ implies the existence of weak measure solutions to (3.1.5) given that the initial data $\mu_{0}$ has compact support, i.e. $\operatorname{supp}\left(\mu_{0}\right) \Subset \mathcal{M}$. We also get the stability of weak measure solutions with specific support growth conditions. Note that in general, the $\lambda$-geodesic convexity of $W, V$ can be difficult to check, refer to Section 3.6. However, the local $\lambda$-geodesic convexity is implied by the smoothness conditions of $W, V$ see Proposition
4.1.7. The weak measure solution we get is not necessarily a gradient flow, in the sense that the tangent velocity $v(t)$ of the absolutely continuous curve $\mu(\cdot)$ only satisfies the local slope definition

$$
\begin{equation*}
\mathcal{E}(\nu)-\mathcal{E}(\mu(t)) \geq \int_{\mathcal{M} \times \mathcal{M}} g_{x}(-v(t, x), T(x, y)) d \gamma_{t}(x, y)+o\left(d_{W}(\mu(t), \nu)\right) \tag{4.0.1}
\end{equation*}
$$

for $\nu \in \mathcal{P}_{2}(\mathcal{M})$ with compact support and $\gamma_{t} \in \Gamma_{o}(\mu(t), \nu)$ an optimal plan. Refer to Section 3.3 for the definitions of $T(x, y)$ and local slope, and Section 3.5 for the definitions of tangent velocity and gradient flow. The advantage is the that we still get the desired energy dissipation (4.0.3) for the weak measure solution even though it is possibly not a gradient flow.

The main result in this Chapter is the following theorem about existence and stability for weak measure solutions for initial data with compact support.

Theorem 4.0.3. Given that (M1)-(M2), (LNL1)-(LNL5) hold and $\operatorname{supp}\left(\mu_{0}\right)$ is compact, i.e., $\operatorname{supp}\left(\mu_{0}\right) \Subset \mathcal{M}$, then there exists a weak measure solution $\mu(\cdot)$ to (3.1.5) satisfying for a.e. $t>0$

$$
\begin{equation*}
\left|\mu^{\prime}\right|^{2}(t)=\int_{\mathcal{M}} g_{x}(\kappa(t, x), \kappa(t, x)) d \mu(t, x) \tag{4.0.2}
\end{equation*}
$$

and the following energy dissipation equality, for any $0 \leq s<t<\infty$

$$
\begin{equation*}
\mathcal{E}(\mu(s))=\mathcal{E}(\mu(t))+\int_{s}^{t} \int_{\mathcal{M}} g_{x}(\kappa(r, x), \kappa(r, x)) d \mu(r, x) d r \tag{4.0.3}
\end{equation*}
$$

where $\kappa(t, x)=-P_{x}(-A(x)(\nabla W * \mu(t)(x)+\nabla V(x)))$. Moreover, if we have two such solutions $\mu^{i}(\cdot)$ with initial data $\mu_{0}^{i}$ satisfying for $i=1,2$, $\operatorname{supp}\left(\mu_{0}^{i}\right) \subset B\left(r_{0}\right)$ and $\operatorname{supp}\left(\mu^{i}(t)\right) \subset$ $B(r(t))$ for all $t>0$, then

$$
\begin{equation*}
\left.d_{W}\left(\mu^{1}(t), \mu^{2}(t)\right) \leq \exp \left(-\lambda_{k} t\right) d_{W}\left(\mu_{0}^{1}, \mu_{0}^{2}\right)\right) \tag{4.0.4}
\end{equation*}
$$

where $\lambda_{k}$ is the geodesic convexity constant of $W, V$ in $K_{k} \supset B(2 r(t))$.

## Outline.

Section 4.1 is devoted to the JKO scheme. We show that the discrete scheme is well-posed and converges to a locally absolutely continuous curve $\mu(\cdot)$ in $\mathcal{P}_{2}(\mathcal{M})$. We then show that the support of the limit curve has exponential growth and lower semi-continuity of $\|\kappa\|_{L^{2}(g, \mu)}$, which implies the limit curve $\mu(\cdot)$ is a curve of maximal slope with respect to $\|\kappa\|_{L^{2}(g, \mu)}$.

In Section 4.2, we establish that the limit curve $\mu(\cdot)$ we get from JKO scheme is actually a weak measure solutio to (5.0.1) by showing that $\mathcal{E}(\mu(\cdot))$ satisfies the desired chain rule. We then show that local $\lambda$-convexity of the functional $\mathcal{E}$ implies the stability of the weak measure solutions with growth conditions on supports.

### 4.1 Existence and Convergence of JKO scheme

In this Section, we check the topological conditions about the functional $\mathcal{E}$ to apply the general existing theorem in Subsection 2.2.1 to get a curve of maximal slope with respect to the relaxed local slope $\left|\partial^{-} \mathcal{E}\right|$. We then show the exponential growth of support of the limit curve $\mu(\cdot)$ and the lower semi-continuity of $\|\kappa\|_{L^{2}(g, \mu)}$.

Recall from Subsection 2.2.1 and Section 3.4 the notations we use in JKO scheme (3.4.1). The strategy is to show that there exists a subsequence $\tau_{n} \rightarrow 0$, such that $\tilde{\mu}^{n}(\cdot)=\mu_{\tau_{n}}(\cdot)$ converges narrowly to a curve of maximal slope $\mu(\cdot)$. We now again check that the topological conditions (Lower semicontinuity, Coercivity and Compactness) introduced in Subsection 2.2 .1 and used in Section 3.4 for the general theory to apply still hold true for our energy functional $\mathcal{E}$ in this compactly supported setting.

Notice that by the same arguments as in Proposition 3.2.3 and Proposition 3.2.4 from Chapter 3 give that $\mathcal{E}$ is lower semicontinuous with respect to narrow convergence of probability measures, thus Lower semicontinuity condition is checked. To check Compactness condition, note that by Prokhorov's theorem, any sequence $\left(\mu_{n}\right) \subset \mathcal{P}_{2}(\mathcal{M})$ such that $\sup _{m, n} d_{W}\left(\mu_{m}, \mu_{n}\right)<\infty, \mu_{n}$ has a narrowly convergent subsequence. Thus we only need to check Coercivity, that is, there exists $\tau_{*}>0$ and $\mu_{*} \in \mathcal{P}_{2}(\mathcal{M})$ such that

$$
\inf _{\mu \in \mathcal{P}_{2}(\mathcal{M})}\left\{\mathcal{E}(\mu)+\frac{1}{2 \tau_{*}} d_{W}^{2}\left(\mu, \mu_{*}\right)\right\}>-\infty .
$$

To show it is true for $\mathcal{E}$, by (LNL3) and (LNL5), for any $\epsilon>0$ we know $W(x-y)+$ $\epsilon\left(\operatorname{dist}^{2}\left(x, x_{0}\right)+\operatorname{dist}^{2}\left(y, x_{0}\right)\right)>C$ and $V(x)+\epsilon \operatorname{dist}^{2}\left(x, x_{0}\right)>C$ for some constant $C=C(\epsilon)$. So for any fixed $\epsilon>0$ and $x_{0} \in \mathcal{M}$,

$$
\begin{aligned}
& \mathcal{E}(\mu)+\frac{1}{2 \tau} d_{W}^{2}\left(\mu, \delta_{x_{0}}\right) \\
= & \frac{1}{2} \int_{\mathcal{M} \times \mathcal{M}} W(x-y) d \mu(x) d \mu(y)+\int_{\mathcal{M}} V(x) d \mu(x)+\frac{1}{2 \tau} \int_{\mathcal{M}} \operatorname{dist}^{2}\left(x, x_{0}\right) d \mu(x) \\
\geq & \frac{1}{2} \int_{\mathcal{M} \times \mathcal{M}}\left(-\epsilon\left(\operatorname{dist}^{2}\left(x, x_{0}\right)+\operatorname{dist}^{2}\left(y, x_{0}\right)\right)+C\right) d \mu(x) d \mu(y) \\
& +\int_{\mathcal{M}}\left(-\epsilon \operatorname{dist}^{2}\left(x, x_{0}\right)+C\right) d \mu(x)+\frac{1}{2 \tau} \int_{\mathcal{M}} \operatorname{dist}^{2}\left(x, x_{0}\right) d \mu(x) \\
= & \frac{3}{2} C+\int_{\mathcal{M}}\left(\frac{1}{2 \tau}-2 \epsilon\right) \operatorname{dist}^{2}\left(x, x_{0}\right) d \mu(x) .
\end{aligned}
$$

So for any $\tau$ such that $\frac{1}{2 \tau} \geq 2 \epsilon$ i.e. $\tau \leq \frac{1}{4 \epsilon}$, we have

$$
\inf _{\mu \in \mathcal{P}_{2}(\mathcal{M})}\left\{\mathcal{E}(\mu)+\frac{1}{2 \tau} d_{W}^{2}\left(\mu, \delta_{x_{0}}\right)\right\}>-\infty
$$

which implies Coercivity condition for $\mathcal{E}$. Thus we again get the following existence and compactness results by Lemma 2.2.8 and Proposition 2.2.9.

Lemma 4.1.1 (Existence of the discrete solutions). Suppose ( $\mathcal{M}, g$ ) satisfies assumptions (M1)-(M2) and $W, V$ satisfy (LNL1)-(LNL5). Then there exists $\tau_{0}>0$ depending only on $W$ such that for all $0<\tau<\tau_{0}$ and given $\nu \in \mathcal{P}_{2}(\mathcal{M})$, there exists $\mu_{\infty} \in \mathcal{P}_{2}(\mathcal{M})$ such that

$$
\begin{equation*}
\mathcal{E}\left(\mu_{\infty}\right)+\frac{1}{2 \tau} d_{W}^{2}\left(\nu, \mu_{\infty}\right)=\inf _{\mu \in \mathcal{P}_{2}(\mathcal{M})}\left\{\mathcal{E}(\mu)+\frac{1}{2 \tau} d_{W}^{2}(\nu, \mu)\right\} \tag{4.1.1}
\end{equation*}
$$

Proposition 4.1.2 (Compactness). There exist a limit curve $\mu \in A C_{l o c}^{2}\left([0, \infty) ; \mathcal{P}_{2}(\mathcal{M})\right)$ and a sequence $\tau_{n} \rightarrow 0^{+}$such that the piecewise constant interpolate $\tilde{\mu}^{n}=\mu_{\tau_{n}}$ defined as in (3.4.2) satisfies that $\tilde{\mu}^{n}(t)$ converges narrowly to $\mu(t)$ for any $t \in[0, \infty)$.

Again the limit curve $\mu(\cdot)$ is a curve of maximal slope with respect to $\left|\partial^{-} \mathcal{E}\right|$ defined in (2.2.20). We also recall the following definition of

$$
\begin{equation*}
G_{\tau}(t)=\frac{d_{W}\left(\mu_{\tau}^{n-1}, \mu_{\delta}^{n-1}\right)}{\delta} \tag{4.1.2}
\end{equation*}
$$

for $t=t_{\tau}^{n-1}+\delta \in\left(t_{\tau}^{n-1}, t_{\tau}^{n}\right]$, where $\mu_{\delta}^{n-1} \in \operatorname{argmin}_{\mu \in \mathcal{P}_{2}(\mathcal{M})}\left[\frac{d_{W}^{2}\left(\mu, \mu_{\tau}^{n-1}\right)}{2 \delta}+\mathcal{E}(\mu)\right]$. Refer to (3.2.2) from [5] for the details.

We now get some properties of the minimizer from the JKO scheme (3.4.1), in particular, the control of the support. Since the support of the initial data $\mu_{0}$ satisfies $\operatorname{supp}\left(\mu_{0}\right) \subset$ $B_{r_{0}}\left(x_{0}\right)$ for some $x_{0} \in \mathcal{M}$ and $B_{r_{0}}\left(x_{0}\right)=\left\{x \in \mathcal{M}: \operatorname{dist}\left(x, x_{0}\right) \leq r_{0}\right\}$, we now estimate the support of $\mu(t)$ in terms of $r_{0}$ and $t$. Without loss of generality, we assume $x_{0}=0 \in \mathcal{M}$ and denote $B_{0}\left(r_{0}\right)$ by $B\left(r_{0}\right)$ for short.

Lemma 4.1.3. For $0<\tau \leq \frac{\Lambda}{8 \Theta^{-}}$, we have $\operatorname{supp}\left(\mu_{1}^{\tau}\right) \subset B\left(r_{1}\right)$ where

$$
\begin{equation*}
r_{1} \leq \frac{r_{0}+C \tau}{1-C \tau} \tag{4.1.3}
\end{equation*}
$$

for some constant $C$ depending only on $W, V$ and the Riemannian metric $g$.

Proof. Let $r_{1}>r_{0}$, and assume that $\mu_{1}^{\tau}\left(B\left(r_{1}\right)^{\complement}\right)>0$. We consider the variation of $\mu_{1}^{\tau}$ defined by

$$
\tilde{\mu}_{1}^{\tau}=\mu_{1}^{\tau} L_{B\left(r_{1}\right)}+\left(\pi_{1}\right)_{\sharp}\left(\gamma L_{\mathcal{M} \times B\left(r_{1}\right)^{\mathrm{c}}}\right),
$$

where $\gamma \in \Gamma_{o}\left(\mu_{0}, \mu_{1}^{\tau}\right)$ is an optimal plan between $\mu_{0}$ and $\mu_{1}^{\tau}$. Since $\mu_{1}^{\tau}$ is a minimizer of the

JKO scheme,

$$
\begin{align*}
\mathcal{E}\left(\mu_{1}^{\tau}\right)+\frac{1}{2 \tau} d_{W}^{2}\left(\mu_{1}^{\tau}, \mu_{0}\right) & \leq \mathcal{E}\left(\tilde{\mu}_{1}^{\tau}\right)+\frac{1}{2 \tau} d_{W}^{2}\left(\tilde{\mu}_{1}^{\tau}, \mu_{0}\right)  \tag{4.1.4}\\
& \leq \mathcal{E}\left(\mu_{1}^{\tau}\right)+\frac{1}{2 \tau} d_{W}^{2}\left(\mu_{1}^{\tau}, \mu_{0}\right)-\frac{1}{2 \tau} \int_{\mathcal{M} \times B\left(r_{1}\right)^{\text {c }}} \operatorname{dist}^{2}(x, y) d \gamma(x, y) \\
& +\int_{(y, \tilde{y}) \in B\left(r_{1}\right)^{\complement} \times B\left(r_{1}\right)^{\text {c }}}(W(x-\tilde{x})-W(y-\tilde{y})) d \gamma(x, y) d \gamma(\tilde{x}, \tilde{y}) \\
& +2 \int_{(y, \tilde{y}) \in B\left(r_{1}\right)^{\complement} \times B\left(r_{1}\right)}(W(x-\tilde{y})-W(y-\tilde{y})) d \gamma(x, y) d \mu_{1}^{\tau}(\tilde{y}) \\
& +\int_{\mathcal{M} \times B\left(r_{1}\right)^{\complement}}(V(x)-V(y)) d \gamma(x, y) .
\end{align*}
$$

For $(x, y) \in\left(\mathcal{M} \times B\left(r_{1}\right)^{\complement}\right) \cap \operatorname{supp}(\gamma)$,

$$
\begin{equation*}
V(x)-V(y) \leq C\left(1+r_{0}\right)|x-y|-\frac{\Theta}{2}|x-y|^{2} . \tag{4.1.5}
\end{equation*}
$$

To see that, since $V$ is $\Theta$ convex, we know

$$
V(x)-V(y) \leq\langle\nabla V(x), x-y\rangle-\frac{\Theta}{2}|x-y|^{2}
$$

and

$$
|\nabla V(x)| \leq C\left(1+\operatorname{dist}\left(x, x_{0}\right)\right) \leq C\left(1+r_{0}\right)
$$

for $x \in \operatorname{supp}\left(\mu_{0}\right)$. So

$$
V(x)-V(y) \leq C\left(1+r_{0}\right)|x-y|-\frac{\Theta}{2}|x-y|^{2}
$$

as claimed. Similarly, for $W$ we know:
For $(y, \tilde{y}) \in B\left(r_{1}\right)^{\complement} \times B\left(r_{1}\right)$ and $x \in \operatorname{supp}\left(\mu_{0}\right)$,

$$
\begin{align*}
W(x-\tilde{y})-W(y-\tilde{y}) & \leq\langle\nabla W(x-\tilde{y}), x-y\rangle-\frac{\Theta}{2}|x-y|^{2}  \tag{4.1.6}\\
& \leq C\left(1+r_{0}+r_{1}\right)|x-y|-\frac{\Theta}{2}|x-y|^{2} .
\end{align*}
$$

For $(y, \tilde{y}) \in B\left(r_{1}\right)^{\complement} \times B\left(r_{1}\right)^{\complement}$ and $x, \tilde{x} \in \operatorname{supp}\left(\mu_{0}\right)$,

$$
\begin{align*}
W(x-\tilde{x})-W(y-\tilde{y}) & \leq\langle\nabla W(x-\tilde{x}), x-y-(\tilde{x}-\tilde{y})\rangle-\frac{\Theta}{2}|x-y-(\tilde{x}-\tilde{y})|^{2}  \tag{4.1.7}\\
& \leq C\left(1+r_{0}\right)(|x-y|+|\tilde{x}-\tilde{y}|)-\Theta\left(|x-y|^{2}+|\tilde{x}-\tilde{y}|^{2}\right) .
\end{align*}
$$

Plugging back into (4.1.4) and noticing that $r_{1}>r_{0}$, we know for $\tau>0$ such that $\tau \leq \frac{\Lambda}{8 \Theta^{-}}$

$$
\begin{aligned}
& \left(\frac{1}{2 \tau}+\frac{4 \Theta}{\Lambda}\right) \int_{\mathcal{M} \times B\left(r_{1}\right)^{\text {C }}} \operatorname{dist}^{2}(x, y) d \gamma(x, y) \\
& \leq \int_{\mathcal{M} \times B\left(r_{1}\right)^{\text {C }}} C\left(1+r_{0}+r_{1}\right)|x-y| d \gamma(x, y) \\
& \leq C\left(1+r_{1}\right) \int_{\mathcal{M} \times B\left(r_{1}\right)^{\text {C }}} \operatorname{dist}(x, y) d \gamma(x, y) \\
& \leq C\left(1+r_{1}\right)\left(\int_{\mathcal{M} \times B\left(r_{1}\right)^{\text {C }}} \operatorname{dist}^{2}(x, y) d \gamma(x, y)\right)^{\frac{1}{2}}\left(\mu_{1}^{\tau}\left(B\left(r_{1}\right)^{\complement}\right)\right)^{\frac{1}{2}}
\end{aligned}
$$

Since for any $(x, y) \in \operatorname{supp}(\gamma) \cap\left(\mathcal{M} \times B\left(r_{1}\right)^{\complement}\right) \subset B\left(r_{0}\right) \times B\left(r_{1}\right)^{\complement}, \operatorname{dist}(x, y) \geq r_{1}-r_{0}$,

$$
\begin{aligned}
\left(\frac{1}{2 \tau}+\frac{4 \Theta}{\Lambda}\right)^{2}\left(r_{1}-r_{0}\right)^{2} \mu_{1}^{\tau}\left(B\left(r_{1}\right)^{\complement}\right) & \leq\left(\frac{1}{2 \tau}+\frac{4 \Theta}{\Lambda}\right)^{2} \int_{\mathcal{M} \times B\left(r_{1}\right)^{\complement}} \operatorname{dist}^{2}(x, y) d \gamma(x, y) \\
& \leq C\left(1+r_{1}\right)^{2} \mu_{1}^{\tau}\left(B\left(r_{1}\right)^{\complement}\right)
\end{aligned}
$$

yielding

$$
r_{1} \leq \frac{r_{0}+C \tau}{1-C \tau}
$$

for $C$ a constant depending on $W, V$ and $g$.
So after $k$ iterations we have $\operatorname{supp}\left(\mu_{k}^{\tau}\right) \subset B\left(r_{k}\right)$ with

$$
\begin{equation*}
r_{k} \leq \frac{r_{0}+1-(1-C \tau)^{k}}{(1-C \tau)^{k}} \tag{4.1.8}
\end{equation*}
$$

Fix $t>0$ such that $(k-1) \tau<t \leq k \tau$, denote $k=\left\lceil\frac{t}{\tau}\right\rceil$, we have

$$
\operatorname{supp}\left(\mu^{\tau}(t)\right)=\operatorname{supp}\left(\mu_{k}^{\tau}\right) \subset B\left(r_{k}\right)
$$

with $r_{k} \leq \frac{r_{0}+1-(1-C \tau)^{k}}{(1-C \tau)^{k}}$. By taking $\tau_{n} \rightarrow 0$ we have for the limit curve $\mu(t), \operatorname{supp}(\mu(t)) \subset$ $B(r(t))$ with

$$
\begin{equation*}
r(t) \leq \lim _{\tau_{n} \rightarrow 0} \frac{r_{0}+1-\left(1-C \tau_{n}\right)^{\left\lceil\frac{t}{\tau_{n}}\right\rceil}}{\left(1-C \tau_{n}\right)^{\left\lceil\frac{t}{\tau_{n}}\right\rceil}}=\frac{r_{0}+1-\exp (-C t)}{\exp (-C t)} \tag{4.1.9}
\end{equation*}
$$

That is, $\mu(\cdot)$ has at most exponential growth of support.
We now show that for any $\mu \in \mathcal{P}_{2}(\mathcal{M})$ with $\operatorname{supp}(\mu) \subset B(r) \Subset \mathcal{M}$ for some $r>0$, denote

$$
\kappa(x)=-P_{x}\left(-A(x)\left(\int_{\mathcal{M}} \nabla W(x-y) d \mu(y)+\nabla V(x)\right)\right),
$$

we have

Theorem 4.1.4. Assume (M1)-(M2), (LNL1)-(LNL5) hold, then for any $\mu \in \mathcal{P}_{2}(\mathcal{M})$ with $\operatorname{supp}(\mu) \subset B(r) \Subset \mathcal{M}$,

$$
\begin{equation*}
\int_{\mathcal{M}} g_{x}(\kappa(x), \kappa(x)) d \mu(x) \leq|\partial \mathcal{E}|^{2}(\mu) . \tag{4.1.10}
\end{equation*}
$$

Remark 4.1.5. Since we already know that $\operatorname{supp}(\mu) \subset B(r)$, together with the regularity assumptions on $W$ and $V$, we know that $\kappa \in L^{2}(g, \mu)$.

Before proving the theorem, we need the following definition of local $\lambda$-geodesic convexity and proposition about the local $\lambda$-geodesic convexity property of $W, V$.

Definition 4.1.6. A function $f \in C^{0}(\mathcal{M})$ is called locally $\lambda$-geodesically convex if there exist a sequence of compact subsets $\left\{K_{n}\right\}_{n \in \mathbb{N}}$ and a sequence of real numbers $\left\{\lambda_{n}\right\}_{n \in \mathbb{N}}$ such that $K_{n} \Subset \mathcal{M}, K_{n} \subset K_{n+1}, \bigcup_{n} K_{n}=\mathcal{M}$ and $f$ is $\lambda_{n}$-geodesically convex on $K_{n}$.

We now show that $W, V$ are locally $\lambda$-geodesically convex.
Proposition 4.1.7. Given that (M1)-(M2) hold true for $\mathcal{M}$ and $W, V$ satisfy (LNL1)(LNL5), then $W$ is locally $\lambda$-geodesically convex on $\mathcal{M} \times \mathcal{M}$ and $V$ is locally $\lambda$-geodesically convex on $\mathcal{M}$.

Proof. For $V$, fix $x_{0} \in \mathcal{M}$ consider

$$
B(n)=\left\{x \in M: \operatorname{dist}\left(x, x_{0}\right) \leq n\right\} \Subset \mathcal{M} .
$$

We know that $\left(\operatorname{Hess}_{\mathcal{M}} V\right)_{i j}(x)=(\operatorname{Hess} V)_{i j}(x)+\Gamma_{i j}^{k} \frac{\partial V}{\partial x_{k}}$ in local coordinates. Since $V \in$ $C^{2}(\mathcal{M})$ we have that $\left(\operatorname{Hess}_{\mathcal{M}} V\right)_{i j}$ is uniformly bounded on $B(2 n)$, thus Hess $\mathcal{M} V(x) \geq$ $\lambda_{n} G(x)$ for all $x \in B(n)$ some $\lambda_{n}$ depending on $W, V, G$. So $V$ is $\lambda_{n}$-geodesically convex on $B(n)$, and $V$ is locally $\lambda$-geodesically convex on $\mathcal{M}$. The proof for $W$ is similar and we omit it here.

We can now prove the theorem.
Proof of Theorem. We claim that for any $\xi \in L^{2}(g, \mu)$ such that there exists $t_{0}>0$ with $\exp _{x}(t \xi(x)) \in \mathcal{M}$ for all $0 \leq t \leq t_{0}$ and $x \in \mathcal{M}$ and $g_{x}(\xi(x), \xi(x)) \leq n$,

$$
\begin{equation*}
\lim _{t \rightarrow 0^{+}} \frac{\mathcal{E}\left(\exp (t \xi)_{\sharp} \mu\right)-\mathcal{E}(\mu)}{t}=\int_{\mathcal{M}} g_{x}\left(A(x)\left(\int_{M} \nabla W(x-y) d \mu(y)+\nabla V(x)\right), \xi(x)\right) d \mu(x) . \tag{4.1.11}
\end{equation*}
$$

Indeed, note that if $x \in \operatorname{supp}(\mu) \subset B(r)$ and $g_{x}(\xi(x), \xi(x)) \leq n^{2}$, then $\operatorname{dist}^{2}\left(x, \exp _{x}(t \xi(x))\right) \leq$ $t^{2} g_{x}(\xi(x), \xi(x)) \leq n^{2}$ for any $0 \leq t \leq t_{0} \leq 1$, which implies $\exp _{x}(t \xi(x)) \in B(r+n)$ for any $0 \leq t \leq t_{0}$ and $x \in \operatorname{supp}(\mu)$. Since $W, V$ are locally $\lambda$-geodesically convex, let $\lambda=\lambda_{k}$ be such that $B(r+n) \subset K_{k}$ where $W, V$ are $\lambda$-geodesically convex on $K_{k} \times K_{k}$ and $K_{k}$
respectively. Then by the same argument as in Step 2 in the proof of Theorem 3.3.4 from Chapter 3, we know

$$
\begin{aligned}
& \lim _{t \rightarrow 0^{+}} \frac{\mathcal{E}\left(\exp (t \xi)_{\sharp} \mu\right)-\mathcal{E}(\mu)}{t} \\
= & \lim _{t \rightarrow 0^{+}}\left(\int_{\mathcal{M} \times \mathcal{M}} \frac{W\left(\exp _{x}(t \xi(x))-\exp _{z}(t \xi(z))\right)-W(x-z)}{2 t} d \mu(x) d \mu(z)\right. \\
& \left.+\int_{\mathcal{M}} \frac{V\left(\exp _{x}(t \xi(x))\right)-V(x)}{t} d \mu(x)\right) \\
= & \frac{1}{2} \int_{\mathcal{M} \times \mathcal{M}}\langle\nabla W(x-z), \xi(x)-\xi(z)\rangle+2\langle\nabla V(x), \xi(x)\rangle d \mu(x) d \mu(z) \\
= & \int_{\mathcal{M}}\left\langle\int_{\mathcal{M}} \nabla W(x-z) d \mu(z)+\nabla V(x), \xi(x)\right\rangle d \mu(x) \\
= & \int_{\mathcal{M}}\left\langle A(x)\left(\int_{\mathcal{M}} \nabla W(x-z) d \mu(z)+\nabla V(x)\right), G(x) \xi(x)\right\rangle d \mu(x) \\
= & \int_{\mathcal{M}} g_{x}\left(A(x)\left(\int_{\mathcal{M}} \nabla W(x-y) d \mu(y)+\nabla V(x)\right), \xi(x)\right) d \mu(x) .
\end{aligned}
$$

For $n \in \mathbb{N}$, fix $x_{0} \in \mathcal{M}$ define $B(n)=\left\{x \in \mathcal{M}: \operatorname{dist}\left(x, x_{0}\right)<n\right\}$ and $\mathcal{M}_{\frac{1}{n}}=\{x \in \mathcal{M}$ : $\left.\operatorname{dist}(x, \partial \mathcal{M}) \geq \frac{1}{n}\right\}$. For $x \in \partial \mathcal{M}$, denote $n(x)$ the unit outward normal with respect to the Riemannian metric $g$. Then define

$$
\xi_{n}(x)= \begin{cases}-\kappa(x) & \text { if } x \in\left\{x: g_{x}(\kappa(x), \kappa(x)) \leq n^{2}\right\} \cap \overline{B(n) \bigcap \mathcal{M}_{\frac{1}{n}}}, \\ -\kappa(x)-\frac{1}{n} n(x) & \text { if } x \in\left\{x: g_{x}(\kappa(x), \kappa(x)) \leq n^{2}\right\} \cap \overline{B(n) \bigcap \partial \mathcal{M}}, \\ 0 & \text { Otherwise }\end{cases}
$$

Note that $\kappa$ is continuous on $\left\{x: g_{x}(\kappa(x), \kappa(x)) \leq n^{2}\right\} \cap \overline{B(n) \bigcap \mathcal{M}_{\frac{1}{n}}}$, thus there exists $t_{1}>0$ such that $\exp _{x}\left(t \xi_{n}(x)\right) \in \mathcal{M}$ for all $x \in\left\{x: g_{x}(\kappa(x), \kappa(x)) \leq n^{2}\right\}^{n} \cap \overline{B(n) \cap \mathcal{M}_{\frac{1}{n}}}$ and $0 \leq t \leq t_{1}$. Since $\left\{x: g_{x}(\kappa(x), \kappa(x)) \leq n^{2}\right\} \bigcap \overline{B(n) \bigcap \partial \mathcal{M}}$ is compact and $g_{x}\left(\xi_{n}(x), n(x)\right) \leq$ $-\frac{1}{n}$, so there exists $t_{2}>0$ such that $\exp _{x}\left(t \xi_{n}(x)\right) \in \mathcal{M}$ for all $x \in\left\{x: g_{x}(\kappa(x), \kappa(x)) \leq\right.$ $\left.n^{2}\right\} \cap \overline{B(n) \bigcap \partial \mathcal{M}}$. Take $t_{0}=\min \left\{t_{1}, t_{2}\right\}$, then for $\xi_{n}$, we have $g_{x}\left(\xi_{n}(x), \xi_{n}(x)\right) \leq n^{2}$ and $\exp _{x}\left(t \xi_{n}(x)\right) \in \mathcal{M}$ for all $x \in \mathcal{M}$ and $0 \leq t \leq t_{0}$. It is direct to check that $\xi_{n} \in L^{2}(g, \mu)$ and $\xi_{n} \rightarrow-\kappa$ in $L^{2}(g, \mu)$ as $n \rightarrow \infty$. Recall that from Lemma 3.3 of [119],

$$
\begin{equation*}
\limsup _{t \rightarrow 0^{+}} \frac{d_{W}\left(\left(\exp \left(t \xi_{n}\right)\right)_{\sharp} \mu, \mu\right)}{t} \leq\left\|\xi_{n}\right\|_{L^{2}(g, \mu)}, \tag{4.1.12}
\end{equation*}
$$

where $\exp \left(t \xi_{n}\right)(x)=\exp _{x}\left(\xi_{n}(x)\right)$. We get

$$
\begin{aligned}
|\partial \mathcal{E}|(\mu)\left\|\xi_{n}\right\|_{L^{2}(g, \mu)} & \geq|\partial \mathcal{E}|(\mu) \liminf _{t \rightarrow 0^{+}} \frac{d_{W}\left(\exp \left(t \xi_{n}\right)_{\sharp} \mu, \mu\right)}{t} \\
& \geq-\int_{\mathcal{M}}\left\langle A(x)\left(\int_{\mathcal{M}} \nabla W(x-z) d \mu(z)+\nabla V(x)\right), G(x) \xi_{n}(x)\right\rangle d \mu(x) \\
& =-\int_{\mathcal{M}} g_{x}\left(A(x)\left(\int_{\mathcal{M}} \nabla W(x-z) d \mu(z)+\nabla V(x)\right), \xi_{n}(x)\right) d \mu(x) .
\end{aligned}
$$

Taking $n \rightarrow \infty$ and noting that $g_{x}(\xi, P \xi)=g_{x}(P \xi, P \xi)$ then yields

$$
|\partial \mathcal{E}|(\mu)\|\kappa\|_{L^{2}(g, \mu)} \geq \int_{\mathcal{M}} g_{x}(\kappa(x), \kappa(x)) d \mu(x) .
$$

Thus

$$
\|\kappa\|_{L^{2}(g, \mu)} \leq|\partial \mathcal{E}|(\mu) .
$$

We now show the lower semi-continuity of $\kappa$ with respect to the narrow convergence. Denote

$$
\begin{equation*}
\kappa^{n}(x)=-P_{x}\left(-A(x)\left(\int_{\mathcal{M}} \nabla W(x-y) d \tilde{\mu}^{n}(y)+\nabla V(x)\right)\right), \tag{4.1.13}
\end{equation*}
$$

Theorem 4.1.8. Given that (LNL1)-(LNL5) hold, for a.e. $t>0$,

$$
\liminf _{n \rightarrow \infty} \int_{\mathcal{M}}\left|\kappa^{n}(t, x)\right|^{2} d \tilde{\mu}^{n}(t, x) \geq \int_{\mathcal{M}}|\kappa(t, x)|^{2} d \mu(t, x)
$$

For the proof of the theorem, refer to Theorem 3.4.3 and Proposition 3.4.5 in Chapter 3. We now give the main result of this Section regarding the existence of curves of maximal slope with respect to $\|\kappa\|_{L^{2}(g, \mu)}$.

Theorem 4.1.9. Suppose ( $\mathcal{M}, g$ ) satisfies (M1)-(M2) and $W$, $V$ satisfy (LNL1)-(LNL5). Then the limit curve $\mu(\cdot) \in A C_{\text {loc }}\left([0, \infty) ; \mathcal{P}_{2}(\mathcal{M})\right)$ from JKO scheme satisfies for all $T \geq 0$

$$
\begin{equation*}
\mathcal{E}\left(\mu_{0}\right) \geq \frac{1}{2} \int_{0}^{T}\left|\mu^{\prime}\right|^{2}(t) d t+\frac{1}{2} \int_{0}^{T}\|\kappa(t)\|_{L^{2}(g, \mu(t))}^{2} d t+\mathcal{E}(\mu(T)) \tag{4.1.14}
\end{equation*}
$$

Proof. Since $\operatorname{supp}\left(\tilde{\mu}^{n}(t)\right) \subset B(r(t)) \Subset \mathcal{M}$ for $n$ big enough, we have

$$
\begin{equation*}
\left\|\kappa^{n}(t)\right\|_{L^{2}\left(g, \tilde{\mu}^{n}(t)\right)} \leq|\partial \mathcal{E}|\left(\tilde{\mu}^{n}(t)\right) \tag{4.1.15}
\end{equation*}
$$

Also straightforward calculation gives

$$
\begin{equation*}
\int_{0}^{T}\left|\mu^{\prime}\right|^{2}(t) d t \leq \liminf _{n \rightarrow \infty} \int_{0}^{T}\left|\left(\tilde{\mu}^{n}\right)^{\prime}\right|^{2} d t . \tag{4.1.16}
\end{equation*}
$$

Recall that from the proof of Theorem 2.3.3 in [5] we have

$$
\begin{aligned}
& \frac{1}{2} \int_{0}^{T}\left|\mu^{\prime}\right|^{2}(t) d t+\frac{1}{2} \int_{0}^{T}\|\kappa(t)\|_{L^{2}(g, \mu(t))}^{2} d t+\mathcal{E}(\mu(T)) \\
& \leq \frac{1}{2} \int_{0}^{T}\left|\mu^{\prime}\right|^{2}(t) d t+\frac{1}{2} \int_{0}^{T} \liminf _{n \rightarrow \infty}\left\|\kappa^{n}(t)\right\|_{L^{2}(g, \tilde{\mu}(t))}^{2} d t+\mathcal{E}(\mu(T)) \\
& \leq \liminf _{n \rightarrow \infty} \frac{1}{2} \int_{0}^{T}\left|\left(\tilde{\mu}^{n}\right)^{\prime}\right|^{2}(t) d t+\frac{1}{2} \int_{0}^{T} \liminf _{n \rightarrow \infty}|\partial \mathcal{E}|^{2}(\tilde{\mu}(t)) d t+\liminf _{n \rightarrow \infty} \mathcal{E}\left(\tilde{\mu}^{n}(T)\right) \\
& \leq \liminf _{n \rightarrow \infty}\left(\left.\frac{1}{2} \int_{0}^{T}\left(\tilde{\mu}^{n}\right)^{\prime}\right|^{2}(t) d t+\frac{1}{2} \int_{0}^{T} G_{\tau_{n}}^{2}(t) d t+\mathcal{E}\left(\tilde{\mu}^{n}(T)\right)\right) \\
& \leq \mathcal{E}\left(\mu_{0}\right)
\end{aligned}
$$

where we use the lower semi-continuity of $\kappa$ and $G_{\tau_{n}}$ is defined as in (4.1.2).

### 4.2 Existence and stability of weak measure solutions

In this Section, we show that the limit curve $\mu(\cdot)$ is a solution to continuity equation (3.1.5) in the sense of distributions (i.e. a weak measure solution). We then prove the stability properties of weak measure solutions to (3.1.5).

Recall from (3.3.1) of Chapter 3 that, for $x, y \in \mathcal{M}, T(x, y) \in T_{x} \mathcal{M}$ is defined such that the inverse exponential map of $x$ evaluated at $y$. We also recall from Lemma 3.5.1 that for every $\mu(\cdot) \in A C_{l o c}\left(\mathcal{P}_{2}(\mathcal{M}), d_{W}\right), \int_{\mathcal{M}} \frac{T(x, y)}{h} d \nu_{x}^{h}(y)$ converges weakly in $L^{2}(g, \mu(t))$ to the tangent velocity field $v(t, x)$ for a.e. $t>0$ such that $\mu(\cdot)$ satisfies the continuity equation

$$
\begin{equation*}
\frac{\partial}{\partial t} \mu(t, x)+\operatorname{div}(\mu(t, x) v(t, x))=0 \tag{4.2.1}
\end{equation*}
$$

in the sense of distributions and

$$
\begin{equation*}
\int_{\mathcal{M}} g(v(t, x), v(t, x)) d \mu(t, x)=\left|\mu^{\prime}\right|^{2}(t) \tag{4.2.2}
\end{equation*}
$$

for a.e. $t>0$.
Now we can show the proof of Theorem 4.0.3.
Proof of Theorem 4.0.3. We only need to prove the following chain rule

$$
\begin{equation*}
\frac{d}{d t} \mathcal{E}(\mu(t))=\int_{\mathcal{M}} g_{x}(\kappa(t, x), v(t, x)) d \mu(t, x) \tag{4.2.3}
\end{equation*}
$$

for a.e. $t>0$, where $v$ is the tangent velocity field for the absolutely continuous curve $\mu(\cdot)$. Indeed, the fact that $\mu(\cdot)$ satisfies (4.1.14) implies

$$
\begin{equation*}
\frac{d}{d t} \mathcal{E}(\mu(t)) \leq-\frac{1}{2} \int_{\mathcal{M}} g_{x}(v(t, x), v(t, x)) d \mu(t, x)-\frac{1}{2} \int_{\mathcal{M}} g_{x}(\kappa(t, x), \kappa(t, x)) d \mu(t, x) \tag{4.2.4}
\end{equation*}
$$

If (4.2.3) holds, then together with (4.2.4), we have $v(t, x)=-\kappa(t, x)$ for a.e. $t>0$ and $\mu(\cdot)$ is a weak measure solution to (3.1.5) with $\left|\mu^{\prime}\right|^{2}(t)=\int_{\mathcal{M}} g_{x}(\kappa(t, x), \kappa(t, x)) d \mu(t, x)$.

We now prove the chain rule (4.2.3). We first claim that

$$
\begin{align*}
\mathcal{E}(\mu(t+h)) & \geq \mathcal{E}(\mu(t))+\inf _{\gamma \in \Gamma_{o}(\mu(t), \mu(t+h))} \int_{\mathcal{M} \times \mathcal{M}} g_{x}(\kappa(t, x), T(x, y)) d \gamma_{t}^{h}(x, y)  \tag{4.2.5}\\
& +o\left(d_{W}(\mu(t), \mu(t+h))\right)
\end{align*}
$$

For general $\mu, \nu \in \mathcal{P}_{2}(\mathcal{M})$ with $\operatorname{supp}(\mu) \cup \operatorname{supp}(\nu) \subset B(r(T))$, let $k \in \mathbb{N}$ be such that $B(2 r(T)) \subset K_{k}$ with $W$ is $\lambda_{k}$-geodesically convex on $B(r(T)) \times B(r(T))$ and $V \lambda_{k}$-geodesically convex on $B(r(T))$. Denote $\lambda=\lambda_{k}$ and $\gamma \in \Gamma_{o}(\mu, \nu)$ an optimal plan between $\mu$ and $\nu$, we then know that the function

$$
\begin{align*}
f(t)= & \frac{W\left(\exp _{x_{1}}\left(t T\left(x_{1}, y_{1}\right)\right)-\exp _{x_{2}}\left(t T\left(x_{2}, y_{2}\right)\right)\right)-W\left(x_{1}-x_{2}\right)}{2 t}  \tag{4.2.6}\\
& +\frac{2 V\left(\exp _{x_{2}}\left(t T\left(x_{2}, y_{2}\right)\right)\right)-2 V\left(x_{2}\right)}{2 t}-\frac{\lambda}{2} t \operatorname{dist}^{2}\left(x_{2}, y_{2}\right)-\frac{\lambda}{2} t \operatorname{dist}^{2}\left(\left(x_{1}, x_{2}\right),\left(y_{1}, y_{2}\right)\right)
\end{align*}
$$

is non-decreasing on $[0,1]$ for all $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in \operatorname{supp}(\gamma)$. So $f(1) \geq \liminf _{t \rightarrow 0^{+}} f(t)$. Integrating over $d \gamma\left(x_{1}, y_{1}\right) d \gamma\left(x_{2}, y_{2}\right)$ gives

$$
\begin{aligned}
& \mathcal{E}(\nu)-\mathcal{E}(\mu) \\
= & \int_{\mathcal{M} \times \mathcal{M}} \int_{\mathcal{M} \times \mathcal{M}} \frac{W\left(y_{1}-y_{2}\right)+2 V\left(y_{2}\right)-W\left(x_{1}-x_{2}\right)-2 V\left(x_{2}\right)}{2} d \gamma\left(x_{1}, y_{1}\right) d \gamma\left(x_{2}, y_{2}\right) \\
\geq & \int_{\mathcal{M} \times \mathcal{M}} \int_{\mathcal{M} \times \mathcal{M}}\left\langle\nabla W\left(x_{2}-x_{1}\right)+\nabla V\left(x_{2}\right), T\left(x_{2}, y_{2}\right)\right\rangle d \gamma\left(x_{1}, y_{1}\right) d \gamma\left(x_{2}, y_{2}\right)+o\left(d_{W}(\mu, \nu)\right) \\
= & \int_{\mathcal{M} \times \mathcal{M}}\left\langle\int_{\mathcal{M}} \nabla W\left(x_{2}-x_{1}\right) d \mu\left(x_{1}\right)+\nabla V\left(x_{2}\right), T\left(x_{2}, y_{2}\right)\right\rangle d \gamma\left(x_{2}, y_{2}\right)+o\left(d_{W}(\mu, \nu)\right) \\
= & \left.\int_{\mathcal{M} \times \mathcal{M}} g_{x_{2}} A\left(x_{2}\right)\left(\int_{\mathcal{M}} \nabla W\left(x_{2}-x_{1}\right) d \mu\left(x_{1}\right)+\nabla V\left(x_{2}\right)\right), T\left(x_{2}, y_{2}\right)\right) d \gamma\left(x_{2}, y_{2}\right) \\
& +o\left(d_{W}(\mu, \nu)\right) \\
\geq & -\int_{\mathcal{M} \times \mathcal{M}} g_{x_{2}}\left(P_{x_{2}}\left(-A\left(x_{2}\right)\left(\nabla W * \mu\left(x_{2}\right)+\nabla V\left(x_{2}\right)\right)\right), T\left(x_{2}, y_{2}\right)\right) d \gamma\left(x_{2}, y_{2}\right)+o\left(d_{W}(\mu, \nu)\right) \\
= & \int_{\mathcal{M} \times \mathcal{M}} g_{x_{2}}\left(\kappa\left(x_{2}\right), T\left(x_{2}, y_{2}\right)\right) d \gamma\left(x_{2}, y_{2}\right)+o\left(d_{W}(\mu, \nu)\right)
\end{aligned}
$$

where the second inequality comes from the fact that: If $x_{2} \notin \partial \mathcal{M}$, then by definition of $P_{x_{2}}$ the inequality becomes an equality while if $x_{2} \in \partial \mathcal{M}$, then by definition of $P_{x_{2}}$. Now note that for $T>0$ such that $0 \leq t \leq T$ and $0 \leq t+h \leq T$, we have $\operatorname{supp}(\mu(t)) \cup \operatorname{supp}(\mu(t+h)) \subset$ $B(r(T))$, thus by taking $\mu=\mu(t), \nu=\mu(t+h)$ we get (4.2.5). The claim is proved.

By (4.2.5) and Lemma 3.5.1, we have

$$
\begin{aligned}
\lim _{h \rightarrow 0^{+}} \frac{\mathcal{E}(\mu(t+h))-\mathcal{E}(\mu(t))}{h} & \geq \int_{\mathcal{M} \times \mathcal{M}} g_{x}\left(\kappa(t, x), \frac{T(x, y)}{h}\right) d \gamma_{t}^{h}(x, y) \\
& =\int_{\mathcal{M}} g_{x}\left(\kappa(t, x), \int_{\mathcal{M}} \frac{T(x, y)}{h} d \nu_{x}^{h}(y)\right) d \mu(t, x) \\
& =\int_{\mathcal{M}} g_{x}(\kappa(t, x), v(t, x)) d \mu(t, x)
\end{aligned}
$$

Similarly

$$
\lim _{h \rightarrow 0^{-}} \frac{\mathcal{E}(\mu(t+h))-\mathcal{E}(\mu(t))}{h} \leq \int_{\mathcal{M}} g_{x}(\kappa(t, x), v(t, x)) d \mu(t, x) .
$$

Since the function $t \mapsto \mathcal{E}(\mu(t))$ is non-increasing, it is differentiable for a.e. $t>0$, so

$$
\frac{d}{d t} \mathcal{E}(\mu(t))=\int_{\mathcal{M}} g_{x}(\kappa(t, x), v(t, x)) d \mu(t, x)
$$

for a.e. $t>0$ as desired.
To prove the energy dissipation equality (4.0.3), we only need to show that $\mathcal{E}(\mu(t))$ is locally absolutely continuous. By $\Theta$-convexity and linear growth condition on gradient of $W, V$, we know $|V(x)-V(y)| \leq C(1+\operatorname{dist}(x, y))|x-y| \leq C(1+\operatorname{dist}(x, y)) \operatorname{dist}(x, y)$ and $|W(x-z)-W(y-w)| \leq C(1+\operatorname{dist}(x, y)+\operatorname{dist}(z, w))(\operatorname{dist}(x, y)+\operatorname{dist}(z, w))$, then for $0 \leq s<t<\infty$ and $\gamma \in \Gamma_{o}(\mu(t), \mu(s))$ an optimal plan

$$
\begin{aligned}
|\mathcal{E}(\mu(t))-\mathcal{E}(\mu(s))| & \leq \int_{\mathcal{M} \times \mathcal{M}} C(1+\operatorname{dist}(x, y)) \operatorname{dist}(x, y) d \gamma(x, y) \\
& \leq C\left(1+d_{W}(\mu(t), \mu(s))\right) d_{W}(\mu(t), \mu(s))
\end{aligned}
$$

Thus $\mathcal{E}(\mu(\cdot))$ is locally absolutely continuous since $\mu(\cdot)$ is locally absolutely continuous in $\left(\mathcal{P}_{2}(\mathcal{M}), d_{W}\right)$.

We now turn to the contraction property, denote $\gamma(t) \in \Gamma_{o}\left(\mu^{1}(t), \mu^{2}(t)\right)$ an optimal plan. Since $\operatorname{supp}\left(\mu^{1}(t)\right) \cup \operatorname{supp}\left(\mu^{2}(t)\right) \subset B(r(t)) \Subset \mathcal{M}$, by (4.2.6) we have

$$
\begin{equation*}
\mathcal{E}\left(\mu^{2}(t)\right) \geq \mathcal{E}\left(\mu^{1}(t)\right)+\int_{\mathcal{M} \times \mathcal{M}} g_{x}\left(\kappa^{1}(t, x), T(x, y)\right) d \gamma_{t}(x, y)+\frac{\lambda_{k}}{2} d_{W}^{2}\left(\mu^{1}(t), \mu^{2}(t)\right), \tag{4.2.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{E}\left(\mu^{1}(t)\right) \geq \mathcal{E}\left(\mu^{2}(t)\right)+\int_{\mathcal{M} \times \mathcal{M}} g_{y}\left(\kappa^{2}(t, y), T(y, x)\right) d \gamma_{t}(y, x)+\frac{\lambda_{k}}{2} d_{W}^{2}\left(\mu^{1}(t), \mu^{2}(t)\right) \tag{4.2.8}
\end{equation*}
$$

for all $k$ such that $B(2 r(t)) \subset K_{k}$ and $\lambda_{k}$ the geodesic convexity constant of $W, V$ on $K_{k} \times K_{k}$ and $K_{k}$. Adding them together gives

$$
\begin{equation*}
-\lambda_{k} d_{W}^{2}\left(\mu^{1}(t), \mu^{2}(t)\right) \geq \int_{\mathcal{M} \times \mathcal{M}}\left(g_{x}\left(\kappa^{1}(t, x), T(x, y)\right)+g_{y}\left(\kappa^{2}(t, y), T(y, x)\right)\right) d \gamma_{t}(x, y) \tag{4.2.9}
\end{equation*}
$$

Now since $\mu^{1}(\cdot), \mu^{2}(\cdot)$ are solutions for (3.1.5), we have $\kappa^{i}(t)=-v^{i}(t)$ for $i=1,2$. By Lemma 5.3 from [119] and Lemma 4.34 from [5] we then have

$$
\begin{aligned}
\frac{d}{d t} d_{W}^{2}\left(\mu^{1}(t), \mu^{2}(t)\right) & \leq-2 \int_{\mathcal{M} \times \mathcal{M}}\left(g_{x}\left(v^{1}(t, x), T(x, y)\right)+g_{y}\left(v^{2}(t, y), T(y, x)\right)\right) d \gamma_{t}(x, y) \\
& =2 \int_{\mathcal{M} \times \mathcal{M}}\left(g_{x}\left(\kappa^{1}(t, x), T(x, y)\right)+g_{y}\left(\kappa^{2}(t, y), T(y, x)\right)\right) d \gamma_{t}(x, y) \\
& \leq-2 \lambda_{k} d_{W}^{2}\left(\mu^{1}(t), \mu^{2}(t)\right)
\end{aligned}
$$

Thus

$$
\begin{equation*}
d_{W}\left(\mu^{1}(t), \mu^{2}(t)\right) \leq \exp \left(-\lambda_{k} t\right) d_{W}\left(\mu_{0}^{1}, \mu_{0}^{2}\right) \tag{4.2.10}
\end{equation*}
$$

## Chapter 5

## Nonlocal interaction equations on non-convex, non-smooth domains

In this Chapter, we discuss well-posedness of a class of nonlocal interaction equations on general non-convex, non-smooth domains. We want to model macroscopic behavior of biological agents interacting in geometrically confined domains $\Omega$ with irregular boundaries. The domain boundary may be an environmental obstacle, like a river, or the ground itself, as in the models of locust patterns discussed in [13, 107, 110]. In Chapter 3 systems of interacting agents on domains with boundary are considered in a setting which allows for heterogeneous environments via gradient flow theory developed in [5], but requires the domain (manifold $\mathcal{M}$ ) to be (geodesically-)convex with $C^{1}$ boundary. Here we consider the problem in homogeneous environments (Euclidean setting) but on general domains which are not required to be convex and whose boundary may not be differentiable. Again, the geometrical confinement introduces a constraint on the possible velocity fields of the agents at the boundary. The measure $\mu(\cdot)$ describing the agent configuration becomes a distributional solution of the equation

$$
\left\{\begin{array}{l}
\frac{\partial}{\partial t} \mu(t, x)+\operatorname{div}\left(\mu(t, x) P_{x}\left(-\int_{\Omega} \nabla W(x-y) d \mu(t, y)-\nabla V(x)\right)\right)=0  \tag{5.0.1}\\
\mu(0)=\mu_{0}
\end{array}\right.
$$

where $P_{x}$ is the projection of the velocities to inward pointing ones. Since the domain $\Omega$ is non-convex, the space $\mathcal{P}_{2}(\Omega)$ of probability measures with finite second moments on $\Omega$ is not geodesically convex, thus the energy functional $\mathcal{E}$ is not geodesically (semi-) convex and general existence of gradient flow theory [5] (which we introduce in Chapter 2, and use in Chpater 3 and Chapter 4) fails to apply. We instead obtain gradient flows and weak measure solutions via particle approximations. The results presented in this Chapter are obtained in our paper [33].

### 5.1 Domain regularity and constrained gradient flow structure

When considering domains which are not $C^{1}$ the first question is what should the velocity of agents be at a boundary point where the domain is not differentiable. Similar questions have been encountered in studies of differential inclusions on moving domains (general sweeping processes), see $[43,44,112]$ and references therein. We rely on notions developed there to properly define the cone of admissible directions at a boundary points and the proper way to project the velocity to the allowable cone. In particular we consider the equation (5.0.1) with projection $P_{x}$ defined in (5.1.5) and when there is no confusion we denote $P_{x}=P_{T(\Omega, x)}$.

While one would like to consider very general domains there are limits to possible domains on which well-posedness of weak measure solutions can be developed. Namely, if the domains have an inside corner, then it is not possible for the measure solutions of (5.0.1) to be stable, as we discuss in Remark 5.1.11. It turns out that a class of domains which is rather general and allows for a well-posedness theory are the (uniformly) proxregular domains (see Definition 5.1.3). Prox-regular domains are the sets which have an outside neighborhood such that for each of its points there exists a unique closest point on the boundary (unique projection). In particular prox-regular domains can have outside corners and outside cusps, but not inside corners.

Our main result is the well-posedness of weak measure solutions of the nonlocal-interaction equation (5.0.1) on uniformly prox-regular domains. We recall from (2.3.6), (2.3.7) and (2.3.8) in Chapter 2 the total energy $\mathcal{E}$ is defined as

$$
\begin{equation*}
\mathcal{E}(\mu)=\mathcal{W}(\mu)+\mathcal{V}(\mu)=\frac{1}{2} \int_{\Omega} \int_{\Omega} W(x-y) d \mu(x) d \mu(y)+\int_{\Omega} V(x) d \mu(x) \tag{5.1.1}
\end{equation*}
$$

The energy $\mathcal{E}$ is a dissipated quantity of the evolution (5.0.1), and furthermore the equation can be interpreted as the gradient flow of the energy with respect to the Euclidean Wasserstein metric with the constraint that mass cannot leave the domain $\Omega$. The gradient flow approach was used to study systems in which there are state constraints that determine the set of possible velocities, in particular in crowd motion models [ $1,80,81]$ where the constraint on the $L^{\infty}$-norm of the density of agents leading to an $L^{2}$-projection of velocity field.

To show the existence of gradient flows, we use particle approximations, that is we use a sequence of delta masses $\mu_{0}^{n}=\sum_{j=1}^{k(n)} m_{j} \delta_{x_{j}^{n}}$ to approximate the initial data $\mu_{0}$ and solve (5.0.1) with initial data $\mu_{0}^{n}$. Here the notion of gradient flow solutions (and weak measure solutions) provides the advantage that we can work with delta measures, which makes the particle approximation meaningful. With discrete initial data $\mu_{0}^{n}$, (5.0.1) becomes a system of ordinary differential equations. We solve the ODE system and prove that the solutions
$\mu^{n}(\cdot)$ converges to some $\mu(\cdot)$ by establishing the stability property of solutions to (5.0.1) with different initial data. We then show that the limit curve $\mu(\cdot)$ is a gradient flow with respect to $\mathcal{E}$ swith initial data $\mu_{0}$ by proving that $\mu(\cdot)$ achieves the maximal dissipation of the associated energy, and is thus the steepest descent of the energy.

The novelty here is that even though the domain $\Omega$ is only prox-regular (not necessarily convex or $C^{1}$ ) and the velocity field is discontinuous (due to the projection $P$ ), the ODE systems are still well-posed (refer to Theorem 5.2.6) and the stability of solutions $\mu^{n}(\cdot)$ in Wasserstein metric $d_{W}$ is valid with explicit dependence on the prox-regularity constant (refer to Proposition 5.3.1). Under semi-convexity assumptions on the potential functions $W$ and $V$, this enables us to show the well-posedness, that is existence and stability of weak measure solutions to (5.0.1) in three different cases: $\Omega$ bounded and prox-regular (Theorem 5.1.5 and Thorem 5.1.6), $\Omega$ unbounded and convex (Theorem 5.1.9), and $\Omega$ unbounded and prox-regular with compactly supported initial data $\mu_{0}$ (Theorem 5.1.10). We can also generalize the well-posedness results to time-dependent interaction and external potentials $W=W(t, x), V=V(t, x)$ (Remark 5.5.3). We also give sufficient conditions on the shape of $\Omega$ to ensure the existence of an interaction potentials $W$ such that solutions $\mu(\cdot)$ to (5.0.1) aggregate to a single delta mass as time goes to infinity (Theorem 5.1.11 and Remark 5.6.1).

## Description of weak measure solutions.

Since we are working in the Euclidean setting, we denote in this Chapter

$$
\begin{equation*}
d_{W}^{2}(\mu, \nu)=\min \left\{\int_{\Omega \times \Omega}|x-y|^{2} d \gamma(x, y): \gamma \in \Gamma(\mu, \nu)\right\} \tag{5.1.2}
\end{equation*}
$$

the Euclidean Wasserstein distance and $\Gamma_{o}(\mu, \nu)$ the set of optimal plans with respect to this Euclidean $d_{W}$, i.e.

$$
\begin{equation*}
\Gamma_{o}(\mu, \nu)=\left\{\gamma \in \Gamma(\mu, \nu): \int_{\Omega \times \Omega}|x-y|^{2} d \gamma(x, y)=d_{W}^{2}(\mu, \nu)\right\} \tag{5.1.3}
\end{equation*}
$$

We now recall definition of weak measure solutions to the continuity equation to (5.0.1). To be precise, in our Euclidean setting,

Definition 5.1.1. A locally absolutely continuous curve $\mu(\cdot) \in \mathcal{P}_{2}(\Omega)$ is a weak measure solution to (5.0.1) with initial value $\mu_{0}$ if

$$
v(t, x)=-P_{x}\left(\int_{\Omega} \nabla W(x-y) d \mu(y)+\nabla V(x)\right) \in L_{l o c}^{1}\left([0,+\infty) ; L^{2}(\mu(t))\right)
$$

and

$$
\int_{0}^{\infty} \int_{\Omega} \frac{\partial \phi}{\partial t}(t, x) d \mu(t, x) d t+\int_{\Omega} \phi(0, x) d \mu_{0}(x)+\int_{0}^{\infty} \int_{\Omega}\langle\nabla \phi(t, x), v(t, x)\rangle d \mu(x)=0
$$

for all $\phi \in C_{c}^{\infty}([0, \infty) \times \Omega)$. The projection $P_{x}$ is described below and formally defined in (5.1.5) with $P_{x}=P_{T(\Omega, x)}$.

Note that the test function $\phi$ does not have to be zero on the boundary of $\Omega$, and thus the no-flux boundary condition is imposed in a weak form.

We now define the projection $P_{x}$. When $\partial \Omega \in C^{1}$ is smooth and oriented, the definition of $P_{x}$ is given in Chapter 3 by $P_{x}(v)=v-\langle v, \nu(x)\rangle \nu(x)$ if $\langle v, \nu(x)\rangle>0$ and $P_{x}(v)=v$ otherwise, where $\nu(x)$ is the unit outward normal vector to the boundary at $x \in \partial \Omega$. When $\Omega$ is only prox-regular, to define $P_{x}$, we need to recall some notations from nonsmooth analysis, see [25,35], in order to replace the normal vector field, and the inward and outward directions.

Definition 5.1.2. Let $S$ be a closed subset of $\mathbb{R}^{d}$. We define the proximal normal cone to $S$ at $x$ by,

$$
N^{P}(S, x)=\left\{v \in \mathbb{R}^{d}: \exists \alpha>0, x \in P_{S}(x+\alpha v)\right\},
$$

where

$$
P_{S}(y)=\left\{z \in S: \inf _{w \in S}|w-y|=|z-y|\right\}
$$

is the projection of $y$ onto $S$.
Note that for $x \in S \backslash \partial S, N^{P}(S, x)=\{0\}$ and by convention for $x \notin S, N^{P}(S, x)=\emptyset$. The notion of normal cone extends the concept of outer normal of a smooth set in the sense that if $S$ is a closed subset of $\mathbb{R}^{d}$ with boundary $\partial S$ an oriented $C^{2}$ hypersurface, then for each $x \in \partial S, N^{P}(S, x)=\mathbb{R}^{+} \nu(x)$ where $\nu(x)$ is the unit outward normal to $S$ at $x$. We now recall the notion of uniform prox-regular sets.

Definition 5.1.3. Let $S$ be a closed subset of $\mathbb{R}^{d}$. $S$ is said to be $\eta$-prox-regular if for all $x \in \partial S$ and $v \in N^{P}(S, x),|v|=1$ we have

$$
B_{\eta}(x+\eta v) \cap S=\emptyset,
$$

where $B_{\eta}(y)$ denotes the open ball centered at $y$ with radius $\eta>0$.
Note that an equivalent characterization, see [35, 96], is given by: $S$ is $\eta$-prox-regular if for any $y \in S, x \in \partial S$ and $v \in N^{P}(S, x)$,

$$
\begin{equation*}
\langle v, y-x\rangle \leq \frac{|v|}{2 \eta}|y-x|^{2} . \tag{5.1.4}
\end{equation*}
$$

Observe that if $S$ is closed and convex, then $S$ is $\infty$-prox-regular, thus $\eta$-prox-regularity is a relaxed condition on convexity. We now turn to the tangent cones.

Definition 5.1.4. Let $S$ be a closed subset of $\mathbb{R}^{d}$ and $x \in S$, define the Clarke tangent cone by
$T^{C}(S, x)=\left\{v \in \mathbb{R}^{d}: \forall t_{n} \searrow 0, \forall x_{n} \in S\right.$, s.t. $x_{n} \rightarrow x, \exists v_{n} \rightarrow v$ s.t. $\left.(\forall n) x_{n}+t_{n} v_{n} \in S\right\}$, and denote the Clarke normal cone by

$$
N^{C}(S, x)=\left\{\xi \in \mathbb{R}^{n}:\langle\xi, v\rangle \leq 0 \quad \forall v \in T^{C}(S, x)\right\} .
$$



Figure 5.1: The set $S$ is prox-regular but not convex. At the corner point $x \in \partial S$, the tangent and normal cones are denoted by $T(S, x)$ and $N(S, x)$.

Note that $T^{C}(S, x), N^{C}(S, x)$ are closed convex cones, also by convention $N^{C}(S, x)=\emptyset$ for all $x \notin S$. In general, we only have $N^{P}(S, x) \subset N^{C}(S, x)$ and the inclusion can be strict. However, for $\eta$-prox-regular set $S$, we have $N^{P}(S, x)=N^{C}(S, x)$, see [35, 96]. In that case, we denote the normal cone and tangent cone as $N(S, x)=N^{P}(S, x)=N^{C}(S, x)$ and $T(S, x)=T^{C}(S, x)=T^{P}(S, x)$ respectively, and for any vector $w \in \mathbb{R}^{d}$, we define the projection onto the tangent cone by $P_{T(S, x)}(w)$, i.e.,

$$
\begin{equation*}
P_{T(S, x)}(w)=\left\{v \in T(S, x):|v-w|=\inf _{\xi \in T(S, x)}|\xi-w|\right\} . \tag{5.1.5}
\end{equation*}
$$

Since $T(S, x)$ is a closed convex cone, the infimum is always attained, and $P_{T(S, x)}$ is welldefined. For notation simplicity, since the set we are considering $\Omega$ is not changing, we write $P_{x}$ instead of $P_{T(\Omega, x)}$ and when the context is clear, we put $P$ for $P_{x}$. With these preliminaries, we can now state the main results of this work.

## Main results.

For any set $A \subset \mathbb{R}^{d}$, we denote by $A-A=\{x-y: x, y \in A\}$, and the convex hull of $A$ by $\operatorname{Conv}(A)=\{\theta x+(1-\theta) y: x, y \in A, 0 \leq \theta \leq 1\}$. For a function $f \in C^{1}\left(\mathbb{R}^{d}\right)$, we say that $f$ is $\lambda$-geodesically convex on a convex set $S$ if for any $x, y \in S$ we have

$$
f(y) \geq f(x)+\langle\nabla f(x), y-x\rangle+\frac{\lambda}{2}|y-x|^{2} .
$$

We call $f$ locally $\lambda$-geodesically convex if there exist a sequence of compact convex sets $K_{n} \subset \mathbb{R}^{d}$ and a sequence of constants $\lambda_{n}$ such that $K_{n} \subset K_{n+1}, \bigcup_{n} K_{n}=\mathbb{R}^{d}$ and $f$ is $\lambda_{n^{-}}$ geodesically convex on $K_{n}$. Note that $f$ is $\lambda$-geodesically convex on a convex set $S$ implies for any $x, y \in S$

$$
\langle\nabla f(x)-\nabla f(y), x-y\rangle \geq \lambda|x-y|^{2} .
$$

The main assumptions depend on the domain $\Omega$ and the support of initial data. In fact, we separate our results in three cases: $\Omega$ bounded, $\Omega$ unbounded and convex, and $\Omega$ unbounded with compactly supported initial data. The assumptions are very similar in nature based on the convexity of the potentials $V$ and $W$ and on their growth behavior at $\infty$ in the unbounded cases. We assume that both potentials $V$ and $W$ are $\lambda_{V}$ - and $\lambda_{W}$-convex respectively, possibly locally convex. Finally, in case $V$ and $W$ are $\lambda$-locally convex, we can assume, without loss of generality, that $V$ and $W$ share the same sequence of compact convex sets, $K_{k}$ in the definition of locally $\lambda$-geodesic convexity, i.e., $K_{k} \subset K_{k+1}$, $\bigcup_{k \in \mathbb{N}} K_{k}=\mathbb{R}^{d}$ with $V$ and $W$ being $\lambda_{V, k}$ and $\lambda_{W, k}$-geodesically convex on $K_{k}$.

Recall the elements of the theory of gradient flows in the space of probability measures in the Euclidean setting (introduced in Chapter 2). In particular the Definition of metric derivative (2.2.8), subdifferenial (Definition 2.2.5), and gradient flow (2.2.14). By Theorem 2.2.3, given a locally absolutely continuous curve $[0, \infty) \ni t \mapsto \mu(t) \in \mathcal{P}_{2}(\Omega)$, there exists a unique tangent velocity field such that $\mu(\cdot)$ satisfies the continuity equation in the sense of distributions.

In case $\Omega$ is bounded, we assume that
(M1) $\Omega \subset \mathbb{R}^{d}$ is $\eta$-prox-regular with $\eta>0$.
(A1) $W \in C^{1}\left(\mathbb{R}^{d}\right)$ is $\lambda_{W}$-geodesically convex on $\operatorname{Conv}(\Omega-\Omega)$ for some $\lambda_{W} \in \mathbb{R}$.
(A2) $V \in C^{1}\left(\mathbb{R}^{d}\right)$ is $\lambda_{V}$-geodesically convex on $\operatorname{Conv}(\Omega)$ for some $\lambda_{V} \in \mathbb{R}$.
The main results of this paper is the well-posedness of weak measure solutions: existence and stability, with arbitrary initial data. We establish it using an approximation scheme and the theory of gradient flows in spaces of probability measures.

Theorem 5.1.5. Assume $\Omega$ is bounded and satisfies (M1) and $W, V$ satisfy (A1), (A2). Then for any initial data $\mu_{0} \in \mathcal{P}_{2}(\Omega)$, there exists a locally absolutely continuous curve $\mu(\cdot) \in \mathcal{P}_{2}(\Omega)$ such that $\mu(\cdot)$ is a gradient flow with respect to $\mathcal{E}$ and a weak measure solution to (5.0.1).

Furthermore for a.e. $t>0$

$$
\begin{equation*}
\left|\mu^{\prime}\right|^{2}(t)=\int_{\Omega}\left|P_{x}(-\nabla W * \mu(r)(x)-\nabla V(x))\right|^{2} d \mu(t, x) \tag{5.1.6}
\end{equation*}
$$

and for any $0 \leq s \leq t<\infty$

$$
\begin{equation*}
\mathcal{E}(\mu(s))=\mathcal{E}(\mu(t))+\int_{s}^{t} \int_{\Omega}\left|P_{x}(-\nabla W * \mu(r)(x)-\nabla V(x))\right|^{2} d \mu(r, x) d r . \tag{5.1.7}
\end{equation*}
$$

Theorem 5.1.6. Assume $\Omega$ is bounded and satisfies (M1) and $W$, $V$ satisfy (A1), (A2). Let $\mu^{1}(\cdot), \mu^{2}(\cdot)$ be two weak measure solutions to (5.0.1) with initial data $\mu_{0}^{1}, \mu_{0}^{2}$ respectively. Then

$$
\begin{equation*}
d_{W}\left(\mu^{1}(t), \mu^{2}(t)\right) \leq \exp \left(\left(-\lambda_{W}^{-}-\lambda_{V}+\frac{\|\nabla W\|_{L^{\infty}(\Omega-\Omega)}+\|\nabla V\|_{L^{\infty}(\Omega)}}{\eta}\right) t\right) d_{W}\left(\mu_{0}^{1}, \mu_{0}^{2}\right) . \tag{5.1.8}
\end{equation*}
$$

for any $t \geq 0$ where $\lambda_{W}^{-}=\min \left\{\lambda_{W}, 0\right\}$. Moreover, the weak measure solution is characterized by the system of Evolution Variational Inequalities:
$\frac{1}{2} \frac{d}{d t} d_{W}^{2}(\mu(t), \nu)+\left(\frac{\lambda_{W}^{-}}{2}+\frac{\lambda_{V}}{2}-\frac{\|\nabla W\|_{L^{\infty}(\Omega \Omega)}+\|\nabla V\|_{L^{\infty}(\Omega)}}{2 \eta}\right) d_{W}^{2}(\mu(t), \nu) \leq \mathcal{E}(\nu)-\mathcal{E}(\mu(t))$,
for a.e. $t>0$ and for all $\nu \in \mathcal{P}_{2}(\Omega)$.
Observe that in the stability estimate for solutions (5.1.8), we find two contributions due to the $\lambda$-convexity of the potentials and the $\eta$-prox-regular property of the domain $\Omega$ respectively. We also make a remark here that when $\Omega$ bounded, $\eta$-prox-reguar (Theorem 5.1.5, Theorem 5.1.6 ), or unbounded, convex (Theorem 5.1.9), weak measure solutions to (5.0.1) and gradient flows with respect to $\mathcal{E}$ are equivalent, see Remark 5.3.6.

On $\mathbb{R}^{n}$ when $\mu^{1}(0)$ and $\mu^{2}(0)$ have the same center of mass $\lambda_{W}^{-}$can be replaced by $\lambda_{W}$ in (5.1.8). Thus when the potential $W$ is uniformly geodesically convex, $\lambda_{W}>0$ and thus there is exponential contraction of solutions. On bounded domains this is not the case since interaction with boundary can change the center of mass of a solution. Nevertheless part of the claim can be recovered. We consider the case that $V \equiv 0$. Denote the set of singletons by $\Xi=\left\{\delta_{x}: x \in \mathbb{R}^{d}\right\}$. Note that we included the singletons which are not in the set $\Omega$, since the center of mass for measures on a non-convex $\Omega$ may lie outside the domain.

Proposition 5.1.7. Assume $\Omega$ is bounded and satisfies (M1) and $W$ satisfies (A1). Let $\mu(\cdot)$ be a weak measure solutions to (5.0.1) with $V \equiv 0$. Then

$$
\begin{equation*}
d_{W}(\mu(t), \Xi) \leq \exp \left(\left(-\lambda_{W}+\frac{\|\nabla W\|_{L^{\infty}(\Omega-\Omega)}}{\eta}\right) t\right) d_{W}\left(\mu_{0}, \Xi\right) \tag{5.1.10}
\end{equation*}
$$

for any $t \geq 0$.

The proposition implies that solution can aggregate to a point (in perhaps infinite time) even on a nonconvex domain. We ask on what domains there exists a potential for which for any initial datum this aggregation property holds. We provide a sufficient condition on the shape of $\Omega$ for aggregation to hold: Let $\operatorname{diam}(\Omega)=\sup _{x, y \in \Omega}|x-y|$.

Theorem 5.1.8. Assume that $\Omega$ is bounded and satisfies (M1). If $\eta>\frac{1}{2} \operatorname{diam}(\Omega)$, then for external potential $V \equiv 0$, there exists an interaction potential $W$ satisfying (A1) for some $\lambda_{W}>0$, and constant $C(\Omega)<0$ such that

$$
\begin{equation*}
d_{W}(\mu(t), \Xi) \leq d_{W}\left(\mu_{0}, \Xi\right) \exp (C(\Omega) t) \tag{5.1.11}
\end{equation*}
$$

for all $t \geq 0$. In particular, the solution aggregates to a singleton:

$$
\begin{equation*}
\lim _{t \rightarrow \infty} d_{W}(\mu(t), \Xi)=\lim _{t \rightarrow \infty} d_{W}\left(\mu(t), \delta_{\bar{x}(t)}\right)=0 \tag{5.1.12}
\end{equation*}
$$

where $\bar{x}(t)=\int_{\Omega} x d \mu(t)$ is the center of mass for $\mu(t)$.
Note that the constant in $\eta>\frac{1}{2} \operatorname{diam}(\Omega)$ cannot be improved, as the example in Remark 5.6.1 shows.

Next we generalize the two existence and stability results to the unbounded domain $\Omega$ case in two different settings. In case $\Omega$ is unbounded, and for general initial data $\mu_{0}$, possibly with noncompact support, we give the global assumptions: for some constants $\lambda_{W}, \lambda_{V} \in \mathbb{R}$ and $C>0$,
(GM1) $\Omega \subset \mathbb{R}^{d}$ is convex, i.e., $\Omega$ is $\infty$-prox-regular.
(GA1) $W \in C^{1}\left(\mathbb{R}^{d}\right)$ is $\lambda_{W}$-geodesically convex on $\operatorname{Conv}(\Omega-\Omega)=\Omega-\Omega$.
(GA2) $\nabla W$ has linear growth, i.e., $|\nabla W(x)| \leq C(1+|x|)$ for all $x \in \mathbb{R}^{d}$.
(GA3) $V \in C^{1}\left(\mathbb{R}^{d}\right)$ is $\lambda_{V}$-geodesically convex on $\operatorname{Conv}(\Omega)=\Omega$.
(GA4) $\nabla V$ has linear growth, $|\nabla V(x)| \leq C(1+|x|)$ for all $x \in \mathbb{R}^{d}$.
The main result in this setting reads as:

Theorem 5.1.9. Assume $\Omega$ is unbounded and satisfies (GM1) and $W, V$ satisfy (GA1)(GA4), then for any $\mu_{0} \in \mathcal{P}_{2}(\Omega)$, there exists a gradient flow $\mu(\cdot)$ with respect to $\mathcal{E}$ such that $\mu(\cdot)$ is a weak measure solution to (5.0.1). Moreover, for a.e. $t>0$

$$
\left|\mu^{\prime}\right|^{2}(t)=\int_{\Omega}\left|P_{x}(-\nabla W * \mu(r)(x)-\nabla V(x))\right|^{2} d \mu(t, x)
$$

and for any $0 \leq s \leq t<\infty$

$$
\mathcal{E}(\mu(s))=\mathcal{E}(\mu(t))+\int_{s}^{t} \int_{\Omega}\left|P_{x}(-\nabla W * \mu(r)(x)-\nabla V(x))\right|^{2} d \mu(r, x) d r .
$$

Similarly, if $\mu^{1}(\cdot), \mu^{2}(\cdot)$ are two weak measure solutions to (5.0.1) with initial data $\mu_{0}^{1}, \mu_{0}^{2}$ respectively, then

$$
\begin{equation*}
d_{W}\left(\mu^{1}(t), \mu^{2}(t)\right) \leq \exp \left(-\left(\lambda_{W}^{-}+\lambda_{V}\right) t\right) d_{W}\left(\mu_{0}^{1}, \mu_{0}^{2}\right) \tag{5.1.13}
\end{equation*}
$$

for any $t \geq 0$. Also the weak measure solution is characterized by the system of Evolution Variational Inequalities:

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} d_{W}^{2}(\mu(t), \nu)+\left(\frac{\lambda_{W}^{-}}{2}+\frac{\lambda_{V}}{2}\right) d_{W}^{2}(\mu(t), \nu) \leq \mathcal{E}(\nu)-\mathcal{E}(\mu(t)), \tag{5.1.14}
\end{equation*}
$$

for a.e. $t>0$ and for all $\nu \in \mathcal{P}_{2}(\Omega)$.
Since $\Omega$ is convex means $\Omega$ is $\infty$-prox-regular, the stability estimate (5.1.13) and EVI (5.1.14) in the convex setting are consistent with the estimates in the $\eta$-prox-regular setting by taking $\eta=\infty$ in (5.1.8) and (5.1.9).

The convexity assumption is needed since on nonconvex unbounded domains we do not know how to control the error due to lack of convexity (as measured by the proxregularity (5.1.4)) in the stability of solutions. However, we can show that control assuming compactly supported initial data. Therefore, when $\Omega$ is unbounded and the initial data $\mu_{0}$ has compact support, we assume there exist some constants $\eta>0, \lambda_{W}, \lambda_{V} \in \mathbb{R}, C>0$ such that the following local assumptions hold
(M1) $\Omega \subset \mathbb{R}^{d}$ is $\eta$-prox-regular.
(LA1) $W \in C^{1}\left(\mathbb{R}^{d}\right)$ is locally $\lambda$-geodesically convex on $\mathbb{R}^{d}$.
(LA2) $\nabla W$ has linear growth, i.e., $|\nabla W(x)| \leq C(1+|x|)$ for all $x \in \mathbb{R}^{d}$.
(LA3) $V \in C^{1}\left(\mathbb{R}^{d}\right)$ is locally $\lambda$-geodesically convex on $\mathbb{R}^{d}$.
(LA4) $\nabla V$ has linear growth, $|\nabla V(x)| \leq C(1+|x|)$ for all $x \in \mathbb{R}^{d}$.

Note that the conditions (LA1) and (LA3) are satisfied whenever $V$ and $W$ are $C^{2}$ functions on $\mathbb{R}^{d}$, which is the case in many practical applications.

We show in this setting the following theorem about existence and stability for weak measure solutions for initial data with compact support.

Theorem 5.1.10. Given that $\Omega$ is unbounded and satisfies (M1), and $W, V$ satisfy (LA1)(LA4). If $\operatorname{supp}\left(\mu_{0}\right) \subset \Omega$ is compact, say $\operatorname{supp}\left(\mu_{0}\right) \subset B\left(r_{0}\right) \cap \Omega$, then there exists a weak measure solution $\mu(\cdot)$ to (5.0.1) such that $\operatorname{supp}(\mu(t)) \subset B(r(t))$ for $r(t)=\left(r_{0}+1\right) \exp (C t)$, where $C=C(W, V)$ and $\mu(\cdot)$ satisfies for a.e. $t>0$

$$
\left|\mu^{\prime}\right|^{2}(t)=\int_{\Omega}\left|P_{x}(-\nabla W * \mu(r)(x)-\nabla V(x))\right|^{2} d \mu(t, x)
$$

and for any $0 \leq s \leq t<\infty$

$$
\mathcal{E}(\mu(s))=\mathcal{E}(\mu(t))+\int_{s}^{t} \int_{\Omega}\left|P_{x}(-\nabla W * \mu(r)(x)-\nabla V(x))\right|^{2} d \mu(r, x) d r
$$

Moreover if we have two such solutions $\mu^{i}(\cdot)$ with initial data $\mu_{0}^{i}$ satisfying for $i=1,2$, $\operatorname{supp}\left(\mu_{0}^{i}\right)$ are compact and $\operatorname{supp}\left(\mu^{i}(t)\right) \subset B(r(t))$ for all $t>0$, then for all $k \in \mathbb{N}$ such that $B(r(t)) \subset K_{k}$ we have
$d_{W}\left(\mu^{1}(t), \mu^{2}(t)\right) \leq \exp \left(\left(-\lambda_{W, k}^{-}-\lambda_{V, k}+\frac{\|\nabla W\|_{L^{\infty}\left(\Omega_{k}-\Omega_{k}\right)}+\|\nabla V\|_{L^{\infty}\left(\Omega_{k}\right)}}{\eta}\right) t\right) d_{W}\left(\mu_{0}^{1}, \mu_{0}^{2}\right)$.
where $\lambda_{W, k}, \lambda_{V, k}$ are the geodesic convexity constants of $W$ and $V$ in $K_{k}$ and $\Omega_{k}=\Omega \cap K_{k}$.
Let us point out that we are not able to get the system of Evolution Variational Inequalities in its whole generality although they hold for compactly supported reference measures.

Remark 5.1.11. Here we illustrate on an example that well-posedness of weak measure solutions cannot hold on domains which have an inside corner. Let $\Omega=\{(r \cos (\theta), r \sin (\theta)) \in$ $\left.\mathbb{R}^{2}: 0 \leq r \leq 1, \frac{\pi}{4} \leq \theta \leq \frac{7 \pi}{4}\right\}$ be as in Figure 5.2. Let $V(x)=-2 x_{1}$ be the external potential and $W$ be any $C^{2}$ convex interaction potential with $\nabla W(0)=0$. Define $\gamma_{1}(s)=(1,-1) s$ and $\gamma_{2}(s)=(1,1) s$ for $0 \leq s \leq 1$. Then for initial datum $\mu_{0}=\delta_{0}$ both $\mu_{1}(t)=\delta_{\gamma_{1}(t)}$ and $\mu_{2}(t)=\delta_{\gamma_{2}(t)}$ are weak measure solutions. Thus uniqueness and hence stability of solutions cannot hold.

## Strategy of the proof.

The strategy to construct weak measure solutions to (5.0.1) is to show the existence of gradient flow with respect to $\mathcal{E}$. We approximate the initial data $\mu_{0}$ in Wasserstein metric


Figure 5.2: The red arrows show the projected velocity field $P v$ on $\gamma_{1}$ and $\gamma_{2}$, which are driving the particles apart from each other.
by $\mu_{0}^{n}=\sum_{i=1}^{k(n)} m_{i}^{n} \delta_{x_{i}^{n}}$ for $x_{i}^{n} \in \Omega \bigcap B(n)$, and solve (5.0.1) with $\mu^{n}(0)=\mu_{0}^{n}$. Then (5.0.1) becomes a discrete projected system, for $1 \leq i \leq k(n)$

$$
\left\{\begin{array}{l}
\dot{x}_{i}^{n}(t)=P_{x_{i}^{n}(t)}\left(-\sum_{j} m_{j}^{n} \nabla W\left(x_{i}^{n}-x_{j}^{n}\right)-\nabla V\left(x_{i}^{n}\right)\right) \text { a.e. } t \geq 0  \tag{5.1.16}\\
x_{i}^{n}(0)=x_{i}^{n} \in \Omega
\end{array}\right.
$$

which we show its well-posedness based on the well-posedness theory from non-convex sweeping process differential inclusions with perturbations. For the general theory of sweeping processes we refer to [43, 44, 112] and references therein. To be precise, based on [44] there exists a locally absolutely continuous curve $[0, \infty) \ni t \mapsto x(t)=\left(x_{1}^{n}(t), \cdots, x_{k(n)}^{n}(t)\right) \in$ $\Omega^{k(n)}=\Omega \times \ldots \times \Omega$, such that for a.e. $t>0$,

$$
\begin{equation*}
-\dot{x}(t) \in N\left(\Omega^{k(n)}, x(t)\right)-v(t, x(t)) \tag{5.1.17}
\end{equation*}
$$

where $v(t, x(t))=-\sum_{j} m_{j}^{n} \nabla W\left(x_{i}^{n}-x_{j}^{n}\right)-\nabla V\left(x_{i}^{n}\right)$ in our case. We then show that the solution to (5.1.17) is actually a solution to (5.1.16). We denote $\mu^{n}(t)=\sum_{i=1}^{k(n)} m_{i}^{n} \delta_{x_{i}^{n}(t)}$.

Next we explore the properties of the sequence of solutions $\left\{\mu^{n}(\cdot)\right\}_{n}$. In particular,

- When $\Omega$ is bounded or $\Omega$ is unbounded but convex, we first prove the stability of $\mu^{n}(t)$

$$
\begin{equation*}
d_{W}\left(\mu^{n}(t), \mu^{m}(t)\right) \leq \exp (C t) d_{W}\left(\mu_{0}^{n}, \mu_{0}^{m}\right) \tag{5.1.18}
\end{equation*}
$$

where $C=C(W, V)$ is a constant depending only on $W, V$. Thus $\mu^{n}(\cdot)$ converges to some $\mu(\cdot)$ in $\mathcal{P}_{2}(\Omega)$ as $n \rightarrow \infty$. Since $\mu^{n}(\cdot)$ satisfies the energy dissipation inequality,

$$
\begin{aligned}
\mathcal{E}\left(\mu^{n}(s)\right) & \geq \mathcal{E}\left(\mu^{n}(t)\right)+\frac{1}{2} \int_{s}^{t}\left|\left(\mu^{n}\right)^{\prime}\right|^{2}(r) d r \\
& +\frac{1}{2} \int_{s}^{t} \int_{\Omega}\left|P_{x}\left(-\nabla W * \mu^{n}(r)(x)-\nabla V(x)\right)\right|^{2} d \mu^{n}(r, x) d r
\end{aligned}
$$

by the lower semicontinuity property, we are able to show that $\mu(\cdot)$ also satisfies the desired energy dissipation inequality

$$
\begin{align*}
\mathcal{E}(\mu(s)) & \geq \mathcal{E}(\mu(t))+\frac{1}{2} \int_{s}^{t}\left|\mu^{\prime}\right|^{2}(r) d r  \tag{5.1.19}\\
& +\frac{1}{2} \int_{s}^{t} \int_{\Omega}\left|P_{x}(-\nabla W * \mu(r)(x)-\nabla V(x))\right|^{2} d \mu(r, x) d r
\end{align*}
$$

We then show the chain rule, for $\tilde{v}(t)$ is the tangent velocity of $\mu(\cdot)$ at time $t$

$$
\begin{equation*}
\frac{d}{d t} \mathcal{E}(\mu(t))=\int_{\Omega}\left\langle-P_{x}(-\nabla W * \mu(t)(x)-\nabla V(x)), \tilde{v}(t, x)\right\rangle d \mu(t, x) \tag{5.1.20}
\end{equation*}
$$

which together with the energy dissipation inequality yields that $\mu(\cdot)$ is a gradient flow with respect to $\mathcal{E}$ and a weak measure solution to (5.0.1).

- When $\Omega$ is unbounded and only $\eta$-prox-regular, we first show that the support of the solutions $\mu^{n}(\cdot)$ grows at most exponentially, i.e.

$$
\begin{equation*}
\operatorname{supp}\left(\mu^{n}(t)\right) \subset B(r(t)) \tag{5.1.21}
\end{equation*}
$$

for $r(t)=\left(r_{0}+1\right) \exp (C t)$ given that $\operatorname{supp}\left(\mu_{0}\right) \subset B\left(r_{0}\right)$. We then show that, given $\operatorname{supp}\left(\mu^{n}(t)\right)$ has the same growth condition for all $n \in \mathbb{N}, \mu^{n}(\cdot)$ still converges to a locally absolutely continuous curve $\mu(\cdot)$ satisfying (5.1.19) and (5.1.20). Thus $\mu(\cdot)$ is a weak measure solution to (5.0.1).

## Outline

This rest of this Chapter is organized as follows.
In Section 5.2, we show the properties of the projection $P$ and then give the existence results for the discrete projected systems (5.1.16).

In Section 5.3, under the assumption that $\Omega$ is bounded, we prove the stability of solutions to the discrete projected systems $\mu^{n}(\cdot)$, i.e. (5.1.18). Thus $\mu^{n}(\cdot)$ converge to an absolutely continuous curve $\mu(\cdot)$. We show that $\mu(\cdot)$ is curve of maximum slope for the energy $\mathcal{E}$ and moreover a gradient flow with respect to $\mathcal{E}$. We then show that $\mu(\cdot)$ is also a weak measure solution and that weak measure solutions satisfy the stability property
(5.1.8). At the end of the section, we show that solutions are characterized by the system of Evolution Variational Inequalities (5.1.9).

Section 5.4 addresses the case of unbounded, convex $\Omega$ and general initial data $\mu_{0} \in$ $\mathcal{P}_{2}(\Omega)$, that is Theorem 5.1.9. The proof of Theorem 5.1.9 is similar to Theorem 5.1.5 and Theorem 5.1.6, we only concentrate on the key differences.

Section 5.5 is devoted to the case when $\Omega$ is unbounded and only $\eta$-prox-regular with $\operatorname{supp}\left(\mu_{0}\right)$ compact. We show that the support of the solutions to the discrete projected systems (5.1.16) satisfy exponential growth condition (5.1.21). By similar stability results as in Section $5.3, \mu^{n}(\cdot)$ still converges to a locally absolutely continuous curve $\mu(\cdot)$ and $\mu(\cdot)$ is a solution to (5.0.1) with the desired energy dissipation (5.1.19). We then give the proof of the stability result (5.1.15) for solutions with control on growth of supports. We end the section by making a remark about well-posedness of (5.0.1) with time-dependent potentials $W, V$.

In the last Section 5.6, we prove Proposition 5.1.7 and discuss the conditions on the shape of the domain $\Omega$ such that there exist interaction potentials $W$ for which solutions $\mu(\cdot)$ of (5.0.1) aggregate to a singleton (a single delta mass).

### 5.2 Existence of solutions to discrete systems

In this Section, we first show properties of the projection $P$, in particular the lower semicontinuity and convexity property of $P$. Then we give the existence result of solutions to the discrete projected systems (5.1.16).

Recall that the tangent and normal cones $T(\Omega, x)$ and $N(\Omega, x)$ are closed convex cones by Definition 5.1.4.

Proposition 5.2.1. Suppose $\Omega$ satisfies (M1) and $x \in \partial \Omega$. Then for any $v \in \mathbb{R}^{d}$, there exist a unique orthogonal decomposition $\left(v_{T}, v_{N}\right) \in T(\Omega, x) \times N(\Omega, x)$ of $v$ such that

$$
\left\langle v_{T}, v_{N}\right\rangle=0 \text { and } v=v_{T}+v_{N}
$$

Moreover, $v_{T}=\operatorname{proj}_{T(\Omega, x)}(v)=P_{x}(v), v_{N}=\operatorname{proj}_{N(\Omega, x)}(v)$.
Proposition 5.2.1 is a direct consequence of Moreau's decomposition theorem, see [87, 99] for the proof.

Proposition 5.2.2. Assume $\Omega$ satisfies (M1), then the map $\Omega \times \mathbb{R}^{d} \ni(x, v) \mapsto\left|P_{x}(v)\right|^{2}$ is lower semicontinuous and for any fixed $x \in \Omega, \mathbb{R}^{d} \ni v \mapsto\left|P_{x}(v)\right|^{2}$ is convex.

Proof. We first show the lower semicontinuity property. Let $\left\{x_{n}\right\}_{n} \subset \Omega,\left\{v^{n}\right\}_{n} \subset \mathbb{R}^{d}$ be such that $\lim _{n \rightarrow \infty} x_{n}=x \in \Omega, \lim _{n \rightarrow \infty} v^{n}=v$. If $x_{n} \in \Omega$ for all $n$ sufficiently large, then
$P_{x_{n}}\left(v^{n}\right)=v^{n}$ and we have $\left|P_{x}(v)\right|^{2} \leq|v|^{2}=\lim _{n \rightarrow \infty}\left|v^{n}\right|^{2}$. And for any $x \in \Omega$, we have $x_{n} \in \Omega$ for $n$ sufficiently large, thus

$$
\liminf _{n \rightarrow \infty}\left|P_{x_{n}}\left(v^{n}\right)\right|^{2} \geq\left|P_{x}(v)\right|^{2}
$$

So we only need to check for $x \in \partial \Omega$ and $\left\{x_{n}\right\}_{n} \subset \partial \Omega$ such that $\lim _{n \rightarrow \infty} x_{n}=x$. Denote the decomposition of $v^{n}$ as in Proposition 5.2.1 by

$$
v^{n}=v_{T}^{n}+v_{N}^{n}
$$

where $v_{T}^{n} \in T\left(\Omega, x_{n}\right), v_{N}^{n} \in N\left(\Omega, x_{n}\right)$ and $\left\langle v_{T}^{n}, v_{N}^{n}\right\rangle=0$. For any subsequence, which we do not relabel, such that there exists $w_{N} \in \mathbb{R}^{d}$ and $\lim _{n \rightarrow \infty} v_{N}^{n}=w_{N}$, we claim that $w_{N} \in N(\Omega, x)$ and $\left\langle v-w_{N}, w_{N}\right\rangle=0$. Indeed, since $\Omega$ is $\eta$-prox-regular,

$$
B_{\eta}\left(x_{n}+\eta \frac{v_{N}^{n}}{\left|v_{N}^{n}\right|}\right) \cap \Omega=\emptyset .
$$

Taking $n \rightarrow \infty$ implies

$$
B_{\eta}\left(x+\eta \frac{w_{N}}{\left|w_{N}\right|}\right) \cap \Omega=\emptyset,
$$

which then implies $w_{N} \in N(\Omega, x)$. Also by taking $n \rightarrow \infty$ in $\left\langle v^{n}-v_{N}^{n}, v_{N}^{n}\right\rangle=0$ we get $\left\langle v-w_{N}, w_{N}\right\rangle=0$. We then know

$$
\begin{aligned}
\left|P_{x}(v)\right|^{2} & =\left|v_{T}\right|^{2} \\
& =\left|v-v_{N}\right|^{2} \\
& \leq\left|v-w_{N}\right|^{2} \\
& =\lim _{n \rightarrow \infty}\left|v^{n}-v_{N}^{n}\right|^{2} \\
& =\lim _{n \rightarrow \infty}\left|P_{x_{n}}\left(v^{n}\right)\right|^{2}
\end{aligned}
$$

So

$$
\liminf _{n \rightarrow \infty}\left|P_{x_{n}}\left(v^{n}\right)\right|^{2} \geq\left|P_{x}(v)\right|^{2}
$$

We turn to the convexity property. For any fixed $x \in \Omega$, if $x \in \Omega$ then $P_{x}(v)=v$ for all $v \in \mathbb{R}^{d}$ and $v \mapsto|v|^{2}$ is convex. Now for fixed $x \in \partial \Omega$, and any $v^{1}, v^{2} \in \mathbb{R}^{d}, 0 \leq \theta \leq 1$, denote the unique projection of $v^{1}, v^{2}$ defined in Proposition 5.2 .1 by

$$
v^{i}=v_{N}^{i}+v_{T}^{i}
$$

for $i=1,2$. Then

$$
(1-\theta) v^{1}+\theta v^{2}=\left((1-\theta) v_{T}^{1}+\theta v_{T}^{2}\right)+\left((1-\theta) v_{N}^{1}+\theta v_{N}^{2}\right) .
$$

Note that $(1-\theta) v_{T}^{1}+\theta v_{T}^{2} \in T(\Omega, x)$ and $(1-\theta) v_{N}^{1}+\theta v_{N}^{2} \in N(\Omega, x)$, by Proposition 5.2.1 we have

$$
\begin{aligned}
\left|P_{x}\left((1-\theta) v^{1}+\theta v^{2}\right)\right|^{2} & \leq\left|(1-\theta) v_{T}^{1}+\theta v_{T}^{2}\right|^{2} \\
& \leq(1-\theta)\left|v_{T}^{1}\right|^{2}+\theta\left|v_{T}^{2}\right|^{2} \\
& =(1-\theta)\left|P_{x}\left(v^{1}\right)\right|^{2}+\theta\left|P_{x}\left(v^{2}\right)\right|^{2}
\end{aligned}
$$

Convexity is verified.
We cite the following result from [43, 44] about the existence of differential inclusions
Theorem 5.2.3. Assume that $S$ is $\eta$-prox-regular as defined in Definition 5.1 .3 and $F$ : $\mathbb{R}^{d} \ni x \mapsto F(x) \in \mathbb{R}^{d}$ is a continuous function with at most linear growth, i.e., there exists some constant $C>0$ such that

$$
|F(x)| \leq C(1+|x|)
$$

Then the differential inclusion

$$
\left\{\begin{align*}
-\dot{x}(t) & \in N(S, x(t))+F(x(t)) \text { a.e. } t \geq 0  \tag{5.2.1}\\
x(0) & =x_{0} \in S
\end{align*}\right.
$$

has at least one locally absolutely continuous solution.
Note that the theorems, for example Theorem 5.1 from [44], are more general than Theorem 5.2.3. However, we only need the simplified version for our purpose. We also notice that (5.2.1) implies that $x(t) \in S$ for all $t \geq 0$. Indeed, since $N(S, x)=\emptyset$ for all $x \notin S$ we know $x(t) \in S$ for a.e. $t \geq 0$. Then the continuity of $x(t)$ and the fact that $S$ is closed imply that $x(t) \in S$ for all $t \geq 0$. For completeness, we give a sketch of proof here.

Proof. For $T<\frac{1}{2 C}$ where $C$ is constant in the growth condition of $F$. For $n \in \mathbb{N}$, take the partition $0=t_{0}^{n}<t_{1}^{n}<\ldots<t_{n}^{n}=T$ and define $\delta_{i}^{n}=t_{i+1}^{n}-t_{i}^{n}, x_{0}^{n}=x_{0}, Z_{0}^{n}=F\left(x_{0}^{n}\right)$. Then define iteratively for $0 \leq i \leq n-1$

$$
x_{i+1}^{n}=\operatorname{proj}_{S}\left(x_{i}^{n}-\delta_{i}^{n} Z_{i}^{n}\right)
$$

and

$$
Z_{i+1}^{n}=F\left(x_{i+1}^{n}\right)
$$

Note that we have then

$$
\left\|x_{i+1}^{n}\right\| \leq\left\|x_{i}^{n}\right\|+2 \delta_{i}^{n}\left\|Z_{i}^{n}\right\|
$$

and

$$
\left\|Z_{i}^{n}\right\| \leq C\left(1+\left\|x_{i}^{n}\right\|\right)
$$

Thus

$$
\begin{aligned}
\left\|x_{i+1}^{n}\right\| & \leq\left\|x_{0}\right\|+\sum_{j=0}^{i} 2 \delta_{j}^{n} C\left(1+\left\|x_{j}^{n}\right\|\right) \\
& \leq\left\|x_{0}\right\|+2 C T\left(1+\max _{0 \leq j \leq i}\left\|x_{j}^{n}\right\|\right)
\end{aligned}
$$

which implies

$$
\max _{0 \leq i \leq n}\left\|x_{i}^{n}\right\| \leq\left\|x_{0}\right\|+2 C T\left(1+\max _{0 \leq i \leq n}\left\|x_{i}^{n}\right\|\right)
$$

Since $2 C T<1$ we have uniformly in $n$

$$
\max _{0 \leq i \leq n}\left\|x_{i}^{n}\right\| \leq \frac{\left\|x_{0}\right\|+2 C T}{1-2 C T}<\infty
$$

and

$$
\max _{0 \leq i \leq n}\left\|Z_{i}^{n}\right\| \leq C\left(1+\max _{0 \leq i \leq n}\left\|x_{i}^{n}\right\|\right)<\infty
$$

We now define the approximation solution by

$$
x_{n}(t)=u_{i}^{n}+\frac{x_{i+1}^{n}-x_{i}^{n}+\delta_{i}^{n} Z_{i}^{n}}{\delta_{i}^{n}}-\left(t-t_{i}^{n}\right) Z_{i}^{n}
$$

for $t_{i}^{n} \leq t<t_{i+1}^{n}$. Notice that $x_{n}$ can also be written as

$$
\begin{equation*}
x_{n}(t)=x_{0}+\int_{0}^{t}\left[\Pi_{n}(s)-Z_{n}(s)\right] d s \tag{5.2.2}
\end{equation*}
$$

where

$$
\Pi_{n}(t)=\sum_{i=0}^{n} \frac{x_{i+1}^{n}-x_{i}^{n}+\delta_{i}^{n} Z_{i}^{n}}{\delta_{i}^{n}} \chi_{\left(t_{i}^{n}, t_{i+1}^{n}\right]}(t)
$$

and $Z_{n}(t)=Z_{i}^{n}$ for $t_{i}^{n} \leq t<t_{i+1}^{n}$. We have for a.e. $t \in\left[t_{i}^{n}, t_{i+1}^{n}\right)$

$$
\dot{x}_{n}(t)+Z_{n}(t)=\Pi_{n}(t) \in N\left(S, x_{n}\left(t_{i}^{n}\right)\right)
$$

Since $\left\|\Pi_{n}(t)\right\| \leq\left\|Z_{i}^{n}\right\|$ for $t \in\left(t_{i}^{n}, t_{i+1}^{n}\right]$, we know there exists a subsequence of $n$, which we do not relabel, such that

$$
\Pi_{n} \rightharpoonup \Pi, \quad Z_{n} \rightharpoonup Z \quad \text { as } n \rightarrow \infty
$$

weakly in $L^{2}[0, T]$. We then have by (5.2.2) that $x_{n}$ converges locally uniformly to $x$ with

$$
x(t)=x_{0}+\int_{0}^{t}[\Pi(s)-Z(s)] d s
$$

We now claim that $x(t)$ is a solution to the differential inclusion on $[0, T]$. First we check that $x(t) \in S$ for all $t \in[0, T]$. Since

$$
\left\|x_{n}\left(t_{i}^{n}\right)-x(t)\right\| \leq\left\|x_{n}(t)-x(t)\right\|+c\left|t_{i}^{n}-t\right|
$$

$x(t)=\lim _{n \rightarrow \infty} x_{n}\left(t_{i}^{n}\right) \in S$. We then verify that $\dot{x}(t)+Z(t) \in-N(S, x(t))$ for a.e. $t \in[0, T]$. Since $\dot{x}_{n}+Z_{n}=\Pi_{n} \rightharpoonup \Pi$ weakly in $L^{2}([0, T])$ and $\Pi_{n}(t) \in N\left(S, x_{n}\left(t_{i}^{n}\right)\right)$ for $t_{i}^{n}<t \leq t_{i+1}^{n}$, by Mazur's lemma, for a.e. $t \in[0, T]$

$$
\dot{x}(t)+Z(t) \in \bigcap_{n}\left\{\dot{x}_{k}(t)+Z_{k}(t): k \geq n\right\} .
$$

Then by Proposition 2.1 from [44], we know for a.e. $t \in[0, T]$,

$$
\dot{x}(t)+Z(t) \in N(S, x(t)) .
$$

Now we only need to check that $Z(t)=F(x(t))$. We know that $Z_{n}(t)=F\left(x^{n}\left(t_{i}^{n}\right)\right.$ for $t_{i}^{n} \leq t<t_{i+1}^{n}$. Define $\tilde{u}_{n}$ by $\tilde{x}_{n}(t)=x^{n}\left(t_{i}^{n}\right)$ for $t_{i}^{n} \leq t<t_{i+1}^{n}$ and note $Z_{n}(t)=F\left(x^{n}\left(t_{i}^{n}\right)=\right.$ $F\left(\tilde{x}_{n}(t)\right)$. Then $\tilde{x}_{n}$ converges locally uniformly to $x$. Together with the fact that $F$ is continuous, $F\left(\tilde{x}_{n}\right)$ converges to $F(x)$ in $L^{2}([0, T])$. Since it is direct to check $Z_{n}$ converges weakly to $Z$ in $L^{2}([0, T])$, we get $Z(t)=F(x(t))$ for a.e. $t \in[0, T]$. The claim is proved.

We now show that the solutions for the differential inclusions are actually solutions for the projected systems.

Lemma 5.2.4. Assume that $S$ is $\eta$-prox-regular by Definition 5.1.3 and $x(t)$ is a locally absolutely continuous solution to the differential inclusion (5.2.1). Then

$$
\begin{equation*}
\dot{x}(t)=P_{x(t)}(-F(x(t))) \text { a.e. } t \geq 0 . \tag{5.2.3}
\end{equation*}
$$

Proof. Since $S$ is $\eta$-prox-regular, it is tangentially regular, that is

$$
T(S, x)=K(S, x)
$$

where $T(S, x)$ is defined in Definition 5.1.4 and $K(S, x)$ is the contingent cone defined as

$$
K(S, x)=\left\{v \in \mathbb{R}^{d}: \exists t_{n} \searrow 0 \exists v_{n} \rightarrow v \text { s.t. }(\forall n) x+t_{n} v_{n} \in S\right\} .
$$

We refer to [25] for the details. Now note that for a.e. $t$

$$
\dot{x}(t)=\lim _{h \rightarrow 0^{+}} \frac{x(t+h)-x(t)}{h} \in K(S, x(t))
$$

and

$$
\dot{x}(t)=\lim _{h \rightarrow 0^{-}} \frac{x(t+h)-x(t)}{h} \in-K(S, x(t)) .
$$

Thus $\langle\dot{x}(t), n(x(t))\rangle=0$ for any $n(x(t)) \in N(S, x(t))$. From the differential inclusion (5.2.1), we know that $-F(x(t))=\dot{x}(t)+n(x(t))$ for some $n(x(t)) \in N(S, x(t))$. Together with fact that $\dot{x}(t) \in T(S, x(t))$ and $\langle\dot{x}(t), n(x(t))\rangle=0$, by Proposition 5.2.1

$$
\dot{x}(t)=P_{x(t)}(-F(x(t))),
$$

as claimed.

We turn to the existence of solutions to the discrete projected system (5.1.16), which we write as

$$
\left\{\begin{array}{l}
\dot{x}_{i}(t)=P_{x_{i}(t)}\left(v\left(x^{n}(t)\right)\right),  \tag{5.2.4}\\
x_{i}(0)=x_{i} \in S
\end{array}\right.
$$

for $i=1, \cdots, n$. For that purpose we apply Theorem 5.2.3 and Lemma 5.2 .4 for $S=\Omega^{n}$ and $x_{0}=\left(x_{1}, \cdots, x_{n}\right)$ with $F(x)=\left(-v_{1}(x(t)), \cdots,-v_{n}(x(t))\right)$, where $v_{i}(x(t))=-\nabla W *$ $\mu(t)\left(x_{i}(t)\right)-\nabla V\left(x_{i}(t)\right)=-\sum_{j=1}^{n} m_{j} \nabla W\left(x_{i}(t)-x_{j}(t)\right)-\nabla V\left(x_{i}(t)\right)$. To do that, we first check that $\Omega^{n}$ is $\eta$-prox-regular.

Proposition 5.2.5. If $\Omega \subset \mathbb{R}^{d}$ is $\eta$-prox-regular by Definition 5.1.3, then

$$
\Omega^{n}=\left\{\left(x_{1}, \cdots, x_{n}\right): x_{i} \in \Omega, \quad i=1, \ldots, n\right\}
$$

is $\eta$-prox-regular; Also for any $x=\left(x_{1}, \cdots, x_{n}\right) \in \Omega^{n}$ we have

$$
N\left(\Omega^{n}, x\right)=N\left(\Omega, x_{1}\right) \times \cdots \times N\left(\Omega, x_{n}\right)
$$

Proof. To see $\Omega^{n}$ is also $\eta$-prox-regular, first it is direct that $\Omega^{n}$ is a closed set. Now for any $x=\left(x_{1}, \cdots, x_{n}\right) \in \partial \Omega^{n}$ and $v=\left(v^{1}, \cdots, v^{n}\right) \in N\left(\Omega^{n}, x\right)$, by Definition 5.1.4 there exists $\alpha>0$ such that

$$
x \in P_{\Omega^{n}}(x+\alpha v),
$$

which implies

$$
x_{i} \in P_{\Omega}\left(x_{i}+\alpha v^{i}\right)
$$

for $1 \leq i \leq n$. By the equivalent definition of $\eta$-prox-regularity of $\Omega$ (5.1.4), we then have

$$
\left\langle v^{i}, y_{i}-x_{i}\right\rangle \leq \frac{\left|v^{i}\right|}{2 \eta}\left|y_{i}-x_{i}\right|^{2}
$$

for any $y_{i} \in \Omega$. Thus

$$
\begin{aligned}
\langle v, y-x\rangle & =\sum_{i=1}^{n}\left\langle v^{i}, y_{i}-x_{i}\right\rangle \\
& \leq \sum_{i=1}^{n} \frac{\left|v^{i}\right|}{2 \eta}\left|y_{i}-x_{i}\right|^{2} \\
& \leq \frac{|v|}{2 \eta}|y-x|^{2}
\end{aligned}
$$

for any $y=\left(y_{1}, \cdots, y_{n}\right) \in \Omega^{n}$. Thus $\Omega^{n}$ is $\eta$-prox-regular by (5.1.4). We now turn to the relations between the normal cones. For $x=\left(x_{1}, \cdots, x_{n}\right) \in \Omega^{n}$ and $v=\left(v^{1}, \cdots, v^{n}\right)$

$$
\begin{aligned}
v \in N\left(\Omega^{n}, x\right) & \Leftrightarrow \exists \alpha>0 \text { s.t. } x \in P_{\Omega^{n}}(x+\alpha v) \\
& \Leftrightarrow x_{i} \in P_{\Omega}\left(x_{i}+\alpha v^{i}\right), \quad i=1, \ldots, n \\
& \Leftrightarrow v_{i} \in N\left(\Omega, x_{i}\right), \quad i=1, \ldots, n
\end{aligned}
$$

Thus $N\left(\Omega^{n}, x\right)=N\left(\Omega, x_{1}\right) \times \cdots \times N\left(\Omega, x_{n}\right)$.

Now we give the main result regarding the existence of solutions to projected discrete systems.

Theorem 5.2.6. Assume that $\Omega$ is $\eta$-prox-regular by Definition 5.1.3. If either $\Omega$ is bounded and $W, V$ satisfy (A1)-(A2) or $\Omega$ is unbounded and $W, V$ satisfy (GA2) and (GA4) i.e. (LA2) and (LA4), then for any $n \in \mathbb{N}$ and any $\left(x_{1}, \cdots, x_{n}\right) \in \Omega^{n},\left(m_{1}, \cdots, m_{n}\right) \in \mathbb{R}^{n}$ with $m_{i} \geq 0, \sum_{i=1}^{n} m_{i}=1$, the projected discrete system

$$
\left\{\begin{array}{l}
\dot{x}_{i}(t)=P_{x_{i}(t)}\left(v_{i}(x(t))\right)  \tag{5.2.5}\\
x_{i}(0)=x_{i} \in \Omega
\end{array}\right.
$$

for $i=1, \cdots, n$, where $v_{i}(x(t))=-\nabla W * \mu(t)\left(x_{i}(t)\right)-\nabla V\left(x_{i}(t)\right)=-\sum_{j=1}^{n} m_{j} \nabla W\left(x_{i}(t)-\right.$ $\left.x_{j}(t)\right)-\nabla V\left(x_{i}(t)\right)$, has a locally absolutely continuous solution.

Proof. We just need to check the conditions for Theorem 5.2.3 to apply. We already know that $\Omega^{n}$ is $\eta$-prox-regular. If $\Omega$ is bounded and $W, V$ satisfy (A1)-(A2), then the mapping

$$
\Omega^{n} \ni y=\left(y_{1}, \cdots, y_{n}\right) \mapsto F(y)=\left(\nabla W * \mu\left(y_{1}\right)+\nabla V\left(y_{1}\right), \cdots, \nabla W * \mu\left(y_{n}\right)+\nabla V\left(y_{n}\right)\right)
$$

where $\mu=\sum_{i=1}^{n} m_{i} \delta_{y_{i}}$, is continuous and bounded. Extend $F$ to $\mathbb{R}^{d n}$ so that $F$ is still continuous and bounded. Then by Theorem 5.2.3 there exists an absolutely continuous solution to the differential inclusion

$$
\left\{\begin{align*}
-\dot{x}(t) & \in N\left(\Omega^{n}, x(t)\right)+F(x(t))  \tag{5.2.6}\\
x(0) & =\left(x_{1}, \cdots, x_{n}\right) \in \Omega^{n}
\end{align*}\right.
$$

Similarly, if $\Omega$ is unbounded and $\nabla W, \nabla V$ satisfy liner growth conditions (GA2) and (GA4), then the mapping

$$
\mathbb{R}^{d n} \ni y=\left(y_{1}, \cdots, y_{n}\right) \mapsto F(y)=\left(\nabla W * \mu\left(y_{1}\right)+\nabla\left(y_{1}\right), \cdots, \nabla W * \mu\left(y_{n}\right)+\nabla V\left(y_{n}\right)\right)
$$

where $\mu=\sum_{i=1}^{n} m_{i} \delta_{y_{i}}$, is continuous and has linear growth on $\mathbb{R}^{d n}$. By Theorem 5.2.3, we still have an absolutely continuous solution to (5.2.6).
Now consider (5.2.6) in components yields for $1 \leq i \leq n$ and $v_{i}(x)=-\sum_{j=1}^{n} \nabla W\left(x_{i}-\right.$ $\left.x_{j}\right) m_{j}-\nabla V\left(x_{i}\right)$,

$$
\left\{\begin{aligned}
-\dot{x}_{i}(t) & \in N\left(\Omega, x_{i}(t)\right)-v_{i}(x(t)) \\
x_{i}(0) & =x_{i} \in \Omega
\end{aligned}\right.
$$

Then similar argument as in Lemma 5.2.4 gives

$$
\left\{\begin{array}{l}
\dot{x}_{i}(t)=P_{x_{i}(t)}\left(v_{i}(x(t))\right), \\
x_{i}(0)=x_{i} \in \Omega
\end{array}\right.
$$

Remark 5.2.7. Here we make a remark that for any continuous vector filed $\xi$ on $\Omega$, if we define

$$
X(t, x)=P_{\Omega}(x+t \xi(x))
$$

for all $t \geq 0$ and $x \in \Omega$, then $X(t, \cdot): \Omega \rightarrow \Omega$ is continuous in $t$ for $t$ small and it satisfies

$$
\begin{equation*}
\left.\frac{d^{+}}{d t} X(t, x)\right|_{t=0}=\lim _{t \rightarrow 0^{+}} \frac{X(t, x)-x}{t}=\lim _{t \rightarrow 0^{+}} \frac{P_{\Omega}(x+t \xi(x))-x}{t}=P_{x}(\xi(x)), \tag{5.2.7}
\end{equation*}
$$

for all $x \in \Omega$. We need this in Remark 5.3.6. Local continuity of $X$ with respect to $t$ follows from the local Lipschitz property of $P_{\Omega}$, see [96].

To see (5.2.7), for any fixed $x \in \Omega$, we make the following two claims.
Claim 1: For any fixed $\xi \in T(\Omega, x)$,

$$
\lim _{t \rightarrow 0^{+}} \frac{P_{\Omega}(x+t \xi)-x}{t}=\xi .
$$

Claim 2: For any fixed $\xi$ (not necessarily in $T(\Omega, x)$ ),

$$
\lim _{t \rightarrow 0^{+}} \frac{P_{\Omega}(x+t \xi)-P_{\Omega}\left(x+t P_{x}(\xi)\right)}{t}=0 .
$$

If Claim 1 and 2 are true, then

$$
\begin{aligned}
\lim _{t \rightarrow 0^{+}} \frac{P_{\Omega}(x+t \xi(x))-x}{t} & =\lim _{t \rightarrow 0^{+}} \frac{P_{\Omega}(x+t \xi(x))-P_{\Omega}\left(x+t P_{x}(\xi(x))\right)}{t} \\
& +\lim _{t \rightarrow 0^{+}} \frac{P_{\Omega}\left(x+t P_{x}(\xi(x))\right)-x}{t} \\
& =0+P_{x}(\xi(x))=P_{x}(\xi(x)) .
\end{aligned}
$$

For Claim1, recall from [25] that for any fixed $\xi \in T(\Omega, x)$ and any sequence $t_{n}$ decreasing to 0 , there exists a sequence $\xi_{n}$ such that $x+t_{n} \xi_{n} \in \Omega$ for all $n$ and $\lim _{n \rightarrow \infty} \xi_{n}=\xi$. Now fix $x \in \Omega$, for any $t_{n}$ positive, decreasing to 0 , take $\xi_{n} \rightarrow \xi$ such that $x+t_{n} \xi_{n} \in \Omega$ for all $n$. Then

$$
\lim _{n \rightarrow \infty} \frac{P_{\Omega}\left(x+t_{n} \xi\right)-x}{t_{n}}=\lim _{n \rightarrow \infty} \frac{P_{\Omega}\left(x+t_{n} \xi\right)-P_{\Omega}\left(x+t_{n} \xi_{n}\right)+P_{\Omega}\left(x+t_{n} \xi_{n}\right)-x}{t_{n}} .
$$

We note that

$$
\lim _{n \rightarrow \infty} \frac{P_{\Omega}\left(x+t_{n} \xi_{n}\right)-x}{t_{n}}=\lim _{n \rightarrow \infty} \frac{x+t_{n} \xi_{n}-x}{t_{n}}=\lim _{n \rightarrow \infty} \xi_{n}=\xi
$$

and

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \frac{P_{\Omega}\left(x+t_{n} \xi\right)-P_{\Omega}\left(x+t_{n} \xi_{n}\right)}{t_{n}} & \leq \lim _{n \rightarrow \infty} \frac{\left|x+t_{n} \xi-x-t_{n} \xi_{n}\right|}{t_{n}} \\
& =\lim _{n \rightarrow \infty}\left|\xi-\xi_{n}\right|=0,
\end{aligned}
$$

where we used the local Lipschitz property of the projection $P_{\Omega}$ onto $\Omega$, refer to [96]. Thus Claim 1 holds true.

We now turn to Claim 2. By the proof of Proposition 3.1 of [96], we take $\lambda>0$ small enough in the proof, then there exists a constant $C=C(\lambda)>0$ such that for $t$ small enough

$$
\begin{aligned}
& \lim _{t \rightarrow 0^{+}} \frac{C}{t^{2}}\left|P_{\Omega}(x+t \xi)-P_{\Omega}\left(x+t P_{x}(\xi)\right)\right|^{2} \\
\leq & \lim _{t \rightarrow 0^{+}} \frac{1}{t^{2}}\left\langle P_{\Omega}(x+t \xi)-P_{\Omega}\left(x+t P_{x}(\xi)\right), x+t \xi-x-t P_{x}(\xi)\right\rangle \\
= & \lim _{t \rightarrow 0^{+}} \frac{1}{t}\left\langle P_{\Omega}(x+t \xi)-P_{\Omega}\left(x+t P_{x}(\xi)\right), \xi-P_{x}(\xi)\right\rangle \\
= & \lim _{t \rightarrow 0^{+}} \frac{1}{t}\left\langle P_{\Omega}(x+t \xi)-x+x-P_{\Omega}\left(x+t P_{x}(\xi)\right), \xi-P_{x}(\xi)\right\rangle
\end{aligned}
$$

Since $\xi-P_{x}(\xi) \in N(\Omega, x)$, by prox-regular property of $\Omega$ and local Lipischitz property of $P_{\Omega}$,

$$
\begin{aligned}
\lim _{t \rightarrow 0^{+}} \frac{1}{t}\left\langle P_{\Omega}(x+t \xi)-x, \xi-P_{x}(\xi)\right\rangle & \leq \lim _{t \rightarrow 0^{+}} \frac{1}{t} \frac{\left|\xi-P_{x}(\xi)\right|}{2 \eta}\left|P_{\Omega}(x+t \xi)-x\right|^{2} \\
& \leq \lim _{t \rightarrow 0^{+}} \frac{1}{t} \frac{\left|\xi-P_{x}(\xi)\right|}{2 \eta} t^{2}|\xi|^{2} \\
& =\lim _{t \rightarrow 0^{+}} t \frac{\left|\xi-P_{x}(\xi)\right|}{2 \eta}|\xi|^{2}=0 .
\end{aligned}
$$

Since $P_{x}(\xi) \in T(\Omega, x)$ and $\left\langle P_{x}(\xi), \xi-P_{x}(\xi)\right\rangle=0$, by Claim 1

$$
\lim _{t \rightarrow 0^{+}} \frac{1}{t}\left\langle x-P_{\Omega}\left(x+t P_{x}(\xi)\right), \xi-P_{x}(\xi)\right\rangle=-\left\langle P_{x}(\xi), \xi-P_{x}(\xi)\right\rangle=0
$$

So

$$
\lim _{t \rightarrow 0^{+}} \frac{1}{t^{2}}\left|P_{\Omega}(x+t \xi)-P_{\Omega}\left(x+t P_{x}(\xi)\right)\right|^{2}=0
$$

### 5.3 Existence and stability of solutions with $\Omega$ bounded

In this Section, we show the existence and stability of solutions to (5.0.1) for the case when $\Omega$ is bounded, prox-regular and $W, V$ satisfy (A1)-(A2).

We approximate $\mu_{0} \in \mathcal{P}_{2}(\Omega)$ by $\mu_{0}^{n}=\sum_{i=1}^{k(n)} m_{i}^{n} \delta_{x_{i}^{n}}$ such that $\lim _{n \rightarrow \infty} d_{W}\left(\mu_{0}, \mu_{0}^{n}\right)=0$ with $x_{i}^{n} \in \Omega$. By Theorem 5.2 .6 , for each $n \in \mathbb{N}$ there exists a a locally absolutely continuous solution to

$$
\left\{\begin{array}{l}
\dot{x}_{i}^{n}(t)=P_{x_{i}^{n}(t)}\left(v_{i}^{n}(x(t))\right), \quad 1 \leq i \leq k(n)  \tag{5.3.1}\\
x_{i}^{n}(0)=x_{i}^{n} \in \Omega
\end{array}\right.
$$

for $t \geq 0$, where
$v_{i}^{n}(x(t))=-\nabla W * \mu^{n}(t)\left(x_{i}^{n}(t)\right)-\nabla V\left(x_{i}^{n}(t)\right)=-\sum_{j=1}^{k(n)} m_{j}^{n} \nabla W\left(x_{i}^{n}(t)-x_{j}^{n}(t)\right)-\nabla V\left(x_{i}^{n}(t)\right)$
and $\mu^{n}(t)=\sum_{j=1}^{k(n)} m_{j}^{n} \delta_{x_{j}^{n}(t)}$. It is a straightforward calculation to see that for any $\phi \in$ $C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$

$$
\frac{d}{d t} \int_{\mathbb{R}^{d}} \phi(x) d \mu^{n}(t, x)=\int_{\mathbb{R}^{d}}\left\langle\nabla \phi(x), P_{x}\left(v^{n}(t, x)\right)\right\rangle d \mu^{n}(t, x) .
$$

Thus $\mu^{n}(t)$ satisfies

$$
\frac{\partial}{\partial t} \mu^{n}(t, x)+\operatorname{div}\left(\mu^{n}(t, x) P_{x}\left(v^{n}(t, x)\right)\right)=0,
$$

in the sense of distributions for $v^{n}(t, x)=-\nabla W * \mu^{n}(t)(x)-\nabla V(x)$.
The following proposition contains the key estimate on the stability of solutions in the discrete case. In particular it shows how the stability in Wasserstein metric $d_{W}$ defined in (5.1.2) is affected by the lack of convexity of the domain.

Proposition 5.3.1. Assume that $\Omega$ is bounded and satisfies (M1), W, $V$ satisfy (A1) and (A2). Then for two solutions $\mu^{n}(\cdot)$ and $\mu^{m}(\cdot)$ to the discrete system with different initial data $\mu_{0}^{n}, \mu_{0}^{m}$, we have for all $t \geq 0$

$$
\begin{equation*}
d_{W}\left(\mu^{n}(t), \mu^{m}(t)\right) \leq \exp \left(\left(-\lambda_{W}^{-}-\lambda_{V}+\frac{\|\nabla W\|_{L^{\infty}(\Omega-\Omega)}+\|\nabla V\|_{L^{\infty}(\Omega)}}{\eta}\right) t\right) d_{W}\left(\mu_{0}^{n}, \mu_{0}^{m}\right) \tag{5.3.2}
\end{equation*}
$$

Proof. Note that $\mu^{n}(\cdot)$ is solution to the continuity equation

$$
\begin{equation*}
\partial_{t} \mu^{n}(t, x)+\operatorname{div}\left(\mu^{n}(t, x) P_{x}\left(v^{n}(t, x)\right)\right)=0 \tag{5.3.3}
\end{equation*}
$$

for $v^{n}(t, x)=-\nabla W * \mu^{n}(t)(x)-\nabla V(x)$. Since the discrete solutions may have different numbers of particles we use a transportation plan to relate them. Let $\gamma_{t} \in \Gamma_{o}\left(\mu^{n}(t), \mu^{m}(t)\right)$ be the optimal plan between $\mu^{m}$ and $\mu^{n}$ defined in (5.1.3). By Theorem 8.4.7 and Lemma 4.3.4 from [5]

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} d_{W}^{2}\left(\mu^{n}(t), \mu^{m}(t)\right) \leq \int_{\Omega}\left\langle P_{x}\left(v^{n}(t, x)\right)-P_{y}\left(v^{m}(t, y)\right), x-y\right\rangle d \gamma_{t}(x, y) \tag{5.3.4}
\end{equation*}
$$

We first establish the contractivity the solutions would have if the boundary conditions were not present and then account for the change due to velocity projection at the boundary.

For $v^{n}, v^{m}$, by (A1) and (A2), that is the convexity of $W$ and $V$,

$$
\begin{align*}
& \int_{\Omega \times \Omega}\left\langle v^{n}(t, x)-v^{m}(t, y), x-y\right\rangle d \gamma_{t}(x, y) \\
= & \int_{\Omega \times \Omega}\left\langle-\nabla W * \mu^{n}(t)(x)-\nabla V(x)+\nabla W * \mu^{m}(t)(y)-\nabla V(y), x-y\right\rangle d \gamma_{t}(x, y) \\
= & \frac{1}{2} \int_{\Omega \times \Omega} \int_{\Omega \times \Omega}\langle-\nabla W(x-z)+\nabla W(y-w), x-y-z+w\rangle d \gamma_{t}(z, w) d \gamma_{t}(x, y) \\
& +\int_{\Omega \times \Omega}\langle-\nabla V(x)+\nabla V(y), x-y\rangle d \gamma_{t}(x, y) \\
\leq & -\frac{1}{2} \lambda_{W} \int_{\Omega \times \Omega} \int_{\Omega \times \Omega}|x-z-y+w|^{2} d \gamma_{t}(z, w) d \gamma_{t}(x, y)-\lambda_{V} \int_{\Omega \times \Omega}|x-y|^{2} d \gamma_{t}(x, y)  \tag{5.3.5}\\
\leq & \left(-\lambda_{W}^{-}-\lambda_{V}\right) \int_{\Omega \times \Omega}|x-y|^{2} d \gamma_{t}(x, y) \\
= & \left(-\lambda_{W}^{-}-\lambda_{V}\right) d_{W}^{2}\left(\mu^{n}(t), \mu^{m}(t)\right) .
\end{align*}
$$

For the boundary effect, by the fact that $\Omega$ is $\eta$-prox-regular we have (5.1.4), thus

$$
\begin{align*}
& \int_{\Omega \times \Omega}\left\langle P_{x}\left(v^{n}(t, x)\right)-v^{n}(t, x)-P_{y}\left(v^{m}(t, y)\right)+v^{m}(t, y), x-y\right\rangle d \gamma_{t}(x, y) \\
& \leq \int_{\Omega \times \Omega} \frac{\left\|v^{n}(t)\right\|_{L^{\infty}(\Omega)}+\left\|v^{m}(t)\right\|_{L^{\infty}(\Omega)}}{2 \eta}|y-x|^{2} d \gamma_{t}(x, y)  \tag{5.3.6}\\
& =\frac{\left\|v^{n}(t)\right\|_{L^{\infty}(\Omega)}+\left\|v^{m}(t)\right\|_{L^{\infty}(\Omega)}}{2 \eta} d_{W}^{2}\left(\mu^{n}(t), \mu^{m}(t)\right) .
\end{align*}
$$

Notice that $v^{i}(x)=-\nabla W(x) * \mu^{i}(t)(x)-\nabla V(x)$ implies that for $i=n, m$

$$
\left\|v^{i}\right\|_{L^{\infty}(\Omega)} \leq\|\nabla W\|_{L^{\infty}(\Omega-\Omega)}+\|\nabla V\|_{L^{\infty}(\Omega)}<\infty
$$

Plugging back into (5.3.4) we have

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t} d_{W}^{2}\left(\mu^{n}(t), \mu^{m}(t)\right) \\
\leq & \int_{\Omega}\left\langle P_{x}\left(v^{n}(t, x)\right)-P_{y}\left(v^{m}(t, y)\right), x-y\right\rangle d \gamma_{t}(x, y) \\
= & \int_{\Omega \times \Omega}\left\langle v^{n}(t, x)-v^{m}(t, y), x-y\right\rangle d \gamma_{t}(x, y) \\
& +\int_{\Omega \times \Omega}\left\langle P_{x}\left(v^{n}(t, x)\right)-v^{n}(t, x)-P_{y}\left(v^{m}(t, y)\right)+v^{m}(t, y), x-y\right\rangle d \gamma_{t}(x, y) \\
\leq & \left(-\lambda_{W}^{-}-\lambda_{V}+\frac{\|\nabla W\|_{L^{\infty}(\Omega-\Omega)}+\|\nabla V\|_{L^{\infty}(\Omega)}}{\eta}\right) d_{W}^{2}\left(\mu^{n}(t), \mu^{m}(t)\right) .
\end{aligned}
$$

By Gronwall's inequality, we know (5.3.2) for all $t \geq 0$.

Since $n \rightarrow \infty, d_{W}\left(\mu_{0}^{n}, \mu_{0}\right) \rightarrow 0$, by Proposition 5.3 .1 the solutions $\mu^{n}(\cdot)$ of (5.3.1) form a Cauchy sequence in $n$, with respect to Wasserstein metric. Thus

$$
\begin{equation*}
\mu^{n}(t) \xrightarrow{d_{W}} \mu(t) \quad \text { as } n \rightarrow \infty \tag{5.3.7}
\end{equation*}
$$

for all $t \geq 0$ and some $\mu(t) \in \mathcal{P}_{2}(\Omega)$.

Remark 5.3.2. Our goal is to show that $\mu(\cdot)$ is a weak measure solution of (5.0.1). The most immediate idea would be to try to pass to limit directly in Definition 5.1.1. However note that since $P_{x}$ is not continuous in $x$ and thus the velocity field governing the dynamics is not continuous (at the boundary of $\Omega$ ). Given that $\mu^{n}(\cdot)$ converge to $\mu(\cdot)$ only in the weak topology of measures, the lack of continuity of velocities prevents us to directly pass to limit in the integral formulation given in Definition 5.1.1. To show that $\mu(\cdot)$ is a weak measure solution of (5.0.1) we use the theory of gradient flows in the spaces of probability measures $\mathcal{P}_{2}(\Omega)$. Namely, we establish that $\mu(\cdot)$ satisfies the steepest descent property with respect to the total energy $\mathcal{E}$ defined in (5.1.1) by showing $\mu^{n}(\cdot)$ satisfies such property and the property is stable under the weak topology of measures (convergence in the Wasserstein metric $\left.d_{W}\right)$.

We show that the limit curve $\mu(\cdot)$ we get from particle approximation is a curve of maximal slope with respect to $\mathcal{E}$.

Theorem 5.3.3. $\mu(\cdot)$ satisfies for any $0 \leq s<t<\infty$

$$
\begin{equation*}
\mathcal{E}(\mu(s)) \geq \mathcal{E}(\mu(t))+\frac{1}{2} \int_{s}^{t}\left|\mu^{\prime}\right|^{2}(r) d r+\frac{1}{2} \int_{s}^{t} \int_{\Omega}\left|P_{x}(v(r, x))\right|^{2} d \mu(r, x) d r \tag{5.3.8}
\end{equation*}
$$

where $v(r, x)=-\int_{\Omega} \nabla W(x-y) d \mu(r, y)-\nabla V(x)$.
Before proving the theorem, we need the following lower semi-continuity result.
Lemma 5.3.4. Assume (M1) holds for $\Omega$ and $\nu^{n} \in \mathcal{P}_{2}(\Omega)$ converges narrowly to $\nu \in \mathcal{P}_{2}(\Omega)$ with $\sup _{n} \int_{\Omega}|x|^{2} d \nu^{n}(x)<\infty$, then

$$
\begin{equation*}
\int_{\Omega}\left|P_{x}(v(x))\right|^{2} d \nu(x) \leq \liminf _{n \rightarrow \infty} \int_{\Omega}\left|P_{x}\left(v^{n}(x)\right)\right|^{2} d \nu^{n}(x) \tag{5.3.9}
\end{equation*}
$$

where $v^{n}(x)=-\int_{\Omega} \nabla W(x-y) d \nu^{n}(y)-\nabla V(x)$ and $v(x)=-\int_{\Omega} \nabla W(x-y) d \nu(y)-\nabla V(x)$.
Proof. Similar argument as in Lemma 2.7 from [28] yields that $\nabla W * \nu^{n}$ converges weakly to $\nabla W * \nu$, i.e., for any $\phi \in C_{b}^{0}\left(\mathbb{R}^{d}\right)$

$$
\lim _{n \rightarrow \infty} \int_{\Omega} \nabla W * \nu^{n}(x) \cdot \phi(x) d \nu^{n}(x)=\int_{\Omega} \nabla W * \nu(x) \cdot \phi(x) d \nu(x)
$$

Then by Proposition 5.2.2 we proved in Section 5.2 and Proposition 6.42 from [53], we know that there exist two sequences of bounded continuous functions $a_{i}, b_{i}$ such that for all $x \in \Omega, v \in \mathbb{R}^{d}$

$$
\left|P_{x}(v)\right|^{2}=\sup _{i \in \mathbb{N}}\left\{a_{i}(x)+b_{i}(x) \cdot v\right\} .
$$

Thus

$$
\begin{aligned}
\liminf _{n \rightarrow \infty} \int_{\Omega}\left|P_{x}\left(v^{n}(x)\right)\right|^{2} d \nu^{n}(x) & =\liminf _{n \rightarrow \infty} \int_{\Omega} \sup _{i}\left\{a_{i}(x)+b_{i}(x) \cdot v^{n}(x)\right\} d \nu^{n}(x) \\
& \geq \liminf _{n \rightarrow \infty} \int_{\Omega}\left(a_{i}(x)+b_{i}(x)\left(-\nabla W * \nu^{n}(x)-\nabla V(x)\right)\right) d \nu^{n}(x) \\
& =\int_{\Omega}\left(a_{i}(x)+b_{i}(x)(-\nabla W * \nu(x)-\nabla V(x))\right) d \nu(x) .
\end{aligned}
$$

Taking supremum over $i \in \mathbb{N}$ and using Lebesgue's monotone convergence theorem then gives

$$
\begin{aligned}
\liminf _{n \rightarrow \infty} \int_{\Omega}\left|P_{x}\left(v^{n}(x)\right)\right|^{2} d \nu^{n}(x) & \geq \sup _{i \in \mathbb{N}} \int_{\Omega}\left(a_{i}(x)+b_{i}(x)(\nabla W * \nu(x)+\nabla V(x))\right) d \nu(x) \\
& =\int_{\Omega}\left|P_{x}(v(x))\right|^{2} d \nu(x)
\end{aligned}
$$

We now start to prove the theorem.
Proof of Theorem 5.3.3. We first show that the map $t \mapsto \mathcal{E}\left(\mu^{n}(t)\right)$ is locally absolutely continuous. Indeed, for $0 \leq s<t<\infty$

$$
\begin{aligned}
& \left|\mathcal{E}\left(\mu^{n}(t)\right)-\mathcal{E}\left(\mu^{n}(s)\right)\right| \\
& =\left|\sum_{i=1}^{k(n)} m_{i}^{n}\left(V\left(x_{i}^{n}(t)\right)-V\left(x_{i}^{n}(s)\right)\right)+\frac{1}{2} \sum_{i, j=1}^{k(n)} m_{i}^{n} m_{j}^{n}\left(W\left(x_{i}^{n}(t)-x_{j}^{n}(t)\right)-W\left(x_{i}^{n}(s)-x_{j}^{n}(s)\right)\right)\right| \\
& \leq \sum_{i=1}^{k(n)} m_{i}^{n}\left|V\left(x_{i}^{n}\right)-V\left(x_{j}^{n}\right)\right|+\frac{1}{2} \sum_{i, j=1}^{k(n)} m_{i}^{n} m_{j}^{n}\left|W\left(x_{i}^{n}(t)-x_{j}^{n}(t)\right)-W\left(x_{i}^{n}(s)-x_{j}^{n}(s)\right)\right| \\
& \leq \sum_{i=1}^{k(n)} m_{i}^{n}\|\nabla V\|_{L^{\infty}(\operatorname{Conv}(\Omega))}\left|x_{i}^{n}(t)-x_{i}^{n}(s)\right|+\sum_{i=1}^{k(n)} m_{i}^{n}\|\nabla W\|_{L^{\infty}(\operatorname{Conv}(\Omega-\Omega)) \mid}\left|x_{i}^{n}(t)-x_{i}^{n}(s)\right| \\
& \leq\left(\|\nabla V\|_{L^{\infty}(\operatorname{Conv}(\Omega))}+\|\nabla W\|_{L^{\infty}(\operatorname{Conv}(\Omega-\Omega))}\right) \sum_{i=1}^{k(n)} m_{i}^{n}\left|x_{i}^{n}(t)-x_{i}^{n}(s)\right| .
\end{aligned}
$$

Thus $t \mapsto \mathcal{E}(\mu(t))$ is locally absolutely continuous since $t \mapsto x_{i}^{n}(t)$ is locally absolutely continuous.

Since $\mu^{n}(\cdot)$ are solutions to the discrete systems, it is direct to calculate that

$$
\frac{d}{d t} \mathcal{E}\left(\mu^{n}(t)\right)=-\int_{\Omega}\left|P_{x}\left(v^{n}(t, x)\right)\right|^{2} d \mu^{n}(t, x)
$$

and $\left|\left(\mu^{n}\right)^{\prime}\right|^{2}(t) \leq \int_{\Omega}\left|P_{x}\left(v^{n}(t, x)\right)\right|^{2} d \mu^{n}(t, x)$ for a.e. $t>0$. Combining with the fact that $t \mapsto \mathcal{E}\left(\mu^{n}(t)\right)$ is locally absolutely continuous then gives,

$$
\begin{equation*}
\mathcal{E}\left(\mu^{n}(s)\right) \geq \mathcal{E}\left(\mu^{n}(t)\right)+\frac{1}{2} \int_{s}^{t}\left|\left(\mu^{n}\right)^{\prime}\right|^{2}(r) d r+\frac{1}{2} \int_{s}^{t} \int_{\Omega}\left|P_{x}\left(v^{n}(r, x)\right)\right|^{2} d \mu^{n}(r, x) d r \tag{5.3.11}
\end{equation*}
$$

Note that $\Omega$ is bounded, $W, V \in C^{1}\left(\mathbb{R}^{d}\right)$ and $\lim _{n \rightarrow \infty} d_{W}\left(\mu^{n}(r), \mu(r)\right)=0$ for any $0 \leq r<$ $\infty$, we get

$$
\lim _{n \rightarrow \infty} \mathcal{E}\left(\mu^{n}(r)\right)=\mathcal{E}(\mu(r))
$$

Also by Lemma 5.3.4, for any $0 \leq r<\infty$

$$
\liminf _{n \rightarrow \infty} \int_{\Omega}\left|P_{x}\left(v^{n}(r, x)\right)\right|^{2} d \mu^{n}(r, x) \geq \int_{\Omega}\left|P_{x}(v(r, x))\right|^{2} d \mu(r, x)
$$

By Fatou's lemma, we then have

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \int_{s}^{t} \int_{\Omega}\left|P_{x}\left(v^{n}(r, x)\right)\right|^{2} d \mu^{n}(r, x) d r \geq \int_{s}^{t} \int_{\Omega}\left|P_{x}(v(r, x))\right|^{2} d \mu(r, x) d r \tag{5.3.12}
\end{equation*}
$$

We now claim that

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \int_{s}^{t}\left|\left(\mu^{n}\right)^{\prime}\right|^{2}(r) d r \geq \int_{s}^{t}\left|\mu^{\prime}\right|^{2}(r) d r \tag{5.3.13}
\end{equation*}
$$

To see that, first notice that $\sup _{n} \int_{s}^{t}\left|\left(\mu^{n}\right)^{\prime}\right|^{2}(r) d r<\infty$, so $\left|\left(\mu^{n}\right)^{\prime}\right| \in L^{2}([s, t])$ and converges weakly in $L^{2}([s, t])$ to some function $A$ as $n \rightarrow \infty$. We then have for any $0 \leq s \leq S \leq T \leq$ $t<\infty$

$$
\begin{aligned}
d_{W}(\mu(S), \mu(T)) & =\lim _{n \rightarrow \infty} d_{W}\left(\mu^{n}(S), \mu^{n}(T)\right) \\
& \leq \liminf _{n \rightarrow \infty} \int_{S}^{T}\left|\left(\mu^{n}\right)^{\prime}\right|(r) d r \\
& =\int_{S}^{T} A(r) d r
\end{aligned}
$$

Thus we have

$$
\left|\mu^{\prime}\right|(r) \leq A(r)
$$

for $s \leq r \leq t$, which then implies

$$
\begin{aligned}
\int_{s}^{t}\left|\mu^{\prime}\right|^{2}(r) d r & \leq \int_{s}^{t} A^{2}(r) d r \\
& \leq \liminf _{n \rightarrow \infty} \int_{s}^{t}\left|\left(\mu^{n}\right)^{\prime}\right|^{2}(r) d r
\end{aligned}
$$

The claim is proved. Now take $n \rightarrow \infty$ in (5.3.11)gives

$$
\mathcal{E}(\mu(s)) \geq \mathcal{E}(\mu(t))+\frac{1}{2} \int_{s}^{t}\left|\mu^{\prime}\right|^{2}(r) d r+\frac{1}{2} \int_{s}^{t} \int_{\Omega}\left|P_{x}(v(r, x))\right|^{2} d \mu(r, x) d r
$$

as desired.

Note that as a byproduct of the proof, we obtain that $\mu(\cdot)$ is a locally absolutely continuous curve in $\mathcal{P}_{2}(\Omega)$. We now show the proof of the main Theorem 5.1.5

Proof of Theorem 5.1.5. Since $\mu(\cdot) \in \mathcal{P}_{2}(\Omega)$ is locally absolutely continuous, by Theorem 2.2 .3 , there exists a unique Borel vector field $\tilde{v}$ such that the continuity equation

$$
\begin{equation*}
\partial_{t} \mu(t)+\operatorname{div}(\mu(t) \tilde{v}(t))=0 \tag{5.3.14}
\end{equation*}
$$

holds in the sense of distributions, i.e., tested against all $\phi \in C_{c}^{\infty}\left([0, \infty) \times \mathbb{R}^{d}\right)$, and

$$
\int_{\Omega}|\tilde{v}(t, x)|^{2} d \mu(t, x)=\left|\mu^{\prime}\right|^{2}(t)
$$

for a.e. $t \geq 0$. Then by Proposition 8.4.6 from [5], for a.e. $t>0$

$$
\begin{equation*}
\lim _{h \rightarrow 0}\left(\pi^{1}, \frac{1}{h}\left(\pi^{2}-\pi^{1}\right)\right)_{\sharp} \gamma_{t}^{h}=(\operatorname{Id} \times \tilde{v}(t))_{\sharp} \mu(t), \tag{5.3.15}
\end{equation*}
$$

in $\left(\mathcal{P}_{2}(\Omega), d_{W}\right)$ for any $\gamma_{t}^{h} \in \Gamma_{o}(\mu(t), \mu(t+h))$. Here we also need the following stronger convergence: Denote the disintegration of $\gamma_{t}^{h}$ with respect to $\mu(t)$ by $\nu_{x}^{h}$, then as $h \rightarrow 0$, $\int_{\Omega} \frac{y-.}{h} d \nu_{.}^{h}(y)$ converges to the vector field $\tilde{v}(t, \cdot)$ weakly in $L^{2}(\mu(t))$. The observation is that

$$
\begin{aligned}
\lim _{h \rightarrow 0}\left\|\int_{\Omega} \frac{y-\cdot}{h} d \nu^{h}(y)\right\|_{L^{2}(\mu(t))}^{2} & =\lim _{h \rightarrow 0} \int_{\Omega}\left|\int_{\Omega} \frac{y-x}{h} d \nu_{x}^{h}(y)\right|^{2} d \mu(t, x) \\
& \leq \lim _{h \rightarrow 0} \int_{\Omega \times \Omega} \frac{|y-x|^{2}}{h^{2}} d \gamma_{t}^{h}(x, y) \\
& =\lim _{h \rightarrow 0} \frac{d_{W}^{2}(\mu(t), \mu(t+h))}{h^{2}} \\
& <\infty
\end{aligned}
$$

Thus $\int_{\Omega} \frac{y-.}{h} d \nu^{h}(y)$ converges weakly in $L^{2}(\mu(t))$ to some vector field $\hat{v}(t, \cdot)$. This together with (5.3.15) implies $\hat{v}=\tilde{v}$ and we have the weak $L^{2}(\mu(t))$ convergence of $\int_{\Omega} \frac{y-.}{h} d \nu .{ }^{h}(y)$ to $\tilde{v}(t)$ as stated.

We now claim the following chain rule: for a.e. $t>0$

$$
\begin{equation*}
\frac{d}{d t} \mathcal{E}(\mu(t))=\int_{\Omega}\langle\nabla W * \mu(t)(x)+\nabla V(x), \tilde{v}(t, x)\rangle d \mu(t, x) \tag{5.3.16}
\end{equation*}
$$

Indeed, we first notice that since $\mu(\cdot)$ is locally absolutely continuous, $\mathcal{E}(\mu(\cdot))$ is also locally absolutely continuous. To see that we have

$$
\begin{aligned}
|\mathcal{E}(\mu(t))-\mathcal{E}(\mu(s))| & \leq \frac{1}{2}\left|\int_{\Omega \times \Omega} W(x-y) d \mu(t, x) d \mu(t, y)-\int_{\Omega \times \Omega} W(z-w) d \mu(s, z) d \mu(s, w)\right| \\
& +\left|\int_{\Omega} V(x) d \mu(t, x)-\int_{\Omega} V(z) d \mu(s, z)\right| \\
& \leq \int_{\Omega \times \Omega}\left(\|\nabla V\|_{L^{\infty}(\operatorname{Conv}(\Omega))}+\|\nabla W\|_{L^{\infty}(\operatorname{Conv}(\Omega-\Omega))}\right)|x-z| d \gamma(x, z) \\
& \leq\left(\|\nabla V\|_{L^{\infty}(\operatorname{Conv}(\Omega))}+\|\nabla W\|_{L^{\infty}(\operatorname{Conv}(\Omega-\Omega))}\right) d_{W}(\mu(t), \mu(s)) .
\end{aligned}
$$

Thus by the locally absolute continuity of $\mu(\cdot), \mathcal{E}(\mu(\cdot))$ is also locally absolutely continuous. Now for any fixed $\mu, \nu \in \mathcal{P}_{2}(\Omega)$ and $\gamma \in \Gamma_{o}(\mu, \nu)$, consider the function

$$
\begin{align*}
f(t)= & \frac{W\left(t\left(x_{1}-x_{2}\right)-(1-t)\left(y_{1}-y_{2}\right)\right)-W\left(x_{1}-x_{2}\right)}{2 t}  \tag{5.3.17}\\
& +\frac{2 V\left(t x_{2}+(1-t) y_{2}\right)-2 V\left(x_{2}\right)}{2 t}-\frac{\lambda_{V}}{2} t\left|x_{2}-y_{2}\right|^{2}-\frac{\lambda_{W}}{2} t\left(\left|x_{1}-y_{1}\right|^{2}+\left|x_{2}-y_{2}\right|^{2}\right) .
\end{align*}
$$

Due to (A1) and (A2), the $\lambda$-geodesic convexity of $W, V$, we know $f$ is non-decreasing on $[0,1]$. So $f(1) \geq \liminf _{t \rightarrow 0^{+}} f(t)$. Integrating over $d \gamma\left(x_{1}, y_{1}\right) d \gamma\left(x_{2}, y_{2}\right)$ gives

$$
\begin{aligned}
\mathcal{E}(\nu)-\mathcal{E}(\mu) & =\int_{\Omega \times \Omega} \int_{\Omega \times \Omega} \frac{W\left(y_{1}-y_{2}\right)+2 V\left(y_{2}\right)-W\left(x_{1}-x_{2}\right)-2 V\left(x_{2}\right)}{2} d \gamma\left(x_{1}, y_{1}\right) d \gamma\left(x_{2}, y_{2}\right) \\
& \geq \int_{\Omega \times \Omega} \int_{\Omega \times \Omega}\left\langle\nabla W\left(x_{2}-x_{1}\right)+\nabla V\left(x_{2}\right), y_{2}-x_{2}\right\rangle d \gamma\left(x_{1}, y_{1}\right) d \gamma\left(x_{2}, y_{2}\right)+o\left(d_{W}(\mu, \nu)\right) \\
& =\int_{\Omega \times \Omega}\left\langle\int_{\Omega} \nabla W\left(x_{2}-x_{1}\right) d \mu\left(x_{1}\right)+\nabla V\left(x_{2}\right), y_{2}-x_{2}\right\rangle d \gamma\left(x_{2}, y_{2}\right)+o\left(d_{W}(\mu, \nu)\right) \\
& =\int_{\Omega \times \Omega}\left\langle\nabla W * \mu\left(x_{2}\right)+\nabla V\left(x_{2}\right), y_{2}-x_{2}\right\rangle d \gamma\left(x_{2}, y_{2}\right)+o\left(d_{W}(\mu, \nu)\right) .
\end{aligned}
$$

Denote $v(t, x)=-\nabla W * \mu(t, x)-\nabla V(x)$, we notice that

$$
\begin{aligned}
\left\langle-v\left(t, x_{2}\right), y_{2}-x_{2}\right\rangle & =\left\langle-P_{x_{2}}\left(v\left(t, x_{2}\right)\right), y_{2}-x_{2}\right\rangle+\left\langle-v\left(t, x_{2}\right)+P_{x_{2}}\left(v\left(t, x_{2}\right)\right), y_{2}-x_{2}\right\rangle \\
& \geq\left\langle-P_{x_{2}}\left(v\left(t, x_{2}\right)\right), y_{2}-x_{2}\right\rangle-\frac{\|\nabla W\|_{L^{\infty}(\Omega-\Omega)}+\|\nabla V\|_{L^{\infty}(\Omega)}}{2 \eta}\left|y_{2}-x_{2}\right|^{2},
\end{aligned}
$$

and

$$
\int_{\Omega \times \Omega}\left|x_{2}-y_{2}\right|^{2} d \gamma\left(x_{2}, y_{2}\right)=d_{W}^{2}(\mu, \nu) .
$$

Thus

$$
\mathcal{E}(\nu)-\mathcal{E}(\mu) \geq \int_{\Omega \times \Omega}\left\langle-P_{x_{2}}\left(-\nabla W * \mu\left(x_{2}\right)-\nabla V\left(x_{2}\right)\right), y_{2}-x_{2}\right\rangle d \gamma\left(x_{2}, y_{2}\right)+o\left(d_{W}(\mu, \nu)\right),
$$

and by Definition 2.2.5

$$
\begin{equation*}
-P(v(t))=-P(-\nabla W * \mu(t)-\nabla V) \in \partial \mathcal{E}(\mu(t)) \tag{5.3.18}
\end{equation*}
$$

Take $\mu=\mu(t), \nu=\mu(t+h)$ and $\gamma_{t}^{h} \in \Gamma_{o}(\mu(t), \mu(t+h))$ then gives

$$
\begin{aligned}
& \lim _{h \rightarrow 0^{+}} \frac{\mathcal{E}(\mu(t+h))-\mathcal{E}(\mu(t))}{h} \\
\geq & \limsup _{h \rightarrow 0^{+}}\left(\int_{\Omega \times \Omega}\left\langle\nabla W * \mu\left(t, x_{2}\right)+\nabla V\left(x_{2}\right), \frac{y_{2}-x_{2}}{h}\right\rangle d \gamma_{t}^{h}\left(x_{2}, y_{2}\right)+\frac{1}{h} o\left(d_{W}(\mu(t), \mu(t+h))\right)\right) \\
= & \int_{\Omega}\left\langle\nabla W * \mu(t)\left(x_{2}\right)+\nabla V\left(x_{2}\right), \tilde{v}\left(t, x_{2}\right)\right\rangle d \mu\left(t, x_{2}\right),
\end{aligned}
$$

where the last equality comes from (5.3.15). Similarly, by taking $\mu=\mu(t), \nu=\mu(t-h)$, we have

$$
\lim _{h \rightarrow 0^{+}} \frac{\mathcal{E}(\mu(t))-\mathcal{E}(\mu(t-h))}{h} \leq \int_{\Omega}\left\langle\nabla W * \mu(t)\left(x_{2}\right)+\nabla V\left(x_{2}\right), \tilde{v}\left(t, x_{2}\right)\right\rangle d \mu\left(t, x_{2}\right)
$$

Together with the fact that $\mathcal{E}(\mu(\cdot)$ is locally absolutely continuous, we have for a.e. $t>0$

$$
\begin{equation*}
\frac{d}{d t} \mathcal{E}(\mu(t))=\int_{\Omega}\langle\nabla W * \mu(t)(x)+\nabla V(x), \tilde{v}(t, x)\rangle d \mu(t, x) . \tag{5.3.19}
\end{equation*}
$$

The claim is proved. Now for $v_{N}(t, x)=v(t, x)-P_{x}(v(t, x))$, we have $v_{N}(t, x) \in N(\Omega, x)$ and $\left\|v_{N}(t)\right\|_{L^{\infty}(\Omega)} \leq\|v(t)\|_{L^{\infty}(\Omega)}<\infty$. Thus

$$
\begin{aligned}
\lim _{h \rightarrow 0^{+}} \int_{\Omega \times \Omega}\left\langle v_{N}(t, x), \frac{y-x}{h}\right\rangle d \gamma_{t}^{h}(x, y) & \leq \lim _{h \rightarrow 0^{+}} \int_{\Omega \times \Omega} \frac{\left\|v_{N}(t)\right\|_{L^{\infty}(\Omega)}}{2 \eta} \frac{1}{h}|x-y|^{2} d \gamma_{t}^{h}(x, y) \\
& \leq \lim _{h \rightarrow 0^{+}} \frac{\|v(t)\|_{L^{\infty}(\Omega)}}{2 \eta} \frac{d_{W}^{2}(\mu(t), \mu(t+h))}{h} \\
& =0
\end{aligned}
$$

which together with the weak $L^{2}(\mu(t))$-convergence of $\int_{\Omega} \frac{y-{ }^{\prime}}{h} d \nu .(y)$ implies

$$
\int_{\Omega}\left\langle v_{N}(t, x), \tilde{v}(t, x)\right\rangle d \mu(t, x) \leq 0 .
$$

We then know that

$$
\begin{equation*}
\frac{d}{d t} \mathcal{E}(\mu(t)) \geq-\int_{\Omega}\left\langle P_{x}(-\nabla W * \mu(t)(x)-\nabla V(x)), \tilde{v}(t, x)\right\rangle d \mu(t, x) \tag{5.3.20}
\end{equation*}
$$

Together with (5.3.8) and (5.3.18) we get for a.e $t>0$

$$
\begin{gathered}
\tilde{v}(t, x)=P_{x}(v(t, x))=P_{x}(-\nabla W * \mu(t)(x)-\nabla V(x)) \in-\partial \mathcal{E}(\mu(t)), \\
\left|\mu^{\prime}\right|^{2}(t)=\int_{\Omega}\left|P_{x}(-\nabla W * \mu(t)(x)-\nabla V(x))\right|^{2} d \mu(t, x)
\end{gathered}
$$

and for any $0 \leq s \leq t<\infty$

$$
\mathcal{E}(\mu(s))=\mathcal{E}(\mu(t))+\int_{s}^{t} \int_{\Omega}\left|P_{x}(-\nabla W * \mu(r)(x)-\nabla V(x))\right|^{2} d \mu(r, x) d r .
$$

Thus $\mu(\cdot)$ is a gradient flow with respect to $\mathcal{E}$ and by (5.3.14), a weak measure solution to (5.0.1).

Remark 5.3.5. In [31], Carrillo, Lisini and Mainini showed weak $L^{2}(\mu(t))$ convergence of $\int_{\Omega} \frac{y--}{h} d \nu^{h}(y)$ to $\tilde{v}(t, \cdot)$ in a more general setting than ours.

Remark 5.3.6. We can actually show a stronger statement than (5.3.18), that for any $\mu \in \mathcal{P}_{2}(\Omega)$

$$
\begin{equation*}
-P(v)=-P(-\nabla W * \mu-\nabla V) \in \partial^{o} \mathcal{E}(\mu) \tag{5.3.21}
\end{equation*}
$$

where $\partial^{o} \mathcal{E}(\mu)$ denotes the unique minimal $L^{2}(\mu)$ element in $\partial \mathcal{E}(\mu)$. To show that, we recall the notion of local slope $|\partial \mathcal{E}|$ at $\mu \in \mathcal{P}_{2}(\Omega)$,

$$
|\partial \mathcal{E}|(\mu)=\limsup _{\nu \rightarrow \mu} \frac{(\mathcal{E}(\mu)-\mathcal{E}(\nu))^{+}}{d_{W}(\mu, \nu)}
$$

where $\nu \rightarrow \mu$ means $\nu \in \mathcal{P}_{2}(\Omega)$ approaches $\mu$ in $d_{W}$. It is straightforward computation to see that for any $\kappa \in \partial \mathcal{E}(\mu),|\partial \mathcal{E}|(\mu) \leq\|\kappa\|_{L^{2}(\mu)}$. Then to get (5.3.21), it is enough to show

$$
\begin{equation*}
\|P(-\nabla W * \mu-\nabla V)\|_{L^{2}(\mu)} \leq|\partial \mathcal{E}|(\mu) \tag{5.3.22}
\end{equation*}
$$

which we follow the argument given in [28, 119] to show. For any continuous, $L^{2}(\mu)$ integrable vector field $\xi$ on $\Omega$, let $X(t)$ be as given in Remark 5.2.7 and define $\mu(t)=$ $(X(t, \cdot))_{\sharp} \mu$, then

$$
\begin{equation*}
\lim _{t \rightarrow 0^{+}} \frac{\mathcal{E}(\mu(t))-\mathcal{E}(\mu)}{t}=\int_{\Omega}\left\langle\nabla W * \mu(x)+\nabla V(x), P_{x}(\xi(x))\right\rangle d \mu(x) \tag{5.3.23}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{t \rightarrow 0^{+}} \frac{d_{W}(\mu(t), \mu)}{t} \leq\|P(\xi)\|_{L^{2}(\mu)} \tag{5.3.24}
\end{equation*}
$$

(5.3.24) is a direct consequence of the fact that $(\operatorname{Id}, X(t, \cdot))_{\sharp} \mu \in \Gamma(\mu, \mu(t))$, see Lemma 3.3.6 from Chapter 3. (5.3.23) comes from a similar argument given in step 2 of the proof of Theorem 3.3.4 from Chapter 3. Thus

$$
\begin{aligned}
-\int_{\Omega}\left\langle\nabla W * \mu(x)+\nabla V(x), P_{x}(\xi(x))\right\rangle d \mu(x) & =\lim _{t \rightarrow 0^{+}} \frac{\mathcal{E}(\mu)-\mathcal{E}(\mu(t))}{t} \\
& =\lim _{t \rightarrow 0^{+}} \frac{\mathcal{E}(\mu)-\mathcal{E}(\mu(t))}{d_{W}(\mu(t), \mu)} \frac{d_{W}(\mu(t), \mu)}{t} \\
& \leq|\partial \mathcal{E}|(\mu)\|P(\xi)\|_{L^{2}(\mu)}
\end{aligned}
$$

Take $\xi(x)=-\nabla W * \mu(x)-\nabla V(x)$, we get (5.3.22) as claimed. Notice that all the above arguments also works when $\Omega$ is bounded and $\eta$-prox-regular as well as when $\Omega$ is unbounded and convex.

A direct consequence of (5.3.21) is that, $\mu(\cdot)$ is a gradient flow with respect to $\mathcal{E}$ if and only if it is a weak measure solution to (5.0.1), given $\Omega$ is bounded, $\eta$-prox-regular or unbounded, convex. The observation is, if $\mu(\cdot)$ is a gradient flow with tangent velocity
field $\tilde{v}$, then $\tilde{v}(t)=-\partial^{\circ} \mathcal{E}(\mu(t))$ for a.e. $t>0$, see Theorem 11.1.3 from [5]. Thus $\tilde{v}(t)=$ $P(-\nabla W * \mu(t)-\nabla V)$ and $\mu(\cdot)$ is a weak measure solution to (5.0.1). If $\mu(\cdot)$ is a weak measure solution to (5.0.1) with tangent velocity $\tilde{v}$, then $\operatorname{div}(\mu(t)(P(v(t))-\tilde{v}(t)))=0$ for $v(t, x)=-\nabla W * \mu(t)(x)-\nabla V(x)$. By (5.3.19)

$$
\begin{aligned}
\frac{d}{d t} \mathcal{E}(\mu(t)) & =\int_{\Omega}\langle\nabla W * \mu(t)(x)+\nabla V(x), \tilde{v}(t, x)\rangle d \mu(t, x) \\
& =\int_{\Omega}\left\langle\nabla W * \mu(t)(x)+\nabla V(x), P_{x}(v(t, x))\right\rangle d \mu(t, x) \\
& =-\|P(v(t))\|_{L^{2}(\mu(t))}^{2} .
\end{aligned}
$$

This together with the fact $\frac{d}{d t} \mathcal{E}(\mu(t)) \geq-\frac{1}{2}|\partial \mathcal{E}|^{2}(\mu(t))-\frac{1}{2}\left|\mu^{\prime}\right|^{2}(t)$ imply $\|P(v(t))\|_{L^{2}(\mu)}=$ $\left|\mu^{\prime}\right|(t)$ for a.e. $t>0$ and $P(v(t))$ is the tangent velocity field of $\mu(\cdot)$ with $P(v(t))=$ $-\partial^{\circ} \mathcal{E}(\mu(t))$ for a.e. $t>0$. Thus $\mu(\cdot)$ is a gradient flow with respect to $\mathcal{E}$.

We turn to the proof of Theorem 5.1.6.
Proof of Theorem 5.1.6. We show (5.1.8) first. Let $\mu^{1}(\cdot), \mu^{2}(\cdot)$ be two solutions to (5.0.1), by Theorem 8.4.7 and Lemma 4.3.4 from [5], we have

$$
\begin{equation*}
\frac{d}{d t} d_{W}^{2}\left(\mu^{1}(t), \mu^{2}(t)\right) \leq 2 \int_{\Omega \times \Omega}\left\langle P_{x}\left(v^{1}(t, x)\right)-P_{y}\left(v^{2}(t, y)\right), x-y\right\rangle d \gamma_{t}(x, y) \tag{5.3.25}
\end{equation*}
$$

where $\gamma_{t} \in \Gamma_{o}\left(\mu^{1}(t), \mu^{2}(t)\right)$ and $v^{i}(t, x)=-\nabla W * \mu^{i}(t)(x)-\nabla V(x)$ for $i=1,2$. For $v^{i}$, by (A1) and (A2), similar argument as in the proof of Proposition 5.3.1 gives

$$
\int_{\Omega \times \Omega}\left\langle v^{1}(t, x)-v^{2}(t, y), x-y\right\rangle d \gamma_{t}(x, y) \leq\left(-\lambda_{W}^{-}-\lambda_{V}\right) d_{W}^{2}\left(\mu^{1}(t), \mu^{2}(t)\right) .
$$

By the fact that $\Omega$ is $\eta$-prox-regular we have

$$
\begin{aligned}
& \int_{\Omega \times \Omega}\left\langle P_{x}\left(v^{1}(t, x)\right)-v^{1}(t, x)-P_{y}\left(v^{2}(t, y)\right)+v^{2}(t, y), x-y\right\rangle d \gamma_{t}(x, y) \\
& \leq \frac{\left\|v^{1}(t)\right\|_{L^{\infty}(\Omega)}+\left\|v^{2}(t)\right\|_{L^{\infty}(\Omega)}}{2 \eta} d_{W}^{2}\left(\mu^{1}(t), \mu^{2}(t)\right),
\end{aligned}
$$

where $v^{i}$ satisfies

$$
\left\|v^{i}\right\|_{L^{\infty}(\Omega)} \leq\|\nabla W\|_{L^{\infty}(\Omega-\Omega)}+\|\nabla V\|_{L^{\infty}(\Omega)}<\infty .
$$

Plugging back into (5.3.25) yields

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t} d_{W}^{2}\left(\mu^{1}(t), \mu^{2}(t)\right) & =\int_{\Omega \times \Omega}\left\langle P_{x}\left(v^{1}(t, x)\right)-P_{y}\left(v^{2}(t, y)\right), x-y\right\rangle d \gamma_{t}(x, y) \\
& =\int_{\Omega \times \Omega}\left\langle v^{1}(t, x)-v^{2}(t, y), x-y\right\rangle d \gamma_{t}(x, y) \\
& +\int_{\Omega \times \Omega}\left\langle P_{x}\left(v^{1}(t, x)\right)-v^{1}(t, x)-P_{y}\left(v^{2}(t, y)\right)+v^{2}(t, y), x-y\right\rangle d \gamma_{t}(x, y) \\
& \leq\left(-\lambda_{W}^{-}-\lambda_{V}+\frac{\|\nabla W\|_{L^{\infty}(\Omega-\Omega)}+\|\nabla V\|_{L^{\infty}(\Omega)}}{\eta}\right) d_{W}^{2}\left(\mu^{1}(t), \mu^{2}(t)\right) .
\end{aligned}
$$

Then by Gronwall's inequality we have for all $t \geq 0$

$$
\begin{equation*}
d_{W}\left(\mu^{1}(t), \mu^{2}(t)\right) \leq \exp \left(\left(-\lambda_{W}^{-}-\lambda_{V}+\frac{\|\nabla W\|_{L^{\infty}(\Omega-\Omega)}+\|\nabla V\|_{L^{\infty}(\Omega)}}{\eta}\right) t\right) d_{W}\left(\mu_{0}^{1}, \mu_{0}^{2}\right) . \tag{5.3.26}
\end{equation*}
$$

(5.1.8) is proved. For (5.1.9), we have if $\mu(\cdot)$ is a weak measure solution to (5.0.1), then for any $\nu \in \mathcal{P}_{2}(\Omega)$ and $\gamma_{t} \in \Gamma_{o}(\mu(t), \nu)$

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t} d_{W}^{2}(\mu(t), \nu) \\
= & \int_{\Omega \times \Omega}\left\langle P_{x}(v(t, x)), x-y\right\rangle d \gamma_{t}(x, y) \\
= & \int_{\Omega \times \Omega}\left(\langle v(t, x), x-y\rangle+\left\langle P_{x}(v(t, x))-v(t, x), x-y\right\rangle\right) d \gamma_{t}(x, y) \\
\leq & \mathcal{E}(\nu)-\mathcal{E}(\mu(t))+\int_{\Omega \times \Omega}\left(-\frac{\lambda_{W}^{-}}{2}-\frac{\lambda_{V}}{2}+\frac{\|v(t)\|_{L^{\infty}(\Omega)}}{2 \eta}\right)|x-y|^{2} d \gamma_{t}(x, y) \\
\leq & \mathcal{E}(\nu)-\mathcal{E}(\mu(t))+\left(-\frac{\lambda_{W}^{-}}{2}-\frac{\lambda_{V}}{2}+\frac{\|\nabla W\|_{L^{\infty}(\Omega \Omega)}+\|\nabla V\|_{L^{\infty}(\Omega)}}{2 \eta}\right) d_{W}^{2}(\mu(t), \nu) .
\end{aligned}
$$

On the other hand, if a locally absolutely continuous $\mu(\cdot)$ satisfies (5.1.9), then for any fixed $\nu \in \mathcal{P}_{2}(\Omega)$,

$$
\begin{aligned}
& \int_{\Omega \times \Omega}\langle\tilde{v}(t, x), x-y\rangle d \gamma(x, y) \\
& =\frac{1}{2} \frac{d}{d t} d_{W}^{2}(\mu(t), \nu) \\
& \leq \mathcal{E}(\nu)-\mathcal{E}(\mu(t))+\left(-\frac{\lambda_{W}^{-}}{2}-\frac{\lambda_{V}}{2}+\frac{\|\nabla W\|_{L^{\infty}(\Omega-\Omega)}+\|\nabla V\|_{L^{\infty}(\Omega)}}{2 \eta}\right) d_{W}^{2}(\mu(t), \nu),
\end{aligned}
$$

where $\tilde{v}$ is the tangent velocity filed of $\mu(\cdot)$ at $t$ and $\gamma \in \Gamma_{o}(\mu(t), \nu)$ is an optimal plan. By Definition 2.2.5,

$$
\tilde{v}(t) \in-\partial \mathcal{E}(\mu(t))
$$

for a.e. $t \geq 0$ and $\mu(\cdot)$ is a gradient flow to $\mathcal{E}$. Thus we know $\tilde{v}(t)=-\partial^{\circ} \mathcal{E}(\mu(t))=$ $P_{x}(v(t))$ and $\mu(\cdot)$ is a weak measure solution to (5.0.1). Thus the weak measure solution is characterized by the system of evolution variational inequalities (5.1.9).

### 5.4 Existence and stability of solutions with $\Omega$ unbounded: Global case

In this Section we prove the existence and stability of (5.0.1) with $\Omega$ unbounded, convex and $W, V$ satisfying (GA1)-(GA4).

For any initial data $\mu_{0} \in \mathcal{P}_{2}(\Omega)$ and fixed $x_{0} \in \Omega$, denote $B_{n}\left(x_{0}\right)=\left\{x \in \mathbb{R}^{d}:\left|x-x_{0}\right|<\right.$ $n\}$, we can take $\mu_{0}^{n}=\sum_{i=1}^{k(n)} m_{j}^{n} \delta_{x_{i}^{n}}$ for $x_{i}^{n} \in \Omega \cap \overline{B_{n}\left(x_{0}\right)}$ and $\lim _{n \rightarrow \infty} d_{W}\left(\mu_{0}^{n}, \mu_{0}\right)=0$. To see that, note $\int_{\Omega}\left|x-x_{0}\right|^{2} d \mu_{0}(x)<\infty$, thus $\lim _{n \rightarrow \infty} \int_{\Omega \backslash B_{n}\left(x_{0}\right)}\left|x-x_{0}\right|^{2} d \mu_{0}(x)=0$. For $\mu_{0} L_{\Omega \cap \overline{B_{n}\left(x_{0}\right)}}$, we can find $\tilde{\mu}_{0}^{n}$ composed of delta measures with the same total mass as $\mu_{0} L_{\Omega \cap \overline{B_{n}\left(x_{0}\right)}}$, such that $\operatorname{supp}\left(\mu_{0}^{n}\right) \subset \Omega \cap \overline{B_{n}\left(x_{0}\right)}$ and $\lim _{n \rightarrow \infty} d_{W}\left(\mu_{0} L_{\Omega \cap \overline{B_{n}\left(x_{0}\right)}}, \tilde{\mu}_{0}^{n}\right)=0$. Then $\mu_{0}^{n}=\tilde{\mu}_{0}^{n}+\left(1-\mu_{0}\left(\Omega \cap \overline{B_{n}\left(x_{0}\right)}\right)\right) \delta_{x_{0}}$ satisfies the required conditions. Without loss of generality, we assume that $x_{0}=0 \in \Omega$ and denote $B(n)=B_{n}(0)$.

As in Section 5.3, we first show the convergence of $\mu^{n}(\cdot)$ as $n \rightarrow \infty$.
Proposition 5.4.1. Assume that $\Omega$ is unbounded and convex, W, V satisfy (GA1)-(GA4). Then for two solutions $\mu^{m}(\cdot), \mu^{n}(\cdot)$ to the discrete system with different initial data $\mu_{0}^{m}, \mu_{0}^{n}$, we have for all $t \geq 0$

$$
\begin{equation*}
d_{W}\left(\mu^{n}(t), \mu^{m}(t)\right) \leq \exp \left(-\left(\lambda_{W}^{-}+\lambda_{V}\right) t\right) d_{W}\left(\mu_{0}^{n}, \mu_{0}^{m}\right) \tag{5.4.1}
\end{equation*}
$$

Proof. The proof is similar to the proof of Proposition 5.3 .1 once we notice that since $\Omega$ is $\infty$-prox-regular, by (5.1.4) for any $x, y \in \Omega$

$$
\left\langle P_{x}\left(v^{n}(t, x)\right)-v^{n}(t, x), x-y\right\rangle \leq 0 .
$$

So as $n \rightarrow \infty$ we again know that $\mu^{n}(t)$ converges to some $\mu(t) \in\left(\mathcal{P}_{2}(\Omega), d_{W}\right)$ for all $t \geq 0$. Before proving that the limit curve $\mu(\cdot)$ is a curve of maximal slope, we need the following proposition.

Proposition 5.4.2. Let $\mu_{n}, \mu \in \mathcal{P}_{2}(\Omega)$ be such that $\lim _{n \rightarrow \infty} d_{W}\left(\mu_{n}, \mu\right)=0$ then

$$
\lim _{n \rightarrow \infty} \mathcal{V}\left(\mu_{n}\right)=\mathcal{V}(\mu)
$$

and

$$
\lim _{n \rightarrow \infty} \mathcal{W}\left(\mu_{n}\right)=\mathcal{W}(\mu)
$$

Proof. Since the arguments are similar, it is enough for us to show the property for $\mathcal{V}$. By (GA4), there exists a constant $C>0$ such that $|V(x)| \leq C\left(1+|x|^{2}\right)$. By Lemma 5.1.7 from [5], since $V(x)+C|x|^{2}$ is lower semicontinuous and bounded from below,

$$
\liminf _{n \rightarrow \infty} \int_{\Omega}\left(V(x)+C|x|^{2}\right) d \mu_{n}(x) \geq \int_{\Omega}\left(V(x)+C|x|^{2}\right) d \mu(x)
$$

$\lim _{n \rightarrow \infty} d_{W}\left(\mu_{n}, \mu\right)=0$, we know

$$
\lim _{n \rightarrow \infty} \int_{\Omega}|x|^{2} d \mu_{n}(x)=\int_{\Omega}|x|^{2} d \mu(x)
$$

Thus

$$
\liminf _{n \rightarrow \infty} \int_{\Omega} V(x) d \mu_{n}(x) \geq \int_{\Omega} V(x) d \mu(x)
$$

Similarly, the condition $C|x|^{2}-V(x)$ is lower semicontinuous and bounded from below implies

$$
\limsup _{n \rightarrow \infty} \int_{\Omega} V(x) d \mu_{n}(x) \leq \int_{\Omega} V(x) d \mu(x)
$$

Thus

$$
\lim _{n \rightarrow \infty} \mathcal{V}\left(\mu_{n}\right)=\mathcal{V}(\mu),
$$

as claimed.
We estimate the growth of support of the solutions $\mu^{n}(\cdot)$ to (5.1.16).
Lemma 5.4.3. Let $\mu_{0}^{n}$ be the approximation of $\mu_{0}$ such that $\operatorname{supp}\left(\mu_{0}^{n}\right) \subset \Omega \cap B(n)$. Then $\operatorname{supp}\left(\mu^{n}(t)\right) \subset \Omega \cap B(r(t))$ for $r(t) \leq(n+1) \exp (C t)$ for some $C=C(W, V)$ independent of $n$.

Proof. Define $r(t)=\sup _{i}\left|x_{i}^{n}(t)\right|$. For fixed $t>0$, assume that $x_{i}^{n}(t)$ realizes $R(t)$ i.e., $r(t)=\left|x_{i}^{n}(t)\right|$, then

$$
\begin{aligned}
\left.\left.\left|\frac{d}{d t}\right| x_{i}^{n}\right|^{2} \right\rvert\, & =2\left|\left\langle x_{i}^{n}(t), P_{x_{i}^{n}}\left(-\sum_{j=1}^{k(n)} m_{j} \nabla W\left(x_{i}^{n}-x_{j}^{n}\right)-\nabla V\left(x_{i}^{n}\right)\right)\right\rangle\right| \\
& \leq 2\left|x_{i}^{n}(t)\right|\left(\sum_{j=1}^{k(n)} m_{j}\left|\nabla W\left(x_{i}^{n}(t)-x_{j}^{n}(t)\right)\right|+\left|\nabla V\left(x_{i}^{n}(t)\right)\right|\right) \\
& \leq 2\left|x_{i}^{n}(t)\right|\left(\sum_{j=1}^{k(n)} m_{j} C\left(1+\left|x_{i}^{n}(t)+\left|x_{j}^{n}(t)\right|\right)+C\left(1+\left|x_{i}^{n}(t)\right|\right)\right)\right. \\
& \leq C\left(1+\left|x_{i}^{n}(t)\right|^{2}\right) .
\end{aligned}
$$

Thus

$$
r(t) \leq r(0) \exp (C t)+\exp (C t)-1
$$

for $r(0) \leq n$ and $C$ depending only on $W, V$, in particular independent of the number of particles $k(n)$.

We can now show
Theorem 5.4.4. Assume $\Omega$ is unbounded and convex, $W, V$ satisfy (GA1)-(GA4), then $\mu(\cdot)$ satisfies for any $0 \leq s<t<\infty$

$$
\begin{equation*}
\mathcal{E}(\mu(s)) \geq \mathcal{E}(\mu(t))+\frac{1}{2} \int_{s}^{t}\left|\mu^{\prime}\right|^{2}(r) d r+\frac{1}{2} \int_{s}^{t} \int_{\Omega}\left|P_{x}(v(r, x))\right|^{2} d \mu(r, x) d r, \tag{5.4.2}
\end{equation*}
$$

where $v(r, x)=-\int_{\Omega} \nabla W(x-y) d \mu(r, y)-\nabla V(x)$.

Proof. We first check that for fixed $n \in \mathbb{N}$, the function $t \mapsto \mathcal{E}\left(\mu^{n}(t)\right)$ is locally absolutely continuous. For fixed $0 \leq s<t<\infty$, by Lemma 5.4.3, $\|\nabla V(x)\|_{L^{\infty}(\Omega \cap B(r(t)))}<\infty$ and $\|\nabla W\|_{L^{\infty}(\Omega \cap B(r(t))-\Omega \cap B(r(t))}<\infty$. Then by the same argument as in (5.3.10), $t \mapsto \mathcal{E}(\mu(t))$ is locally absolutely continuous. Together with Proposition 5.4.2, the proof is now identical to the proof of Theorem 5.3.11. We omit it here.

We proceed to the proof of Theorem 5.1.9
Proof of Theorem 5.1.9. Let $\tilde{v}$ be the tangential velocity field for $\mu(\cdot)$, i.e. $\mu(\cdot)$ satisfies (5.3.14) and $\|\tilde{v}(t)\|_{L^{2}(\mu(t))}=\left|\mu^{\prime}\right|(t)$. Similar arguments as in the proof of Theorem 5.1.5 still gives that for any $\mu, \nu \in \mathcal{P}_{2}(\Omega)$

$$
\mathcal{E}(\nu)-\mathcal{E}(\mu) \geq \int_{\Omega \times \Omega}\left\langle\nabla W * \mu\left(x_{2}\right)+\nabla V\left(x_{2}\right), y_{2}-x_{2}\right\rangle d \gamma\left(x_{2}, y_{2}\right)+o\left(d_{W}(\mu, \nu),\right.
$$

and for a.e. $t>0$

$$
\frac{d}{d t} \mathcal{E}(\mu(t))=\int_{\Omega}\langle\nabla W * \mu(t)(x)+\nabla V(x), \tilde{v}(t, x)\rangle d \mu(t, x)
$$

Now since $\Omega$ is convex, we have $\left\langle v_{N}(t, x), y-x\right\rangle \leq 0$, thus

$$
\mathcal{E}(\nu)-\mathcal{E}(\mu) \geq \int_{\Omega \times \Omega}\left\langle-P_{x}(-\nabla W * \mu(t)(x)-\nabla V(x)), y-x\right\rangle d \gamma(x, y),
$$

and

$$
\lim _{h \rightarrow 0^{+}} \int_{\Omega \times \Omega}\left\langle v_{N}(t, x), \frac{y-x}{h}\right\rangle d \gamma_{t}^{h}(x, y) \leq 0 .
$$

So we have $-P(v(t))=-P(-\nabla W * \mu(t)-\nabla V) \in \partial \mathcal{E}(\mu(t))$ and

$$
\int_{\Omega}\left\langle v_{N}(t, x), \tilde{v}(t, x)\right\rangle d \mu(t, x) \leq 0
$$

Thus

$$
\frac{d}{d t} \mathcal{E}(\mu(t)) \geq-\int_{\Omega}\left\langle P_{x}(-\nabla W * \mu(t)(x)-\nabla V(x)), \tilde{v}(t, x)\right\rangle d \mu(t, x)
$$

which together with Theorem 5.5.1 implies for a.e. $t>0$

$$
\begin{gather*}
\tilde{v}(t, x)=P_{x}(v(t, x))=P_{x}(-\nabla W * \mu(t)(x)-\nabla V(x)) \in-\partial \mathcal{E}(\mu(t)),  \tag{5.4.3}\\
\left|\mu^{\prime}\right|^{2}(t)=\int_{\Omega}\left|P_{x}(-\nabla W * \mu(t)(x)-\nabla V(x))\right|^{2} d \mu(t, x) \tag{5.4.4}
\end{gather*}
$$

and for any $0 \leq s \leq t<\infty$

$$
\begin{equation*}
\mathcal{E}(\mu(s))=\mathcal{E}(\mu(t))+\int_{s}^{t} \int_{\Omega}\left|P_{x}(-\nabla W * \mu(r)(x)-\nabla V(x))\right|^{2} d \mu(r, x) d r . \tag{5.4.5}
\end{equation*}
$$

Thus $\mu(\cdot)$ is a gradient flow with respect to $\mathcal{E}$ and by (5.3.14), a weak measure solution to (5.0.1).

For the stability result (5.1.13), we only need to notice that for any two solutions $\mu^{1}(\cdot), \mu^{2}(\cdot)$ to (5.0.1), since $\Omega$ is convex, $\left\langle v^{i}(t, x)-P_{x}\left(v^{i}(t, x)\right), y-x\right\rangle \leq 0$ for $i=1,2$. Thus

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t} d_{W}^{2}\left(\mu^{1}(t), \mu^{2}(t)\right) & \leq \int_{\Omega \times \Omega}\left\langle P_{x}\left(v^{1}(t, x)\right)-P_{y}\left(v^{2}(t, y)\right), x-y\right\rangle d \gamma_{t}(x, y) \\
& =\int_{\Omega \times \Omega}\left\langle v^{1}(t, x)-v^{2}(t, y), x-y\right\rangle d \gamma_{t}(x, y) \\
& +\int_{\Omega \times \Omega}\left\langle P_{x}\left(v^{1}(t, x)\right)-v^{1}(t, x)-P_{y}\left(v^{2}(t, y)\right)+v^{2}(t, y), x-y\right\rangle d \gamma_{t}(x, y) \\
& \leq-\left(\lambda_{W}^{-}+\lambda_{V}\right) d_{W}^{2}\left(\mu^{1}(t), \mu^{2}(t)\right) .
\end{aligned}
$$

Then by Gronwall's inequality we get (5.1.13).
For evolution variational inequalities (5.1.14), if $\mu(\cdot)$ is a solution to (5.0.1) then for any $\nu \in \mathcal{P}_{2}(\Omega)$ and $\gamma \in \Gamma_{o}(\mu(t), \nu)$ an optimal plan

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t} d_{W}^{2}(\mu(t), \nu) & =\int_{\Omega \times \Omega}\left\langle P_{x}(v(t, x)), x-y\right\rangle d \gamma_{t}(x, y) \\
& =\int_{\Omega \times \Omega}\left(\langle v(t, x), x-y\rangle+\left\langle P_{x}(v(t, x))-v(t, x), x-y\right\rangle\right) d \gamma_{t}(x, y) \\
& \leq \mathcal{E}(\nu)-\mathcal{E}(\mu(t))-\int_{\Omega \times \Omega}\left(\frac{\lambda_{W}^{-}}{2}+\frac{\lambda_{V}}{2}\right)|x-y|^{2} d \gamma_{t}(x, y) \\
& \leq \mathcal{E}(\nu)-\mathcal{E}(\mu(t))-\left(\frac{\lambda_{W}^{-}}{2}+\frac{\lambda_{V}}{2}\right) d_{W}^{2}(\mu(t), \nu) .
\end{aligned}
$$

Similar argument as in the proof of Theorem 5.1.6 shows that if $\mu(\cdot)$ satisfies (5.1.14), then it is a gradient flow to $\mathcal{E}$ and a weak measure solution to (5.0.1). Thus the weak measure solution to (5.0.1) is characterized by the system of evolution variational inequalities (5.1.14).

### 5.5 Existence and stability of solutions with $\Omega$ unbounded: Compactly supported initial data case

In this Section, we show the existence and stability results in the case when $\Omega$ is unbounded and $W, V$ satisfy (LA1)-(LA4). The novelty is that $\lambda$-geodesic convexity of energy is only assumed locally (which is automatically satisfied if $V$ and $W$ are $C^{2}$ functions).

We start by giving the control the support of the solutions $\mu^{n}(t)$ to (5.1.16). Notice that when approximating $\mu_{0}$ by $\mu_{0}^{n}=\sum_{i=1}^{k(n)} m_{i}^{n} \delta_{x_{i}^{n}}$, since $\operatorname{supp}\left(\mu_{0}\right) \subset \Omega \cap B\left(r_{0}\right)$, we can take $x_{i}^{n} \in \Omega \cap B\left(r_{0}+1\right)$ for all $n \in \mathbb{N}$ and $1 \leq i \leq k(n)$ such that we have

$$
\lim _{n \rightarrow \infty} d_{W}\left(\mu_{0}^{n}, \mu_{0}\right)=0
$$

So without loss of generality, we assume $\operatorname{supp}\left(\mu_{0}^{n}\right) \subset B\left(r_{0}\right)$ for all $n \in \mathbb{N}$. Then by Lemma 5.4.3, supp $\left(\mu^{n}(t)\right) \subset \Omega \cap B(r(t))$ for $r(t) \leq\left(r_{0}+1\right) \exp (C t)$ for some $C=C(W, V)$ independent of $n$.

Proposition 5.5.1. There exists a locally absolutely continuous curve $\mu(\cdot)$ in $\mathcal{P}_{2}(\Omega)$ such that $\mu^{n}(t)$ converges to $\mu(t)$ in $\mathcal{P}_{2}(\Omega)$ for any $0 \leq t<\infty$.

Proof. For any fixed $0<T<\infty$ and any $0 \leq t \leq T$, we know that $\operatorname{supp}\left(\mu^{n}(t)\right) \subset B(r(T))$ for all $0 \leq t \leq T$ uniformly in $n$. Let $K_{k}$ and $\lambda_{W, k}, \lambda_{V, k}$ be the sequences of compact convex sets and constants such that $W, V$ are $\lambda_{W, k}$ and $\lambda_{V, k}$-geodesically convex on $K_{k}$. Take $k_{0}$ be such that $B(2 r(T)) \subset K_{k}$ for all $k \geq k_{0}$. Still denote $\gamma_{t} \in \Gamma_{o}\left(\mu^{n}(t), \mu^{m}(t)\right)$ an optimal plan. Now notice that $\operatorname{supp}\left(\mu^{n}(t)\right), \operatorname{supp}\left(\mu^{m}(t)\right) \subset B(r(t)) \cap \Omega \subset K_{k} \cap \Omega=\Omega_{k}$, thus

$$
\int_{\Omega \times \Omega}\left\langle v^{n}(t, x)-v^{m}(t, y), x-y\right\rangle d \gamma_{t}(x, y) \leq \int_{\Omega \times \Omega}\left(\lambda_{W, k}^{-}+\lambda_{V, k}\right)|x-y|^{2},
$$

and

$$
\begin{aligned}
& \int_{\Omega \times \Omega}\left\langle P_{x}\left(v^{n}(t, x)\right)-v^{n}(t, x)-P_{y}\left(v^{m}(t, y)\right)+v^{m}(t, y), x-y\right\rangle d \gamma_{t}(x, y) \\
& \leq \int_{\Omega \times \Omega}\left(\frac{\left\|v^{n}(t)\right\|_{L^{\infty}\left(\Omega_{t}\right)}+\left\|v^{m}(t)\right\|_{L^{\infty}\left(\Omega_{t}\right)}}{2 \eta}\right)|x-y|^{2} d \gamma_{t}(x, y)
\end{aligned}
$$

where $\Omega_{t}=\Omega \cap B(r(t))$. Since $v^{n}(t, x)=-\int_{\Omega} \nabla W(x-y) d \mu^{n}(t, y)-\nabla V(x)$ we know

$$
\left\|v^{n}(t)\right\|_{L^{\infty}\left(\Omega_{t}\right)} \leq\|\nabla W\|_{L^{\infty}\left(\Omega_{T}-\Omega_{T}\right)}+\|\nabla V\|_{L^{\infty}\left(\Omega_{T}\right)}<\infty .
$$

Thus as in the proof of Proposition 5.3.1, we have for $0 \leq t \leq T$

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t} d_{W}^{2}\left(\mu^{n}(t), \mu^{m}(t)\right) \\
\leq & \int_{\Omega}\left\langle P_{x}\left(v^{n}(t, x)\right)-P_{y}\left(v^{m}(t, y)\right), x-y\right\rangle d \gamma_{t}(x, y) \\
= & \int_{\Omega \times \Omega}\left\langle v^{n}(t, x)-v^{m}(t, y), x-y\right\rangle d \gamma_{t}(x, y) \\
& +\int_{\Omega \times \Omega}\left\langle P_{x}\left(v^{n}(t, x)\right)-v^{n}(t, x)-P_{y}\left(v^{m}(t, y)\right)+v^{m}(t, y), x-y\right\rangle d \gamma_{t}(x, y) \\
\leq & \left(-\lambda_{W, k}^{-}-\lambda_{V, k}+\frac{\|\nabla W\|_{L^{\infty}\left(\Omega_{T}-\Omega_{T}\right)}+\|\nabla V\|_{L^{\infty}\left(\Omega_{T}\right)}}{\eta}\right) d_{W}^{2}\left(\mu^{n}(t), \mu^{m}(t)\right) .
\end{aligned}
$$

By Gronwall's inequality, we have for all $0 \leq t \leq T$

$$
d_{W}\left(\mu^{n}(t), \mu^{m}(t)\right) \leq e^{\left(-\lambda_{W, k}^{-}-\lambda_{V, k}+\frac{\|\nabla W\|_{L \infty}\left(\Omega_{T} \Omega_{T}\right)+\|\nabla V\|_{L} \infty\left(\Omega_{T}\right)}{\eta}\right) t} d_{W}\left(\mu_{0}^{n}, \mu_{0}^{m}\right) .
$$

Thus as $n \rightarrow \infty, \mu^{n}(t)$ converges in $\mathcal{P}_{2}(\Omega)$ to some $\mu(t)$.

Theorem 5.5.2. $\mu(\cdot)$ is a curve of maximal slope, for any $0 \leq s<t<\infty$

$$
\begin{equation*}
\mathcal{E}(\mu(s)) \geq \mathcal{E}(\mu(t))+\frac{1}{2} \int_{s}^{t}\left|\mu^{\prime}\right|^{2}(r) d r+\frac{1}{2} \int_{s}^{t} \int_{\Omega}\left|P_{x}(v(r, x))\right|^{2} d \mu(r, x) d r, \tag{5.5.1}
\end{equation*}
$$

where $v(r, x)=-\int_{\Omega} \nabla W(x-y) d \mu(r, y)-\nabla V(x)$.
Proof. We use similar argument as in Theorem 5.3.3 and Theorem 5.4.4. For any fixed $n \in \mathbb{N}$, since $\operatorname{supp}\left(\mu^{n}(t)\right) \subset \Omega \cap B(r(t))$, we can still control the $L^{\infty}$-norm of $\nabla V$ and $\nabla W$. Then the same argument as in the proof of Theorem 5.4.4 shows that $t \mapsto \mathcal{E}(\mu(t))$ is locally absolutely continuous. Thus the fact that $\mu^{n}$ are solutions to the discrete systems implies,

$$
\begin{equation*}
\mathcal{E}\left(\mu^{n}(s)\right) \geq \mathcal{E}\left(\mu^{n}(t)\right)+\frac{1}{2} \int_{s}^{t}\left|\left(\mu^{n}\right)^{\prime}\right|^{2}(r) d r+\frac{1}{2} \int_{s}^{t} \int_{\Omega}\left|P_{x}\left(v^{n}(r, x)\right)\right|^{2} d \mu^{n}(r, x) d r \tag{5.5.2}
\end{equation*}
$$

Note that $W, V \in C^{1}\left(\mathbb{R}^{d}\right)$ and $\lim _{n \rightarrow \infty} d_{W}\left(\mu^{n}(r), \mu(r)\right)=0$ with $\operatorname{supp}\left(\mu^{n}(r)\right) \subset \Omega \cap B(r(T)$ for any $0 \leq r<t \leq T$, we get

$$
\lim _{n \rightarrow \infty} \mathcal{E}\left(\mu^{n}(r)\right)=\mathcal{E}(\mu(r))
$$

By Lemma 5.3.4 and notice that $\nabla W * \mu^{n}(r)+\nabla V$ still converges weakly to $\nabla W * \mu(r)+\nabla V$ for any $0 \leq r \leq T$, then

$$
\liminf _{n \rightarrow \infty} \int_{\Omega}\left|P_{x}\left(v^{n}(r, x)\right)\right|^{2} d \mu^{n}(r, x) \geq \int_{\Omega}\left|P_{x}(v(r, x))\right|^{2} d \mu(r, x)
$$

By Fatou's lemma,

$$
\liminf _{n \rightarrow \infty} \int_{s}^{t} \int_{\Omega}\left|P_{x}\left(v^{n}(r, x)\right)\right|^{2} d \mu^{n}(r, x) d r \geq \int_{s}^{t} \int_{\Omega}\left|P_{x}(v(r, x))\right|^{2} d \mu(r, x) d r
$$

Now by the same argument as in the proof of (5.3.13), we again obtain

$$
\liminf _{n \rightarrow \infty} \int_{s}^{t}\left|\left(\mu^{n}\right)^{\prime}\right|^{2}(r) d r \geq \int_{s}^{t}\left|\mu^{\prime}\right|^{2}(r) d r
$$

Take $n \rightarrow \infty$ in (5.5.2) gives

$$
\mathcal{E}(\mu(s)) \geq \mathcal{E}(\mu(t))+\frac{1}{2} \int_{s}^{t}\left|\mu^{\prime}\right|^{2}(r) d r+\frac{1}{2} \int_{s}^{t} \int_{\Omega}\left|P_{x}(v(r, x))\right|^{2} d \mu(r, x) d r
$$

We now start to prove Theorem 5.1.10
Proof of Theorem 5.1.10. Since $\mu(\cdot)$ is locally absolutely continuous, we know that there exists a unique Borel vector field $\tilde{v}$ such that

$$
\partial_{t} \mu(t)+\operatorname{div}(\mu(t) \tilde{v}(t))=0
$$

holds in the sense of distributions. For a fixed $T>0$ and any $\mu, \nu \in \mathcal{P}_{2}(\Omega)$ with $\operatorname{supp}(\mu) \subset$ $B(r(T)), \operatorname{supp}(\nu) \subset B(r(T))$, let $\gamma \in \Gamma_{o}(\mu, \nu)$. Since $W, V$ are $\lambda_{W, k}$ and $\lambda_{V, k}$-geodesically convex on $K_{k} \supset B(r(t)) \cap \Omega$, we have that the function $f$ we defined in (5.3.17) by taking $\lambda=\lambda_{k}$ is non-decreasing in $t$ for any $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in \operatorname{supp} \gamma$. Thus we still have

$$
\mathcal{E}(\nu)-\mathcal{E}(\mu) \geq \int_{\Omega \times \Omega}\left\langle\nabla W * \mu\left(x_{2}\right)+\nabla V\left(x_{2}\right), y_{2}-x_{2}\right\rangle d \gamma\left(x_{2}, y_{2}\right) .
$$

For any $0<t<T$, and $h>0$ such that $t-h \geq 0, t+h \leq T$, we take $\mu=\mu(t), \nu=\mu(t+h)$ to get

$$
\lim _{h \rightarrow 0^{+}} \frac{\mathcal{E}(\mu(t+h))-\mathcal{E}(\mu(t))}{h} \geq \int_{\Omega}\langle\nabla W * \mu(t)(x)+\nabla V(x), \tilde{v}(t, x)\rangle d \mu(t, x)
$$

Again take $\mu=\mu(t), \nu=\mu(t-h)$ gives

$$
\lim _{h \rightarrow 0^{+}} \frac{\mathcal{E}(\mu(t))-\mathcal{E}(\mu(t-h))}{h} \leq \int_{\Omega}\langle\nabla W * \mu(t)(x)+\nabla V(x), \tilde{v}(t, x) d \mu(t, x) .
$$

Also $\mathcal{E}(\mu(t))$ is locally absolutely continuous, so for a.e. $t>0$

$$
\frac{d}{d t} \mathcal{E}(\mu(t))=\int_{\Omega}\langle\nabla W * \mu(t)(x)+\nabla V(x), \tilde{v}(t, x)\rangle d \mu(t, x)
$$

which again implies

$$
\frac{d}{d t} \mathcal{E}(\mu(t)) \geq-\int_{\Omega}\left\langle P_{x}(-\nabla W * \mu(t)(x)-\nabla V(x)), \tilde{v}(t, x)\right\rangle d \mu(t, x) .
$$

Combine with (5.5.1) yields

$$
\tilde{v}(t, x)=P_{x}(-\nabla W * \mu(t)(x)-\nabla V(x)),
$$

and for any $0 \leq s \leq t<\infty$

$$
\mathcal{E}(\mu(s))=\mathcal{E}(\mu(t))+\int_{s}^{t} \int_{\Omega}\left|P_{x}(-\nabla W * \mu(r)(x)-\nabla V(x))\right|^{2} d \mu(r, x) d r .
$$

For the contraction property (5.1.15), we notice that for any $0 \leq t \leq T<\infty$ and $k \in \mathbb{N}$ such that $B(r(T)) \subset K_{k}$
$\frac{1}{2} \frac{d}{d t} d_{W}^{2}\left(\mu^{1}(t), \mu^{2}(t)\right) \leq\left(-\lambda_{W, k}^{-}-\lambda_{V, k}+\frac{\|\nabla W\|_{L^{\infty}\left(\Omega_{k}-\Omega_{k}\right)}+\|\nabla V\|_{L^{\infty}\left(\Omega_{k}\right)}}{\eta}\right) d_{W}^{2}\left(\mu^{1}(t), \mu^{2}(t)\right)$.
where $\Omega_{k}=\Omega \cap K_{k}$. Thus by Gronwall's inequality, we have for all $0 \leq t \leq T$
$d_{W}\left(\mu^{1}(t), \mu^{2}(t)\right) \leq \exp \left(\left(-\lambda_{W, k}^{-}-\lambda_{V, k}+\frac{\|\nabla W\|_{L^{\infty}\left(\Omega_{k}-\Omega_{k}\right)}+\|\nabla V\|_{L^{\infty}\left(\Omega_{k}\right)}}{\eta}\right) t\right) d_{W}\left(\mu_{0}^{1}, \mu_{0}^{2}\right)$.

Remark 5.5.3. When the external and interaction potentials are time-dependent $V=$ $V(t, x), W=W(t, x)$, then with some modifications of the arguments we have before, we can still show the existence and stability results of the solutions to (5.0.1) in all the three different cases as in the time-independent settings before. For example, we assume that there are constants $\lambda \in \mathbb{R}, \eta>0$ and a positive function $\beta \in L^{1}([0, \infty))$ such that
(M1) $\Omega$ is bounded and $\eta$-prox-regular.
(TA1) $W \in C^{1}\left([0, \infty) \times \mathbb{R}^{d}\right)$ is $\lambda$-geodesically convex on $\operatorname{Conv}(\Omega-\Omega)$ uniformly in $t$.
(TA2) $V \in C^{1}\left([0, \infty) \times \mathbb{R}^{d}\right)$ is $\lambda$-geodesically convex on $\operatorname{Conv}(\Omega)$ uniformly in $t$.
(TA3) $|\nabla V(t, x)| \leq \beta(t)(1+|x|)$ and $|\nabla W(t, x)| \leq \beta(t)(1+|x|)$ for all $x \in \mathbb{R}^{d}$.
(TA4) $\left|\frac{\partial V}{\partial t}(t, x)\right| \leq \beta(t)\left(1+|x|^{2}\right)$ and $\left|\frac{\partial W}{\partial t}(t, x)\right| \leq \beta(t)\left(1+|x|^{2}\right)$ for all $x \in \mathbb{R}^{d}$.
Then we can show the existence of a weak measure solution $\mu(\cdot)$ to (5.0.1) satisfying (5.1.6), (5.1.7) and stability estimate

$$
\begin{equation*}
d_{W}\left(\mu^{1}(t), \mu^{2}(t)\right) \leq \exp \left(-2 \lambda t+\frac{C(\Omega)}{\eta} \int_{0}^{t} \beta(s) d s\right) d_{W}\left(\mu_{0}^{1}, \mu_{0}^{2}\right) \tag{5.5.3}
\end{equation*}
$$

where $C(\Omega)=\sup _{x \in \Omega} \operatorname{dist}(x, 0)$. We sketch the proof and concentrate on the differences. Approximate the initial data $\mu_{0}$ by a sequence of particle measures $\mu_{0}^{n}$ as before. Note that we can still show the existence of solutions to the projected ODE system by citing Theorem 5.1 from [44]. Thus for total energy defined as $\mathcal{E}(t, \mu)=\frac{1}{2} \int_{\Omega \times \Omega} W(t, x-y) d \mu(x) d \mu(y)+$ $\int_{\Omega} V(t, x) d \mu(x)$, we have the following energy dissipation along the solutions $\mu^{n}(\cdot)$,

$$
\begin{align*}
& \mathcal{E}\left(s, \mu^{n}(s)\right) \\
& \geq \mathcal{E}\left(t, \mu^{n}(t)\right)-\frac{1}{2} \int_{s}^{t} \int_{\Omega \times \Omega} \frac{\partial W}{\partial r}(r, x-y) d \mu(r, x) d \mu(r, y) d r \\
& \quad-\int_{s}^{t} \int_{\Omega} \frac{\partial V}{\partial r}(r, x) d \mu(r, x) d r+\frac{1}{2} \int_{s}^{t}\left(\left|\left(\mu^{n}\right)^{\prime}\right|^{2}(r)+\int_{\Omega}\left|P_{x}\left(v^{n}(r, x)\right)\right|^{2} d \mu^{n}(r, x)\right) d r \tag{5.5.4}
\end{align*}
$$

Similar stability argument as before shows that the sequence $\left\{\mu^{n}(\cdot)\right\}_{n}$ satisfies the stability estimate (5.5.3). Thus we know $\mu^{n}(\cdot)$ converges in $d_{W}$ to a locally absolutely curve $\mu(\cdot)$ and $\mu(\cdot)$ satisfies the same energy dissipation (5.5.4) by similar lower semicontinuity arguments. By the $\lambda$-geodesic convexity and $C^{1}$ regularity of $W$ and $V$, we can then show the following chain rule for $\mu(\cdot)$,

$$
\begin{align*}
\frac{d}{d t} \mathcal{E}(t, \mu(t)) \geq & \frac{1}{2} \int_{\Omega \times \Omega} \frac{\partial W}{\partial t}(t, x-y) d \mu(t, x) d \mu(t, y)+\int_{\Omega} \frac{\partial V}{\partial t}(t, x) d \mu(t, x) \\
& -\int_{\Omega}\left\langle P_{x}(v(t, x)), \tilde{v}(t, x)\right\rangle d \mu(t, x) \tag{5.5.5}
\end{align*}
$$

Combining (5.5.4) with (5.5.5), we show that $\mu(\cdot)$ is a weak measure solution to (5.0.1) satisfying (5.1.6) and (5.1.7). Then (5.5.3) comes from the stability argument of the timeindependent setting.

### 5.6 Aggregation on nonconvex domains

In this Section, we consider the following question: what are the conditions on $\Omega$ to ensure the existence of an interaction potential $W$ such that the solution $\mu(\cdot)$ to (5.0.1) aggregates to a singleton (a single delta mass with mass 1) as time goes to infinity?

Let $\Omega$ be bounded and $\eta$-prox-regular, $V \equiv 0$ and $W$ satisfy (A1) for some $\lambda_{W}>0$, such that Theorem 5.1.5 holds and we have a weak measure solution $\mu(\cdot)$ to (5.0.1). We denote $\Xi=\left\{\delta_{x}: x \in \mathbb{R}^{d}\right\}$ the set of singletons, and start to estimate the evolution of $d_{W}(\mu(\cdot), \Xi)$, the distance of $\mu(\cdot)$ to $\Xi$, i.e. we prove Proposition 5.1.7.

Proof of Proposition 5.1.7. It suffices to show that for all $t \geq 0$

$$
\frac{1}{2} \frac{d^{+}}{d t} d_{W}^{2}(\mu(t), \Xi) \leq\left(-\lambda_{W}+\frac{\|\nabla W\|_{L^{\infty}(\Omega-\Omega)}}{2 \eta}\right) d_{W}^{2}(\mu(t), \Xi)
$$

since then by Gronwall's inequality the result follows.
By shifting time we can assume that $t=0$. Denote the center of mass for $\mu_{0}$ by $\bar{x}$, that is $\bar{x}=\int_{\Omega} x d \mu(0, x)$. It is direct computation to show that $d_{W}(\mu(0), \Xi)=d_{W}\left(\mu(0), \delta_{\bar{x}}\right)$, and for any $t>0, d_{W}(\mu(t), \Xi) \leq d_{W}\left(\mu(t), \delta_{\bar{x}}\right)$. Thus

$$
\begin{aligned}
\left.\frac{1}{2} \frac{d^{+}}{d t}\right|_{t=0} d_{W}^{2}(\mu(t), \Xi) & \leq\left.\frac{1}{2} \frac{d^{+}}{d t}\right|_{t=0} d_{W}^{2}\left(\mu(t), \delta_{\bar{x}}\right) \\
& =\int_{\Omega}\left\langle P_{x}(v(0, x)), x-\bar{x}\right\rangle d \mu(0, x) \\
& =\int_{\Omega}\left(\langle v(0, x), x-\bar{x}\rangle+\left\langle P_{x}(v(0, x))-v(0, x), x-\bar{x}\right\rangle\right) d \mu(0, x)
\end{aligned}
$$

Now we follow similar argument as in the proof of Proposition 5.3.1. To be precise, by (5.3.5) with $\mu^{n}(t)=\mu(t), \mu^{m}(t) \equiv \delta_{\bar{x}}$, we have

$$
\begin{aligned}
\int_{\Omega}\langle v(0, x), x-\bar{x}\rangle d \mu(0, x) & \leq-\frac{\lambda_{W}}{2} \int_{\Omega \times \Omega}|x-y|^{2} d \mu(0, x) d \mu(0, y) \\
& =-\lambda_{W} \int_{\Omega}|x-\bar{x}|^{2} d \mu(0, x) \\
& =-\lambda_{W} d_{W}^{2}\left(\mu(0), \delta_{\bar{x}}\right)
\end{aligned}
$$

where we used the fact that $\int_{\Omega}(x-\bar{x}) d \mu(0, x)=0$ for the definition of center of mass.
Also by (5.3.6) with $\mu^{n}(t)=\mu(t), \mu^{m}(t) \equiv \delta_{\bar{x}}$,

$$
\int_{\Omega \times \Omega}\left\langle P_{x}(v(0, x))-v(0, x), x-\bar{x}\right\rangle d \mu(0, x) \leq \frac{\|\nabla W\|_{L^{\infty}(\Omega-\Omega)}}{2 \eta} d_{W}^{2}\left(\mu(0), \delta_{\bar{x}}\right) .
$$

Combine the estimates yields

$$
\begin{aligned}
\left.\frac{1}{2} \frac{d^{+}}{d t}\right|_{t=0} d_{W}^{2}(\mu(t), \Xi) & \leq\left(-\lambda_{W}+\frac{\|\nabla W\|_{L^{\infty}(\Omega-\Omega)}}{2 \eta}\right) d_{W}^{2}\left(\mu(0), \delta_{\bar{x}}\right) \\
& =\left(-\lambda_{W}+\frac{\|\nabla W\|_{L^{\infty}(\Omega-\Omega)}}{2 \eta}\right) d_{W}^{2}(\mu(0), \Xi) .
\end{aligned}
$$

## We can now prove Theorem 5.1.8.

Proof. It turns out that the quadratic interaction potential leads to the sharpe bound for general domains. Furthermore, since multiplying a potential by a positive constant only leads to a constant rescaling in time of the dynamics, we consider $W(x)=\frac{1}{2}|x|^{2}$. To verify the inequality (5.1.11) note that $\nabla W(x)=x, \operatorname{Hess} W(x)=\mathrm{Id}$ and $\lambda_{W}=1$. Thus $\sup _{\Omega-\Omega}|\nabla W| \leq \sup _{x, y \in \Omega}|x-y|=\operatorname{diam}(\Omega)$ and

$$
-\lambda_{W}+\frac{\|\nabla W\|_{L^{\infty}(\Omega-\Omega)}}{2 \eta} \leq-1+\frac{1}{2 \eta} \operatorname{diam}(\Omega)=: C(\Omega)<0
$$

which via inequality (5.1.11) implies the desired result.
Remark 5.6.1. We notice that (5.1.11) implies that $\lim _{t \rightarrow \infty} d_{W}\left(\mu(t), \delta_{\bar{x}(t)}\right)=0$ where $\bar{x}(t)=\int_{\Omega} x d \mu(t, x)$ is the center of mass for $\mu(t)$. Hence as $t \rightarrow \infty, \mu(t)$ converges in $d_{W}$ to a singleton, i.e., all mass aggregates to one point to form a delta mass of size 1. Thus Theorem 5.1.8 gives a sufficient condition on the shape of the domain $\Omega$ on which there exists a radially symmetric interaction potential $W$ so that solutions aggregate to a point. We note that the simple condition given in the theorem is also sharp in the following sense: for any $\varepsilon>0$ there exists $\Omega$ bounded and $\eta$-prox-regular with $0<\eta \leq\left(\frac{1}{2}-\epsilon\right) \operatorname{diam}(\Omega)$, and an initial condition $\mu_{0}$ such that the solution starting from $\mu_{0}$ does not aggregate to a point.

Let $\Omega=\left\{(r \cos \theta, r \sin \theta) \in \mathbb{R}^{2}: 1-\epsilon \leq r \leq 1,-\epsilon \leq \theta \leq \pi+\epsilon\right\}$ for $0<\epsilon<\frac{1}{2}$ be as shown in Figure 5.3. Let $x^{1}=(-(1-\epsilon) \cos \epsilon,-(1-\epsilon) \sin \epsilon), x^{2}=((1-\epsilon) \cos \epsilon,-(1-\epsilon) \sin \epsilon)$ and set $\mu_{0}=\frac{1}{2} \delta_{x^{1}}+\frac{1}{2} \delta_{x^{2}}$. Then $\Omega$ is $\eta$-prox-regular with $\eta=\left|x^{1}-x^{2}\right| / 2>1-2 \epsilon$. Since $\operatorname{diam}(\Omega)=2$, thus $\left(\frac{1}{2}-2 \varepsilon\right) \operatorname{diam}(\Omega)<\eta<\frac{1}{2} \operatorname{diam}(\Omega)$. For any radially symmetric $W$ which satisfies (A1) for some $\lambda_{W}>0$, a direct calculation yields that $v\left(0, x^{1}\right)=-\frac{1}{2} \nabla W\left(x^{1}-x^{2}\right) \in$ $N\left(\Omega, x^{1}\right)$. Thus $P_{x^{1}}\left(v\left(0, x^{1}\right)\right)=0$ and similarly $P_{x^{2}}\left(v\left(0, x^{2}\right)\right)=0$. We then see that $\mu(t) \equiv \mu_{0}$ is the solution to (5.0.1), and hence there is no aggregation to a singleton, (5.1.12) does not hold.


Figure 5.3: The velocity $v$ at $x^{1}$ and $x^{2}$ are shown as the red arrows, which lie in the normal cones of the points respectively.
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