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Abstract

In many applications, such as conversational agents, virtual reality, movies, and
games, animated facial expressions of computer-generated (CG) characters are used
to communicate, teach, or entertain. With an increased demand for CG characters,
it is important to animate accurate, realistic facial expressions because human facial
expressions communicate a wealth of information. However, realistically animating
faces is challenging and time-consuming for two reasons. First, human observers are
adept at detecting anomalies in realistic CG facial animations. Second, traditional
animation techniques based on keyframing sometimes approximate the dynamics of
facial expressions or require extensive artistic input while high-resolution perfor-
mance capture techniques are cost prohibitive.

In this thesis, we develop a framework to explore representations of two key
facial expressions, blinks and smiles, and we show that data-driven models are
needed to realistically animate these expressions. Our approach relies on utilizing
high-resolution performance capture data to build models that can be used in tra-
ditional keyframing systems. First, we record large collections of high-resolution
dynamic expressions through video and motion capture technology. Next, we build
expression-specific models of the dynamic data properties of blinks and smiles. We
explore variants of the model and assess whether viewers perceive the models as
more natural than the simplified models present in the literature.

In the first part of the thesis, we build a generative model of the characteristic
dynamics of blinks: fast closing of the eyelids followed by a slow opening. Blinks
have a characteristic profile with relatively little variation across instances or people.
Our results demonstrate the need for an accurate model of eye blink dynamics rather
than simple approximations, as viewers perceive the difference.

In the second part of the thesis, we investigate how spatial and temporal lineari-
ties impact smile genuineness and build a model for genuine smiles. Our perceptual
results indicate that a smile model needs to preserve temporal information. With
this model, we synthesize perceptually genuine smiles that outperform traditional
animation methods accompanied by plausible head motions.



In the last part of the thesis, we investigate how blinks synchronize with the start
and end of spontaneous smiles. Our analysis shows that eye blinks correlate with the
end of the smile and occur before the lip corners stop moving downwards. We argue
that the timing of blinks relative to smiles is useful in creating compelling facial ex-
pressions.

Our work is directly applicable to current methods in animation. For example,
we illustrate how our models can be used in the popular framework of blendshape
animation to increase realism while keeping the system complexity low. Further-
more, our perceptual results can inform the design of realistic animation systems by
highlighting common assumptions that over-simplify the dynamics of expressions.
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Chapter 1
Introduction

Realistic animated characters are essential for many computer graphics applications, such as
movies, computer games, and embodied conversational agents. However, creating life-like hu-
man characters is challenging for developers and artists. Facial animation is particularly difficult
because human observers are astoundingly good at perceiving and interpreting facial expressions:
both physiological and psychological evidence supports the assertion that humans attend to the
subtleties of facial expressions and emotion above most other signals. In fact, the human brain
has a specific area, the fusiform face area, dedicated primarily to face processing [47]. Faces
effectively communicate emotions [22], dominance [51], and approval [59].

Facial animation challenges are noticeable in the movie industry. Computer-generated (CG)
movies have received negative film reviews because of anomalies in facial expressions, models
and rendering. For example, critics stated that the CG faces in The Polar Express looked “life-
less” and ““creepy” [13], that characters meant to be enraged in Beowulf “just look[ed] a little out
of sorts” [38], and that animation in A Christinas Carol was “zombie-like” [60].

The negative reaction triggered in movie audiences and critics by anomalies in facial anima-
tions has been associated with the Uncanny Valley hypothesis. The hypothesis, proposed in 1970
by roboticist Masahiro Mori, explains emotional reactions to robots with increasing similarity to
humans [69]. As the “human likeness” of a robot increases, viewers’ emotional responses are
initially positively correlated. However, beyond a certain similarity level, small details incongru-
ent with human appearance and behavior may result in a strong negative correlation.

Mori defined his hypothesis for a robot’s appearance as well as for dynamic motion. The
hypothesis has since been extended to CG characters [37, 62, 81]. Despite many experiments
the Uncanny Valley remains a hypothesis perhaps because the space is multi-dimensional and the
axes are not well defined [39]. Current studies are beginning to address these issues [42, 43, 68,
94].
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liamkemp.com

Title: Reg, The Normals Title: Project Blue

Artist: Liam Kemp Artist: Dan Roarty
Software: 3DS Max, HairFX, Brazil Software: Maya, Mudbox, Shave & Haircut, Mental Ray
http://www.liamkemp.com/ http://www.danroarty.com/

Figure 1.1: Example of highly realistic CG faces produced with commercial software by profes-
sional artists. Animating these faces requires extensive time and effort. Images from the artists’
websites.

Computer graphics researchers have significantly increased the realism of CG faces, par-
ticularly by acquiring and modeling detailed surface properties. For example, we now have
sophisticated algorithms that model detailed skin characteristics such as light reflectance [27],
wrinkles [8, 64], and color variations [19, 46]. Many of these research results are now available
for use in commercial software packages (see Figure 1.1).

Actuating the face realistically, however, is more difficult because it involves creating spatial-
temporal deformations, which we refer to as facial dynamics. For cinematic purposes, there are
two main approaches to facial animation: key frame animation and performance-driven anima-
tion. Key frame animation considers facial expressions as a sequence of static deformations and
relies largely on simple algorithms, such as blendshape interpolation. Performance-driven ap-
proaches use capture technology to reproduce an actor’s unique performance, but the resulting
animations are difficult to edit. These two methods lack models of the facial dynamics that can
be used with current pipelines to create natural facial expressions that encapsulate the variability
seen in human performances.
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1.1 Approach

In this thesis, we investigate the dynamic characteristics of eye blinks, smiles, and the temporal
connection between blinks and smiles. In particular, we investigate which data-derived models
best capture these motion dynamics. Based on our perceptual experiments, we argue that facial
animation algorithms should account for the temporal properties of naturally occurring facial
expressions. We further provide evidence that animation textbook guidelines for key frame ani-
mation do not always generate natural facial expressions.

Our framework relies on three stages: (1) data collection, (2) models to produce new mo-
tions, and (3) perceptual evaluation of the dynamic properties of facial expressions. For model
construction, our key insight is that because facial expressions are muscle-driven, they have con-
sistent spatial deformations and characteristic dynamics defined as deformations over time. We
exploit large data collections of ecologically valid facial expressions (smiles and blinks) and
build models of the dynamics to create perceptually valid animations.

Eye blinks are relatively simple facial motions: the dynamics of the inter-eyelid distance can
be described as fast closing followed by slower opening. Modeling and animating smiles is a
more difficult task because of the expression complexity and the different meanings associated
with different types of smiles. We further investigate the temporal connection between eye blinks
and smile dynamics.

Data Analysis Models Validation

Figure 1.2: Overview of our approach: high-resolution data is processed and analyzed to obtain
temporal models of facial deformations, which are then validated through perceptual experi-
ments.
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Creating the models for blinks and smiles follows the same overall framework: collect and
analyze high-resolution data to build models, and conduct perceptual experiments to validate the
models proposed (Figure 1.2). High-resolution data is crucial for obtaining accurate and gener-
alizable models. For example, we used high-speed video to model eye blinks because eye blinks
are very short in duration (less than 500 milliseconds). When using motion capture data, we
opted for high spatial and temporal resolution. We recorded data from multiple participants to
establish commonalities and differences across participants. Throughout the capture process, we
elicited natural, spontaneous reactions and expressions by presenting participants with a wide
range of stimuli. Working with high-density motion capture data of facial expressions is chal-
lenging because the 3D position of the face markers needs to be processed to consistently label
the markers over time.

To build generative models of facial dynamics, we quantify and analyze relevant data param-
eters. For example, an eye blink is represented as the inter-eyelid distance over time. For smiles,
we quantify the deformation of the mesh of connected vertices on the face. The primary data
parameter we model is the relative deformation of the mesh at different instances in the smile.
Similarly, we consider the correlations between head motion and mesh deformation in smiles.

We explain the problem of modeling the temporal properties of facial expressions in the
context of blendshape-based systems. Blendshapes are static deformations of the face, usually
extreme facial expressions, and arguably the most versatile and widely used parametrization of
facial deformations currently in use (Figure 1.3). A basis set of NV blendshapes B; (ranging from
forty to several hundred) can be combined linearly to create a facial pose P at time ¢ such that

P = Z(Bifi<t>>, (1.1)

where f;(t) is the interpolation function at time ¢ (Figure 1.4). In practice, the interpolation
function f; is represented by a spline or polynomial expression that often approximates physical
laws (acceleration and deceleration) as shown in Figure 1.4. To develop a realistic model, we
aim to analyze high-resolution data to provide both the blendshapes b; and the characteristic
interpolation functions f;(w;) for a set of facial motions. We extend the blendshape model with
data-driven interpolation functions to more accurately model the recorded data.

Our approach is to build expression-specific models allowing us to find a compact represen-
tation: data-driven interpolation functions for each expression. For blinks, an artist defines the
simple blendshapes for eyes fully open and eyes fully closed. For smiles, the blendshapes are
recovered from data as the extreme poses in the smile sequences. We then optimize blendshape
weights to best reconstruct facial expressions. The models consist of new, data-driven, interpo-
lation functions. To generate these new interpolation functions, we fit a Principal Component
Analysis (PCA) generative model to the time series of computed weights or parameters.
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Figure 1.3: Example of a blendshape-based facial rig from a craft book on 3D modeling and
animation: Animating Facial Features & Expressions [49]. Top: Twenty-five typical human ex-
pression blendshapes. Bottom: Sample facial expressions created by combining the blendshapes.
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Figure 1.4: Example of interpolation functions used in blendshape systems [75]. Cubic inter-
polation splines (red) are often used in professional animation authoring tools such as Autodesk
Maya.

Throughout the thesis, an important step is evaluating our models by creating animations
based on the model and conducting perceptual experiments. Our hypothesis is that innate human
knowledge about the characteristic dynamics of spontaneous facial expressions can be used to
assess the realism of blendshape-based animation systems and identify the model parameters.

1.2 Research questions

The primary research question we address in this dissertation is How should we design parsimo-
nious models for realistic facial expressions such as blinks and smiles? We hypothesize that these
models need to include temporal information that characterizes the dynamics of the expression.
Each chapter also addresses additional research questions as follows:
¢ How does temporal symmetry (same number of frames for the first half and the second
half of the animation) impact how eye blinks are perceived?
e What eye blink durations are rated as most natural?

* How do spatial cues like lower eyelid motion and nonlinear vertex motion change how
blinks and smiles respectively are perceived?

e What variability is present in eye blink motions?
e What are the quantitative differences between posed and spontaneous smiles?
¢ When do eye blinks occur relative to smile start and end?

e What guidelines can we provide animators who work with key frame-based systems to
animate natural eye blinks and genuine smiles?
In the following sections, we summarize our answers to these questions. The overall contri-
butions of this thesis are further discussed in Chapter 6.
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1.3 Modeling and animating eye blinks

In Chapter 2, we focus on generating and evaluating dynamic parameters for one type of eye
motion: blinking. Animation textbooks recommend using blinks as a way to “add life to a
character” and to emphasize or influence personality and mood [63]. Unfortunately, oversimpli-
fications and incorrect assumptions about the dynamics of eyelid motion can impact the quality
of the final animation. These errors include the assumption that blinks are symmetric and thus
the same number of frames should be used for opening and closing the eyelid [20, 63, 95], and
that a linear or near-linear velocity profile of the eyelid motion is sufficient [20, 63]. This work
was published in the journal ACM Transactions on Applied Perception 2011 [89].

Data capture. Blink motions are very short, ranging in duration from 100 to 500 milliseconds.
In past research, eye blinks were quantified with invasive procedures such as magnetic coils [35].
Video technology has now improved sufficiently that we can measure eye blinks in high-speed
video at 300 frames per second (fps). The video for three participants spanned different activ-
ities: performing emotional sequences, reading instructions on a teleprompter, and engaging in
light conversation with the experimenters. Participants were aware that their facial expressions
were recorded, but they did not know that eye blinks in particular were recorded and monitored.

Data analysis. We tracked the eyelid motion and surrounding eye area with an Active Appear-
ance Model [67] (AAM) based computer vision algorithm. The eyelid position over time allowed
us to quantify eye blink dynamics. We computed the inter-eyelid distance as a time series over
the entire video. We then automatically determined the beginning and end of an eye blink.

Models. Using the computed data, we built a generative PCA model for the dynamics of
eye blinks. Because eye blinks have different durations (eyelid closing time and eyelid open-
ing time) and different closing amplitudes (minimum inter-eyelid distance during a blink), we
parametrized these three variables as part of the model. The generated eye blink time series are
equivalent to a set of key frame parameters that closely match naturally occurring blinks (one
key frame per animation frame). The two blendshapes (eye open and eye closed) used to create
animations were sculpted by an artist. Our model can generate a variety of blinks that follow a
natural trajectory but show variability in closing amplitude and duration.

Perceptual experiments. We generated eye blink animations for two 3D characters: a photore-
alistic head and a cartoon head. We then asked participants to rate the naturalness of over 200
short animations. We statistically compared the perceived naturalness of blinks animated based
on our model to those created using traditional animation techniques or generated using distorted
position and velocity profiles. The results show that human observers are highly sensitive to rec-
ognizing natural eye blinks: blinks created with our model are perceived as significantly more
natural than both symmetric and linear blinks.

25



1.4 Modeling and animating smiles

Though smiles are arguably the most common facial expression, textbook guidelines for ani-
mating smiles are minimal. Traditional blendshape interpolation functions such as cubic ease-
in/ease-out may not reproduce the dynamics accurately. Common simplifications in blendshape
systems, such as linearization, may alter the perceived genuineness of smiles. A model for smiles
should be able to create realistic genuine smiles. Our goal is to (1) identify how linearizations in
time or space impact smile genuineness and (2) model spontaneous smiles. These two goals are
accomplished in Chapter 3, Spatial and Temporal Linearities in Posed and Spontaneous Smiles,
and Chapter 4, Modeling Smiles, respectively.

Data capture. As in the other research in this thesis, we used a dataset of motion-captured
expressions to construct models of smiles and assess whether those models are perceived differ-
ently from the simpler models in the literature and from ground-truth data. We collected high-
resolution deformations by motion capturing smiles with dense marker placement. We elicited
smiles with three types of stimuli: video, sharing jokes in conversation, and joke completion
tasks similar to The Cartoon Punchline Production Test or The Cartoon Caption Test [36]. We
annotated videos of the smiles with the start and end of each smile phase and with the triggering
context: posed or spontaneous.

In Chapter 3, we investigate what properties of the smile expression need to be modeled to
preserve genuineness. We explored how simplifications in space and time affect the perceived
genuineness of smiles. We created realistic animations of spontaneous and posed smiles from
high-resolution motion capture data for two computer-generated characters. The motion capture
data was processed to linearize the spatial or temporal properties of the original animation to
create stimuli that are approximations of the original, high-resolution, animation. The work in
Chapter 3 was published in the journal ACM Transactions on Applied Perception 2014 [90].

Perceptual experiments to determine the impact of linearization. Through perceptual exper-
iments, we evaluated the genuineness of smile animations, which is impacted by simplifications
in both space and time. We also investigate the effect of head motion in genuineness perception
and show that animations with and without head motion are impacted similarly by linearization.
Additionally, the spontaneous smiles were more affected by temporal linearization than spatial
linearization. Our results agree with and extend previous research on linearities in facial anima-
tion and allow us to conclude that a model of smiles must include a nonlinear model of velocities.

Data analysis. To account for the perceptual difference between linearized and nonlinearized
animations in the perceptual experiments, we quantified the differences between posed and spon-
taneous smiles for the following characteristics: duration, spatial nonlinearity, and mouth corner
vertex speed. This analysis provides a basis for future studies and highlights the variability
between posed and spontaneous smiles: spontaneous smiles are more complex and nonlinear
than posed smiles. Together with the perceptual results, the numerical analysis suggests that it is
critical to use spontaneous rather than posed expressions in studies that quantify facial dynamics.
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Models. In Chapter 4, we present a data-driven model for genuine smiles that preserves the tem-
poral properties of smiles and is augmented by plausible head motions. Based on the previous
perceptual experiment results, we model data-driven interpolation functions and plausible head
motions. The smile model consists of interpolation functions generated from a PCA model and
actor-specific blendshapes. We augment the model for facial deformations with correlated head
motions as observed in the data.

Perceptual experiments to validate the model. The data-driven model produces more gen-
uine animations than traditional blendshape-based approaches with ease-in/ease-out interpola-
tion functions. We first used three sample animations each of (1) original motion-captured smiles,
(2) model smiles with data-driven interpolation functions, and (3) smiles with ease-in/ease-out
interpolation functions. The model smiles were rated to be as genuine as the original while the
ease-in/ease-out smiles were significantly less genuine. Interestingly, this effect was observed
only when animations were displayed with head motion. In a second experiment, we compared
a larger number (twelve samples) of model smiles to their ease-in/ease-out counterparts for three
characters (two photorealistic and one cartoon-like). The model animations, which were created
from one participant’s data, appeared more genuine than the ease-in/ease-out smiles for the two
photorealistic characters.

1.5 Temporal connection between blinks and smiles

Facial expressions have been investigated primarily in terms of their spatial configuration. As a
result, little is known about the relative timing of different facial motions. In the last part of the
thesis (Chapter 5), we investigate where blinks are temporally located relative to smile start and
end.

To determine the temporal relationship between blinks and smiles, we analyzed 43 videos of
spontaneous smiles from the Cohn-Kanade Facial Expression database [50, 61]. The sequences
were annotated with the start and end of the smile expression. To identify blinks in the video,
we used Active Appearance Models [67], similar to the method used in Modeling and Animating
Eye Blinks (Section 1.3). Using the temporal location of the smile and eye blinks, we computed
the temporal distance between blinks and smile onsets and offsets.

Our data show that eye blinks are correlated with the end of a smile and occur close to its
offset, but before the lip corners stop moving downwards. Furthermore, a marginally signif-
icant effect suggests that eye blinks are suppressed (less frequent) before smile onset. These
results were published in the Proceedings of the IEEE Conference on Automatic Face and Ges-
ture Recognition 2013 [91].
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1.6 Organization

The approach described in this thesis aims to recover perceptually meaningful information from
high-resolution data of blinks and smiles in order to generate realistic animations. The remainder
of this thesis is organized as follows. In Chapter 2, we describe the details of modeling and
animating eye blink dynamics. We present detailed results obtained using our framework. Then
we consider animating genuine smiles in Chapters 3 and 4. In Chapter 5, we present the analysis
of the connection between blinks and smiles. Finally, Chapter 6 discusses the contributions of
this thesis and makes suggestions about future work.
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Chapter 2
Modeling and Animating Eye Blinks

Facial animation requires laborious attention to detail because humans are attuned to subtle
changes and anomalies in faces. In particular, eye motion, gaze, saccades, and blinks generally
require significant artist input. Failure to properly animate eye motion may alter the intended
emotional content of animated feature films. In this chapter, we focus on generating and evalu-
ating parameters for eye blinks (Figure 2.1), one important component of facial animation.

Highly skilled animators can convey a wide range of emotions using subtle animation cues,
including eye blink amplitudes and dynamics. Indeed, animation textbooks recommend us-
ing blinks as a way to “add life to a character” and to emphasize or influence personality and
mood [63]. We hypothesize that the quality of an animation can suffer when incorrect assump-
tions are made about the dynamics of eye blinks. These simplifications include the directive that
blinks are symmetric; therefore, the same number of frames should be used for opening and clos-
ing the eyelids [20, 63]. Additionally, it has been suggested that a linear or near-linear velocity
profile for the eyelid motion is sufficient [20, 63, 95].

In practice, animation systems often make use of ease-in/ease-out animation profiles for mo-
tions, including eye blinks. However, as we present in the following sections, simple ease-
in/ease-out motions do not accurately mimic human eyelid motion. Furthermore, 300 frames per
second (fps) video makes it clear that there is non-negligible horizontal and vertical movement
of the lower eyelid, as shown in Figure 2.2. This horizontal motion is not mentioned in the text-
books.

We challenge the common assumptions about animating eye blinks and show results indicat-
ing that observers distinguish and rate as more natural eye blink animations that are generated
from actual human data. We propose using data-driven methods for inferring parameters in
traditional facial animation techniques, such as blend shape animation. We use the Active Ap-
pearance Model (AAM) computer vision algorithm [67] to track unadorned eyes in high-speed
video footage (Figure 2.1). The tracking information allows us to determine the accurate tem-
poral and spatial dimensions of human blinks. We use a model based on principal component
analysis (PCA) that can generate new blinks in the same space as the training data.
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Figure 2.1: (a) High-speed video footage of human blinks was tracked with Active Appearance
Models. (b) Based on the tracked data, a realistic model of human eye blinks was used to generate
eye blink animations. (c) The symmetric blinks generated using common animation guidelines.

Figure 2.2: Images of the eye at (a)the beginning of the eye blink, (b)the maximum closed
position, and (c) the end of the blink. (d)Overlaid images of the eye during blinking. The
blurring of the markers on the lower eyelid demonstrates the displacement of the lower eyelid
during the eye blink.

An extensive set of perceptual experiments shows the improvements in naturalness ratings
that arise from the use of accurate eye blink motion. A set of representative eye blink profiles
from video data are shown in Figure 2.3 while Figure 2.4 shows examples of eye blink profiles
used in animation.

2.1 Related work

Eye movements are of interest to animators, computer graphics researchers, psychologists, and
neuroscientists. In this section, we review three topics pertaining to eye motions and blinking:
the physiology of human eye blinks, methods for measuring eyelid dynamics, and common ani-
mation methods.
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Figure 2.3: (a) A sequence (8.3 seconds) of inter-eyelid distance data. (b) Individual human eye
blinks are characterized by a fast eyelid closing and a slower, asymptotically converging eyelid
opening.

2.1.1 Physiology of eye blinks

Blinking is a natural eye motion defined as the rapid closing and opening of the eyelid [9]. Two
antagonistic muscles are primarily responsible for generating a blink: the sphincter muscle, or-
bicularis oculi, closes the eyelids, and the levator palpebrae superiori muscle raises the upper
lid [34]. Eye blinks can be put into three categories: spontaneous (unconsciously triggered), re-
flexive (elicited by a sudden impulse), and voluntary (intentionally triggered). These categories
can be distinguished based on duration, amplitude, and context [S]. Throughout this study, we
focus on naturally occurring, spontaneous blinks.

The dynamics of lid motion follow a highly asymmetrical motion pattern in time (Figure 2.3).
The down phase, when the lid closes, is short in duration and achieves a high velocity with fast
accelerations. The up phase lasts longer and decelerates more slowly. This pattern has been
described by multiple research groups [35, 40, 84, 92].

The duration and variability of blinks have been recorded under various conditions, includ-
ing voluntary and spontaneous blinks as well as those induced by air puffs and electrical stimuli.
Note that accurately determining the end point of a blink is difficult because the eye opens slowly
and the final inter-eyelid distance does not always return to the initial inter-eyelid distance in a
brief amount of time. VanderWerf and colleagues [92] proposed defining the end of a blink as
the instant when the inter-eyelid distance reaches 95% of the original value.

Changes in the speed, frequency, and strength of blinks provide information to the observer.
For example, increased durations of eye closure and reopening are associated with drowsi-
ness [11]. Blink rate is positively correlated with difficulty for some tasks, such as mental
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Figure 2.4: Illustrative figure of the animation timing suggested for a blink adapted from Maestri
[1996]. (a) Temporally and spatially symmetric sequence that the author recommends for most
situations. (b) A second, asymmetric, blink is used by the author to illustrate how to make the
character look more alert. Note that the resulting dynamics are a reversal of human eye blink
dynamics (as shown in Figure 2). (c) A long blink sequence that is fully symmetric and creates
the appearance of sleepiness. None of these blinks accurately models spontaneous human eye
blink motion.

arithmetic [86], and negatively correlated for others, including flight simulation tasks [93, 96].
Additionally, both blink frequency and blink duration have been associated with emotional states.
For example, the amplitude of reflexive blinks was higher while viewing unpleasant pictures than
during pleasant pictures [14].

Cues from blinking can also suggest whether or not a subject is telling the truth. Elevated
blink rates are found in individuals who are masking their true emotions [78], and people show
decreased blinking while lying, followed by increased blinking afterwards [55].

2.1.2 Quantifying eye blink dynamics

Evinger and colleagues [35] described two methods for measuring eyelid position: scleral search
coils and electromyographic (EMG) recordings. The scleral search coils required insertion under
anesthesia and a head restraint; therefore, they were used only in animals. For humans, EMG
recordings were performed using electrodes pasted to the upper eyelid.

More recently, researchers have performed human eyelid recordings using the electromag-
netic search coil technique, which involves positioning the participant in the center of a weak
magnetic field, taping one or two coils to the eyelid, and recording changes in the current [34,
84, 92]. This method produces measures of blink amplitude, velocity, duration, rate, and time of
occurrence. Moreover, it can measure the horizontal and vertical movements of both the upper
and lower eyelid [92]. However, it is limited by the number of coils that can be used simultane-
ously, and participants might change their behavior because of the invasiveness of the procedure.
Additionally, recordings must be done while the participant remains still inside the magnetic
field. These limitations make it impractical for use in many settings, including those used for
performance capture. Video is a rich source of information for measuring eye blink dynamics.
For example, Bacivarov and colleagues [6] have shown, that active appearance models can be
successfully used to detect eye blink events in video, and our approach is similar.
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2.1.3 Eye blink animation

Few data-driven methods for eye blink animation exist. One of the seminal works on eye mo-
tion animation proposed a model for eye movements that used empirical models of saccades and
statistical models of eye-tracking data, including when blinks are triggered [56]. However, their
model provided no information regarding the dynamics of the eye blink.

Deng and colleagues [23] proposed a texture synthesis-based technique to simultaneously
generate realistic eye gaze and blink motion by modeling the correlation between eye gaze and
blink motion. A video of one actor wearing face markers was tracked. Independent blink profiles
generated with this motion appear similar to our data. However, their approach did not assess the
benefits of accurate eye blink profiles. Steptoe and colleagues [82] investigated the kinematics
of blinks and eyelid saccades. They used frames from video recordings (taken at 60 fps) of one
individual during three blinks and three eyelid saccades to produce similar-looking animations
with fully closed eyelids for the blinks and slightly closed eyelids for the saccades. These blink
and saccade animations were then compared in a perceptual study to animations generated us-
ing the equations derived by Evinger and colleagues [34] and animations created using linear
interpolation. Ten participants from their research group ranked the realism of exemplars of each
type of animation using their memory of real blink dynamics and then ranked them based on their
similarity to an eye movement from the source video. The animations generated from the video
were ranked highest for realism and similarity to the source, followed by the clips created from
the equations and then the sequences generated using linear interpolation. The authors assessed
the joint effect of the blinks saccades separately. Only six stimuli (three blinks and three sac-
cades) from each category were assessed, and they did not examine the full range of variability
in blink duration and eyelid closing amplitudes seen in human eye blinks.

2.2 Approach

Unlike previous methods, the experimental framework we propose relies on high-resolution tem-
poral and spatial measures of eye blink dynamics and we use perceptual experiments to validate
the measured and modeled dynamic behaviors. Because we are quantifying both temporal and
spatial characteristics, the results of this framework can easily replace or complement existing
blink animation techniques. For example, traditional animation curves can be used to reproduce
the eye blink dynamics that we have derived from data.

2.2.1 Active Appearance Model video analysis

Active Appearance Models are a non-rigid deformable tracking method that has been success-
fully used to track dynamic facial expressions [17, 67]. The model consists of two parts, a linear
model of shape deformation and a linear model of shape-normalized appearance change, both of
which are typically learned using PCA from labeled training data.
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Figure 2.5: (a) Basic eighteen point template used for video AAM labeling and tracking. (b) The
basic template can be augmented to 42 points by adding border vertices.

Our AAM model tracks only the eyes of a given actor and is learned from a handful (20-25)
of manually labeled images of each actor. Following the notation of Matthews and Baker [67],
the shape, s, of the AAM is the vector of vertices used to describe both eyes,

5 = ($17y1>$2,y2a---»%»%)T- (21)

We label v = 18 2D points in each training image as shown in Figure 2.5. The linear shape
model is defined as,

s = sot ) pisi (22)
i=1

where s is the mean shape, s; are the shape PCA basis vectors and p; are the shape parameters.
The appearance model is similarly defined as,

A(x) = Ap(x) + Y NAi(x)  VxeEsy, (2.3)

where Ay (x) is the mean appearance, A;(x) are the PCA appearance basis vectors and \; are the
appearance parameters. We let sy also denote the set of pixels x = (z, y)" that lie inside the base
mesh sy. The appearance of an AAM is then an image A(x) defined over the pixels x € s,. The
original formulation of AAMs [17] included an additional PCA step to learn a single coupled
parameterization of shape and appearance,

! l
s = sy + Zciwljlsijf , Ax) = Ap(x) + ZciAi(x)jf(x) : (2.4)

i=1 i=1
The coupled parameters, ¢ = (cy, ca, . .., ;)" are the parameter weights for the PCA basis of

the concatenation of p and \,

c= { w;\p } —USvT =jsvT, (2.5)
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where p = (p1,p2, -, Pu)’s A = (A1, Ay ..., Am) 7, w,, is an energy normalizing weight, and
= (1,J2,---,]ji) are the eigenvectors of the joint PCA basis. For applications where shape and
appearance are highly correlated, such as eyelid tracking, the coupled parameterization can be
significantly more compact, i.e., [ < m + n.

For tracking faces, Matthews and Baker [67] do not use the coupled parameterization. The
independent parameterization allowed them to introduce the fast, appearance project out, inverse-
compositional, gradient descent fitting algorithm. However, for eyelid tracking, the coupled
model has many advantages. For example, our model has n = 8 shape parameters (98% vari-
ance), m = 10 appearance parameters (90%), but only [ = 10 coupled parameters (98%). Fewer
parameters make the tracking faster and more reliable.

To accurately and efficiently fit a coupled-parameter AAM model to an image, we extend the
simultaneous shape and appearance, inverse-compositional, gradient descent fitting algorithm
described by Baker and colleagues [7],

S | Ao(W(x Ap)) + 3 (A + AN) Ai(W(x; Ap)) — (W (x; p))

X =1

where W (x; p) denotes the piecewise affine warp over each triangle of the AAM mesh deformed
by the shape parameters p. We replace the independent shape and appearance parameterization
with the coupled parameters and solve for the incremental warp update,

Ac = —H ') SD"(x)E(x), (2.6)

where the coupled-parameters steepest descent images are given by,

SD(x) =  [(VAy+ iilciVAij?‘%TV:] o (VA iilciv,qijf‘)%g]
A, L AR
where ji)‘ denotes the subset of j; that is modified by A in (2.5),
H™' =Y SD"(x)SD(x), 2.7)

is the Gauss-Newton approximation to the Hessian, and the coupled parameter AAM error func-
tion is

E(x) = Ay(x) + Z G A(x)jN — I(W(x;c)). (2.8)
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Figure 2.6: (a) Video data from three actors was used in this study. (b) For each actor, 40 eye
blinks were aligned according to the minimum inter-eyelid distance to depict the variability in
closing amplitude. The mean blink for each actor (red) was calculated by averaging the 40 blinks
after alignment. (c) Histograms of blink durations.

2.2.2 Data processing

Three actors were recruited from the local community to record the video stimuli for this study
(Figure 2.6). We recorded videos at 300 fps with a Casio Exilim FX1 camera. The actors were
instructed to perform several two-minute vignettes, and video data was recorded during both the

performances and the breaks in between.

Each video sequence at 300 fps was over 400,000 frames in duration. For each actor’s
sequence, a small number of frames were manually labeled with 18 points as shown in Fig-
ure 2.5 (a). The data was then tracked using the method described above. We automatically
extend the eye model to include the additional border vertices shown in Figure 2.5 (b), result-
ing in a 42-point shape model. Because the data is 300 fps and does not change much between
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frames, tracking is very reliable and fast. Our implementation runs at over 200 fps and is able to
track an entire 400,000 frame sequence given an initial estimate for the first frame.

Blink frequency and inter-blink timing were quantified for the three actors shown in Fig-
ure 2.6. Blink frequency varied across the three actors: Actor 1 had an average blink rate of
8.2 blinks per minute, Actor 2 had an average blink rate of 27.0 blinks per minute, and Actor 3
had an average rate of 6.6 blinks per minute. Though all of the blink rates are within previously
reported bounds [28], Actor 2 showed a relatively increased blink frequency, possibly due to
wearing contact lenses. Further analysis can be conducted on the timing of eye blinks, however,
the scope of this project is to investigate the dynamics of independent eye blinks.

2.2.3 Animated blink profiles

A basic model of an eye blink profile can be characterized as the inter-eyelid distance over time.
For our perceptual experiments, we generate animations using six profile types. Two of the
profiles (real and model) were created using tracked video data; the other four are based on tra-
ditional animation techniques (symmetric linear, asymmetric linear, ease-in/ease-out symmetric,
and ease-in/ease-out asymmetric).

Real profiles

The inter-eyelid distance of Actor 1 was calculated from the AAM tracked video data (300fps)
as the absolute distance between a horizontally centered upper eyelid marker and a horizontally
centered lower eyelid marker. For the purpose of this study, we assumed that the motion of both
eyes was identical. A zero-phase 10 frame filter was first applied to the signal. An automatic
blink-labeling algorithm was used to identify the local minima in the inter-eyelid distance sig-
nal. The local minima correspond to periods when the eyes are closed, with a distance close
to zero between the upper and lower eyelid. The algorithm then looked in the neighborhood of
each minimum point (300 frames to the left and 300 frames to the right of the minima) for the
beginning and end of the eye blink based on two criteria:
1. The gradient of the inter-eyelid distance is small. The gradient is measured as the change
in consecutive values of the inter-eyelid distance and is averaged over a window of 10
frames. Small values (< .1) of the averaged gradient ensure that, over the given window,
the inter-eyelid distance is constant, corresponding to little to no vertical motion in the
eyelids.

2. The inter-eyelid distance value is above the baseline value computed for each blink. The
baseline value is defined as the average of the inter-eyelid distance over 100 frames left
and right of the minima. Though eye blinks are shorter than 200 frames, the baseline value
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quantifies the average inter-eyelid distance over a window that contains the opening or
closing of the eye. In this way, we ensure that the frames in the immediate vicinity of the
eye-closed frame, which may have a small gradient but also have a value smaller than the
baseline, are not labeled as the start or end of the blink.

To find the beginning of an eye blink we start at a local minima and search backward. The
first point located before the minima that matches the two criteria listed above corresponds to
the instant the eyes begin to close. Similarly, by starting at the minima and searching forward
we can find the end of the eye blink (corresponding to the eye open position). Examples of the
resulting start and end eye blink labels can be seen in Figure 2.3.

We supplemented the automatic blink annotation with visual inspection to remove false pos-
itives from the data (three segments) and verify the accuracy of the blink-labeling algorithm.
Furthermore, observations of the video and audio content led us to recognize that some blinks
were used as non-verbal communication. For several eye-closing points, the action was intended
to represent a particular emotion, such as pride. These eye-closing intervals were removed from
the data set to ensure that only spontaneous blinks were used.

The eye blink time series that were used in the subsequent experiments consist of 49 blinks
from one male actor, collected over a six-minute period. To determine whether the blinks from
this subject were idiosyncratic, we analyzed the blinks from two young adults, one male and one
female. The blink profiles for all three actors are similar in both general shape, blink duration
distribution, and closing amplitude. Figure 2.6 shows the histograms of blink duration and vari-
ability in closing amplitudes for the three actors.

Model profiles

The blink sequences from Actor 1 were used to build a model that can generate different blink
durations. For each of the 49 blinks, two splines, one each for eye closing and eye opening, are
fit to the inter-eyelid position data at 300 fps. The two splines allow the blink time series to be
normalized for duration and aligned such that the minimum inter-eyelid distance always occurs
at the same frame (Figure 2.7). To create the numerical entries that represent the blink time
series, we sample each spline uniformly. Using the normalized blink time series we construct a
matrix that contains on each row an independent eye blink. This matrix is augmented with the
scaling factors that were used for the two blink parts, added as the last two columns entries for
each blink. We then represent the data matrix (normalized time series and scaling coefficients)
in PCA form as a weighted sum of eigenvectors.
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Figure 2.7: PCA-based eye blink model. (a) The blink model takes as input blink profiles derived
from video. (b) The blinks are then normalized to the average blink duration independently for
opening and closing. (c) The PCA-based model then generates duration-normalized blinks and
scaling factors that are used to (d) generate blink profiles with the appropriate duration.

To generate new data, we use the first five dimensions (representing 98% variance) of the
PCA model. For the five dimensions, we project new, random coefficients that are within one
standard deviation of the original PCA coefficients. Animated blinks generated using this profile
were used in all three experiments.

Linear profiles

The linear blink profiles are generated by linearly interpolating between the inter-eyelid position
at the beginning of the blink to the maximally closed position and from there to the end of the eye
blink (Figure 2.8 a). Two types of linear profiles can be generated: symmetric and asymmetric.
The minimum inter-eyelid distance falls in the center frame for the symmetric linear profiles and
in an off-center frame for the asymmetric linear profiles. These simple profiles of blink dynamics
have been described in textbooks such as Digital Character Animation by George Maestri [63].

Ease-in/ease-out profiles

Ease-in/ease-out (Figure 2.8) curves are often used in animation as a way of portraying motion
accelerations and decelerations. Motion with ease-in/ease-out is thought to convey a greater
sense of realism because it obeys physical laws for inertia. The generated ease-in/ease-out pro-
files are Bezier curves with control points proportional to the duration of the two parts of the
blink.
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2.3 Perceptual studies

We conducted three perceptual studies to investigate the perceived naturalness of animated blinks.
The animated clips were displayed on a 23-inch LCD display at actual size, where the inter-ocular
distance equals 6 cm and the maximum inter-eyelid distance equals approximately 1.1 cm. For
all experiments, only the eye region was visible (see Figure 2.1).

Trials were self-initiated: the participants pressed a key to play each clip. Before every exper-
iment, there was a brief practice session to familiarize the participants with the procedures. The
experimental procedure was approved by the Carnegie Mellon University Institutional Review
Board, and participants were compensated for their time.

2.3.1 Experiment 1: Comparing eye blinks created with tracked data to
our profile generation method

Experiment 1 confirmed the validity of the PCA-based model by comparing the perceived natu-
ralness of model-generated eye blinks to the perceived naturalness of those that were animated
based on the data obtained from the video sequences. In this experiment, we also investigated
the effects of motion blur in rendering and the effect of closing amplitude. Eye blink naturalness
ratings were collected for two 3D animated characters, one photorealistic, one cartoon-like.

We hypothesized that the animated blinks with motion blur would be rated as more natural
than animated blinks without motion blur. Furthermore, we expected that the difference in nat-
uralness ratings between fully closed and naturally closed eye blinks would be insignificant if
rendered with the correct motion blur profile.

. Ease-In/ . Ease-In/
Model Linear Ease-Out Model Linear Ease-Out

1 1 1 1 1 1

05 05 / 05 05 0.5 / 05

0 0 0] 0 0 0
0 50 100 0 50 100 0 50 100 :+ 0 50 100 0 50 100 0 50 100
Blink duration = 61 frames (300 fps) Blink duration = 101 frames (300 fps)

(a) (b)

Figure 2.8: Eye blink profiles: model (blue), symmetric linear (green), asymmetric linear (red),
symmetric ease-in/ease-out (purple) and asymmetric ease-in/ease-out (black). Two different
blink durations (a) 61 frames and (b) 101 frames are shown at 300 fps.
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Methods

Thirty-two adult participants completed this experiment. The participants were recruited from an
online participant pool. Each participant watched 320 clips of blinks cropped to cover only the
eye region. After each animation, participants were asked to rate the naturalness of the animation
on a 7-point rating scale (1 = very unnatural, 7 = very natural). A very natural clip was defined as
something you would expect to see in the real world. We elected to use a rating scale rather than
a forced-choice preference paradigm in order to assess as many clips as possible in the allotted
time. Each session lasted approximately 40 minutes.

Experiment 1 also explored the effect of rendering accurate motion-blur profiles and closing
amplitudes on the perceived naturalness of eye blinks. In many blink animations, the eyes are
fully closed in order to produce a maximum blink amplitude. However, the video data shows
large variability in the amplitude of the blinks, with as many as 50% of the observed eye blinks
not reaching the fully closed position (quantified as an inter-eyelid distance of zero). Twenty
eye blinks were randomly selected from the set of real blinks. Similarly, twenty eye blinks were
selected for duration and closing amplitude from a set of 100 eye blinks randomly generated
with the PCA model. As a result of the linear model, a small number of generated profiles had
negative values and were eliminated from the selection pool. For the fully closed condition (FC),
the inter-eyelid distance was normalized to the maximum of the signal, while for the naturally
closed (NC) condition, the inter-eyelid distance was normalized by the difference between the
maximum and the minimum inter-eyelid distance. Both conditions were animated and then ren-
dered at 300 fps.

To generate the motion blur (MB) effect, the final target frames were obtained by averaging
over a window of ten frames centered on the current frame. For the no motion blur condition
(NB), the 300 fps blink signal was down sampled to 30 fps by selecting every tenth frame.

- ﬁ

Naturalness Rating

Real Dynamic Profiles Model Dynamic Profiles
W Naturally Closed without Motion Blur W Fully Closed without Motion Blur
™ Naturally Closed with Motion Blur ™ Naturally Closed with Motion Blur

Figure 2.9: Experiment 1 results. Naturalness ratings for Real and Model dynamic profiles with
or without motion blur.
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Figure 2.10: Experiment 1 results. The effect of closing amplitude on naturalness ratings for the
cartoon and photorealistic characters.

In order to investigate the possibility that the complexity of the motion profile should correlate
to that of the character as previously proposed [54], we animated two characters. A professional
artist created two 3D computer-generated character heads in Maya (Autodesk). The first was a
photorealistic character that was made using photographs and videos of Actor 1 for reference
and texture information. The second character was created in a simple cartoon style. For the eye
blinks based on tracked data, the Maya blend-shape weighting parameters were based directly on
tracked data that was scaled to match the [0 1] interval. The stimuli for the two characters were
presented in alternating blocks (photorealistic stimuli block and cartoon stimuli block) with the
order for the two blocks randomized.

Results

We performed a 2 (character) x 2 (profile) x 2 (motion blur) x 2 (closing amplitude) repeated-
measures ANOVA with Bonferroni corrections for multiple comparisons and a significance thresh-
old of p = .05. There were higher naturalness ratings for the photorealistic character than for
the cartoon character, F'(1,31) = 5.91, p = .02. There was a significant main effect of profile
such that the model blinks were rated as more natural than the real blinks, F'(1,31) = 39.07,
p < .001 (Figure 2.9). There was no main effect of motion blur, F'(1,31) = .95, p = .34. A
significant main effect for amplitude was found, such that the fully closed blinks received higher
naturalness ratings than the naturally closed blinks, F'(1,31) = 15.55, p < .001 (Figure 2.10).
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All potential interactions were examined, and two were found to be significant. There was
a significant interaction between blur and amplitude, F'(1,31) = 20.35, p < .001, such that the
fully closed blinks received higher ratings with motion blur than without motion blur, but the
reverse was true for the naturally closed blinks. There was also a significant interaction among
character, blur, and amplitude, F'(1,31) = 9.93, p = .004, suggesting that the ratings for the
naturally closed blinks on the cartoon character without motion blur received lower ratings than
with motion blur while on the photorealistic character, naturally closed blinks without motion
blur were rated higher than with motion blur. However, motion blur increased the ratings for
both cartoon and photorealistic characters in the fully closed condition.

2.3.2 Experiment 2: Comparing model eye blinks to traditional methods

In this experiment, we contrast naturalness ratings for the animated eye blinks generated from
our model with those created using traditional animation techniques, including ease-in/ease-out,
asymmetric linear, and symmetric linear methods. Additionally, we examined the effect of blink
duration.

Methods

Forty-three adult participants completed this experiment. For each of 400 trials, the participants
watched a clip and rated the naturalness of the animation on a 7-point rating scale (1 = very
unnatural, 7 = very natural). Each session lasted approximately half an hour.

Clips were created in a 5 (dynamic profile) x 4 (duration) x 2 (character) design. Five
categories of blink profiles were included for comparison with our model: symmetric linear
(SL), asymmetric linear (AL), an asymmetric ease-in/ease-out (AL Ease), and a symmetric ease-
in/ease-out (SL Ease) as described in section 4. For each category of blinks, five exemplars each
were generated for four durations: 7, 9, 11, and 13 frames (for videos shown at 30 fps). In
all cases, the eyes fully closed and the motion blur parameters described in Experiment 1 were
used. This process resulted in 100 unique blink animations that were then rendered with the
Photorealistic and Cartoon characters. The animations for each character were kept in separate
blocks. Each block of 100 clips was shown twice during the experiment, for a total of 400 trials
over the course of four blocks.

Results

A 5 (profile) x 4 (duration) X 2 (character) repeated-measures ANOVA was performed with
Bonferroni corrections for multiple comparisons and a significant level of p = .05. We found
a significant main effect of profile, F'(4,39) = 11.52, p < .001, such that the highest ratings
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Figure 2.11: Experiment 2 conditions and results. (a) Model dynamic profiles for the four differ-
ent durations used in Experiment 2. (b) Average naturalness ratings for the five dynamic profile
conditions according to duration.

were given to blinks generated with our profile, followed by the AL Ease condition, the SL Ease
condition, the AL condition, and finally the SL condition.

All pairwise comparisons between different dynamic profiles were significant at p < .05
(Bonferroni corrected). Additionally, there was a significant main effect for blink duration,
F(3,40) = 23.40, p < .001, such that naturalness ratings were highest for 9 followed by 7,
11, and 13 frames. Pairwise comparisons showed no significant difference between blinks of
duration 7 and 9 frames. However, all other pairwise comparisons were significant with p < .05.
The main effect of character was not significant, F'(1,42) = .50, p = .48.

The interaction among character, profile, and duration was not significant, F'(12,31) = .51,
p = .89. Overall, the highest average naturalness rating was given for the photorealistic charac-
ter with the model eye blink profiles and a 9-frame blink duration (mean 4.95). Interestingly, 9
frames was the dominant blink duration in the distribution of blink durations from our tracked
data, as shown in Figure 2.6.

All pairwise interactions were significant, including between character and profile, F'(4, 39) =
3.95, p = .009; character and duration, F'(3,40) = 5.65, p = .003; and profile and duration,
F(12,31) = 4.21, p < .001. Although there was a significant character by profile interaction,
the naturalness ratings followed the same rank order for both characters such that the ratings for
the model blinks were the highest, followed by asymmetric ease-in/ease-out, symmetric ease-
in/ease-out, asymmetric linear, and symmetric linear.
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For the cartoon character, the preferred duration was seven frames after collapsing across
dynamic profiles (mean 4.50) while for the photorealistic character the highest rating is at a nine
frame duration (mean 4.56). This result suggests that appearance plays an important role in de-
termining what is perceived to be natural motion. In fact, according to the type of animation, in
some cases it may be desirable for cartoon-like characters to preserve the less natural dynamics
in order to emphasize their non-human characteristics.

The interaction between profile and duration is potentially due to an effect of profile on
perceived blink duration. Participants gave low ratings ratings to the thirteen frame symmetric
linear blinks. Some participants mentioned in informal conversation that those blinks seemed
longest. Future work could examine whether perceived duration is affected by profile and, in
turn, whether these combined factors affect naturalness ratings.

2.3.3 Experiment 3: Lower eyelid motion contribution

The third study examined the contribution of lower eyelid movements, including horizontal and
vertical motion, to perceptions of naturalness.

Methods

Twenty adult participants completed this experiment. Participants rated the naturalness of 160
clips on a 7-point rating scale (1 = very unnatural, 7 = very natural). Sessions lasted 20 minutes.

Twenty samples for each of four types of clips were created. In the first type, the lower eye-
lid moved accurately horizontally and vertically (Both). The other conditions included vertical
motion only (Vertical), horizontal motion only (Horizontal), and no lower lid motion (None).
The horizontal and vertical motion parameters were those originally calculated from our model.
All clips had motion blur, and the blink durations followed the natural distribution (Figure 2.6).
All clips were rendered on the Photorealistic character because the Cartoon was not capable of
horizontal lower lid motion. Participants saw two randomly ordered blocks, each containing all
of the possible combinations of lower eyelid motion, resulting in two viewings of each clip.

Results

We performed a 4 (lower eyelid motion types) X 1 repeated-measures ANOVA with Bonferroni
corrections for multiple comparisons. There was no significant effect of the various types of
lower eyelid motion on perceived naturalness, F'(3,17) = 1.28, p = .31. The result suggests that
viewers are not sensitive to this motion on our characters at the presented scale.
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2.4 Discussion

Our perceptual studies underline the importance of using profiles of blinks that are based on a
physiologically valid model rather than those created using simple animation curves. In Experi-
ment 1, viewers rated the blinks animated using our model as more natural than those animated
using measured blink profiles. We hypothesize that this is because the PCA model blinks were
closer to the prototypical mean blink from the training set. Participants found fully closed blinks
to be more natural than naturally closed blinks. This result may have arisen because viewers were
unaware that the eyelids often fail to close fully during blinks and/or because this phenomenon is
more obvious in animated characters. We also suspect that the effect may be a result of observing
blinks independently rather than in a sequence. In future studies, we intend to investigate the nat-
uralness of blink sequences. As expected, the participants found the blinks of the photorealistic
character to be more natural than those of the cartoon character.

In our experiments, the blink models were derived from one actor’s data (Figure 2.6: Actor
1). Our intention was to closely match the photorealistic character to the actor’s features. Be-
cause the dynamic eye blink profiles across three different actors shown in Figure 2.6 appear to
be similar, it seems reasonable to postulate that the results generalize. As an extra validation
in future studies, we intend to compare eye blinks derived from different actors. In particular,
we are interested in age correlates and the percentage of fully closed eye blinks in an actor’s
dataset. Another avenue that should be explored in future experiments is left/right eye blink
symmetry and the correlation with naturalness ratings. Our system is capable of tracking both
eyes simultaneously. In most situations, the left and right eyelid dynamics are highly correlated
and we created our models and animations using data from only one eye in this study. However,
we noticed occasional asymmetries in our video recordings that we would like to examine further.

The second experiment compared blinks generated from our model to those generated from
simple profiles, including asymmetric linear profiles, symmetric linear profiles, asymmetric pro-
files with ease-in/ease-out curves, and symmetric profiles with ease-in/ease-out curves (Fig-
ure 2.8). The model blinks were rated as significantly more natural than the simple approxima-
tions. Viewers also compared these blinks at various durations. The highest naturalness ratings
were assigned to blinks generated from our model that were nine frames in duration. Experiment
3 results suggest that there is no effect of the various possible techniques for lower eyelid motion
on our 3D characters; this knowledge is particularly beneficial for animators using simple models
that do not have the capability for this type of movement.
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From a methodological perspective, this project introduces a new technique for detecting and
describing blinks in video recordings. High-resolution spatial and temporal information were
collected with a high-speed video camera. Then, AAMs were used to track the eyes and measure
the blink profiles in long videos. The inter-eyelid distance during blinks was used to construct a
PCA-based model that can generate eye blink dynamic profiles with properties (duration, clos-
ing amplitude) similar to the original distribution. Once the PCA-based blink model has been
created, it can generate a variety of physiologically valid blink profiles for use in animation.

Our model is easy to include in an animation pipeline. For example, a script can be used
to generate a variety of blinks for a character. Animation curves can then be driven from these
dynamics. Technical Directors can create a blink button and seamlessly use this system without
increasing the time required for animation. Additionally, the model can create variations in the
blink sequences, an important component in making animations as true-to-life as possible. A
limitation of our studies is that participants gave naturalness ratings of individual eye blinks in
isolation: no facial context was given, and no inter-blink timing was considered. In the future,
we intend to generate full facial animations that show sequences of eye blinks.

Future work will require improving our facial animation system to allow for small, subtle
changes in the face (such as breathing) to match observations of faces in video. Additionally, we
also intend to utilize the framework presented above to investigate blink frequency patterns and
their correlations to head motion and facial expressions.
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Chapter 3

Perception of Spatial and Temporal
Nonlinearities in Genuine Smiles

Smiles vary dramatically in terms of geometric appearance and dynamics. People use this varia-
tion to convey subtle nuances of emotion and expression. Over eighteen labels, including polite,
amused, embarrassed, and fearful, have been used to describe smiles and how viewers perceive
and interpret them [3, 16, 30]. One important characteristic of smiles is genuineness. Genuine
smiles are recognized as expressing positive emotions across cultures [33]. In contrast, non-
genuine or posed smiles are intended to mask true emotions. In this chapter, we investigate how
animation techniques affect the perceived genuineness of smiles. In particular, we explore the
impact of motion linearization in time and space.

We investigate linearizations in time and space because cues in both of these domains affect
how genuine a smile in perceived. For example, a genuine smile is often accompanied by a spa-
tial cue: the slight eye wrinkling of the eye corner [31]. However, faking this cue can be more
easily detected in video sequences than in static images, which implies that the timing of the cue
plays a role in how the smile is perceived [53]. In Section 3.1, we discuss further the perceptual
and quantitative characteristics of genuine smiles.

In animation, facial expressions, including smiles, can be created by specifying the deforma-
tions of the face, represented as a vertex mesh, over time. Thus, a smile has two components:
(i) the spatial, or the geometric path of the vertices; and (ii) the temporal, or the rate of change in
the vertex position (vertex speed). High-resolution motion capture data shows that these defor-
mations are complex and nonlinear in both space and time. The geometric path of the vertices is
nonlinear and the vertex speed is not constant (Figure 3.1).
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Figure 3.1: Spatial and temporal nonlinearities during a spontaneous smile. (a) Spatial non-
linearities represented by the nonlinear geometric paths of three vertices during the smile. (b)
Temporal nonlinearities illustrated by the speed of the three vertices during a 4-second smile
(480 frames). The smile is not symmetric: the speed profiles at the start (frames 1 to 180) and
end (frames 300 to 480) of the smile are different.

Common animation techniques, which rely on keyframing, approximate the temporal or spa-
tial properties of a smile. Craft books often describe smiles in terms of combinations of basic
blendshapes [49]. The simplest model for a smile animation consists of two blendshapes, a neu-
tral pose and a peak smile pose, and an interpolation function which operates globally on all
vertices. The interpolation between two blendshapes results in a linear geometric path of the
vertices, while the speed of vertices is determined by the interpolation function. The choice for
the interpolation function has important consequences. If a linear interpolation function is used,
the motion may look mechanical and unrealistic because of constant vertex speed. As in the case
with eye blinks (Chapter 2 and [89]), the two-blendshape model with a linear interpolation func-
tion may be perceived differently than animations with data-driven, or nonlinear, interpolation
functions.

We evaluate the perceptual benefit of preserving data-derived motion characteristics (geomet-
ric path, interpolation function) for realistic smile animation. Our perceptual results show how
approximations in the temporal or spatial characteristics of the data affect the genuineness of a
smile expression (Figure 3.2). We compare smiles animated with motion capture with smiles
in which the geometric path of the vertices is linear or the interpolation function is linear. We
find that linearizations lead to smiles being perceived as less genuine. We find similar results for
animations with or without head motion. We contribute to previous results in the literature by
disentangling the effects of spatial properties (geometric path) and temporal properties (interpo-
lation function). Furthermore, animators will benefit from knowing how to avoid creating fake
smiles, or, conversely, knowing exactly what parameters cause a smile to look posed.
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Figure 3.2: (a) A spontaneous and (b) a posed smile animated from motion capture data. The
posed smile is rated as significantly less genuine than the spontaneous smile. Linearizations in
time and space reduce the perceived genuineness of the spontaneous smile to the level of the
posed smile.

3.1 Related work

In this section, we discuss research related to smile perception and linearities in facial animation.
We cover perceptual research on how genuine smiles are recognized and animation research lin-
earizing expressions.

Smile genuineness is often associated with a slight wrinkling on the outer corner of the
eyes known as the Duchenne marker [31]. In a more recent study, however, Krumhuber and
Manstead [53] discovered that over eighty percent of participants could pose in photographs
with smiles that included the Duchenne marker. Furthermore, when viewing static pictures of
smiles, volunteers similarly rated both posed and spontaneous smiles as genuine. Conversely,
participants recognized posed smiles more often in videos, which may indicate that the timing of
different facial actions is relevant.

Multiple studies have analyzed the temporal properties of spontaneous and posed smiles. For
example, spontaneous smiles have been found to have smaller amplitude and slower onset than
posed smiles [16, 80]. When examining computer-generated smiles, Krumhuber and Kappas
[52] found that perceived smile genuineness increased as a function of onset and offset durations
and decreased as a function of apex duration.

Temporal and geometric cues also affect the perceived meaning of smiles in more subtle
ways. Ambadar and colleagues [3] analyzed and annotated short movies of smile sequences
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using the Facial Action Coding System [32]. The authors characterized them as amused, embar-
rassed, nervous, polite, or other. Smile categories were differentiated by temporal cues, including
duration, onset velocity, offset velocity, asymmetry of velocity, and head movement. For exam-
ple, amused smiles had larger maximum velocities and longer durations than polite smiles.

Several studies have begun to establish the importance of nonlinear motion for facial anima-
tion. For example, nonlinear temporal and geometric motion can affect the accuracy of emotion
recognition [94]. Wallraven [94] created animations for seven posed expressions, including hap-
piness, using either ground-truth data or linear interpolation between two blendshapes (peak and
neutral). Linear interpolation in this case created animations with both a linear geometric path
and linear timing (constant speed). Viewers were better able to recognize emotions conveyed in
the animations created with the ground-truth data than in those with linear interpolation.

Cosker and colleagues [18] similarly showed that the originally recorded motion of short
facial movements is preferred to linearly interpolated motions. The researchers captured posed
expressions using dynamic 3D scanning. Then, participants viewed animations made from the
non-geometric recorded data as well as animations created using linear geometric movement
between data-recorded blendshapes. Viewers generally preferred the nonlinear geometric move-
ment and rated it as more natural than the linear movement; however, this result did not hold for
posed smiles [18].

Liu and colleagues [58] considered spatial nonlinearities for a on the face. They compared
linear and nonlinear geometric paths for these points and determined that nonlinear geometric
paths were rated as more realistic. The authors proposed an optimization scheme to explore
the nonlinear relationship between spatial path and blendshape animation. With their proposed
method they analyzed the motion of two points, center of the chin and eyelid. The spatial path of
these points is in the sagittal plane. In our work we investigate spatial nonlinearities for vertices
densely sampled on the entire face with deformations that occur in all three planes.

Our study contributes to the existing work in several ways. We consider the effect of lin-
earization for both posed and spontaneous smiles, whereas previous research has focused on
posed expressions. We expect that spontaneous expressions have greater nonlinear motion and
will therefore be more heavily impacted by linearization. Furthermore, animations with a nonlin-
ear geometric path while the timing information is linear have not been previously investigated.
We investigate linearizations in both space and time and we hypothesize that these linearizations
will decrease the perceived smile genuineness.
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Figure 3.3: Setup for recording smiles: facial motion was recorded with a commercial motion

capture system that tracks the position of 250 3 mm markers on the face.

3.2 Approach

In this section, we discuss our approach to capturing and processing our high-resolution dataset.
We also describe the animation process.

3.2.1 Performance capture

We recorded over 100 smile sequences from two participants (one male, one female) during
three-hour recording sessions. To elicit smiles, we asked participants to (a) view amusing videos,
(b) rate one-panel comic captions, and (c) smile according to the experimenter’s instructions.

Facial expressions were captured with an 18-camera Vicon system by recording the 3D po-
sitions of markers at 120 frames per second (fps); torso and head motion were also recorded.
Participants wore 250 reflective markers spaced approximately 1 cm apart on the face, as shown
in Figure 3.3. We applied the reflective markers in a similar pattern for both participants. How-
ever, due to differences in their facial geometry, the marker positions were not identical nor in
direct correspondence. In the following section, we describe how the raw motion capture data
was processed to obtain 3D meshes deforming over time, with the vertices in correspondence,
for the two participants.

3.2.2 Data processing

The motion capture system records the 3D position of markers on a frame-by-frame basis. Be-
cause of marker density, the system does not generate consistent marker labels throughout a
sequence. Furthermore, physical marker positions and distribution vary across participants. The
goal of the data processing step is to obtain smile sequences with the markers for each participant
in direct correspondence. To achieve this goal, we first cleaned all the motion capture data so
that all markers were present in each frame. We then standardized the meshes for all sequences.
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To clean the high-resolution motion capture data, we used the method and semiautomatic
tool developed by Akhter and colleagues [2]. Their algorithm uses a bilinear spatiotemporal data
representation and Expectation Maximization to simultaneously label, de-noise, and compute
missing points in motion capture data.

The configuration of facial markers differed significantly between participants. Additionally,
during the session, some markers were displaced from their positions at the start of recording.
Following the approach of Tena and colleagues [88], we fit a dense 3D generic mesh template
with more than 8000 vertices to our entire motion capture database. The mesh was subsampled
to a limited number of vertices (approximately 400), which resulted in 3D meshes in full direct
dense correspondence. Our goal was to analyze and animate facial expressions independently
from head motion. For each sequence, rigid-body transformations, such as head motion, were
removed by aligning each motion capture frame to the subsampled generic mesh template using
ordinary procrustes analysis [29].

3.2.3 Original smile sequences

We used twelve basic smile expressions from two participants (six from each participant). To
select the smile samples, we first ordered the smile videos for each participant according to dura-
tion. Each video contained at least one smile as determined by visual inspection. Expressions of
fewer than ten seconds were selected for further annotation. From these short smile videos, we
picked three spontaneous smile sequences and three posed smile sequences such that the smiles
started and ended in a neutral expression. The start, end, and peak frames of the smile expression
were identified based on the velocity of the vertices on the cheeks.

We evaluated the genuineness of the twelve selected smiles in a brief experiment on Amazon
Mechanical Turk. Thirty participants rated each smile video twice on a scale from O (not gen-
uine) to 100 (genuine). We described a genuine smile to the participants as a smile that someone
shows when she/he is joyful, happy, or amused. The videos were recorded during the motion
capture session and thus the actors KB and SD were wearing motion capture markers similar to
the actor shown in Figure 3.3.

As expected, posed smiles (average rating = 27) were rated as less genuine than spontaneous
smiles (average rating = 70). The ratings for the two characters are shown in Figure 3.4. We
suspect that the ratings for spontaneous smiles do not reach an average closer to 100 because
the video sequences selected are relatively simple. Based on preliminary testing of other video
sequences, we posit that higher ratings of genuineness are generally associated with sequences
that more closely resemble laughter than a simple simple.
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Figure 3.4: Average genuineness ratings for the smile videos selected for animation. Three
smiles for each actor for each category (posed or spontaneous) were rated by thirty participants.
KB is the male actor participant and SD the female actor participant. The values are plotted with
standard error bars.

3.2.4 Animation

A professional artist created virtual replicas (CG) of the male (KB) and female (SD) actors from
the motion capture sessions (Figure 3.5). Using a series of photographs for reference, the artist
matched the geometric shape of the actors’ faces to the CG characters. The photographs also
provided a high-resolution texture for the characters.

In our framework, a smile sequence is parametrized as a matrix S of m (markers) x 3F
(frames: for each motion axis X, y, and z). Using the 3D modeling and animation software
Autodesk Maya, we created animations based on the motion of the markers, quantified by the
matrix S. Spheres corresponding to the marker positions in the neutral expression are used as
influence binds on the 3D mesh of the character to be animated. The spheres deform the skin
surface by influencing position attributes (translation) of nearby mesh vertices. Influence objects
deform smooth skin objects in the same manner that joints can influence smooth skin objects.
Virtual markers, controlled by the matrix S, are parented to the spheres such that the position of
the markers over time deforms the mesh accordingly. We linearized space and time to create the
matrix S for the different animation conditions described in Section 3.3.2.
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Figure 3.5: Actors whose smiles were recorded and their CG character counterparts used for the
perceptual experiments: (a) KB, the male actor (b) KB’s CG character (c) SD, the female actor
(d) SD’s CG character.

3.3 Experiment 1: Linearized animations with head motion

The goal of this first experiment was to determine how linearization impacts the perceived gen-
uineness of smiles. This information can help us understand whether a smile model should
preserve temporal and/or spatial information. We therefore examined the perception of four ani-
mation conditions resulting from linearizing time or space.

We chose genuineness as the dependent variable for two main reasons. First, genuineness is a
useful metric for smile animation. Given the context of the animation, animators strive to create
genuine or posed smiles. Controlling the genuineness of the smile is essential for the message of
the animator to be conveyed. Second, “naturalness”, the dependent variable we used for blinks,
does not help distinguish between posed and spontaneous smiles as both types of expressions
occur naturally. Additionally, in pilot experiments we found that participants are more comfort-
able rating one metric (genuineness) than multiple metrics such as the type of smile (i.e. amused,
polite, nervous, posed). We suspect this is because genuineness is more easily understood.

We collected genuineness ratings of animated smiles through controlled experiments on
Amazon Mechanical Turk. Fifty-seven viewers successfully rated 48 animations of the two CG
characters. Viewers were at least 18 years old and located in the United States and other de-
mographics such as age and gender were not recorded. The animations were displayed in a
randomized order to control for possible order effects. After viewing each animation, partici-
pants were asked to rate the smile by moving a slider on a continuous scale from 0 (not genuine)
to 100 (genuine). Similar to the method used by Krumhuber and Kappas [52], we described a
genuine smile as a smile that someone shows when she/he is joyful, happy, or amused. Though
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the characters in the clips are computer-generated and therefore not truly happy, we explained
that the animations reflect certain aspects of smiles that also occur in real people. The experiment
took no longer than 20 minutes.

All animations were displayed with the originally recorded head and torso motion and eye
blinks. Trutoiu and colleagues ([91] and Chapter 5) showed that smiles have a characteristic
blink placement relative to the smile start and end. We therefore considered it important to add
eye blinks to the animation with the same timing as in the video sequence.

We used a within-subject repeated-measures experimental design. We focus on two inde-
pendent variables that can be linearized: the geometric path of the vertices and the interpolation
function. Interactions between these variables result in the animation conditions described below.
The four conditions represent (1) a ground truth animation where both space and time are non-
linear and the original data is used without modification, (2) an animation where both space and
time are linearized, (3) linearized time with the original spatial path, and (4) linearized spatial
path with original timing. Additional independent variables are the CG character used (female or
male), the type of smile (posed or spontaneous), and the smile sample. We used a total of twelve
smile sequences: three genuine and posed smiles for each character.

3.3.1 Hypotheses

Our research question is how are are smile animations impacted by linearizing space or time.
As discussed previously, spatial linearizations often occur when smile animations are created
by interpolating between two blendshapes. Similarly, temporal linearizations occur if a linear
interpolation function is used. We hypothesized that viewers will rate as less genuine smiles
with linearized time because the constant speed of vertices may be perceived as mechanical.
Based on how the original data was recorded, we expected spontaneous smiles to be rated as
more genuine than posed smiles. Similarly, because spontaneous smiles are longer in duration
and therefore viewers are exposed to them for longer, we expected perceptual differences across
the animation techniques to be more pronounced for spontaneous smiles. We did not expect to
observe a difference between CG characters.

3.3.2 Animation conditions

The animation conditions result from the combination of two independent variables:

e Spatial (S), determined by the geometric path of the vertices as data-derived and thus
nonlinear (N) or linear (L)

¢ Temporal (T), determined by the interpolation function as data-derived and thus nonlinear
(N) or linear (L).
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Figure 3.6: The geometric path of the right mouth corner vertex for all animation conditions in a
short sequence of frames. The frequency of the dots reflects the velocity along the path. (a) Space
Nonlinear-Time Nonlinear (SN-TN): Ground truth animation with both data-derived spatial path
and data-derived interpolation function (b) Space Nonlinear-Time Linear SN-TL: data-derived
spatial path with a linear interpolation function (c) Space Linear-Time Nonlinear SL-TN: linear
spatial path with a data-derived interpolation function (d) Space Linear-Time Linear SL-TL:
linear spatial path with linear interpolation function.

For a vertex i we define its position at time ¢ as V;(¢) where ¢ ranges from 1, the first frame
of the smile, to p, the peak displacement of the smile relative to frame 1, and n, the end of the
smile. For a data-derived geometric path (SN), V; is directly taken from the motion capture data.
For the linear geometric path (SL), we define a piece-wise linear function composed of the linear
path of vertex V; between the position at frame 1 and the peak frame p and the linear path of
vertex V; between the position at frame p and the end frame n.

We next describe each of the four animation conditions, focusing on deriving the position of
vertices for the first part of the smile, from frames 1 to p. Similar computations are defined for
frames p 4 1 to n. Visual representations of the vertex path and the interpolation functions used
are shown in Figure 3.6 and Figure 3.7.

SL-TL: A linear geometric path for vertices V;t between 1 and p moving with constant speed
based on linear interpolation is computed as

t—1
p—1

 [Vi(p) = Vi(1)]. (3.1

This condition is equivalent to using two blendshapes (the neutral and the peak frame) with a
linear interpolation between them.
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Figure 3.7: Data-driven (TN condition) and linear (TL condition) interpolation functions for (a)
a posed smile and (b) a spontaneous smile at 120 fps.

SL-TN: For a data-derived speed and linear geometric path for the vertices, the position of
vertices V; at time ¢ is computed as

Vit) = Vi(1) +re(t)  [Vi(p) = Vi(1)], (3.2)
where rc(t) is the reconstruction coefficient computed as the least-squares solution to minimize
V() = V(1) +ret) « [V(p) = V(D] (3.3)

Note that at every frame ¢, the positions of vertices are computed based on frames 1 and p
and the sequence follows a linear path between 1 and p. This condition corresponds to using
two blendshapes (the neutral and the peak frame) with a data-based interpolation function. The
data-derived reconstruction coefficient may have values outside of the [0 : 1] interval, resulting
in the point moving forward and then backward along the same path. This effect can be seen in
smiles when the smile is released and a small lip adjustment occurs: the lips are pressed together
during the release and then relax in a natural position.

SN-TL: The vertices V; move with constant speed across a data-derived geometric path. We
first compute PathLength, the length of the path traversed by each vertex V; from frame 1 to p.
The position of each vertex V; at time ¢ is computed iteratively such that

_ PathLength

Vi(t+1) = Vi(t) —

(3.4)

SN-TN: The vertices have a data-derived geometric path and speed directly based on the recorded
motion capture data. This condition is considered to be the ground-truth animation, closest in
naturalness to the video.
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Table 3.1: Significant results from Experiment 1: Linearized animations with head motion.

Effect F-Test Post-hoc
Main effects
Nonli 48.34) is rated
Space F(1.840)=21.96, p<.0001  onlinear space (48.34) is rate
as more genuine than linear space (44.21)
Nonli ti 47.95) is rated
Time F(1,840)=14.43, p=0002  onlineartime (47.95) is rated
as more more genuine than linear time (44.60)
Spont iles (53.87 ted
Smile type F(1,840)=297.58, p< 0001 >Pontaneous smiles (53.87) are rate
as more genuine than posed smiles (38.68)
The KB character (50.66) is rated
Character F(1,840)=99.06, p<.0001 | ¢ KB character (50.66) Is rate

as more genuine than the SD character (41.89)

Two-way Interactions

Li ine i onificantly i )
Time*Smile type F(1,840)=14.97, p<.0001 ~ — NCArt#Ing Hme SISNHCAtiy tmpacts
spontaneous but not posed smiles
KB and SD are significantly different

Smile type * Character F(1,840)=48.40, p<.0001 i
for posed but not for spontaneous smiles

3.3.3 Results

To explore the effects of linearization on perceived genuineness ratings we performed a 2 (Space)
x 2 (Time) x 2 (Smile type) x 2 (Character) repeated-measures ANOVA followed by Tukey’s
HSD post-hoc significance tests. The main finding of this experiment is that linearizations in
either time or space influence the perceived genuineness of smiles. The significant effects are
shown in Table 3.1 and further detailed below.

Our hypothesis that linearizing time reduces the perceived genuineness of smiles was sup-
ported: animations with linearized timing (TL = 44.60), where the velocity of vertices is constant,
are rated lower than animations in which the vertices follow the temporal profile of the original
data (TN = 47.95), F(1,840) = 14.43, p = .0002. Similarly, animations where the vertices
move in a linear geometric path (SL =44.21) are rated significantly lower than animations where
the vertices follow the original path (SN = 48.34), F'(1,840) = 21.96, p < .0001.

As expected, we found that spontaneous smiles are rated as more genuine than posed smiles,
with averages of 53.87 and 38.63 respectively, F'(1,840) = 297.58, p < .0001. The two CG
characters were rated in significantly different ways: KB averaged ratings of 50.66, while SD av-
eraged 41.89, F'(1,840) = 99.06, p < .0001. The ratings for the two CG characters do not differ
for spontaneous smiles, while for posed smiles they are significantly different, with SD posed
smiles being rated as the lowest, average of 31.23. This result is highlighted in the interaction
between the type of smile and the CG character, F'(1,840) = 48.40, p < .0001.
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Figure 3.8: (a) Genuineness ratings for the KB character smiles. (b) Genuineness rating for
the SD character smiles. The values are plotted with standard error bars. The four animation
conditions in both graphs are (1) SN-TN: Space Nonlinear-Time Nonlinear (2) SL-TL: Space
Linear-Time Linear (3) SL-TN: Space Linear-Time Nonlinear and (4) SN-TL: Space Nonlinear-
Time Linear.

Another significant interaction occurs between the type of smile and the time variable. A
constant velocity for the vertices (TL, linear time) impacts spontaneous (p < .0001) but not
posed smiles.

We also explored how the space and time parameters interact to impact genuineness for spon-
taneous smiles in particular. We analyzed the differences in spontaneous smiles and found that
the original animations (SN-TN = 59.19) are not significantly different than the animations in
which space is linearized while temporal information is preserved (SL-TN =55.31 ). In con-
trast, the original animations (SN-TN = 59.19) are significantly more genuine than animations
in which the geometric path of the vertices is preserved while the speed of the deformation is
constant (SN-TL=52), F'(3,210) = 16.68,p < .0001. The overall interactions between space
and time variables are shown in Figure 3.8.

It is interesting to contrast the ratings for animated smiles with the original data (condition
SN-TN in Figure 3.8) with their corresponding video ratings (Figure 3.4). The animated sponta-
neous smiles had lower ratings than their video counterparts while the reverse was true for posed
smiles. We suspect that presenting the smiles with CG characters makes it more difficult for
participants to distinguish between posed and spontaneous smiles. Regardless, the animations
preserved the ordering between posed and spontaneous smiles.
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Table 3.2: Significant results from Experiment 2: Linearized animations without head motion.

Effect F-Test Post-hoc
Main effects

Nonlinear space (47.65) is rated

Space F(1,859.9)=19.95, p<.0001 ) .
as more genuine than linear space (43.38)
Nonli ti 47.65) is rated

Time F(1,859.9)=32.44, p< 0001 onlinear time (47.65) is rated
as more more genuine than linear time (43.38)
Spont iles (50.58 ted

Smile type F(1,859.9)=155.53, p<.0001 >pontancous smiles (30.58) are rate
as more genuine than posed smiles (39.92)
The KB character (54.93) is rated

Character F(1,859.9)=53122, p<.0001 1 KB character (54.93) is rate

as more genuine than the SD character (35.58)

Two-way Interactions
KB posed smiles (51.32) were rated

Smile type * Character F(1,859.9)=16.76, p<.0001 ) )
as more genuine than SD spontaneous smiles (42.63)

3.4 Experiment 2: Animations without head motion

One potential confound of Experiment 1 is that linearizing time may be desynchronizing the fa-
cial expressions from the head motions. To overcome this confound, we conducted the current
experiment in which animations were displayed without head motion.

In this experiment, we explored the effect of linearization on genuineness in animations with-
out head motion. The procedures, independent variables, and measures were in all other respects
identical to those used in Experiment 1. In our video data, we observed posed smiles as exhibit-
ing less head motion than spontaneous smiles. We therefore hypothesized that participants in
this experiment rate both posed and spontaneous smiles as less genuine. Sixty-one participants
successfully took part in this study.

3.4.1 Results

As in Experiment 1, we conducted a 2 (Space) x 2 (Time) x 2 (Smile type) x 2 (Character)
repeated-measures ANOVA followed by Tukey’s HSD post-hoc significance tests. The results of
this experiment are in most respects similar to those from Experiment 1. The significant effects
are shown in Table 3.2 and further detailed below.

Linearizing either the space or interpolation function resulted in significantly lower genuine-
ness ratings. Animations with a linear interpolation function (TL = 42.86) were rated lower than
animations with nonlinear interpolation functions (TN = 47.65), F'(1,859.9) = 19.85, p < .0001.
Animations with linear geometric paths (SL = 43.38) were rated lower than animations with non-
linear geometric paths (SN =47.13), F'(1,859.9) = 32.44, p < .0001.
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Figure 3.9: Average genuineness ratings for animations without head motion. The values are
plotted with standard error bars.

In our data, we did not find a significant difference between spontaneous smiles using a data-
driven interpolation function and a linear geometric path (SL-TN = 51.35) and original anima-
tions (SN-TN = 53.71), F'(1,859.9) = 2.11, p = .146. The interactions between the spatial and
temporal independent variables are shown in Figure 3.9. Interestingly, all of the SD animations
without head motion, including those of spontaneous smiles, were rated as less genuine than
even the posed KB animations without head motion, which was not the case in Experiment 1.

3.4.2 Further analysis

Experiment 1 and 2 were conducted as independent within-subject experiments. Different partic-
ipants, as observed by their unique Amazon Mechanical Turk 1D, took part in Experiment 1 and
Experiment 2. To compare animations with and without head motion statistically, we considered
Experiment 1 and 2 as blocks in a mixed experiment design: head motion was the between-
subject categorical variable while space, time, smile type, and character were within-subject
independent variables. A repeated measures ANOVA with head motion as the between subject
variable did not find a significant effect of head motion: animations without head motions (45.6)
in Experiment 2 were rated only slightly lower than animation with head motions (mean = 46.2)
in Experiment 1. In Chapter 4, we conducted a within-subjects experiment in which participants
rated animations with and without head motion.
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Table 3.3: Differences between posed and spontaneous smiles quantified in terms of duration,
nonlinearity, and mouth corner vertex speed.

. Right Left Average Difference in
. Spatial
Duration i . mouth corner mouth corner mouth corner mouth corner
Sample nonlinearity
(seconds) (mm) vertex speed  vertex speed  vertex speed  speed (L-R)
mm
(mm/second) (mm/second) (mm/second) (mm/second)
KB_pl 3.68 0.62 6.89 7.99 7.44 1.10
KB KB p2 345 0.60 7.38 9.33 8.36 1.96
posed KB p3 3.96 0.62 6.98 8.13 7.55 1.15
average 3.70 0.61 7.08 8.49 7.78 1.40
KB.s1 4.71 0.85 4.61 6.72 5.66 2.10
KB KBs2 4.09 0.65 3.68 5.26 4.47 1.59
spont KB.s3 5.70 0.64 2.44 3.83 3.14 1.40
average 4.83 0.71 3.57 5.27 4.42 1.70
SDpl 2.10 0.46 4.03 3.73 3.88 -0.30
SD SDp2 1.70 0.08 0.78 1.06 0.92 0.28
posed SD p3 2.10 0.44 3.85 5.23 4.54 1.38
average 1.97 0.33 2.89 3.34 3.11 0.46
SD.sl  5.00 0.49 3.89 441 4.15 0.52
SD SDs2 5.25 0.58 3.22 4.50 3.86 1.28
spont SD.s3  5.17 0.32 3.13 3.94 3.53 0.81
average 5.14 0.46 341 4.28 3.85 0.87

3.5 Differences between posed and spontaneous smiles

As shown in the previous experiments, linearizing time in particular decreases genuineness more
for spontaneous smiles than for posed smiles. In this section, we quantify the differences between
posed and spontaneous smiles for the following characteristics: duration, spatial nonlinearity, and
mouth corner vertex speed. We chose these variables because they reflect spatial and temporal
properties of the vertex motion. Furthermore, quantifying these differences helps us relate the
smile samples used in our experiments with previous research on the differences between posed
and spontaneous smiles. The quantified variables are shown in Table 3.3.

For our data, the six spontaneous smiles were longer (average duration of 4.9 seconds) than
posed smiles (average duration of 2.9 seconds). These differences in duration are consistent
with previous research. Ambadar and colleagues [3] found that on average, perceived amused
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Figure 3.10: Visual representation of the difference between the original nonlinear animation
and its spatially linearized counterpart. The differences were averaged across the three smile
samples. In each figure, the maximum Euclidean distance for a vertex is noted in the title.

smiles lasted about 4 seconds, whereas perceived polite or embarrassed/nervous smiles lasted
for 2 seconds and 2.9 seconds, respectively. In our case, perceived amused smiles equate with
spontaneous smiles (which were rated as highly genuine); posed smiles, which lack genuineness,
likely include both polite and embarrassed smiles. The durations for the twelve smiles used in
the perceptual experiments are reported in the first column of Table 3.3.

Linearizing space impacted spontaneous smiles more than posed smiles. We hypothesized
that spontaneous expressions are more complex and therefore more nonlinear. To quantify spatial
nonlinearity, we computed the differences between the original and the linearized geometric path.
We used a Euclidean distance-based measure as proposed by Cosker and colleagues [18]. For
each frame, we computed the Euclidean distance between the vertices in the original animation
and their linear counterparts. The second column of Table 3.3 shows the average nonlinearity
measure per vertex normalized by smile duration. As expected, spontaneous smiles had more
nonlinear motion: the Euclidean distance is larger for spontaneous (average of 0.59 mm) than
for posed (average of 0.47 mm) smiles. Note that though these values are small, they are aver-
aged over 430 vertices. In Figure 3.10, the nonlinear motion of spontaneous smiles appears to be
more diffuse on the face. Different patterns are visible for the two actors. For example, KB, the
male actor, shows more nonlinear motion in the eyebrow and lower jaw region. In contrast, SD,
the female actor, shows more nonlinear motion in the mouth corner region.

The measure for spatial nonlinearity described above is the difference between ground truth
animations (SN-TN) and animations with linearized time (SL-TN). We computed the remain-
ing two differences between ground truth animations and animations with both time and space
linearized (SL-TL) and animations with nonlinear space and linear time (SN-TL) respectively.
Figure 3.11 shows the error of the three linearized conditions relative to the ground truth anima-
tions. Not surprisingly, the SL-TL condition has the highest error and was also rated as the least
genuine.
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Figure 3.11: Error for the linearized conditions computed as the average per vertex Euclidean
distance between ground truth animations (SN-TN) and their respective linearized conditions.

We considered the differences in the vertex speed for the two mouth corner vertices. There is
evidence that posed and spontaneous smiles differ in vertex speed and symmetry. For posed ex-
pressions, Schmidt and colleagues [80] showed that movement asymmetry (measured by change
in pixel values over time) was significant for expressions of joy, including smiles, with more
movement on the left side of the face. Our results similarly show that the left mouth corner speed
was consistently higher than the right right mouth corner speed (Table 3.3, last column).

In our analysis, for the KB actor, posed smiles had larger mouth corner vertex speeds than
spontaneous smiles. However, the opposite was true for the SD actor. Ekman first posited that
spontaneous smiles are more symmetric than posed smiles [33]. However, their study did not
quantitatively assess the movement asymmetry. The left mouth corner for both KB and SD
showed more vertex speed than the right mouth corner. In future work, we intend to analyze a
larger dataset of posed and spontaneous expressions across a broader pool of subjects to better
quantify motion asymmetry.

A representative example of vertex speed over time for posed and spontaneous smiles is
shown in Figure 3.12. In previous research, viewers associated irregularities in the offset of
smile, as measured by the frequency of phasic change, with posed smiles [41]. However, in our
examples, spontaneous smiles showed more changes in velocity.
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Figure 3.12: Average vertex speed for four smiles computed at 120 fps. Spontaneous smiles have
more peaks compared to posed smiles. The first and last peaks correspond to the onset and offset
of the smile.

3.6 Discussion

Our experiments reveal that linearizing either space or time decreases the perceived genuine-
ness of smiles. However, our data indicates that spontaneous smiles with a linearized geometric
path (space) and a data-driven interpolation function (time) are rated as being as genuine as
the original high-resolution animations. Based on these results, in Chapter 4 we investigate a
parsimonious model for smiles consisting of data-driven interpolation functions that capture the
dynamics of the facial expressions but linearize the spatial path.

There are several limitations to our study. We recorded and animated smiles for two CG
characters. Genuineness ratings for the two characters differed in their respective animations,
with KB’s smiles rated more genuine than SD’s. Several explanations may account for these
differences: intrinsic differences in the smile expressions between the two participants, differ-
ences in the quality or rendering style of the CG character, and perceptual differences related to
age and gender. For example, the male participant, KB, is a professional actor while the female
participant, SD, had no acting experience. This difference in acting experience could potentially
explain why KB’s posed smiles were rated more genuine than SD’s posed smiles even though
their spontaneous smiles had similar values.

The main limiting factor in conducting this kind of study is determined by the availability
of high-resolution CG characters. We aimed for our CG characters to be of similar quality.
However, previous research has shown that small differences in rendering styles can influence
perceptual judgments of CG characters [44, 68]. SD, the female character, had fewer wrinkles,
leading to a smoother face appearance. In future work, we will consider conducting a larger
study using more smiles from more actors and counterbalancing for age and gender.
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We used two types of interpolation functions (data-driven and linear) and found that, in this
particular case, data-driven interpolation functions are needed for animating genuine smiles.
However, many animation techniques use ease-in/ease-out interpolation functions that mimic
the effects of acceleration and deceleration seen in physical systems. It may be the case that
ease-in/ease-out interpolation functions are sufficient to create genuine smiles. In Chapter 4, we
further explore how ease-in/ease-out interpolation functions compare to data-driven interpolation
functions. Though more complex than posed smiles, the spontaneous smiles chosen started and
ended in neutral expressions and were relatively short. It is possible that with more complex
spontaneous smiles, preserving temporal information would be insufficient.

In Experiments 1 and 2, participants rated animations with and without head motion, respec-
tively. Our results show that the effect of linearization on smile genuineness is similar in both
experiments. However, previous research has shown a correlation between head motion and the
dynamics of smiles [16]. Furthermore, for animations without head motion, SD’s animations of
spontaneous smiles were rated lower than KB’s posed smile animations. This result indicates
that the contribution of head motion to the perception of smile genuineness may vary across in-
dividuals. Further analysis is required to determine the relationship between head motion and
smiles.

Our experiments indicate that some simplifications that occur in traditional blendshape ani-
mation may lead to smiles being perceived as posed and less genuine. These results suggest that
if animators want to create genuine smiles, they should use nonlinear, preferably data-driven,
interpolation functions. The data-driven interpolation functions we observed in our data show
multiple peaks which add motion complexity and somewhat resemble a laughter-like pattern. We
suspect that both the multiple peaks and the laughter-like pattern are cues that our viewers used
to rate the smiles as more genuine. Furthermore, our study underlines the importance of using
spontaneous rather than posed expressions in studies that quantify facial dynamics.

68



Chapter 4

Modeling Smiles

In this chapter, we use high-resolution motion capture data to build a parsimonious model of
spontaneous smiles. Our smile model consists of two parts: (1) smile expressions and (2) plausi-
ble head motions. In Chapter 3, perceptual experiments showed that spontaneous smiles gener-
ated with two blendshapes (neutral and peak) and data-driven nonlinear interpolation functions
are rated as genuine as high-resolution animations. We therefore build, from recorded smiles, a
generative model that produces interpolation functions nonlinear in time. For each data-driven
interpolation function we provide a plausible head motion. The complete model (interpolation
function and plausible head motion) can be used to create genuine smiles in the traditional frame-
work of blendshape animation. We demonstrate that smile animations from this model are com-
parable to high-resolution animations and are more genuine than animations with ease-in/ease-
out interpolation functions. with identical head motion.

For the expression model, we start with high-resolution motion capture data of smiles. We
reconstruct each smile sequence as linear combination of two blendshapes to obtain a data-driven
interpolation function. These interpolation functions are nonlinear and and capture the plausible
velocity as well as the multiple peaks that occur in natural smiles. Finally, we build a generative
model of the reconstructed data-driven interpolation functions that allows us to create new inter-
polation functions.

We complement the newly generated interpolation functions with plausible head motions to
create a model for genuine smiles. Spontaneous smiles are strong nonverbal signals that are
often accompanied by moderately correlated head motions [15]. Furthermore, we suspect that
lack of head motion in animation may make characters look rigid and less life-like. Based on
finding moderate correlations in our own data between head motion and interpolation functions,
we create plausible head motions which are proportional to the smile amplitude.
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Through perceptual studies, we demonstrate that our model outperforms the commonly used
ease-in/ease-out interpolation functions. We evaluate our model based on how the smiles are
rated for genuineness. In a first perceptual experiment, we compare model smiles with recorded
high-resolution spontaneous smiles, and also smiles generated with ease-in/ease-out interpola-
tion functions. Our data showed no significant difference between the high-resolution spon-
taneous smiles and the model smiles. In a second experiment, we find that our model-based
interpolation functions coupled with appropriate head motions are not character specific. That
is, we show that the model derived from high-resolution data from one actor can be used for two
different CG characters, both resulting in similarly high genuineness ratings.

4.1 Related work

In this section, we discuss methods for generating smiles. For a discussion on the perceptual
differences between different types of smiles please refer to Section 3.1.

Though many graphics research articles use smiles as example expressions [48, 57, 65,
73, 74, 75] few explicitly consider generative models for smiles and laughter. For example,
DiLorenzo and colleagues modeled and animated laughter but their goal was to synthesize
anatomically inspired torso movements and deformations rather than facial expressions [25].

A first attempt at generating different types of smiles was proposed by Krumhuber and col-
leagues [52]. The authors did not provide an explicit smile model; however, they used a data-
based heuristic to generate genuine smiles characterized by a long onset and offset duration with
a shorter peak. The smiles were temporally symmetric and varied little in the expression. The
perceptual contributions of their study are discussed in Chapter 3.

A discrete model for smiles with a limited number of parameters was proposed by Ochs and
colleagues [72]. Their work introduced an algorithm to create three categories of smiles: polite,
embarrassed, and amused. The authors asked participants to animate a 2D character for each
smile category in a Flash-based web application. To animate a desired smile, participants chose
among two or three discrete values for seven parameters: (1) amplitude, (2) mouth opening, (3)
symmetry of lip corners, (4) lip press, (5) cheek raising, (6) duration, and (7) velocity of onset
and offset. Smiles of different types were then generated with a decision tree trained with the
user-selected smiles. Perceptual studies validated that naive users were able to recognize the
categories for the generated smiles.

As discussed in Chapter 3, animators often use rule of thumb heuristics that rely on generic
interpolation functions. A smile can thus be animated as the interpolation between two blend-
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Figure 4.1: Ease-in/ease-out interpolation functions used to create a three-second smile anima-
tion with two blendshapes: a neutral face expression blendshape and a peak smile expression
blendshape. This blendshape interpolation approach is recommended by traditional animation
textbooks (see for example [63]).

shapes: (1) a neutral expression and (2) a peak smile, as shown in Figure 4.1. Our model has
several advantages over previous models. First, we model the temporal progression of the smile
which takes into account the durations of accelerations and decelerations that occur in natural
smiles. Second, our model preserves motion complexity (multiple smile peaks). Our data indi-
cate that most spontaneous expressions do not follow a smooth transition from neutral to peak
and back to neutral. Rather, the spontaneous expressions we observed consist of multiple peaks
in which the smile amplitude increases and decreases.

4.2 Smile model

In this section, we present a smile model that consists of two parts: (1) a generative model for
smile expressions, represented as interpolation functions, and (2) plausible head motions. For
the smile expression model, we chose to represent smiles as data-driven interpolation functions
based on the perceptual results in Chapter 3. In our perceptual experiments, we found that tem-
poral nonlinearities are needed to preserve smile genuineness while spatial nonlinearities are not.
We capture temporal nonlinearities in data-driven interpolation functions with a generative Prin-
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cipal Component Analysis (PCA) model. A second part of our smile model consists of plausible
head motions because animations presented without head motion appeared artificial and rigid.

For both facial expressions and correlated head motions we used 25 spontaneous smiles from
one female participant (SD). The dataset of smile profiles for the facial expression model is
shown in Figure 4.2. The data recording process is described in the previous chapter. Each part
of the smile model is described in more detail in the following subsections.

4.2.1 Generative model for smile expressions

Our approach to building a smile model relies on modeling the temporal properties of the ex-
pression represented as interpolation functions. Following our approach to creating an eye blink
model (Chapter 2), we used PCA to construct a generative model of data-driven interpolation
functions.

0 200 400 600 800 600 600

0 200 400 600 600 1500

0 200 400 600 800 0 200 400 600 800 0 500 1000 0 50 100 0 100 200 300

Figure 4.2: Dataset of smile profiles used to build a genuine smile model. The time series
represent data-driven interpolation functions (blue). For contrast, we also show the ease-in/ease-
out interpolation functions that are computed given the peak (red). For each sample, the y-axis
shows the interpolation function value while the x-axis shows the smile duration as a frame
number at 120 fps.
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Twenty five spontaneous smiles from the SD character were used for the PCA model. We
chose smiles from SD because of the availability of data for her spontaneous smiles, even though,
in Chapter 3, SD’s smile animations were rated as overall less genuine than the male participant’s
(KB). We suspect that a larger dataset based on KB’s smiles would help strengthen the results
and potentially create a more robust model.

We reconstructed high-resolution expressions of motion capture data with two blendshapes to
build a time series dataset for smile dynamics. The time series are represented by the coefficients
rc, which are the least square reconstruction of each smile as a linear combination of start frame
(V (1)) and peak frame (V'(p)) such that the following expression is minimized:

[V(#) = V(1) +re(t) « [V(p) = VD] (4.1)

For each smile sequence, V' (p) is the mesh at the peak frame p, the time instance with the maxi-
mum deformation (sum of per vertex euclidean distance) relative to a neutral expression (frame
1). This representation is equivalent to representing the smile as a linear combination of the
blendshapes V(1) and V' (p). The time series for each smile are shown in Figure 4.2.

PCA models the variability in the data-driven interpolation functions. The input to the PCA
is a matrix with time series data for the 25 interpolation functions computed from the motion
capture data (the reconstructed smile dynamics described above). In order to use PCA, each time
series must be the same duration. As with blinks, we normalized the rc¢ time series such that the
duration from 1 to p and p to n is the same for all sequences. These fixed durations were deter-
mined as the median duration in the original data. The two scaling coefficients were appended
at the end of each time series. The scaling coefficients are important because they model the
variability in the duration of the generated smiles.

We represented the original dataset using only the first ten principal components accounting
for 98% variance. Next, we projected new, random coefficients within one standard deviation of
the original coefficients onto these ten PCA dimensions. Figure 4.3 shows the input and output of
the PCA model: the original time series correspond to the input and the generated time series to
the output. Using the last two terms of the newly generated time series, we scaled back each part
of the smile to create interpolation functions of different durations. Animated smiles generated
using these interpolation functions were used in both experiments.

Note that the generative PCA model of interpolation functions does not take into account the
spatial information of smile expressions. We modeled smiles as data-driven interpolation func-
tions where the motion occurs between two predetermined blendshapes. The smile sequence
is thus a linear combination of two static poses. In this representation, the nonlinear spatial
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Figure 4.3: Principal Component Analaysis model for genuine smiles. Original smile profiles
used in the model (left) and profiles generated (right).

movement of vertices on the mesh is lost. For the smile samples used in Chapter 3, temporal
information was found to be more important than spatial information in the perceptual exper-
iments. We therefore found it reasonable to build a model that considers the nonlinearity of
temporal information.

4.2.2 Plausible head motions

Head motion is an important non-verbal cue that communicates or emphasizes the meaning of
facial expressions. For example, animators often start by creating the important static head mo-
tion poses (”blocking out”), and then add facial expressions [63]. Furthermore, as we showed in
Chapter 3, for participant SD, in particular, head motion plays a role in whether smiles are rated
as genuine.

Our goal was to find a plausible head motion that will augment the genuineness of the facial
expression. We hypothesized that a plausible head motion is proportional to the smile amplitude,
similar to laughing, where sound correlates to torso movements. Existing studies have reported
correlations between head motion and spontaneous smiles. Cohn and colleagues investigated
the relationship between smile dynamics, head motion, and eye motion [15]. Their data showed
moderate correlation between head pitch and the lip corner displacement: the smile intensity
increased as the head moved downwards. The authors attribute this correlation to the types of
smiles used, which likely signaled embarrassment. The authors thus hypothesize that smiles as-
sociated with the experience of joy and especially surprise would show smile intensity increasing
and decreasing together with the head tilting backward.
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Figure 4.4: Head motion angle computation relative to a joint on the sternum for a sample smile
sequence. The head pose at the beginning of the smile is represented in black. The head pose at

the peak of the smile is represented in red.

We evaluated the correlation between head motion and smiles in our dataset of 25 smiles. We
first computed 3D rotations for the head relative to a joint at the base of the neck (sternum) as
shown in Figure 4.4. We then calculated the correlation coefficient between head pitch and their
respective data-driven interpolation functions. The average correlation for all smile sequences is
moderate, —0.38 on a scale from —1 to 1 where 0 means no correlation is occurring. However,
some smile samples show stronger correlations with a maximum of —0.8. Figure 4.5 shows a
smile profile and head rotation relative to a joint on the sternum. The smile profile is aligned and

proportional with one of the head angle motions (head pitch).

Previous research and computed correlations provided evidence that plausible head motion is
proportional to smile amplitude. We therefore considered generating head motions derived from
the interpolation functions. Fully synchronized motions appeared unnatural and we opted for
adding a small amount of noise to the motion. The noise level was determined by trial and error.
Similarly, we determined the maximum amplitude of the motion, 12 degrees backward pitch, by

inspecting existing smile samples.

We first generated a proportional lower neck rotation (joint located at the sternum) by adding
small amplitude white noise (signal-to-noise ratio of 5) to the smile profile multiplied by 12, the
value we expect for the head pitch amplitude. Because we were animating only one joint, the
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Figure 4.5: Head motion correlations for a smile video. Note that this is a strong correlation
(0.75) between head pitch and smile profile.

motion looked mechanical. We therefore added a similar motion, with a smaller amplitude (3
degrees) to the upper neck joint. Examples of the head motion generated for the pitch of each
neck joint are shown in Figure 4.6.

It is important to note that moderate correlations between facial expressions and head mo-
tions found in data analysis imply that there are likely many plausible head motions that could
accompany a smile. Our intention was to generate one such motion to enhance the perceived
genuineness of the facial expressions. Therefore, we refer to the head motions that are part of
our smile model as plausible motions rather than as a data-driven model for head motion.

4.3 Perceptual experiments

We conducted a set of perceptual experiments to validate our model. In Experiment 1, our goal
was to evaluate a small number of samples from the model relative to ground truth animations
and ease-in/ease-out animations. In this experiment, we wanted to evaluate the model relative to
original high-resolution animations so we used only SD’s animations. In Experiment 2, our goal
was to test a large sample of model smiles and apply the model to multiple CG characters.
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Figure 4.6: Comparison between recorded and generated head pitch.

4.3.1 Hypotheses

The experiments in Chapter 3 suggested that temporal information is required to maintain the
genuineness of smile expressions when linearizing spatial motion, as in the case of blendshape
interpolation. In that experiment, animations with linear spatial motion and data-driven inter-
polation functions had similarly high genuineness ratings to the high-resolution animations of
spontaneous smiles. The timing information (interpolation function) for smiles with linearized
spatial motion was derived directly from existing high-resolution smile data. In this experiment,
we hypothesized that interpolation functions generated from our PCA model would result in
smile animations rated as genuine as recorded high-resolution animations. We further expected
that adding plausible head motions, proportional to the smile amplitude, to the smile expres-
sions would increase the perceived genuineness of the animation. We also expected that model
data-driven interpolation functions could be used for multiple CG characters.

4.3.2 Experiment 1: Spontaneous, posed, model, and ease-in/ease-out smiles

To evaluate our model, we conducted a within-subjects experiment with the following indepen-
dent variables: smile type (spontaneous, posed, model, and ease-in/ease-out smiles) and head
motion (with and without). As in Chapter 3, the dependent variable was perceived genuineness
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on a scale from 1 to 100. In this experiment, the head motion for the model and ease-in/ease-out
condition were identical and proportional to the model smile profile as described above. Sixty-
one viewers rated 24 smile animations on Amazon’s Mechanical Turk.

Smile types:

e Spontaneous: The three high-resolution animations of spontaneous smiles for the SD
character used in Chapter 3.

¢ Posed: The three high-resolution animations of posed smiles for the SD character used in
Chapter 3.

¢ Model: Three data-driven interpolation functions were randomly chosen (samples 1 to
3) from the model. Two static blendshapes (neutral and peak) were obtained from SD’s
collection of spontaneous smiles. The neutral blendshape was chosen as a neutral expres-
sion from an existing smile. The neutral blendshape appeared similar to the start of several
smile expressions. The peak blendshape was defined as the static frame, from all smile
samples, with the highest deformation in the cheek and mouth region relative to the neutral
blendshape.

¢ Ease-in/ease-out: For each model interpolation function we created counterpart ease-
in/ease-out curves with the same durations from neutral to peak and from peak to the end
the smile. The ease-in/ease-out curves are, as in the case of blinks, two cubic Bezier curves:
one curve from neutral to peak and one from peak to the end of the smile. The acceleration
and deceleration for the Bezier curves were proportional to the duration of each smile
phase. The Bezier curves were equivalent to using the default option flat tangents with a
length of 0.5 of the smile phase duration in the 3D animation software Maya (Autodesk).

Results

We conducted a repeated-measures 4 (smile type) x 2 (head motion) ANOVA to investigate pos-
sible effects of the independent variables on smile genuineness. Both independent variables and
their interaction significantly impacted genuineness ratings.

We found a significant main effect of smile type on smile genuineness F'(3,420) = 19.13,
p < .0001. Posed smiles (rating of 35.62) were rated as being significantly less genuine than
all other conditions, which were not significantly different amongst each other. Similarly, head
motion had a significant effect on smile genuineness: animations with head motion had an aver-
age rating of 52.56 while animations without head motion averaged 37.51, F'(1,420) = 120.80,
p < .0001.
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Figure 4.7: Interaction between smile type and head motion. Animations with head motion from
the model are rated similarly to spontaneous animations. In contrast, ease-in/ease-out animations
are significantly different than spontaneous smiles with head motion.

We further investigated the significant interaction between smile type and head motion F'(3,420) =
2.83, p = .0379. For animations with head motion, spontaneous smiles (59.31) were significantly
different than ease-in/ease-out smiles (53.28), F(1,420) = 4.12, p = .043, but not significantly
different than model smiles (57.93), F'(1,420) = .215, p = .643. Without head motion, only
posed smiles were significantly less genuine. This interaction is shown in Figure 4.7.

In summary, the complete smile model (PCA-generated interpolation functions accompa-
nied by plausible head motion) generates animations that, based on our data, are not statistically
different in genuineness ratings than the original high-resolution data. On the other hand, ease-
in/ease-out animations, even with head motion, result in animations that are rated as significantly
less genuine than the high-resolution animations. We found significantly lower ratings for anima-
tions without head motion. Furthermore, without head motion there was no difference between
model (only PCA-generated interpolation functions), ease-in/ease-out, or spontaneous smiles.

4.3.3 Experiment 2: Multiple characters

The results in Experiment 1 confirm that our model outperforms ease-in/ease-out animations and
that head motion plays a key role in generating genuine smiles. However, only three samples
were used for each animation type. We therefore conducted a second experiment with a larger
sample size.
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Figure 4.8: Model interpolation functions (blue) and ease-in/ease-out interpolation functions
(red) samples used in Experiment 2. For each sample, the y-axis shows the interpolation function
value while the x-axis shows the smile duration as a frame number at 120 fps.

The independent variables used in this experiment are the smile type (model or ease-in/ease-
out), the CG character (female SD, male KB, or cartoon-like CP), and the smile sample (1 to
12). The dependent variable is smile genuineness. The twelve data-driven interpolation func-
tions (Figures 4.8) and corresponding head motions are from the SD model. The blendshapes,
neutral and peak are shown in Figure 4.9. All of the animations in this experiment were shown

with head motion which was generated based on the model smiles.

We used a mixed experiment design, 3 (character) x 2 (smile type) x 12 (smile sample),
with character as a between-subjects variable while smile type and smile sample were within-
subjects variables. Each participant saw each animation type (n = 24) for only one character.
Fifty-eight participants viewed and rated SD animations, 57 participants rated KB animations,

and 63 participants rated CP animations.

Results

To examine the effects of smile type, sample, and character on genuineness ratings, we con-
ducted a repeated-measures ANOVA with smile type and sample as a within-subjects variables

and character as a between-subjects variable.
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SD KB CcP

Figure 4.9: The three CG characters used in Experiment 2. Neutral (top) and peak (bottom)
blendshapes for each character were either derived from data (KB and SD) or sculpted by an
artist (CP). CP’s blendshapes were sculpted by an artist because the character is cartoon-like and
no real data was available.

Significant main effects were observed for smile type and sample but not for CG character.
We found significant interactions between smile type and sample as well as between smile type
and character. The significant effects are shown in Table 4.1 and further detailed below.

For the smile type, model smiles (56.13) were significantly more genuine than ease-in/ease-
out smiles (52.22), F'(1,4031) = 35.12, p < .0001. Smile samples were also a significant main
effect, F'(11,4030) = 28, p < .0001, with samples 5 (64.79), 7 (61.82), and 6 (59.55) were rated
the most genuine while samples 3 (45.82), 11 (46.22), and 12 (47.21) were rated the least gen-
uine. The interaction between smile type and sample, F'(11,4030) = 7.15, p < .0001, showed
that both the two highest rated and the two lowest rated animations (collapsed across the three
characters) are from the model category. This result implies that the model may need additional
data to better model variability or that a stronger model is required.

The interaction between smile type and character was significant, F(2,4031) = 17.30,
p < .0001. Post-hoc comparisons indicated that for SD and KB, the photorealistic charac-
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Table 4.1: Significant results from Experiment 2: Multiple characters with model and ease-
in/ease-out interpolation functions.

Effect F-Test Post-hoc

Main effects
Model smil A

Smile type F(1,4031)=35.13, p<.00p1  iodel smiles (56.13) are rated as more
genuine than ease-in/ease-out smiles (52.22)
Th ings f 1 ied fi

Sample F(11,4030)=28, p<.0001 e ratings for samples varied from

64.79 (sample 5) to 45.82 (sample 3)

Two-way Interactions

Model smil le 5 is rated highest (70.42

Smile type*Sample  F(11,4030)=7.15, p<.0001 iodel smile sample 5 is rated highest (70.42)
while model smile sample 12 is rated lowest (43.51)

For SD and KB, model smil
Smile type*Character  F(2.4031)=17.30, p<.0001 0 5D and KB, model smiles are
higher than ease-in/ease out

ters, the model was rated significantly more genuine than ease-in/ease out, F'(1,4030) = 17.87,
p < .0001, and F'(1,4030) = 48.18, p < .0001 respectively. There was no difference between
the model and ease-in/ease-out for the cartoon, CP, character: F'(11,4035) = 1.18, p = .277.
The interactions between smile type and character are shown in Figure 4.10.

The results in this experiment indicate that our model is appropriate for use with photore-
alistic characters such as KB and SD. More research is required to investigate how this type of
model can be used with cartoon-like characters. The three-way interaction between character,
smile type, and sample is shown in Figure 4.11.

4.4 Discussion and future work

In this chapter, we showed the advantages of a smile model consisting of a data-driven, generative
model of interpolation functions with plausible correlated head motions. New smile expressions
are generated from a PCA model of interpolation functions. Given a smile profile, we generate a
proportional head motion for two joints: lower neck and upper neck.

The difference between model and ease-in/ease-out animations was most pronounced for the
SD character (Figure 4.10). This result is expected since the model was generated using only
SD’s data. However, we have also shown that the model, which was trained with a limited data
set, can be used with a different CG photorealistic character, KB. More research is needed to
determine how gender affects expressions of spontaneous smiles and whether the same model
can be used for male and female CG characters.

82



75
H Model B Ease-infease-out

65 Hkok kokok

Genuineness

SD KB CP

Character
Figure 4.10: Genuineness ratings for three characters and two smile types (model and ease-

in/ease-out). For photorealistic characters SD and KB the model is rated as significantly more
genuine than ease-in/ease-out.

Our model can be used to generate spontaneous smiles of different durations. Interestingly,
in Experiment 2 not all model samples were rated high on the genuineness rating nor were they
all significantly more genuine than ease-in/ease-out. Consistent with previous research, the short
smiles samples were rated lowest. In contrast, the longest smile sample had the highest rating
across characters. We suspect that we need a larger training dataset to accurately model smile
duration, in particular the duration from neutral to peak and peak to neutral. With a larger dataset,
it may be possible to discretize the smile dynamics into multiple regions based each local peak
rather and one global peak. Furthermore, more perceptual labels for the spontaneous smiles
would help increase the consistency of the original data.

Our smile model includes a plausible head motion for each generated expression. The plau-
sible head motion is head pitch proportional to the expression: the head tilts back as the smile
increases in magnitude. We proposed this particular motion because we observed examples of
this pattern in the data and, similar to previous research, moderate correlation between head mo-
tion and smile dynamics. More work is needed to explore variations in head motion and create a
more comprehensive model. As we mentioned above, we adjusted the head pitch amplitude and
amount of noise to a level that appeared reasonable. One potential avenue for future work is to
change these two values to be data-driven.

We conducted several pilot experiments before considering adding plausible head motions.
These experiments compared model facial expressions with ease-in/ease-out expressions and
high-resolution animations of spontaneous smiles. In those limited experiments, we did not ob-
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serve a difference between model and ease-in/ease-out animations and both of them had low
genuineness ratings compared to the high-resolution spontaneous smiles. In Experiment 1, the
head motion for both model and ease-in/ease-out smiles was based on the model interpolation
functions.

An additional lesson learned from pilot experiments is related to the peak expression. In ini-
tial variants of the model, we considered smiles of various amplitudes that do not always reach
the peak blendshape. Variability in the data modeled ensured some smiles had low amplitudes
and not surprising were consistently rated as less genuine. There is evidence that posed smiles
in fact show increased amplitude [79]. We suspect that participants in our experiments tried to
identify salient cues for rating smiles as genuine and high amplitude smiles could be more simi-
lar to laughter. This effect may also have been visible in the experiments we ran within-subjects
for animations with and without head motions. Animations without head motion were easily
distinguishable from animations with head motion and it is possible that our viewers used that as
a dominant cue.

The results for the cartoon character in Experiment 2 point to another avenue for future in-
vestigation. The photorealistic characters in the same experiment had blendshapes derived from
data. The cartoon character, CP, had blendshapes defined manually according to common heuris-
tics: the mouth corners move up, the eyes squint slightly, the nostrils dilate, the mouth opens.
It may be the case that the peak blendshape we picked was not genuine enough. Following the
completion of the experiment we also noted that the initial head pose for CP was with the head
and chin slightly pointing downward, unlike the head pose for the photorealistic characters (Fig-
ure 4.9). At the end of the smile, the head returns close to its initial pose. In our opinion, the
motion at the end of the smile gives the character a particular puppet-like appearance with the
head dropping into an inert state. A potential continuation of this work is to consider a set of
static blendshapes for both peak and neutral and how they interact with data-driven interpolation
functions.

In summary, the primary contribution of this chapter is to demonstrate that data-driven inter-
polation functions accompanied by correlated head motions are appropriate for modeling smiles.
Our smile model of interpolation functions and plausible head motions is rated as more gen-
uine than animations based on the commonly used ease-in/ease-out interpolation functions. The
model preserves naturally occurring smile accelerations, decelerations, and multiple smile peaks.
In contrast, animations with ease-in/ease-out interpolation functions are smooth with a single
peak and therefore may not accurately represent spontaneous smiles. Using our model, anima-
tors should be able to generate more genuine smiles expressions with plausible head motions.
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Figure 4.11: Genuineness ratings for three characters, twelve smile samples, and two smile
types. For the SD character, more model smiles are rated as genuine than their ease-in/ease-out
counterpart. In our data, the difference between model and ease-in/ease-out animations for the
CP character is not statistically significant.
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Chapter 5

The Temporal Connection between Blinks
and Smiles

Facial expressions are driven by muscles. Arguably, independent anatomic actions activated by
muscles form a basis for facial expressions. The most detailed visual description of these actions,
known as action units (AU), is provided by Ekman’s Facial Action Coding System (FACS) [32].
In the past decade, significant progress has been made toward automatic detection of action units
in spontaneous facial behavior; however, relatively little is known about the timing of individual
AUs and their temporal coordination, especially in natural behavior. To extract meaning from
facial expression and inform realistic computer animation, it is necessary to both detect and syn-
thesize facial actions and their temporal coordination.

In this chapter, we investigate the relative timing of two distinct facial motions: blinks and
smiles. We are interested in the relative timing of blinks and smiles for two reasons. First,
understanding where blinks occur relative to smiles can improve animation quality by better ap-
proximating the natural relationship between the motions. Second, the timing of blinks relative
to smiles may have communicative value and is thus relevant to creating expressive animations
and facilitating communication with avatars.

In the next section, we provide background information regarding the purpose and commu-
nicative value of both smiles and blinks. In Section 5.2, we analyze 43 videos of spontaneous
smiles and demonstrate how eye blink sequence relates to smile start (onset) and smile end (off-
set). Our data show that eye blinks correlate with the end of the smile and occur close to the
offset, before the lip corners stop moving downwards (Section 5.3). An illustrative example of
the pattern observed in our data is presented in Figure 5.1. Finally, in Section 5.4, we discuss the
limitations of the current approach and future research.

87



§ Sponta?eous
smile

.(_.(Z)\S Py 20 T I 1

T < — Lip corner distance

aé E_i 10L /b\/ 0 Blink

O N

(&) _
E3#ES T O2:3 1 -28-26 _IQ- 0 15 30 45 60 75 90

Time (frames) 30 fps

Figure 5.1: Blink occurrences for a participant during a short spontaneous smile. The expressions
were recorded for the Cohn-Kanade facial expression database [50, 61].

5.1 Related work

Prior research on blinks and smiles was discussed in more detail Chapters 2 and 3. In this section,
we describe prior research on the function of spontaneous blinks in relation to visual information
processing.

5.1.1 Blinks

Blinks appear to serve both physiological and information processing functions. A likely physi-
ological function of blinks is to lubricate the cornea and clear debris particles [34]. However, ex-
perimental evidence and hypotheses to support this position are mixed. Ponder and Kennedy [77]
found no significant differences between the blink rates of participants exposed to variation in
ambient humidity, which would affect eye lubrication. Although one would anticipate more rapid
drying of the eye and thus more frequent or longer blinks to provide lubrication when humidity is
low, their results suggest that moderate changes in environmental factors do not directly impact
blink frequency. In light of these results, Ponder and Kennedy further hypothesized that blinking
is likely a relief mechanism associated with “mental tension” [77].

Additional evidence for blink regulation comes from information processing research where
blink patterns have shown task-dependent variability. Researchers have determined that blinking
is modulated according to conditions such as increased mental activity [86], negative stimuli [14],
or attempts to mask deceit [55, 78]. In light of the results described above, Ponder and Kennedy
further hypothesized that blinking is likely a form of relief mechanism associated with a partic-

ipant’s “mental tension” [77]. Evinger and colleagues speculated that blink signals regulate eye
blinks to occur at times when they are least disruptive to visual processing [35].

Nakano and Kitazawa found that eye blinks synchronized between subjects who simultane-
ously viewed the same short video story [71]. Because participants’ behavior was presumably
uninfluenced by others’ behavior, they concluded that this synchronization must have arisen from
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Figure 5.2: (a) Neutral face pose for participant in the Cohn-Kanade facial expression
database [50, 61]. (b) The participant demonstrating a posed smile. (c) A spontaneous smile
with the eyes narrowed as a result of the orbicularis oculi activation.

either the video imagery or the sound track, and was therefore related to information flow. Based
on their results, and following Evinger’s results., Nakano and Kitazawa hypothesized that hu-
mans share a mechanism for regulating blinks which naturally times the motion to minimize the
risk of losing critical information.

In another study, Cummins investigated the interpersonal regulation of gaze and blinking in
dyadic conversation [21] and found that individuals display markedly different patterns of co-
variation in blink and gaze patterns. Though participants showed systematic modulation of blink
and gaze behavior as a function conversation coordination (speaking and gaze state), individual
subject behaviors varied greatly. They concluded that a participant’s blinking and gaze pattern
during dyadic conversations exhibits an “idiosyncratic individual style” that characterizes their
communicative style. Their results indicate that blinks could serve a communicative function at
the message level and as an individual difference.

89



Figure 5.3: The orbicularis oculi muscle is associated with both blinking and smiling. Blinking
is a result of the palpebral part (P) contraction and the Duchenne marker observed in sponta-
neous smiles is a result of the orbital part (O) contraction. Figure adapted from Grant’s Atlas of
Anatomy [1].

5.1.2 Connections between blinks and smiles

Though blinks and smiles are apparently unrelated facial movements, under certain circum-
stances they are activated by a common muscle: the orbicularis oculi. A basic smile is rep-
resented by the raising of the mouth corners in a U shape with the zygomaticus major muscle;
enjoyment smiles are further distinguished by a slight wrinkling around the exterior corner of
the eye produced by the activation of the orbicularis oculi muscle. This wrinkling, known as
the Duchenne marker, is similar in appearance to slight squinting (Figure 5.2) [33]. The orbic-
ularis oculi is also the principal muscle that affects voluntary or involuntary eye closing during
blinking [35]. However, different sub-parts of the orbicularis oculi (Figure 5.3) are generally
associated with blinking (orbicularis oculi palpebral part) and the Duchenne marker (orbicularis
oculi orbital part).

Dibeklioglu and colleagues provide indirect evidence that blinks increase during spontaneous
smiles [24]. Their study showed that distance-based eyelid features can classify smiles as spon-
taneous or posed. The eyelid features (average and standard deviation of opening distance) were
computed for short videos of posed and spontaneous smiles. Though their study does not explic-
itly search for a connection between blinks and smiles, the authors noted that spontaneous smile
sequences exhibited a larger number of blinks than posed smiles sequences [24].

We hypothesize that during spontaneous smiles, blinks are more likely to occur at either the
onset or the offset of the smile. The release of a spontaneous smile can be associated with a shift
in attention that can be consistent with the low disruption hypothesis described earlier.

90



© Blink event |

Inter-eyelid distance

20 40 60 80 100 120 140 160 180

Time (Frames) 30 fps
(a) (b)

Figure 5.4: (a) We used the Active Appearance Models [67] algorithm to track the face and
identify eye blinks in the videos. (b) Sample sequence of inter-eyelid distance and detected
blinks.

5.2 Approach

To understand how eye blinks synchronize with spontaneous smiles, we analyzed 43 videos of
smiles from female participants in the Cohn-Kanade Facial Expression database [50, 61]. In the
study, participants were recorded performing facial expressions of basic emotions and complet-
ing directed facial action tasks (Action Units). Participants conversed with the experimenter and
acknowledged her presence by completing the requested task. Though they were aware that they
were being recorded, the participants were unaware that their blinking or smiles were the focus
of the study.

We selected videos of spontaneous smiles that occurred during the recording process. We
defined spontaneous smiles as facial expressions that include skin deformations characteristic
of zygomaticus major muscle activation, such as up-turning lip corners and rising cheeks, and
which were not directly prompted by the experimenter.

Each video was recorded at 30 frames per second. Criteria for further inclusion were (a) at
least 30 seconds of video data before and after the smile (approximately 1 minute of data), (b)
absence of facial occlusion, and (c) absence of image artifacts (e.g., camera motion). Twenty-
seven videos from 27 individuals met these criteria. Similar to Nakano and Kitazawa [71], we
excluded from the results participants whose mean blink rate was greater than one standard
deviation from the mean. The final data set consisted of 22 videos of spontaneous smiles.
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5.2.1 Video annotation

To detect eye blinks in the videos, we used a computer vision algorithm, Active Appearance
Models (AAMs) [67]. Each smile was tracked with AAM, using a 66-point face model individ-
ually trained for each subject, as shown in Figure 5.4.a. We then used the AAM data to detect
when blinks occurred during each video. For each frame in the video, we computed the absolute
distance between the midpoint of the upper and lower eyelids, similar to the method used in
Chapter 2. Local minima in the inter-eyelid distance time series corresponds to the eyelids being
at their closest point. This event was labeled as a blink (Figure 5.4.b).

Next, we manually annotated each video to mark the start and end of the smile. The start of
the smile was determined to be the frame in which the lip corners start moving upward. For the
end of the smile, we annotated the last frame of lip corner movement. Though onset and offset
are generally time intervals, throughout the rest of the chapter we will refer to the instant in time
when a smile starts as onset and the end of the smile as offset. The annotators were qualified
in recognizing AUs as proposed by Ekman [32]. Average smile duration was 81 frames (2.7
seconds). Figure 5.1 shows a representative example of smile dynamics dynamics by plotting
the lip corner absolute distance..

5.2.2 Data analysis

We measured whether eye blinks are correlated to smile onset and offset. To examine the tempo-

ral relationship between eye blinks and smiles, we computed temporal distances (in frames) be-
tween smile onset or smile offset and blinks immediately before or after those points. Our hypothesis
is that eye blinks will occur closer than expected to smile onset and offset. To test our hypothesis,

we compare the values measured in the original data (measured value) with values computed for

a sequence of blink time series not correlated with the smile event (expected value).

To compute the expected value for the blink-smile event distance, we used the approach of
Nakano and Kitazawa [71]. Their approach decorrelates the blink signal from the smile event
yet preserves the inter-eye blink interval (IBI) distribution for each participant. We computed ex-
pected values for each participant independently because blink distribution patterns are idiosyn-
cratic (Figure 5.5). IBIs are measured by computing the distance in frames between consecutive
eye blinks in the video data, as discussed in Section 5.2.1. Figure 5.6 illustrates how the expected
value for blinks occurring immediately before smile onset is computed using surrogate data.

Nakano and Kitazawa [71] measured the correlation between two time series of eye blink data
by comparing measured values with surrogate, uncorrelated time series. We adapted their method
and generated surrogate blink time series decorrelated from smile data. For each participant, we
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Figure 5.5: Distributions of inter-eye blink intervals for three participants: (a) bi-modal distribu-
tion, (b) J-shaped distribution, and (c) Gaussian distribution.

first generated 1000 surrogate time series by randomly reordering the original IBIs for that indi-
vidual (Figure 5.6). The randomized time series preserve the distribution of the original IBIs but
remove the causal relationships with participant facial expressions, particularly smiles. We then
compute blink-smile distances for the randomized time series. The average blink-smile distance
in the 1000 randomized time series is the expected value for the null hypothesis.

Nakano and Kitazawa [71] analyzed longer blink time sequences, and we needed to deter-
mine whether their analysis could be used for shorter sequences. Their IBI time series were
recovered from three-minute long recordings of participants viewing videos on a computer mon-
itor. In the current study, the available video data was one minute surrounding the smile.
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Figure 5.6: Top: Original inter-eye blink time series. Bottom: In order to calculate the expected
value for the blink-smile event distance, we create surrogate data by randomizing the original
inter-eye blink time series similar to the method proposed by Nakano and Kitazawa [71].

The blink frequency in the current study was slightly higher (33 blinks per minute, standard
deviation of 13) than the blink rate reported in the Nakano study (25 blinks per minute, standard
deviation of 16) [71]. This difference, though not statistically significant (independent samples
t-test p value of .0807), is consistent with the difference in activity for the participants (light
conversation in our study vs. viewing video in the Nakano study) [28].

5.3 Results

For both smile onset and offset, four two-tailed paired t-tests (confidence interval of 95%) were
computed between the measured and expected value for blink-smile distance for both smile onset
and offset. Consistent with our hypothesis, eye blinks occurring before smile offset were signif-
icantly closer to the offset than expected values (M1 p = .016, Cohen’s d:.768) than expected
values. Eye blinks occurred in close proximity to the smile offset, specifically at an average
frame distance of —21 frames. However, for the de-correlated blink sequence the expected value
is —38 frames. The Cohen’s d coefficient was computed with pooled standard deviations for
the sample population, which indicates that the population size was sufficient. The results for
blink-smile offset distances are shown in Figure 5.7.

Blinks occurred before smile onsets at a distance of —51 frames. This effect is equivalent to
a suppression effect because the expected value was —38. This result is marginally significant
(p = .098). For a non-correlated blink-smile sequence we can expect a blink to happen 38 frames
before the smile onset (Figure 5.7).
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Figure 5.7: Average distance in frames between a smile onset, offset, and blinks. The average
expected value for the distance between an uncorrelated smile event and a blink is shown by the
dotted line (38 frames).

The distance between a smile onset and an immediately following blink was measured to be
29 frames compared to the 38 frames for the expected distance, but the difference was not sig-
nificant (p = .127). Similarly, the measured distance between the smile offset and the following
blink was 46 frames and not significantly different (p = .244) from the expected value of 38
frames.

Our results suggest a correlation between smile events (onset and offset) and eye blinks.
Consistent with our hypothesis, eye blinks occurred closer to the smile offset and immediately
preceding it. In addition, as a marginally significant effect, blinks were suppressed before smile
onset. These combined results suggest that the eye blink sequence is modulated such that blinks
that would have occurred shortly before a smile are postponed until the end of the smile. This ef-
fectis local, and the average IBI in the 30 seconds before the smile (67 frames) is not significantly
different (p = .158) than the average IBI after the smile offset (51 frames).

5.4 Discussion and future work

Our analysis demonstrates a connection between two discrete spontaneous facial movements:
smiles and blinks. We suspect that eye blinks may in fact punctuate the end of facial expressions.
An extension of this work should include correlation analyses for other facial expressions.
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There may be other intermediate correlations with either smile offset or blinks. Head motion
may also play a role in the blink-smile relationship. The correlation between head motion and
smiles was investigated by Cohn and colleagues with moderate results (correlation coefficients
of +/- 0.36 to 0.50) [15]. Similarly, blinks have been correlated with head motions of certain
amplitudes [76].

A limitation of this study is that only female participants took part in the recording. Gender
differences have been previously established in the communicative gaze patterns of males and
females [85]. It is therefore possible that blinking, which can interact with the gaze pattern shows
similar gender differences during smiles. A future study should investigate the effect of gender
by analyzing a set of smiles recorded from a gender-balanced participant pool.

Another continuation of this work is to further segment smile dynamics and examine the re-
lationship with the peak of the smile. This segmentation is difficult because in many spontaneous
smiles suppression actions occur. A continuous quantification of smile dynamics, similar to the
one proposed in Figure 5.1, could better support the correlation analysis.

Similarly, further analysis is needed to analyze gaze-blink-smile correlations. Several studies
have shown that gaze and eye blinks are tightly correlated [23]. Gaze is also a very informative
non-verbal cue [70] that may show a particular pattern during smiling. Subjective observations
indicated that there was no clear pattern of gaze during smiling in our dataset. Stifter and Moyer
found that infants avert their gaze more frequently following high-intensity smiles than low-
intensity smiles, and they hypothesize that gaze aversion is the infants’ way of lowering their
positive arousal when it gets too high [83]. Blinking may be a similar form of positive arousal
control, with the implication that blinks occur towards the end of high-intensity/high-arousal
smiles.
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Chapter 6

Conclusion

The overarching goal of this thesis is to guide and inform animation practice for artists and
developers. To achieve this goal, we explored expression-specific models for two key facial ex-
pressions: blinks and smiles. For developers, we provide generative statistical models for blinks
and smiles as well as an approach to derive new models. For traditional animators, the models
provide useful alternatives to commonly used ease-in/ease-out interpolation functions. These
models are primarily aimed to create realistic motion for photorealistic characters.

We conclude with a summary of our contributions, limitations, and avenues for future re-
search.

6.1 Contributions

The primary contributions of this thesis can be summarized as follows:

1. Perceptual results: The numerous studies presented leverage viewers’ perception in deter-
mining the parameters for realistic animations. The experiments explore parameters such
as temporal symmetry, duration, motion amplitude, or spatial and temporal nonlinearity.
Based on viewers’ ratings, we incorporate the most perceptually significant information
into our models. For example, from our data we find it is not necessary to preserve original
high-resolution geometry data as long as the model accurately captures temporal infor-
mation. Furthermore, our work challenges common assumptions that over-simplify ex-
pression dynamics; we find that some guidelines in animation textbooks insufficiently or
inaccurately describe the complex motion in both blinks and smiles.

2. Models: We introduced a method to generate parsimonious data-driven models for blinks
and smiles, and showed that these data-derived models are perceptually better than cur-
rent heuristics. Our data analysis and models confirm that spontaneous blinks and smiles
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are highly complex, coordinated activities that exhibit characteristic motion profiles. The
models, data-driven interpolation functions, aim to bridge the gap between performance
capture and traditional animation methods. In particular, we use the temporal data to ac-
curately model, and thus preserve, realistic acceleration and deceleration of facial expres-
sions, as well as motion complexity. Additionally, the generative quality of our models can
be used to add variability when creating several motions at a time, such as when animating
secondary characters.

3. Through data analysis, we found a pattern for the temporal relationship between blinks and
smiles: blinks occur close to the end of the smile, before the lips stop moving downward.

4. The framework: The broader impact of this thesis is to initiate research in expression
specific data-driven models of facial expressions. We argue that facial animation needs a
generative basis of actions that includes temporal information. This position is supported
by research in other fields. Speech animation research, for example, has shown that pho-
netic units are better represented as short dynamic lip motions rather than static mouth
poses [12, 87, 97]. We envision a similar development in facial animation research with
dynamic facial units replacing static blendshape interpolation.

For traditional animators, the most important results of our studies are summarized in the
following guidelines:

e When animating eye blinks, the eyes should close in a fast, linear, motion and open in a
slower motion with very slow motion in the last frames. The motion for the opening of the
eyes resembles a logarithmic curve. At 30 frames per second, nine-frames blinks are most
common though blink duration ranges from seven to 13 frames. For the nine-frame blink,
three frames can be used for closing and six for the slow opening. It is important to avoid
ease-in/ease-out interpolation, particularly at the three-frame mark where the eyes close,
because the eyes appear closed for longer than necessary.

e Spontaneous genuine smiles are generally longer (3-5) seconds than posed smiles with dy-
namics that resemble laughter: the smile should exhibit some motion complexity rather
than smoothly going from neutral to peak to neutral. Based on our data, we speculate that
animators should add multiple peaks to a smile expression to create a genuine smile. Head
motion is important for spontaneous smiles and without any head motion smiles frequently
appear posed. Because head motion is to some degree correlated to the smile dynamics,
we propose a plausible head motion proportional to the smile amplitude.
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¢ Eye blinks should occur well in advance of the start of the smile (2 seconds) and very close
to the smile end (less than half a second), before the face reaches a fully neutral position.

6.2 Future directions

Chapters 2-5 conclude with a discussion of specific limitations and future work for each study. In
this section, we discuss broad avenues of future work at the perceptual methodology and model
levels.

6.2.1 Perceptual methodology

Perceptual research manipulates only a small number of variables at a time and, as such, many
factors remain constant. Our studies tested several variables that can influence the perception of
blinks and smiles (e.g., symmetry, duration, or spatial and temporal nonlinearity). However, there
are many other potential variables. For example, we limited the number of computer-generated
characters in our animations to minimize the difference in static appearance between animations
and videos. Further, we were limited by the availability of high-quality photorealistic characters
and focused on animations for two CG characters: a male and a female. More CG characters,
particularly photorealistic characters matched to our actors, will generate more robust results.

Throughout this dissertation, we were primarily interested in whether blinks and smiles ap-
pear realistic. In this case, realism was measured through subjective ratings of naturalness and
genuineness. Additional dependent variables could have included rating an animation’s accuracy
relative to video. This measure is suitable for determining how close ground truth animations
match videos but is less applicable to newly generated animations without a video reference.
Two-alternative forced choice experiments, in which viewers choose the more realistic of two
animations, may provide a richer and potentially stronger differentiation between animation
conditions. However, forced choice experiments require numerous trials to compare all pos-
sible combinations, which can be time prohibitive. A complimentary approach to evaluating
perceptual research in facial animation should include objective measures. Facial expressions
can exhibit a social mimicry effect [26]. An objective measure of the realism of facial expres-
sion could be based on how viewers’ expressions change while observing various animations of
smiles. More complex tasks would involve evaluating the degree to which animated characters
with genuine smiles convey information, for example.

Future research should investigate how to best apply data derived from human actors to non-
photorealistic CG characters, and the degree to which this is appropriate and beneficial. Our
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study achieved mixed results for blinks and smiles. With blinks, we obtained similar results for
both the photorealistic and non-photorealistic character. However, for smiles, model animations
were rated as highly genuine only for the photorealistic characters.

More data is needed to calibrate the physical appearance and appeal of the CG characters
used. As we discussed in Chapter 3, the female character may have appeared less photorealistic
than the male character. This difference may have affected the results by biasing users to rate her
smile animations as less genuine. More research is needed to determine how realism in appear-
ance and dynamics influence a viewer’s perception. This interaction is important because various
levels of realism, either in appearance or dynamics, may be required for different applications
using CG characters.

Future work should also consider gender and cultural differences in raters, CG characters,
and actors. A study focused on those variables would require significantly more data. We ana-
lyzed the blinks and smiles of a relatively small number of actors. However, individuals showed
similar dynamics for their expressions. For example, the blink profiles were consistent across
three participants and similar to results in previous literature.

As we reach a high level or realism with facial expression, more research that relies on non-
verbal behavior theory and practices will help create CG characters that effectively communicate
and convey information. For example, the timing of certain expressions could influence how
viewers perceive the personality of a character. Isbister and Nass [45] found that viewers can
identify the personality of a character from nonverbal cues such as posture. Furthermore, consis-
tent nonverbal cues for the CG character more strongly influenced peoples’ behavior.

Context also significantly influences viewers’ interpretation of facial expression. Because
facial expressions are part of a rich set of nonverbal cues, such as eye motion, head motion, and
body pose, presenting animations in a richer context with appropriately modeled motions for each
of these cues should advance our understanding of realistic motion. Hodgins and colleagues [43]
took a step towards better understanding the relative importance of different anomalies in full
body character animation. The authors started with high-resolution motion capture data and iter-
ratively introduced anomalies for either the eyes, facial expressions, head pose, or hand motions.
Their study underlines the difficulty in considering the perceptual effects of different parameters
when dealing with a complex scene. Both their work and our observations emphasize that eye
gaze is a particularly powerful cue that needs further study. Eye-tracking data is facilitating the
development of eye gaze models for CG characters [4, 23, 56] and ideally accurately animated
eye motion should be part of all perceptual experiments on facial expressions.
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6.2.2 Improving the models

Our model of smile dynamics is based on spontaneous smiles. However, many different types of
smiles have been identified. These smiles vary in terms of communicative intent, context, shape
and motion characteristics. A limitation of the current work is that it distinguishes only between
spontaneous and posed. It is conceivable that, within the spontaneous smile category, different
classes of smiles could exhibit different dynamics and could therefore be better modeled inde-
pendently. For example, differences in duration, velocity, symmetry, and amplitude have been
found across smiles perceived as amused, polite, and embarrassed [3]. It is particularly interest-
ing whether the multiple peaks we observed in our spontaneous smiles can be better characterized
in multiple categories of smiles. More research is needed to explore and build models for these
different types of smiles.

Similarly, for eye blinks it would be beneficial to consider whether blink dynamics vary
across tasks and emotional state. It may be possible that eye blink duration is influenced by the
experienced emotional state. For example, shorter eye blinks could be more common when an
individual is fearful.

A data-driven model for the head motion, rather than our method for creating a plausible
head motion correlated with the smile, could provide more insight into the relationship between
head motions and smiles. A promising avenue is to generate joint models for head motion and
facial expressions. Candidates for how to generate these joint models include Hidden Markov
Models and dynamic Bayesian networks which have been used to generate joint models for head
motions and prosodic features. For example, Busso and colleagues [10] modeled the temporal
dynamics for four categories of emotional head motion (sadness, happiness, anger and neutral
state) driven by prosodic features. The authors generated head motion sequences by interpolating
between discrete poses that corresponded to states in a Hidden Markov Model. More recently,
Mariooryad and Busso [66] used dynamic Bayesian networks to generate head and eyebrow mo-
tions based on speech input.

Different head motion models may be required for different classes of smiles. Ambadar and
colleagues [3] found that perceived embarrassed/nervous smiles were accompanied by greater
downward head movements that perceived amused and polite while motions in the other axes,
yaw and roll, did not vary across smile types. This result emphasizes the need to consider models
for more discrete categories of smiles.

A continuation of this dissertation work would consider how to integrate the current smile
model with other expressions or speech occurring at the same time. The expressions we analyzed
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and modeled were considered in isolation without additional facial expression. High-resolution
smiles were selected to start and end in relatively neutral expressions and to not contain verbal
utterances. We made this choice in order to produce a consistent dataset because other utterances
and expressions add variability. The next question that arises is how to integrate our smile model
with speech or other facial expressions.

One approach to integrating the smile model with speech is to make use of localized blend-
shapes, which are common in facial animations systems. These localized deformations can cor-
respond to muscle groups or, in the case of blendshapes for speech, to phonemes. Our model
would have to be adapted and decomposed into localized blendshapes to work with existing
blendshapes. We believe this is feasible because the motion in smiles is dominated by zygo-
maticus muscle activation pulling the cheeks diagonally and the masseter muscle lowering and
closing the jaw, which are all localized deformations. Alternatively, given a set of localized
blendshapes and a collection of smiles it would be interesting to determine the data-driven inter-
polation functions that best represent the smiles given the entire blendshape basis. This process
could be conducted by optimizing the blendshapes to fit given expressions and analyzing the
resulting interpolation functions for each blendshape.

An even more pressing need for understanding facial expression is for rich datasets with
high-resolution deformations. The success of expression-specific models is based on how much
high-resolution data is available to train the models. We were able to collect substantial data
because we limited our work to only two expressions. As the technology improves, markerless
facial motion capture may be the answer in acquiring sufficient high-resolution data. For a basis
for facial expressions beyond the two we studied, a much larger collection of spontaneous ex-
pressions is needed.

The primary research question we addressed in this thesis is how to build parsimonious mod-
els for two frequently occurring expressions, blinks and smiles. Based on data-analysis followed
by perceptual experiments we found that models need to preserve temporal information. Our
models for data-driven interpolation functions can be used by animators as a better alternative
to generic ease-in/ease-out interpolation functions. Furthermore, we studied other variables of
the models (temporal symmetry, spatial and temporal nonlinearities) that provide insights into
perceptually valid facial animation.
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