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Abstract

This thesis presents a theoretical investigation of supermassive black holes and the
quasars they power through cosmological hydrodynamic simulations on petascale su-
percomputers. As the size of simulations increase, visualization and interaction with
the data become difficult. We developed interactive visualization software on top of
existing image deep-zoom and tagging infrastructure libraries and platforms, specifi-
cally in the context of cosmological hydrodynamic simulations. The visualization tools
were instrumental in establishing the cold flow fueling model of high redshift quasar
growth. We then proceed to further study this growth model with high resolution
zoom-in re-simulations, and report that the cold flows feeding supermassive blackholes
are numerically stable. We studied the morphology of HII regions with a parallel im-
plementation of the ray tracing scheme SPHRAY, and found that the HII regions due
to high redshift quasars are smoother and more extended that those due to galaxies.
Finally, we developed a set of tools to produce and verify mocked correlated quasars
and Lyman-α forest. We fit the linear theory correlation function of the Quasar-
Quasar and Forest-Forest auto-correlation and Quasar-Forest cross-correlation of the
mocked transmission fraction and quasar locations up to 160 Mpc/h.
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Chapter 1

Introduction

1.1 The Standard Model of Cosmology

The model of the Universe adopted in this thesis is the ΛCDM model. The model
describes the components of the Universe, its initial state immediately after the Big
Bang, and how the components evolve. A minimal set of parameters corresponding
to this model is listed in Table 1.1. Measuring these parameters is a core task of
modern day physical cosmology. [For in-depth discussion of modern cosmology, see
Dodelson, 2003, Loeb and Furlanetto, 2013, Padmanabhan, 2006]

ΛCDM model become the standard model in cosmology following the discov-
ery of accelerate expansion of the Universe in 1998[Perlmutter et al., 1999, Riess
et al., 1998] with supernovae data, and consistent with a wide list of observations:
WMAP[Hinshaw et al., 2013], Planck[Planck Collaboration et al., 2013] 2dFGRS[Cole
et al., 2005], SDSS/BOSS [Reid et al., 2010, Eisenstein et al., 2005, Percival et al.,
2010], and Lyman-α forest [Croft et al., 1999, Seljak et al., 2006, McDonald et al.,
2006].

1.1.1 Components of the Universe

The three major components of present day universe in the ΛCDM model are dark
energy, cold dark mater, and baryonic matter. The amounts of these quantities are
expressed as fractions of the critical density of the Universe, the density of matter

ΩΛ Dark energy density
ΩDM Dark matter energy density
ΩB Matter energy density
h Hubble Parameter
σ8 Power spectrum measured with a 8 Mpc/h top hat window

Table 1.1: ΛCDM model parameters.
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Figure 1.1: Components of the Universe as Measured by the WMAP experiment.
[Hinshaw et al., 2013]

and energy which makes space Euclidean (“flat”) at a given redshift. The current
measurements of the fractions of the three components are: dark energy: ΩΛ ≈
0.72, cold dark matter: ΩM ≈ 0.24 and baryonic matter: ΩB ≈ 0.05. (Figure 1.1,
reproduced from [Hinshaw et al., 2013])

The dark energy component is the component that is understood to be currently
driving the expansion of the Universe. This anti-gravity effect of dark energy can be
understood as a negative pressure

p = wρ,

where w is the equation of state parameter, and is believed to be close to −1 for dark
energy. At present very little is known about dark energy. It can only be measured
after carefully studying the expansion of the Universe and accounting for the effect
of other components.

The dark matter component is collisionless, hence has no pressure (w = 0). In
ΛCDM model, the velocity of that random motion of microscopic particles that consti-
tute the dark matter is small, hence the name “Cold”. Dark matter does not interact
through electro-magnetic interactions, although it has been hypothesised that it does
interact through weak-interactions. [Bertone et al., 2005] Dark matter can be probed
through its gravitational effects, for example, most notably, from lensing and galaxy
rotation curves. [see, e.g. Kent, 1987, Rubin et al., 1985, Begeman et al., 1991] Several
experiments aim for direct detection of dark matter through its decay into baryons,
although with no conclusive results have been reported. [see, e.g. Bernabei et al.,
2003, Weniger, 2012, Angloher et al., 2012]
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Figure 1.2: Fluctuations in the Cosmic Microwave Background as measured by the
WMAP experiment. [Hinshaw et al., 2013]

The baryonic matter component is made of the ordinary Standard Model particles.
Two most important aspect of this matter in cosmology are that it is hydrodynam-
ical (has thermal and pressure aspects), and that it interacts with radiation, hence
providing a channel to release the gravitational energy as feedback that regulates the
growth of structure. The formation of quasars and galaxies is directly related to the
interaction of matter. [Dekel and Silk, 1986] On very large scale where gravity is
the only dominant interaction, baryonic matter in general follows the motion of dark
matter. However in recent years it has been realized that the pull from matters have
a much stronger effect on dark matter structures than previously thought. [see, e.g.
Khandai et al., 2014, Governato et al., 2012]

1.1.2 The Hubble Parameter

The additional parameter h is the (normalized) Hubble parameter. The Hubble Pa-
rameter describes the present day expansion rate of the Universe: H0 = 100h km/s/Mpc.
Conventionally h has been absorbed into the units of distance and time, especially in
the expressions of distances that are fixed with the expansion of universe (co-moving
distance). The current measurement suggests that h ≈ 0.70. [Freedman and Madore
[2010], and recently Planck Collaboration et al. [2013], Hinshaw et al. [2013]]

1.1.3 Cosmic Initial Condition

The initial conditions in the Universe are set by the remnant density fluctuations of the
inflation field, and hence not part of the ΛCDM model. [Guth and Kaiser, 2005] The
earliest observable effect of the initial fluctuations is the cosmic microwave background
(CMB). The temperature of CMB is highly isotropic, with fluctuations on the order
of one part of 105. Figure 1.2 shows the temperature fluctuation as measured by the
9 year data release of the WMAP experiment. The overall amplitude of the initial

3



Figure 1.3: Quasar Luminosity Function at z = 5.0, comparing simulation with
measurements. [McGreer et al., 2013]

power-spectrum is the encoded in the parameter σ8, which measures the standard
deviation of matter fluctuations in an 8 MPC/h window. σ8 can be measured from
analysis of Lyman-α forest, galaxy clustering and the CMB. [Seljak et al., 2005] The
initial fluctuations eventually grow into galaxies and quasars, which are the objects
that we are studying with simulations in this thesis.

1.2 Simulating the Universe with Supercomputers

1.2.1 Motivation and History

The first challenge in simulation of the Universe with computers is the infiniteness
of the Universe and the finiteness of computers. Compromises (or necessary approx-
imations) must be made to bridge the two together.

First, a periodic box (usually cubical) of a fixed finite volume is taken as a rep-
resentative piece of the Universe. It is therefore debatable how representative any
volume actually is. The finite size of the box prevents us from including effects due
to scales greater than the size of the box. The effect on the simulated universe due

4



to the truncation of power can be significant, for example [Power and Knebe, 2006,
Bagla and Ray, 2005, Gelb and Bertschinger, 1994b,a]

1. The perturbation from large scale forces directly affects the morphology of small
scale structures, for example, large scale tides are believed to be important in
the formation of disk galaxies.

2. If the box is not sufficiently large, it becomes improbable that the selected
region would host rare objects, such as first quasars. For example, in Figure
1.3, the simulation MassiveBlack II, does not give predictions for the luminosity
function beyond M < −26, due to the rarity of such objects (less than 1 per
Gpc3).

Second, a simulation can only resolve to a finite scale, expressed both in terms of
mass and spatial resolution. It turns out though, that the lack of small scale power
initial power due to finite resolution does not have to be a severe issue . It has been
shown using numerical experiments that that the truncation of power spectrum at
small scales does not affect large scale clustering in any significant way. [Peebles,
1974, 1985, Little et al., 1991, Bagla and Padmanabhan, 1997] The most important
implication of the finite resolution of simulation is therefore to require development
of physically motivated sub-grid physical models. The sub-grid models are designed
to capture physical processes below or near the resolved scale. As the resolution
of simulations increase, some models will inevitably be replaced with first principles
calculations.

1.2.2 Contemporary Distributed Supercomputer Systems

The cosmological simulations in this thesis have been largely carried out on contempo-
rary supercomputers. These are characterized by their massively parallel architecture.
[see Culler et al., 1998, for a comprehensive introduction] A massively parallel super-
computer usually consists of distributed central processing units (CPU), distributed
memory, distributed filesystems, and a complicated inter-connect system that binds
the distributed components together. Figure 1.4 illustrates the architecture of Blue-
Waters, a Cray XE/XK system at National Center for Supercomputing Applications
(NCSA). On BlueWaters, 30 thousand computing nodes, each equipped with its own
memory are connected through a high speed, low latency network. The system also
emphasizes the balance between the computing power and interaction between pe-
ripheral devices, the near-line and scratch file systems.

Because the computers are distributed, programming on such massively parallel
systems requires the use of a communication layer. Message Passing Interface (MPI)
a language-independent communications protocol used to program parallel computer,
is the de-facto industry standard. The ongoing development of MPI and its implemen-
tation involves heavy interaction between academia and the industry : several open

5



Figure 1.4: Architecture of a Massively Parallel Supercomputer - NCSA BlueWaters.
Image obtained from the BlueWaters users guide. [for Computational Applications,
2014]
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implementation of MPI were developed by universities, MPICH, LAM, and most re-
cently OpenMPI, and most private implementations of MPI provided by hardware
vendors are based on these open implementations. MPI has a very primitive seman-
tics, providing functions for synchronization and communication (Peer to Peer, and
multi-cast) of structured data. As a result of this simplicity, vendor provided MPI
implementations usually directly map to the hardware operations, and thus utilize
the full performance of the underlying hardware.

The primitive nature of MPI also means software development with MPI is ver-
bose. Several standards now compete with MPI. Parallel Virtual Machine (PVM)
aims to provide a fault tolerant environment for heterogeneous clusters / grids. Par-
allel Objects (Charm++) is similar to PVM in spirit, but represents computation
task with objects. Other approaches include Unified parallel C (UPC) and Fortran
Co-Array which each provide a unified address space for accessing the distributed
memory on different nodes.

The communication standards are usually built upon vendor libraries that directly
interact with the underlying hardware systems. Figure 1.5 describes the software
layers that bridges the higher level libraries (MPI, UPC / Fortran) to the hardware.

1.2.3 Domain Decomposition on Supercomputers

Simulation in cosmology is usually carried out as the time evolution of a 3 dimensional
spatial volume. The distributed architecture of supercomputers requires that the full
domain of a simulation be decomposed into subdomains, a process usually called
Domain Decomposition.

The ultimate design goals of a Domain Decomposition scheme are flexibility and
orthogonality: a scheme must be sufficient flexible that it can divide the problem
evenly into any number of domains (which is usually set by the number of available
processing units on the supercomputers); a scheme must also be orthogonal, in the
sense that the domains are independent from each other. In practice, a domain
decomposition scheme can never perfectly reach these goals, due to the complexity of
the problems to be solved. [Quinn, 2003]

Two flavors of domain decomposition schemes are usually used in cosmological
simulations: the straight-forward scheme and the recursive scheme. In the straight-
forward scheme, the volume of the simulation is split into cubical volumes of identical
(or near identical sizes) [see, e.g. Khandai and Bagla, 2009, Habib et al., 2013] The
recursive scheme involves indexing the 3 dimensional volume with a recursive space-
filling curve, then chopping the curve into segments that are spatially localized (but
with a irregular shape). [see, e.g. Springel, 2005] Figure 1.6 illustrates the recursive
domain decomposition scheme used in the simulation code RAMSES. [Teyssier, 2002]
Two popular space-filling curves used are the Peano-Hilbert curves and the Morton-
Z-order curves. The former has more locality, while the latter is directly related
to the construction of oct-trees, a hierarchical spatial data structure often used in
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Figure 1.5: Layers of Software Libraries on a Supercomputer. [Cray, 2011] (From
The Cray System Documentation: Using the GNI and DMAPP APIs.)
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Figure 1.6: Recursive Domain Decomposition, illustrated in 2D obtained from RAM-
SES website. [Teyssier, 2002]

simulations.

1.3 Modelling Physics Processes with Cosmologi-

cal Simulation Algorithms

In this section, we examine the algorithms used in cosmological simulations to sim-
ulate physical processes. Since the simulation is decomposed into domains that cor-
respond to remote processing units on a supercomputer, it is important to analyze if
an algorithm is sub-grid, local or long range: a sub-grid algorithm requires no com-
munication across domains; a local algorithm requires communications only across
the boundaries of neighbouring domains; and a long range algorithm requires com-
munication between all of the domains. The long range algorithms require expensive
global all-to-all communications, and are the most complicated to implement. As we
will see, most of the algorithms used in cosmological simulations are local or subgrid,
with the only exception the ’long range’ component of gravity and radiative transfer.

1.3.1 Initial Condition of Simulations

The initial conditions for simulations consist of the perturbations evolved from the
cosmic initial state in ΛCDM model. The earliest direct constraint on these per-
turbations is in the form of the fluctuations (on the order of 1 part in 105) seen in
the cosmic wave background radiation (CMB). The power spectrum of fluctuations
(the amplitude of the fluctuations as a function of scale in Fourier space) is usually
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Figure 1.7: Present day power spectrum , image obtained from Tegmark et al. [2004]

normalized to the present day according to linear theory, P0(k), as seen in Figure 1.7.

At a very early stage of the Universe, the density fluctuations grow linearly on
all scales. The initial conditions of a cosmological simulation are therefore usually
constructed directly (on large-scales, together with an extrapolation to small-scales)
from the linearly evolved power spectrum of the CMB,

PIC =

(
DIC

D0

)2

P0,

where DIC/D0 is the amount of growth in the density fluctuation at the present day
compared to the time of the initial conditions.

PIC(k) describes the correlations present in the overdensity field of the initial
condition. A uncorrelated Gaussian field g(k) in Fourier space is then produced. The
power spectrum PIC(k) in the Fourier space is used to introduce correlations, to form

10



a correlated over-density field:

δ(k) = (PIC)
1
2 g(k).

The field δ(k) is the overdensity of the initial conditions. The initial density field
ρ(x) and initial displacement field Φ(x) then immediately follow

ρ(x) = (1 + δ(x)) ρ̄,

and
∇2Φ(x) = ∇δ(x).

The initial displacement field is proportional to the initial velocity field

v(x) =
FΩ

H
Φ(x).

In numerical implementations, the differentiation is usually carried out in Fourier
space,

Φ(k) =
ik

k2
δ(k).

If the density field is represented by particles, the particles are usually displaced
according to the Zel’Dovich approximation using Φ(q), where q is the initial position
of the particle. [see, e.g. White, 2014]

1.3.2 Gravity

In the Friedman-Lemaitre model, a gravitationally interacting fluid is described by
the collisionless Boltzmann equation coupled to the Poisson equation in an expanding
background universe. The system can be tracked by quantizing the phase space
elements with particles.

The many-particle system is governed by the gravitational potential φ(x), which
is determined from the Poisson equation

∇2φ(x) = 4πG [ρ(x)− ρ̄] ,

where ρ(x) is the point mass density field convolved with a gravitational softening
kernel of comoving scale ε.

The gravitational force on a particle is

gi = −∇φ(xi).

A brute force approach to solving the gravitational force requires O(N2) computa-
tions, as the force of a particle receives contribution from every other particle, due to
the non-locality of gravity. Because gravity converges as r−2, several faster solution
of time complexity O(N logN) have been developed.

11



The first category of algorithm (Tree) is the based on multipole expansions. [see,
e.g. Hernquist and Katz, 1989] The particles are clustered into a spatial hierarchical
structure (usually an OctTree or a KD-Tree)), with the particles represented by the
leaves. The data structure is augmented with the total mass and higher order mass
moments of each internal node. The potential and force at any given point x is cal-
culated by transversing the tree from top down: a node is opened only if it is so close
to x that the stored multiple moments can not accurately reproduce its contribution
to the potential and force at point x. It can be shown that the method has a time
complexity of O(N logN). Nevertheless, the tree methods suffers from practical dif-
ficulties: the multiple moments introduce a somewhat large memory overhead, and
more importantly, a non-local tree transverse of a distributed tree data structure on
a distributed supercomputer is inefficient.

A second category of algorithms (Particle-Mesh, PM) involve the use of Fast
Fourier Transform (FFT) algorithms. [see, e.g. Klypin and Shandarin, 1983, White
et al., 1983] FFT is a method to compute the discrete Fourier transform inO(M logM)
time where M is the total number of mesh points. [Cooley and Tukey, 1965]. The
method makes use of the fact that the Poisson equation determining the potential
φ(x) can be rewritten in Fourier space, as

−k2φ̂(k) = 4πGρ̂(k),

and therefore solved with a forward Fourier Transform, multiplying by the transfer
function of gravity and forces, and then applying an inverse Fourier Transform.

On computers, the Fourier Transforms have to be discretized onto a regular mesh,
and implemented as Discrete Fourier Transforms. The density field needs to be quan-
tized to a regular mesh, with a finite scale. Unfortunately a full mesh covering
both the simulation volume and resolve the smoothing scale ε is impractical. As a
consequence, PM methods do not resolve the small scale gravitational force, giving
unphysical suppression of small scale structure growth.

The third category of algorithms (P3M and TreePM) separates gravity into a non-
local long range component, and a local short range component. [see, e.g. Khandai
and Bagla, 2009, Yoshikawa and Fukushige, 2005, Bagla, 2002] Here we briefly describe
the treatment of the potential, as the treatment of the gravitational force are similar.
Figure 1.8 illustrates the split scale of the long range component,

φ̂l(k) = φ̂(k) exp
(
−k2r2

s

)
,

and the short range component,

φs(x) = −G
∑
i

mi

ri
erfc

(
ri

2rs

)
.

(the smoothing by comoving scale ε in the short range term is omitted for clarity).
The short range component drops off very quickly, and can be solved with either a
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Figure 1.8: Separation of long range and short range force. From Springel [2005].
Solid line represents the long range force, dashed line represents the short range
force.

brute force algorithm [O(N2
short)] or a tree expansion [O(Nshort logNshort)] algorithm.

The error of the force calculation introduced by the split can be less than 3 percent.
[Springel, 2005]

The mesh used in the range force is usually chosen such that the total number of
elements Ncells ∼ 1.0×N . Because Nshort � N , the overall computation time is still
O(N logN).

The TreePM and P3M family of algorithms are a particularly good fit for su-
percomputers for the following reasons. First, there are several well developed FFT
libraries on distributed computers [Frigo and Johnson, 2005, Pekurovsky, 2012, Pip-
pig and Potts, 2013]. Secondly, the data structure for the local force calculation is
simple: the tree in TreePM is local to each distributed domain; the pair summing
in P3M does not need any special data structure, making it a suitable candidate for
hardware accelerator units. [Habib et al., 2012].

1.3.3 Hydrodynamics

Hydrodynamics is usually expressed in either Eulerian or Lagrangian formulations.
The difference is in the treatment of the time derivative of density. A partial derivative
is used in the Eulerian formulation, while a full derivative is used in the Lagrangian
formulation. Intuitively, in the Eulerian formulation, one looks at the density field
as a function of space which evolves with time; in the Lagrangian formulation, one
follows the motion of conserved mass elements.

The numerical methods of hydrodynamics derived from the Eulerian formulation
are mesh based: the density field in a mesh based method is a function of mesh index i,
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rather than the continuous spatial coordinates. The construction of meshes vary with
methods. Adaptive mesh refinement (AMR, Berger and Colella [1989]), for example,
adaptively uses higher resolution meshes in high density regions. Conservation of
mass is not implicit, and usually the introduction of a mesh breaks any spherical
symmetry present.

Smoothed Particle Hydrodynamics, (SPH, Lucy [1977], Gingold and Monaghan
[1977]) is instead based on the Lagrangian formulation. In SPH, the motions of
conserved mass elements (particles) are traced in a simulation, with the free variable
and its spatial derivatives at particle locations estimated using an adaptive smoothing
kernel.

SPH explicitly conserves energy. If density is used as an independent variable, then
the formulation will suffer from the “mixing” problem: an unphysical surface tension
at the boundary between high density regions and low density regions prohibits high
density particles from dissipating into low density regions. The problem can be seen in
cosmological simulations in situations when the hydrodynamical force is dominating
over gravity. It was thought that mixing and energy conservation could not co-exist,
until [Hopkins, 2013] pointed out that the choice of density as a free variable in
the SPH formulation is quite arbitrary and that giving up on density – replacing it
with an “entropy variable” that is directly related to pressure, mixing and energy
conservation can be simultaneously achieved in SPH (pressure-entropy SPH). Figure
1.9 illustrates the mixing problem in density-entropy and pressure-entropy SPH with a
standard Kelvin-Helmholtz instability simulation. We see that with pressure-entropy
(on the right), the mixing between the high and low density fluid occurs naturally.

Because hydrodynamics is a local interaction, it is naturally a suitable problem for
implementation on distributed computer systems. The interaction happens between
a particle and its nearest neighbours, incurring communication only at the domain
boundaries.

1.3.4 Atomic Cooling

Hydrodynamics conserves energy. It is the baryon chemistry that removes energy from
the system through atomic cooling. The cooling rate is a function of local density,
temperature, metal abundance, and radiation field [see, e.g. Vogelsberger et al., 2013].
For more detailed discussion about the cooling process, refer to Gnedin and Hollon
[2012], Wiersma et al. [2009], Katz et al. [1996], Sutherland and Dopita [1993], Katz
et al. [1992], Ikeuchi and Ostriker [1986].

Λ = Λ(ρ, T, Z,Γ).

Figure 1.10 from Vogelsberger et al. [2013] shows the dependence of cooling rate
on these variables. High radiation suppresses cooling, while metals enhances cooling.
At high temperatures, the cooling is dominated by the free-free process.
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Figure 1.9: Kelvin-Helmholtz instability in Density-Entropy SPH and Pressure-
Entropy SPH [Hopkins, 2013].
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Figure 1.10: Cooling Rate as a function of local density and radiation field. This
figure is taken from Vogelsberger et al. [2013].

In SPH simulations, the atomic cooling process is implemented using heat sinks
(sources, when cooling rate is negative) in individual particles. The implementation
of cooling is completely sub-grid, requiring no interaction between neighbours, and
thus no communication across domains.

1.3.5 Feedback from Star Formation and Galaxies

Multi-phase Star Formation Model

Once the gas has cooled and collapsed to high densities, the star formation process
occurs. A widely used star-formation model was developed by Springel and Hernquist
[2003] (SH03). The SH03 model is a self-regulated multi-phase subgrid model, where
the feedback of supernovas regulates the fraction (x) of the cold phase component
relative to the total mass of a mass element – the remaining mass is assumed to be
in a low density hot ambient phase.

The star-formation rate φ is

φ =

{
x(ρ, T )m/t? ρ > ρ?,

0 ρ <= ρ?,

where t? is the star formation scale (an input parameter), x being the fraction of cold
phase and ρ? is the density threshold for star formation. The cold fraction x is a
function of the density and temperature of the mass element.
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Wind Feedback

In addition to the sub-grid thermal self-regulation between hot and cold phases, star
formation can also be suppressed though a momentum-like “wind” mechanism. In
the model prescribed by SH03, star forming gas has a probability of being turned
into non star-forming wind elements with a large velocity, until is is ejected from the
dense star forming region. The velocity of the wind and the mass unloading ratio are
related by the energy conservation:

1

2
ηwv

2
w = χεSN,

where εSN is the supernova energy released per unit star mass, and ηw is the wind
efficiency.

Modifications to the Multi-phase Model

Many variations to SH03 have been proposed in recent years. Here we describe three
of them that are most relevant to the formation of high redshift quasars:

1. Gnedin et al. [2009] argued that the star formation is closely related to the
formation of molecular hydrogen, thus the fraction of star forming gas gains an
extra factor of xHII, which is the fraction of molecular hydrogen in cold gas.

2. Hopkins et al. [2013] argued that dense gas does not guarantee star formation:
star formation occurs in gas that is undergoing gravitational collapse; hence an
additional ’self-gravity’ criterion is added to the prescription.

3. Okamoto et al. [2010] argued that the efficiency of winds depends on the depth
of the gravitational well of the star forming region, hence it is a property of the
dark matter halo.

These modified models improve the star-formation model of high resolution simu-
lations of small mass halos. The multi-phase star formation model is implemented as
a sub-grid model. The wind feedback as described in Okamoto et al. [2010] is local,
as each newly formed star mass element drives neighbouring gas elements into wind,
something which involves a neighbour walk.

1.3.6 Feedback from Supermassive Black Holes

Supermassive black holes are believed to power the radiation from quasars at the
centers of galaxies. Cosmological simulations lack the resolution to directly resolve
the Bondi accretion scale of black holes (< pc), thus can only model the process
with a sub-grid model. Di Matteo et al. [2005] introduced a simple model used to
incorporate supermassive black holes into cosmological simulations. We describe the
model below.
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The first consideration is that each massive halo shall host a black hole. Based
on this assumption, as a simulation evolves, each newly formed halo with MHALO >
5× 1010M� will be associated with a black hole seed in its center.

The accretion rate of a black hole is taken as a function of the local density, sound
speed, and the mass of the black hole

dM

dt
=

{
ṀBONDI = α 4πG2M2ρ

c3s
ṀBONDI < ṀEddington

ṀEddington = η4πGcmpM

σT
ṀBONDI >= ṀEddington

On the resolutions of current cosmological simulation (100s of parsec), the quasar
mode thermal feedback from super-massive black holes is the most important form
of feedback. The feedback energy is proportional to the accretion rate,

dT

dt
= ηc2dM

dt
,

where η is the efficiency of converting mass to thermal feedback energy.

1.3.7 Ultra-violet Radiation and Radiative Transfer

Radiative transfer is one of the most numerical challenging problems for cosmolog-
ical simulations. After reionization, the universe is mostly transparent. Photons,
especially Ultra-violet(UV) photons, travel almost freely in the universe unless they
encounter dense clumps. The mean free path of UV photons is on the order of
100 Mpc/h, the typical size of a cosmological simulation box. The long mean free
path and high speed of light means that once the radiative transfer is included, a
simulation becomes non-local. The alternative is to follow the finite (albeit large)
speed of light, which results smaller time steps – a problem also encountered in direct
simulation of neutrinos in cosmological simulations. Because cosmological hydrody-
namic simulations are already very computationally expensive, radiative transfer is
usually carried out as a post processing step with low resolution resample.

Two types of methods exist in the computer modelling of radiative transfer: one
can either solve the multi-moments of the radiation field, or directly model the ra-
diation field with photon rays (Ray Tracing, hereafter RT). In RT, photon rays are
cast from sources and then traced through the simulation volume. As photons inter-
act with mass elements representing baryons, the total photon deposit in the ray is
decreased, and optionally new rays are cast to represent the recombination photons.
[See, eg Altay et al., 2008, Maselli et al., 2009, for RT decoupled with hydrodynamical
simulation]; [see, e.g. Trac and Cen, 2007, for coupled RT].
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1.4 Cosmological Simulation Data Analysis Tech-

niques

1.4.1 Simulations as Big Data

In the 40 years that N -body simulations have been used in Cosmology research,
visualization has been the most indispensable tool. Physical processes have often been
identified first and studied via images of simulations. A few examples are: formation
of filamentary structures in the large-scale distribution of matter [Jenkins et al., 1998,
Colberg et al., 2005, Springel et al., 2005b, Dolag et al., 2006], growth of feedback
bubbles around quasars [Sijacki et al., 2007, Di Matteo et al., 2005]; cold flows of gas
forming galaxies [Dekel et al., 2009, Kereš et al., 2005], and the evolution of ionization
fronts during the re-ionization epoch [Shin et al., 2008, Zahn et al., 2007]. The size of
current and upcoming petascale simulation datasets can make such visual exploration
to discover new physics technically challenging. Here we present techniques that can
be used to display images at full resolution for datasets of hundreds of billions of
particles in size.

1.4.2 Visualization

Several implementations of visualization software for cosmological simulations already
exist. IRFIT [Gnedin, 2011] is a general purpose visualization suite that can deal
with mesh based scalar, vector and tensor data, as well as particle based datasets
as points. YT [Turk et al., 2011] is an analysis toolkit for mesh based simulations
that also supports imaging. Splash [Price, 2007] is a visualization suite specialized
for simulations that use smoothed particle hydrodynamics(SPH) techniques. Aside
from the CPU based approaches mentioned above, Szalay et al. [2008] implemented
a GPU based interactive visualization tool for SPH simulations.

The Millennium I & II simulations [Springel et al., 2005b, Boylan-Kolchin et al.,
2009] have been used to test an interactive scalable rendering system developed by
Roland Fraedrich and Westermann [2009]. Both Splash and the Millennium visualizer
support high quality visualization of SPH data sets, while IRFIT treats SPH data as
discrete points.

Continuing improvements in computing technology and algorithms are allowing
SPH cosmological simulations to be run with ever increasing numbers of particles.
Runs are now possible on scales which allow rare objects, such as quasars to form
in a large simulation volume with uniform high resolution (see Section 2.1; and Di
Matteo et al. [2012], Degraf et al. [2011], Khandai et al. [2012]). Being able to scan
through a vast volume and seek out the tiny regions of space where most of the ac-
tivity is occurring, while still keeping the large-scale structure in context necessitates
special visualization capabilities. These should be able to show the largest scale in-
formation but at the same time be interactively zoomable. However, as the size of
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the datasets quickly exceeds the capability of moderately sized in-house computer
clusters, it becomes difficult to perform any interactive visualizations. For example,
a single snapshot of the MassiveBlack simulation (Section 2.1) consists of 8192 files
and is over 3 TB in size.

Even when a required large scale high resolution image has been rendered, actually
exploring the data requires special tools. The GigaPan collaboration 1 has essentially
solved this problem in the context of viewing large images, with the GigaPan viewer
enabling anyone connected to the Internet to zoom into and explore in real time
images which would take hours to transfer in totality. The viewing technology has
been primarily used to access large photographic panoramas, but is easily applicable
to simulated datasets. A recent enhancement to deal with the time dimension, in the
form of gigapixel frame interactive movies (GigaPan Time Machine2) turns out to
give particularly novel and exciting results when applied to simulation visualization.

1.5 Astrophysics

1.5.1 Cold Flows and Quasars

Deep sky surveys have revealed populations of distant quasars at redshifts z > 6, [Fan
et al., 2001, 2003, 2004, 2006b, Jiang et al., 2009, Abazajian et al., 2009, Mortlock
et al., 2011, Morganson et al., 2012, Willott et al., 2013]. The masses of the central
black holes in high redshift quasars are estimated to be MBH ∼ 109M�; the feasibility
of growing such black holes on a timescale of less than 1 billion years poses tight
constraints on astrophysical mechanisms for doing this. Two aspects of growing such
super-massive black holes are seeding and the subsequent accretion of mass. On the
seeding side, seed masses of from 100−105M� at redshifts z > 10 have been proposed
by various authors. On the lower end, they could form from the remnants of PopIII
stars, [Bromm et al., 1999, Abel et al., 2000, Nakamura and Umemura, 2001, Yoshida
et al., 2003, Gao et al., 2005, Tanaka and Haiman, 2009, Tanaka et al., 2013], or for
the most massive seeds from direct gravitational collapse [Koushiappas et al., 2004,
Begelman et al., 2006, Mayer et al., 2010, Bellovary et al., 2011, Choi et al., 2013,
Latif et al., 2013].

Given a seed, the black holes must endure a sustained period of Eddington limited
growth [Volonteri and Rees, 2005, Lodato and Natarajan, 2006, Pelupessy et al., 2007]
to grow to masses of 109M�. An important factor in studying the growth of these
objects is understanding whether sufficiently strong gas inflows are present in high
redshift halos and how self-regulation and feedback from supermassive blakcholes may
affect them [Di Matteo et al., 2005, Cattaneo and Teyssier, 2007, Johansson et al.,
2008, Booth and Schaye, 2009, Mayer et al., 2010, Debuhr et al., 2011, Gaspari et al.,

1http://www.gigapan.org
2http://timemachine.gigapan.org
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2011, Hobbs et al., 2012, Dubois et al., 2012].
Numerical simulation of the growth of supermassive black holes in a cosmological

volume is a challenging problem. This is especially the case for the first quasars.
Constraints from the quasar luminosity function [e.g. Fan et al., 2001] imply that
such quasars are rare objects, with a density of ∼ 1−10 Gpc−3. As a consequence, to
simulate the first quasars, a large volume on the order of Gpc3 with sufficient mass
resolution to resolve their host galaxies and the gas inflow within them is required.

To work around this difficulty, many authors have adopted a method of “resimu-
lation”, where high resolution, “zoomed-in” initial conditions are generated for high
redshift massive halos selected from large volume, lower resolution simulations [see,
e.g., Dubois et al., 2013, Anglés-Alcázar et al., 2013, Bellovary et al., 2013, Costa
et al., 2013, Romano-Diaz et al., 2011, Bournaud et al., 2011, Hopkins and Quataert,
2010, Sijacki et al., 2009, Li et al., 2007]. In this commonly adopted method however
the growth of the most massive black holes is then typically assumed to be associated
with the most massive dark matter halos. This may not be the case at all redshifts: it
is still controversial whether halo mass is a good indicator of the black hole properties
of the rare first quasars [see, e.g., Fanidakis et al., 2013, Husband et al., 2013, Kim
et al., 2009].

Another approach is to directly run a large volume simulation with hydrodynamics
and a model for supermassive black hole formation and growth [see, e.g., Booth and
Schaye, 2013, Wurster and Thacker, 2013, Booth and Schaye, 2010, 2009, Bonoli et al.,
2009, Schaye and Dalla Vecchia, 2008, Di Matteo et al., 2008, Priddey et al., 2008].
The largest simulation in this approach is the MassiveBlack (hereafter MB) simulation
by Di Matteo et al. [2012], designed to study the first quasars. With a 0.75 Gpc box
side length and 2× 32003 particles, the Smoothed Particle Hydrodynamics (hereafter
SPH) simulation run from uniform cosmological initial conditions produced around
ten supermassive black holes with MBH ∼ 109M� at z ∼ 6. The growth of these black
holes was found to be mainly due to cold flows. Gas in the vicinity of the black holes
was shown to originate from cold dense filaments that survive well within the virial
radius of the halo [see also Bournaud et al., 2011, Dekel et al., 2009]. Even though the
mass resolution of MB is sufficient to resolve the host halos of the first quasars, the
spatial resolution was not sufficient to follow gas inflows on sub-kpc scales. Another
drawback with large uniform simulations such as MB is that it becomes prohibitively
expensive to experiment with the numerical schemes for hydrodynamics and feedback.

1.5.2 Re-ionization

The current consensus is that the contribution to the global ionizing budget from
quasars during the Epoch of Reionization (EoR) is small compared to that from
early stars and galaxies [see, e.g., Loeb, 2009, Giroux and Shapiro, 1996, Trac and
Gnedin, 2011]. The EoR began as the population III stars and primordial galaxies
ionized their most immediate vicinity, as studied by Thomas and Zaroubi [2008], Chen
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and Miralda-Escudé [2008], Venkatesan and Benson [2011]. On the other hand, the
characteristic proper radius of ionizing bubbles at the end of EoR is constrained to be
on the order of 10 Mpc/h [Maselli et al., 2007, Alvarez and Abel, 2007, Wyithe and
Loeb, 2004], and the quasar contribution is limited to be less than 14% [Srbinovsky
and Wyithe, 2007] of the total. Even though the contribution to global reionization
by quasars is constrained in this way, bright quasars may still leave a signature on the
growth of individual ionized regions. Several authors have investigated this signature
in mock 21cm emission spectra taken from simulations of isolated quasars [Datta
et al., 2012, Majumdar et al., 2011, Alvarez et al., 2010, Datta et al., 2008, Geil
and Wyithe, 2008] at redshift z ∼ 8. In observations, an object recently reported
by Mortlock et al. [2011], ULAS J1120+0641, has a luminosity of 6.3 × 1013L� at
z ∼ 7 and a proper near-zone radius of less than 2 Mpc/h. The near-zone radius
is consistent with the possibility of bright quasar driven growth in a near neutral
intergalactic medium background [Bolton et al., 2011].

1.5.3 Lyman-α Forest

Quasars converts gravitational energy into radiation; the spectrum of radiation gen-
erated during the infalling of matter is expected to be a continuous function of wave-
length over a large range. The continuous spectra from quasars are then modulated
by the ISM and IGM around quasars, leaving absorption and emission lines on the
spectra. [see, e.g. Meiksin, 2009]

One particular interesting family of absorption lines is the Lyman-α forest. The
Lyman-α forest is the absorption arising at wavelength λα = 121.6 nm of neutral
hydrogen in the IGM. Figure 1.11 is the spectrum of a z = 3.7 quasar taken from
McDonald et al. [2006]. We can see that the Lyman-α forest starts from an observed
wavelength of (1 + 3.7)×121.6 nm, and ends at an observed wavelength of (1 + 3.7)×
102.6 nm, where the Lyman-α absorption features are superimposed with Lyamn-β
absorption features.

The physics of the Lyman-α forest is simple. After re-ionization, the IGM is
nearly completely ionized. However, the Lyman-α cross section is sufficiently large
that even a tiny fraction (xHI < 10−3) of neutral hydrogen is able to significantly
absorb the redshifted photons emitted from quasars. On large scales, the neutral
hydrogen absorption traces the IGM density.

τ ∝ ρβ,

where τ is the optical depth, and β = 2 − 0.7γ ≈ 1.6 is a parameter related to the
equation of state of the IGM. This approximation is known as the Fluctating Gunn
Peterson Approximation [Croft et al., 1998].

Because the Lyman-α forest is correlated with the hydrogen density, observations
of the Lyman-α forest provide a complementary way to study the large scale structure
of in the universe, in addition to CMB and galaxy surveys.
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Figure 1.11: Example of a Quasar Spectrum and its Lyman-α forest at z = 3.7.
[McDonald et al., 2006]
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1.6 Thesis Overview

1.6.1 Motivation

As such extreme objects, quasars provide great ways to test cosmological theories.
Remarkably strong correlations have been found between black holes and properties
of their host galaxies, suggesting significant interaction between the evolution of a
galaxy and the supermassive black hole it contains. As a result it has recently been
realized that black holes play a vital role in the evolution of all galaxies. Observational
cosmological surveys are producing large catalogs of quasars and the Ly-α forest; to
fully derive and understand the constraints on cosmological parameters from these
surveys, large simulations and mock catalogs are needed.

The growth of the capability of supercomputers has followed the predictions of
Moore’s law for the last four decades, arriving most recently at the era of petascale
computing: supercomputers nowadays can perform more than 1 peta floating oper-
ations per second. We have reached the point where we can actually simulate huge
cosmological volumes to form these rare objects. This thesis is therefore motivated by
the recent developments in two fields, bringing cosmological simulations to petascale
supercomputers.

1.6.2 Thesis plan

In this thesis we first develop a new method to visualize and interact with large data
sets produced by cosmological simulations in Chapter 2. In Chapter 3, we develop a
zoom-in resimulation scheme, and apply it to study the gas supply of high redshift
quasars found in large simulations. In Chapter 4 we develop a parallel version of
the radiative transfer scheme SPHRAY, and apply it to study the HII region of high
redshift quasars. The work in Chapters 1, 2, and 3 have been published in peer
reviewed journals: Feng et al. [2014, 2013, 2011].

Some of the work featured in the thesis are taken from the work of the author in
following publications In addition some work by the author taken from the following
publications features in this thesis: Khandai et al. [2014], Stevens et al. [2014], Tenneti
et al. [2014], Wilkins et al. [2013b,a,c], Khandai et al. [2012], Di Matteo et al. [2012].
Chapter 5 describes some recent work producing physically motivated quasar and
Lyman-α forest mock datasets.

24



Chapter 2

Visualization and Interaction with
Petascale Simulations

2.1 Introduction

In this chapter we combine an off-line imaging technique together with GigaPan
technology to implement an interactively accessible visual probe of large cosmological
simulations. While GigaPan is an independent project (uploading and access to
the GigaPan website is publicly available), we release our toolkit for the off-line
visualization as Gaepsi1, a software package aimed specifically at Gadget [Springel
et al., 2001, Springel, 2005] SPH simulations.

The layout of this chapter is as follows. In Section 2 we give a brief overview
of the physical processes modeled in Gadget, as well as describing two P-GADGET

simulations which we have visualized. In Section 3 we give details of the spatial
domain remapping we employ to convert cubical simulation volumes into image slices.
In Section 4, we describe the process of rasterizing an SPH density field, and in Section
5 the image rendering and layer compositing. In Section 6 we address the parallelism
of our techniques and give measures of performance. In Section 7 we briefly describe
the GigaPan and GigaPan Time Machine viewers and present examples screenshots
from two visualizations (which are both accessible on the GigaPan websites). Finally
we introduce the interactive browers we developed for MassiveBlack II simulation in
the final chapter.

2.2 Simulation

Adaptive Mesh Refinement(AMR, e.g., Bryan and Norman [1997]) and Smoothed
Particle Hydrodynamics (SPH, Monaghan [1992]) are the two most used schemes for

1http://web.phys.cmu.edu/˜yfeng1/gaepsi
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carrying out cosmological simulations. In this work we focus on the visualization of
the baryonic matter in SPH simulations run with P-Gadget [Springel, 2005].

Gadget is an SPH implementation, and P-Gadget is a version which has been
developed specifically for petascale computing resources. It simultaneously follows
the self-gravitation of a collision-less N-body system (dark matter) and gas dynamics
(baryonic matter), as well as the formation of stars and super-massive black holes.
Dark matter particles and gas particle positions and initial characteristics are set up
in a comoving cube, and black hole and star particles are created according to sub-grid
modeling [Springel and Hernquist, 2003, Di Matteo et al., 2008] Gas particles carry
hydrodynamical properties, such as temperature, star formation rate, and neutral
fraction.

Although our attention in this chapter is limited to imaging properties the of
gas, stars and black holes in Gadget simulations, similar techniques could be used
to visualize the dark matter content. Also, the software we provide should be easily
adaptable to the data formats of other SPH codes (e.g. Gasoline, [Wadsley et al.,
2004])

2.2.1 MassiveBlack

The MassiveBlack simulation is the state-of-art SPH simulation of a ΛCDM universe
[Di Matteo et al., 2012]. P-Gadget was used to evolve 2× 32003 particles in a volume
of side length 533 h−1Mpc with a gravitational force resolution of 5 h−1Kpc. One
snapshot of the simulation occupies 3 tera-bytes of disk space, and the simulation has
been run so far to redshift z = 4.75, creating a dataset of order 120 TB. The fine
resolution and large volume of the simulation permits one to usefully create extremely
large images. The simulation was run on the high performance computing facility,
Kraken, at the National Institute for Computational Sciences in full capability mode
with 98,000 CPUs.

2.2.2 E5

To make a smooth animation of the evolution of the universe typically requires hun-
dreds frames directly taken as snapshots of the simulation. The scale of the Mas-
siveBlack run is too large for this purpose, so we ran a much smaller simulation (E5)
with 2× 3363 particles in a 50 h−1Mpc comoving box. The model was again a ΛCDM
cosmology, and one snapshot was output per 10 million years, resulting in 1367 snap-
shots. This simulation ran on 256 cores of the Warp cluster in the McWilliams Center
for Cosmology at CMU.
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Figure 2.1: Transformation of the Primitive Cell. The cubical unit cell is shown using
solid lines. The new primitive cell, generated by [ 1 1

1 2 ] is shown with dash-dotted lines.
The transformed domain is shown in gray.

2.3 Spatial Domain Remapping

Spatial domain remapping can be used to transform the periodic cubic domain of
a cosmological simulation to a patch whose shape is similar to the domain of a sky
survey, while making sure that the local structures in the simulation are preserved
[Carlson and White, 2010, Hilbert et al., 2009]. Another application is making a thin
slice that includes the entire volume of the simulation. Our example will focus on the
latter case.

A Gadget cosmological simulation is usually defined in the periodic domain of a
cube. As a result, if we let f(X = (x, y, z)) be any position dependent property of
the simulation, then

f(X) = f((x+ µL, y + νL, z + σL)),

where µ, ν, σ are integers. The structure corresponds to a simple cubic lattice with
lattice constant a = L, the simulation box side-length. A bijective mapping from the
cubic unit cell to a remapped domain corresponds to a choice of the primitive cell.
Figure 2.1 illustrates the situation in 2 dimensions.

Whilst the original remapping algorithm by Carlson and White [2010] results in
the correct transformations being applied, it has two drawbacks: (i) the orthogonal-
ization is invoked explicitly and (ii) the hit-testing for calculation of the shifting (see
below) is against non-aligned cuboids. The second problem especially undermines
the performance of the program. In this work we present a faster algorithm based on
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similar ideas, but which features a QR decomposition (which is widely available as a
library routine), and hit-testing against an AABB (Axis Aligned Bounding Box).

First, the transformation of the primitive cell is given by a uni-modular integer
matrix,

M =

M11 M12 M13

M21 M22 M23

M31 M32 M33

 ,

where Mij are integers and the determinant of the matrix |M | = 1. It is straight-
forward to obtain such matrices via enumeration. [Carlson and White, 2010] The QR
decomposition of M is

M = QR,

where Q is an orthonormal matrix and R is an upper-right triangular matrix. It
is immediately apparent that (i) application of Q yields rotation of the basis from
the simulation domain to the transformed domain, the column vectors in matrix QT

being the lattice vectors in the transformed domain; (ii) the diagonal elements of
R are the dimensions of the remapped domain. For imaging it is desired that the
thickness along the line of sight is significantly shorter than the extension in the other
dimensions, thus we require 0 < R33 � |R22| < |R11|. Note that if a domain that
is much longer in the line of sight direction is desired, for example to calculate long
range correlations or to make a sky map of a whole simulation in projection, the
choice should be 0 < |R33| < |R22| � |R11|.

Next, for each sample position X, we solve the indefinite equation of integer cell
number triads I = (I1, I2, I3)T ,

X̃ = QTX + aQT I,

where a is the box size, X̃ is the transformed sample position satisfying X̃ ∈ [0, R11)×
[0, R22) × [0, R33). In practice, the domain of X̃ is enlarged by a small number ε to
address numerical errors. Multiplying by Q on the left and re-organizing the terms,
we find

I =
QX̃

a
− X

a
.

Notice that QX̃ is the transformed sample position expressed in the original coordi-
nate system, and is bounded by its AABB box. If we let (QX̃/a)i ∈ [Bi, Ti], where
Bi and Ti are integers, and notice Xi

a
∈ [0, 1), the resulting bounds of I are given by

Ii ∈ [Bi, Ti].

We then enumerate the range to find X̃.
When the remapping method is applied to the SPH particle positions, the transfor-

mations of the particles that are close to the edges give inexact results. The situation
is similar to the boundary error in the original domain when the periodic boundary
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Figure 2.2: Boundary effects and Smoothed Particles. Four images of a particle inter-
secting the boundary are shown. The top-right image is contained in the transformed
domain, but the other three are not. The contribution of the two bottom images is
lost. By requiring the size of the transformed domain to be much larger than typical
SPH smoothing lengths, most particles do not intersect a boundary of the domain
and the error is contained near the edges.
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Table 2.1: Transformations

Simulation MassiveBlack E5

Matrix M
[

5 6 2
3 −7 3
2 7 0

] [
3 1 0
2 1 0
0 2 1

]
R11(h−1Mpc) 3300 180

R11 Pixels(Kilo) 810 36.57

R22(h−1Mpc) 5800 101

R22 Pixels(Kilo) 1440 20.48

R33(h−1Mpc) 7.9 6.7

Resolution(h−1Kpc) 4.2 4.9

condition is not properly considered. Figure 2.2 illustrates the situation by showing
all images of the particles that contribute to the imaging domain. We note that for
the purpose of imaging, by choosing a R33(the thickness in the thinner dimension)
much larger than the typical smoothing length of the SPH particle, the errors are
largely constrained to lie near the edge. These issues are part of general complica-
tions related to the use of a simulation slice for visualization. For example in an
animation of the distribution of matter in a slice it is possible for objects to appear
and disappear in the middle of the slice as they pass through it. These limitations
should be borne in mind, and we leave 3D visualization techniques for future work.

The transformations used for the MassiveBlack and E5 simulations are listed in
Table 2.1.

2.4 Rasterization

In a simulation, many field variables are of interest in visualization.

• scalar fields : density ρ, temperature T , neutral fraction xHI, star formation
rate φ;

• vector fields: velocity, gravitational force.

In an SPH simulation, a field variable as a function of spatial position is given by
the interpolation of the particle properties. Rasterization converts the interpolated
continuous field into raster pixels on a uniform grid. The kernel function of a particle
at position y with smoothing length h is defined as

W (y, h) =
8

πh3


1− 6

(
y
h

)2
+ 6

(
y
h

)3
, 0 ≤ y

h
≤ 1

2

2
(
1− y

h

)3
, 1

2
< y

h
≤ 1,

0 y
h
> 1.
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Following the usual prescriptions [e.g. Springel, 2005, Price, 2007], the interpolated
density field is taken as

ρ(x) =
∑
i

miW (x− xi, hi),

where mi, xi, hi are the mass, position, and smoothing length of the ith particle,
respectively. The interpolation of a field variable, denoted by A, is given by

A(x) =
∑
i

AimiW (x− xi, hi)

ρ(xi)
+O(h2),

where Ai is the corresponding field property carried by the ith particle. Note that
the density field can be seen as a special case of the general formula.

Two types of pixel-wise mean for a field are calculated, the

1. volume-weighted mean of the density field,

ρ̄(P ) =
M(P )

P
=

1

P

∫
P

d3x ρ(x)

=
1

P

∑
i

mi

∫
P

d3xW (x− xi, hi)

=
1

P

∑
i

Mi(P ),

where Mi(P ) = mi

∫
P
d3xW (x − xi, hi) is the mass overlapping of the ith

particle and the pixel, and the

2. mass-weighted mean of a field (A) 2,

Ā(P ) =

∫
P
d3xA(x)ρ(x)∫
P
d3x ρ(x)

=

∑
iAiMi(P )

M(P )
+O(h2).

To obtain a line of sight projection along the third axis, the pixels are chosen
to extend along the third dimension, resulting a two dimensional final raster image.

2The second line is an approximation. For the numerator,∫
P

d3xA(x)ρ(x) =∫
P

d3x
∑
i

AimiW (x− xi, hi)

ρi

∑
j

mjW (x− xj , hj)

=
∑
i

Aimi

ρi

∑
j

mj

∫
P

d3xW (x− xi, hi)W (x− xj , hj).
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The calculation of the overlapping Mi(P ) in this circumstance is two dimensional.
Both formulas require frequent calculation of the overlap between the kernel function
and the pixels. An effective way to calculate the overlap is via a lookup table that
is pre-calculated and hard coded in the program. Three levels of approximation are
used in the calculation of the contribution of a particle to a pixel:

1. When a particle is much smaller than a pixel, the particle contributes to the
pixel as a whole. No interpolation and lookup occurs.

2. When a particle and pixel are of similar size of (up to a few pixels in size), the
contribution to each of the pixels are calculated by interpolating between the
overlapping areas read from a lookup table.

3. When a particle is much larger than a pixel, the contribution to a pixel taken
to be the center kernel value times the area of a pixel.

Note that Level 1 and 3 are significantly faster than Level 2 as they do not require
interpolations.

The rasterization of the z = 4.75 snapshot of MassiveBlack was run on the SGI
UV Blacklight supercomputer at the Pittsburgh Supercomputing Center. Blacklight
is a shared memory machine equipped with a large memory for holding the image
and a fairly large number of cores enabling parallelism, making it the most favorable

If we apply the mean value theorem to the integral and Taylor expand, we find that∫
P

d3xW (x− xi, hi)W (x− xj , hj)

= W (ξij − xj , hj)

∫
P

d3xW (x− xi, hi)

= [W (xi − xj , hj) +W ′(xi − xj , hj)(ξij − xi)

+ O[(ξij − xi)
2]
]

×
∫
P

d3xW (x− xi, hi)

= W (xi − xj , hj)

∫
P

d3xW (x− xi, hi) +O(h2).

Both W ′ and ξij − xi are bound by terms of O(hj), so that the extra terms are all beyond O(h2)
(the last line). Noticing that ρi =

∑
j mjW (xi − xj , hj) +O(h2), the numerator∫

P

d3xA(x)ρ(x)

=
∑
i

Aimi

∫
P

d3xW (x− xi, hi) +O(h2)

=
∑
i

AiMi(P ) +O(h2).
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machine for the rasterization. The rasterization of the E5 simulation was run on local
CMU machine Warp. The pixel dimensions of the raster images are also listed in
Table 2.1. The pixel scales have been chosen to be around the gravitational softening
length of ∼ 5 h−1Kpc in these simulations in order to preserve as much information
in the image as possible.

2.5 Image Rendering and Layer Compositing

The rasterized SPH images are color-mapped into RGBA (red, green, blue and opac-
ity) layers. Two modes of color-mapping are implemented, the simple mode and the
intensity mode.

In the simple mode, the color of a pixel is directly obtained by looking up the
normalized pixel value in a given color table. To address the large (several orders of
magnitude) variation of the fields, the logarithm of the pixel value is used in place of
the pixel value itself.

In the intensity mode, the color of a pixel is determined in the same way as done in
the simple mode. However, the opacity is reduced by a factor fm that is determined
by the logarithm of the total mass of the SPH fluid contained within the pixel. To
be more specific,

fm =


0 logM < a,

1 logM > b,[
logM−a
b−a

]γ
otherwise,

where a and b are the underexposure and overexposure parameters: any pixel that
has a mass below 10a is completely transparent, and any pixel that has a mass above
10b is completely opaque.

The RGBA layers are stacked one on top of another to composite the final image.
The compositing assumes an opaque black background. The formula to composite an
opaque bottom layer B with an overlay layer T into the composite layer C is [Porter
and Duff, 1984]

C = αF + (1− α)T,

where C, B and T stand for the RGB pixel color triplets of the corresponding layer
and α is the opacity value of the pixel in the overlay layer T . For example, if the
background is red and the overlay color is green, with α = 50%, the composite color
is a 50%-dimmed yellow.

Point-like (non SPH) particles are rendered differently. Star particles are rendered
as colored points, while black hole particles are rendered using circles, with the radius
proportional to the logarithm of the mass. In our example images, the MassiveBlack

simulation visualization used a fast rasterizer that does not support anti-aliasing,
whilst the frames of E5 are rendered using matplotlib [Hunter, 2007] that does anti-
aliasing.
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Figure 2.3: Fiducial color-map for the gas density field. The colors span a darkened
red through yellow to blue.

The choice of the colors in the color map has to be made carefully to avoid
confusing different quantities. We choose a color gradient which spans black, red,
yellow and blue for the color map of the normalized gas density field. This color map
is shown in Figure 2.3. Composited above the gas density field is the mass weighted
average of the star formation rate field, shown in dark blue, and with completely
transparency where the field vanishes. Additionally, we choose solid white pixels for
the star particles. Blackholes are shown as green circles. In the E5 animation frames,
the normalization of the gas density color map has been fixed so that the maximum
and minimum values correspond to the extreme values of density in the last snapshot.

2.6 Parallelism and Performance

The large simulations we are interested in visualizing have been run on large super-
computer facilities. In order to image them with sufficient resolution to be truly
useful, the creation of images from the raw simulation data also needs significant
computing resources. In this section we outline our algorithms for doing this and give
measures of performance.

2.6.1 Rasterization in Parallel

We have implemented two types of parallelism, which we shall refer to as “tiny” and
“huge”, to make best use of shared memory architectures and distributed memory
architectures, respectively. The tiny parallelism is implemented with OpenMP and
takes advantage of the case when the image can be held within the memory of a single
computing node. The parallelism is achieved by distributing the particles in batches
to the threads within one computing node. The raster pixels are then color-mapped
in serial, as is the drawing of the point-like particles. The tiny mode is especially
useful for interactively probing smaller simulations.

The huge version of parallelism is implemented using the Message Passing Interface
(MPI) libraries and is used when the image is larger than a single computing node or
the computing resources within one node are insufficient to finish the rasterization in
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a timely manner. The imaging domain is divided into horizontal stripes, each of which
is hosted by a computing node. When the snapshot is read into memory, only the
particles that contribute to the pixels in a domain are scattered to the hosting node
of the domain. Due to the growth of cosmic structure as we move to lower redshifts,
some of the stripes inevitably have many more particles than others, introducing load
imbalance. We define the load imbalance penalty η as the ratio between the maximum
and the average of the number of particles in a stripe. The computing nodes with
fewer particles tend to finish sooner than those with more. The color-mapping and
the drawing of point-like particles are also performed in parallel in the huge version
of parallelism.

2.6.2 Performance

The time spent in domain remapping scales linearly with the total number of particles
N ,

Tremap ∼ O(N).

The time spent in color-mapping scales linearly with the total number of pixels P ,

Tcolor ∼ O(P ).

Both processes consume a very small fraction of the total computing cycles.
The rasterization consumes a much larger part of the computing resources and it

is useful to analyze it in more detail. If we let n̄ be the number of pixels overlapping a
particle, then n̄ = K−1N−1P , where K−1 is a constant related to the simulation. Now
we let t(n) be the time it takes to rasterize one particle, as a function of the number
of pixels overlapping the particle. From the 3 levels of detail in the rasterization
algorithm (Section 4), we have

t(n) =


C1, n� 1

C2n n ∼ 1

C3n, n� 1

;

with C2 � C1 ≈ C3 . The effective pixel filling rate R is defined as the total number
of image pixels rasterized per unit time,

R = P [t(n̄)N ]−1 = n̄K[t(n̄)]−1

=


n̄KC−1

1 , n̄� 1

KC−1
2 n̄ ∼ 1

KC−1
3 , n̄� 1

.

The rasterization time to taken to create images from a single snapshot of the
MassiveBlack simulation (at redshift 4.75) at various resolutions is presented in Table
2.2 and Figure 2.4.
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Figure 2.4: MassiveBlack Simulation Rasterization Rate. We show the number of
pixels fixed as a function of resolution (pixel scale). The rate peaks at KC−1

3 at the
high resolution limit and approaches KC−1

2 as the resolution worsens. The n̄ � 1
domain is not explored.

Pixels Res
(Kpc/px) n̄ CPUs Wall-time
(hours) η Rate
(K/sec)

5.6G 58.4 80 128 1.63 1.45 11.3
22.5G 29.2 330 256 3.17 1.66 13.4
90G 14.6 1300 512 3.35 1.57 24.0
90G 14.6 1300 512 3.06 1.39 23.3
360G 7.3 5300 512 7.65 1.39 37.2
1160G 4.2 16000 1344 10.1 1.56 37.2

Table 2.2: Time Taken to Rasterize the MassiveBlack Simulation. Here N is the
number of SPH particles, Res is the resolution (pixel scale), n is mean number of pixels
that overlap each particle, η is the load unbalance penalty averaged over patches, and
the final column, Rate, is the number of kilopixels rasterized per second.
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The rasterization of the images were carried out on Blacklight at PSC. It is inter-
esting to note that for the largest images, the disk I/O wall-time, limited by the I/O
bandwidth of the machine, overwhelms the total computing wall-time. The perfor-
mance of the I/O subsystem shall be an important factor in the selection of machines
for data visualization at this scale.

2.7 Image and Animation Viewing

Once large images or animation frames have been created, viewing them presents a
separate problem. We use the GigaPan technology for this, which enables someone
with a web browser and Internet connection to access the simulation at high reso-
lution. In this section we give a brief overview of the use of the GigaPan viewer
for exploring large static images, as well as the recently developed GigaPan Time
Machine viewer for gigapixel animations.

2.7.1 Gigapan

Individual gigapixel-scale images are generally too large to be shared in easy ways;
they are too large to attach to emails, and may take minutes or longer to transfer in
their entirety over typical Internet connections. GigaPan addresses the problem of
sharing and interactive viewing of large single images by streaming in real-time the
portions of images actually needed by the viewer of the image, based on the viewers
current area of focus inside the image. To support this real-time streaming, the image
is divided up and rendered into small tiles of multiple resolutions. The viewer pulls in
only the tiles needed for a given view. Many mapping programs (e.g., Google Maps)
use the same technique.

We have uploaded an example terapixel image3 of the redshift z = 4.75 snapshot
of the MassiveBlack simulation to the GigaPan website, which is run as a publicly
accessible resource for sharing and viewing large images and movies. The dimension
of the image is 1440000 × 810000, and the finished image uncompressed occupies
3.58 TB of storage space. The compressed hierarchical data storage in Gigapan format
is about 15% of the size, or 0.5 TB. There is no fundamental limits to size, provided
the data can be stored on the disk. It is possible to create directly the compressed
tiles of a GigaPan, bypassing the uncompressed image as an intermediate step, and
thus reducing the requirement on memory and disk storage. We leave this for future
work.

On the viewer side, static GigaPan works well at different bandwidths; the in-
terface remains responsive independent of bandwidth, but the imagery resolves more
slowly as the bandwidth is reduced. 250 kilobits/sec is a recommended bandwidth

3image at http://gigapan.org/gigapans/76215/
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Figure 2.5: GigaPan View of the MassiveBlack Simulation at z = 4.75. The images are
screen grab from the GigaPan viewer: we have left the magnification bar visible. The
background is an overall view of the entire snapshot. We also show zooms into region
around one of the most massive blackholes in the simulation, as shown in the right
most zoom with the largest circle. The three zoom levels are 80 h−1Mpc, 8 h−1Mpc,
800 h−1Kpc, from left to right.
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Figure 2.6: GigaPan Time Machine Animation of the E5 simulation. These are
screen grabs from the GigaPan Time Machine viewer. In the left column we show 8
frames (out of 1367 in the full animation) which illustrate the evolution of the entire
simulation volume (at time intervals of 2 Gyears. The middle panel zooms in to show
formation of the largest halo through merger event. The right panel shows some of
the history of a smaller halo.
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for exploring with a 1024 × 768 window, but the system works well even when the
bandwidth is lower.

An illustration of the screen output is shown in Figure 2.5. The reader is encour-
aged to visit the website to explore the image.

2.7.2 GigaPan Time Machine

In order to make animations, one starts with the rendered images of each individual
snapshot in time. These can be gigapixel in scale or more. In our example, using the
E5 simulation (Section 2.2) we have 1367 images each with 0.75 gigapixels.

One approach to showing gigapixel imagery over time would be to modify the
single-image GigaPan viewer to animate by switching between individual GigaPan
tile-sets. However, this approach is expensive in bandwidth and CPU, leading to
sluggish updates when moving through time.

To solve this problem, we created a gigapixel video streaming and viewing system
called GigaPan Time Machine [Fin, 2010], which allows the user to fluidly explore
gigapixel-scale videos across both space and time. We solve the bandwidth and CPU
problems using an approach similar to that used for individual GigaPan images: we
divide the gigapixel-scale video spatially into many smaller videos. Different video
tiles contain different locations of the overall video stream, at different levels of detail.
Only the area currently being viewed on a client computer need be streamed to the
client and decoded. As the user translates and zooms through different areas in the
video, the viewer scales and translates the currently streaming video, and over time
the viewer requests from the server different video tiles which more closely match the
current viewing area. The viewing system is implemented in Javascript+HTML, and
takes advantage of recent browser’s ability to display and control videos through the
new HTML5 video tag.

The architecture of GigaPan Time Machine allows the content of all video tiles
to be precomputed on the server; clients request these precomputed resources with-
out additional CPU load on the server. This allows scaling to many simultaneously
viewing clients, and allows standard caching protocols in the browser and within the
network itself to improve the overall efficiency of the system. The minimum band-
width requirement to view videos without stalling depends on the size of the viewer,
the frame rate, and the compression ratios. The individual videos in “Evolution of
the Universe” (the E5 simulation, see below for link) are currently encoded at 25 FPS
with relatively low compression. The large video tiles require a continuous bandwidth
of 1.2 megabits/sec, and a burst bandwidth of 2.5 megabits/sec.

We have uploaded an example animation4 of the E5 simulation, showing its evo-
lution over the interval between redshift z = 200 and z = 0 with 1367 frames equally
spaced in time by 10 Myr. Again, the reader is encouraged to visit the website to
explore the image.

4http://timemachine.gigapan.org/wiki/Evolution of the Universe
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Figure 2.7: Interface of the Interactive Browser.

2.8 Interactive Simulation Browser

To ease the exploration of the large dataset in MassiveBlack2 simulation, we devel-
oped an interactive simulation browser web-application. The browser allows real-time
zooming, panning in the simulation, and enables searching and locating of halos and
subhalos in the simulation. The application is built upon existing web technology.
Two main libraries used are Gigapan5, and the Microsoft Seadragon library 6.

Figure 2.7 shows the interface of the interactive browser. The browser can be
accessed from URL http://mbii.phys.cmu.edu . It consists of a viewport and three
floating control panels: the MAIN panel, located at the top-right corner of the in-
terface; the INFOrmation panel, located at the left side of the interface; and the
NAVigation panel, located at the bottom right corner of the interface.

The viewport is where the Gigapan image of the selected snapshot is displayed. On
the viewport, sub-halos are marked with green crosses. In addition, central sub-halos
(Msub−halo > 0.1Mgroup) are marked with an additional circle. Interactive zooming
and panning in the viewport is implemented via mouse clicking and dragging.

The MAIN panel provides the following functionalities:

1. selecting an epoch from the snapshot number;

2. switching between the gas and stellar layer;

3. jumping among FOF groups;

5http://www.gigapan.org
6http://gallery.expression.microsoft.com/SeadragonAjax
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4. querying sub-halos in current view.

The INFO panel displays the properties of the currently selected sub-halo or group.
In Figure 2.7, for example, the panels shows the property of the currently selected
sub-halo (marked with a rectangle).

The NAV panel provides zoom-in and zoom-out controls, and a switch to toggle
the visibility of other control panels.

Figure 2.8 shows a collage of images extracted from the browser. We selected three
halos in the simulation at redshift z = 1.0: (I) at a major confluence of filaments and
halo majors; (II) a moderate halo of three small majors; (III) a relatively isolated halo.
For each of the halo we show the stellar component in their subhalos, embedded in
their surrounding gas environment.

The gigapan images used in the browser are high resolution 2-D images of the
full simulation rendered with the visualization software Gaepsi [Feng et al., 2011].
The gas images (panels O, I, II, III) are rendered with the divergent Cool-Warm
color-map introduced by Moreland [2009]. The density information is encoded in the
brightness of the pixels: brighter pixels have higher column density, and voids are
represented with black (zero-brightness). The temperature of gas is encoded in the
hue of the pixels, blue represents low temperature (T < 103.5 K), and red represents
high temperature (T > 107.5 K). The stellar images (panels a, b, c, d, e, and f) are
composed from the simulated i, r, and g band luminosity (band definition follows the
convention used by the Sloan Digital Sky Survey). The procedure is similar to that
described in Lupton et al. [2004].

2.9 Conclusions

We have presented a framework for generating and viewing large images and movies
of the formation of structure in cosmological SPH simulations. This framework has
been designed specifically to tackle the problems that occur with the largest datasets.
In the generation of images, it includes parallel rasterization (for either shared and
distributed memory) and adaptive pixel filling which leads to a well behaved filling
rate at high resolution. For viewing images, the GigaPan viewers use hierarchical
caching and cloud based storage to make even the largest of these datasets fully
explorable at high resolution by anyone with an internet connection. We further
extend the framework with an interactive simulation browser. We make our image
making toolkit publicly available, and the GigaPan web resources are likewise publicly
accessible.
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Figure 2.8: Visualization of MassiveBlack II simulation. Panel O shows the snapshot
(z = 1.0) of the full simulation box mapped into a 8 h−1Mpc thick slice. Panel I, II, III
show the gas environment of three FoF groups. Panel a to f show the stellar component of
the sub-halos. The central subhalo is marked by dots, and 10 of the brightest sub-halos are
marked with stars. Please see text for a description of the color scheme. The interactive
simulation browser is available at http://mbii.phys.cmu.edu .
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Chapter 3

Cosmological Hydrodynamic
Simulation: Cold Flow and
Quasars

In this chapter we apply the resimulation method to a sample of three halos host-
ing 109M� black holes in the hydrodynamical MassiveBlack simulation. Our main
goal is to study the growth of these extreme objects at higher resolution. We will
examine the effect of different numerical schemes on the accretion history of black
holes, then proceed to investigate how gas arrives to and participates in the growth
of supermassive black holes.

The chapter is organized as follows: in Section 2 we discuss the selection and
construction of the initial conditions; in Section 3, we study how method of feedback
energy deposition, resolution and SPH formulation affect the accretion history of the
supermassive black holes; in Section 4 we investigate in detail the picture of cold flow
feeding.

3.1 Initial Conditions

3.1.1 Selection of Halos

The MB simulation can be used to examine the relationship between black hole mass
and halo mass for the entire population of hosting halos, and this is shown in Figure
3.1 at three redshifts z = 7, z = 6, and z = 4.75.

We can see that for the same host mass MHALO of a few times 1012M�, the black
hole mass can vary significantly (by greater than an order of magnitude). Similar
scatter is also reported by Fanidakis et al. [2013] from semi-analytic modelling of
black hole growth in dark matter simulation. The scatter shows that picking target
halos from a hydrodynamic simulation is necessary to ensure that we are sampling
the distribution of supermassive black holes that we want.
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Figure 3.1: The mass of black holes Mbh compared to the total mass of their host
dark matter halos, Mhalo. The color in the histogram represents the number density
of halos per logarithm of black hole mass and per logarithm of halo mass. The three
halos we have targeted for resimulation are marked with colored circles: red is halo
1, green is halo 2, and blue is halo 3. The black hole in halo 3 at z = 7 is not shown
in the figure because its mass is less than 108M�.

Figure 3.2: The environment of the halos targeted for resimulation as seen in the MB
simulation at redshift z = 6. From left to right: Halo 1, Halo 2 and Halo 3. Shown
is the projected gas density color coded by temperature (red = 108K, blue = 104K).
The scale in each panel marks the virial radius (typically 1̃00 Kpc at z = 6.0.

45



h Ωb ΩΛ ΩM σ8 zinit zend

0.72 0.044 0.74 0.26 0.8 159.0 4.75

Table 3.1: Cosmology Parameters

We select three halos from the MB simulation based on their black hole mass
at z = 6. We pick 3 of the most massive black holes (shown as circles in Figure
3.1). Their large scale gas environment is shown in figure 3.2. The three halos evolve
differently even though they have a similar mass of a few times 1012 M� at z = 6.
The ranking of halos by black hole mass can change significantly between redshifts.
For example, at z = 7 the black hole mass in halo 2 does not even show up in Figure
3.1 (MBH < 108 M�), but at z = 6.0 it becomes one of the most massive black holes
(MBH ∼ 109 M�).

We now describe the environment and black holes in each halo in turn (see also
Figure 3.4):

Halo 1 lies along the most prominent filament in the MB simulation (first panel in
Figure 3.2. The halo eventually amalgamates with nearby halos into one “super
halo” that is several times more massive than any other halos in the simulation.
The most massive progenitor black hole grew rapidly at high redshift z = 9 via
a continuous supply of cold gas flows through the filament. At low redshift the
black hole mass increased due to a major merger event. Two nearby black holes
are also approaching the most massive black hole, though they have not merged
at z = 4.75 (end of simulation).

Halo 2 is located at the confluence of 3 filaments (second panel in Figure 3.2). From a
general visualization of the MB simulation [Feng et al., 2011] we can infer that
this is one of the typical configurations for massive halo growth by accretion
from filaments. The black hole went though a rapid growth phase between
z = 7 and z = 6, when the black hole travels though a region of high density
gas (nb ∼ 100 cm−3).

Halo 3 is hosted by a quiescent environment. The growth of the black hole has been
quenched at z = 7 by feedback which has reduced the cold gas supply. As we
can see from the third panel in Figure 3.2, the halo is surrounded by a large
region of hot gas.

3.1.2 Generating the Initial Conditions

The cosmological parameters used for the initial conditions are identical to that used
in MB (listed in Table 3.1).

Our algorithm for generating the initial conditions uses as a base the code from the
initial condition generator that was used for the MB simulation (N-GenIC, author
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Figure 3.3: Illustration of gradual degrading of resolution of initial conditions with
2-d projection of a slice along z-direction. Color represents the initial Zel’Dovich x-
velocity; the points represent particles: larger points correspond to lower resolution;
in this particular set up, there are 5 resolution levels. For illustration purpose, the
particles in the figure are not displaced by their initial displacement. (The initial
conditions are.) The large scale fluctuation blends smoothly across the boundary
between zoom regions as seen for the x-velocity field. The total mass and center of
mass of particles are conserved by ensuring that whenever a lower resolution particle
is replaced by a higher resolution particle, it is fully replaced by 8 particles (shown
as four in the 2-d projection).
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Volker Springel). This is in order to preserve the same randomly sampled large
scale Fourier modes used in MB. We modified N-GenIC to produce multiple levels
of displacement at a selected region, and implemented a post-processing algorithm
that assembles the particles and their displacement at different resolution levels while
conserving the total mass and the center of mass of particles.

To define the high resolution zoom region we first find the dark matter particles in
the friends-of-friends [FOF, see Davis et al., 1985] group corresponding to the selected
halo at redshift z = 6. We then find the initial positions of these particles, and put
down a bounding sphere. We enlarge the bounding sphere by a factor of 1.5, and
the region inside this sphere is our highest resolution zoom region. We populate this
region with high resolution gas and dark matter particles whose initial perturbation
is the sum of the interpolated (4th order spline) large scale mode perturbations in
the original MB initial conditions and additional small scale mode perturbations
(with random Fourier phases) drawn from smaller boxes. Outside the spherical high
resolution region, a series of spherical shells are populated with lower resolution matter
particles (collisionless), each shell radius being a factor of 1.14 larger than that interior
to it, until we have reached a spatial resolution 8 times worse than that of MB. The
rest of the cubical volume is populated with particles of this mass. The setup is
illustrated with a 2d-projection of the x velocity field in Figure 3.3.

During the simulation, we measure the minimal distance from the nearest low
resolution particle to the central black hole. The closest distance is 1h−1Mpc in co-
moving units, which is greater than the virial radius of the halo. This provides enough
evidence that particles from the low resolution regions do not contaminate the black
hole accretion and halo growth.

3.2 Simulations

Our fiducial SPH simulation code is the same as that used to run the original MB
model [Di Matteo et al., 2012], P-GADGET3 [see Springel, 2005, for details of the
hydrodynamics and gravity computation]. The formulation of SPH used in MB is
density-entropy SPH [Springel and Hernquist, 2002, Lucy, 1977, Gingold and Mon-
aghan, 1977], with a cubic spline kernel, the black hole accretion model from Di
Matteo et al. [2005] and the multiphase star-formation model from Springel and
Hernquist [2003]. In order to assess the effects of choices for the numerical schemes,
we incorporate additional features into the code:

• a fixed feedback deposition volume in the black hole accretion model;

• an alternative, pressure-entropy SPH formulation to alleviate the problem of
unphysical SPH surface tension [Hopkins, 2013, Read et al., 2010];

• a quintic smoothing kernel to alleviate the problem of pairing instability; we
also change the variable controlling the SPH resolution from NNGB (number
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Symbol Halo εgrav h
−1Kpc m0DM M� SPH Kernel Feedback

1HDCV 1 1.5 4.3× 106 DE Cubic Volume
1MDCV 1 3.0 3.5× 107 DE Cubic Volume
1MDCA 1 3.0 3.5× 107 DE Cubic Adaptive
1MDQV 1 3.0 3.5× 107 DE Quintic Volume
1MPQV 1 3.0 3.5× 107 PE Quintic Volume
1LDCA† 1 5.5 2.8× 108 DE Cubic Adaptive
2HDCV 2 1.5 4.3× 106 DE Cubic Volume
2MDCV 2 3.0 3.5× 107 DE Cubic Volume
2MDCA 2 3.0 3.5× 107 DE Cubic Adaptive
2MDQV 2 3.0 3.5× 107 DE Quintic Volume
2MPQV 2 3.0 3.5× 107 PE Quintic Volume
2LDCA† 2 5.5 2.8× 108 DE Cubic Adaptive
3HDCV 3 1.5 4.3× 106 DE Cubic Volume
3MDCV 3 3.0 3.5× 107 DE Cubic Volume
3MDCA 3 3.0 3.5× 107 DE Cubic Adaptive
3MDQV 3 3.0 3.5× 107 DE Quintic Volume
3MPQV 3 3.0 3.5× 107 PE Quintic Volume
3LDCA† 3 5.5 2.8× 108 DE Cubic Adaptive

Table 3.2: Simulation matrix. D: density-entropy formulation; P: pressure-entropy
formulation; V: radius of feedback region fixed to 0.5 physical h−1Kpc; A: feedback
region is set to 64 nearest neighbour (cubic spline) or 224 nearest neighbour (quintic
spline); H, M, L stands for the resolution (high, medium and low, see text); Q: quintic
spline kernel; C: cubic spline kernel.

† the LDCA simulations use the same accretion and feedback model as
MassiveBlack.

of nearest neighbours) to η (ratio between SPH resolution and mean particle
separation) recommended by Price [2012] [see also Dehnen and Aly, 2012].

In this work we present 18 simulation with various combinations of these models
and the resolutions. The matrix of the simulations and their abbreviated names are
listed in Table 3.2. We note that our LDCA simulations use the same model and
resolution as MassiveBlack; and the HDCV simulations are the simulations with the
highest resolution (64 times finer mass resolution and 4 times finer spatial resolution
than MB).

3.2.1 Blackhole Accretion Model

The black hole accretion model was introduced by Springel et al. [2005a] and Di
Matteo et al. [2005]. Here we summarize some relevant features. The black holes
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are seeded in the simulations on-the-fly in newly formed FOF halos with MHalo ≤
5× 1010h−1M�. The seed mass is Mbh,seed = 5× 105h−1M�. The accretion rate of a
black hole is calculated from

dM

dt
= 4π ·min

{
Aρ(x)ceff(x)−3(GM)2 Bondi-Scaling

Bmp(ησT c)
−1(GM) Eddington Limit

,

where the local gas density ρ(x) and local effective sound speed ceff(x) are evaluated
from the nearest neighbour SPH estimate at the black hole position x. σT is the
Thompson cross section, G the gravitational constant and mp the proton mass. We
have absorbed other constants in A and B. The light to mass ratio η is taken as 10%.
We also assume that 5% of the light emitted becomes thermal feedback energy.

Two black holes are merged when two nearby (within the SPH resolution) black
holes satisfy the condition vrel < 1/2csound, where vrel is their pairwise relative velocity
and csound is the sound speed of the surrounding gas.

3.2.2 Merger and Accretion history

When examining the accretion history of black holes in each zoom region in Sections
3.3 onward we will restrict ourselves to the most-massive progenitor of the most-
massive black hole at z = 6. We find that halo 2 and halo 3 contain one central black
hole each at the end of the simulation, while halo 1 contains three major black holes
of similar mass. This can be seen in Figure 3.4 where we show the mass evolution
of the 3 most massive (final redshift) black holes and their progenitors in each halo.
The difference in the environments of the black holes seen in Figure 3.2 shows up
strikingly here too, with for example halo 3 hosting only one early merger events
between black holes at close to z = 8.

We note that where there are differences in the precise ranking of black holes for
different versions of a simulation we define as the central black hole the most massive
black hole in the highest resolution simulation.

In the following subsections we explore the effect of varying the accretion and
feedback models on the growth of the central black hole.

3.2.3 Deposition of AGN Feedback Energy

The black holes deposit feedback energy into nearby gas environment. In our simula-
tions, we model this process by depositing thermal feedback energy to the neighbour-
ing gas particles, weighted by their mass. The exact details of the physical mechanism
by which this occurs in real galaxies is likely dictated by radiative transfer through the
medium surrounding the black hole [Alvarez et al., 2009, Ciotti and Ostriker, 2007,
Hayes et al., 2006, Jeon et al., 2012, Novak et al., 2012, Milosavljević et al., 2009,
Park and Ricotti, 2011, 2012]. As the length and mass scales over which this occurs
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Figure 3.4: The merger tree of three most massive black holes in each simulated halo.
The data has been taken from the simulations with the highest resolution (HDCV).
From left to right we show halos 1, 2 and 3. The thick lines show the most massive
progenitors in each case; black holes in the same merger tree are shown with the same
color. The lower panel shows the accretion rate of the most massive progenitors; grey
lines indicate the Eddington rate. The circles and squares mark the snapshot redshifts
at which the particles used in the EA phase and RA phase analysis are selected in
Section 3.3. The shaded area shows the duration of the EA phase.
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Figure 3.5: The dependence of black hole accretion history on feedback energy de-
position prescription. From left to right we plot halo 1, 2, 3. The blue curves show
results for the fixed-volume (finite physical radius of 0.5h−1Kpc) feedback kernel. The
green curves are for the fixed-mass kernel, which uses the 64 nearest neighbours. We
also show the star formation rate of the halo in the bottom panels. Refer to the text
in Section 3.2.3.
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are not certain, it is important to test how our sub-grid prescription for depositing
this feedback energy affects growth of the black holes.

In the original MB simulation the energy deposition was done using the SPH
smoothing kernel of the black hole particle to distribute energy to the 64 nearest
neighbors. We refer to the MB feedback method “adaptive”, as the size of the feedback
region is directly proportional to the mean separation of SPH particles close to the
black hole (a ratio of η = 1.26). In order to preserved the ratio, we use 224 neighbours
in the quintic spline kernel simulations.

An alternative to the “adaptive” model is to fix the proper volume of the gas
receiving the feedback energy. For the fixed-volume model, we use a region corre-
sponding to a spline smoothing kernel with proper radius h = 0.5h−1Kpc. The total
mass of gas receiving the feedback energy is therefore proportional to the gas density
around the black hole. Note that we do not use the fixed-volume model at low reso-
lution as the feedback region is smaller than the gravitational smoothing when even
at very high redshift (z < 10).

In Figure 3.5, we compare the results of simulations with the adaptive model for
distributing feedback energy and those with the fixed-volume model at the medium
resolution (MDCA and MDCV simulations in Table 3.2). We can see that the black
hole mass, accretion and the halo star formation in all three halos are very similar
for both feedback models (within the same order of magnitude). The only exception
is in halo 1, where there is some difference in the early growth: the accretion rate in
the adaptive model remains 2 orders of magnitude lower than the fixed-volume model
until redshift z = 8.5. The difference in accretion rate disappears after z < 8, and
eventually the black hole mass between two models become very similar. The star
formation in the halo also experiences a burst during the same period, indicating an
accumulation of cold dense gas in the halo before the black hole accretion kicks in.
After the accretion is started, the black hole mass quickly picks up. We therefore
regard the similarity in the late time black hole masses and accretion rates as more
definitive. The choice of feedback region therefore does not appear to significantly
alter the accretion history.

3.2.4 Resolution

The MB simulation has a gravitational force softening length of ε = 5.5h−1Kpc. The
re-simulations are conducted with three different gravitational force softening lengths
(in comoving coordinates): 5.5h−1Kpc (low resolution), 3.0h−1Kpc (med resolution),
and 1.5h−1Kpc (high resolution). Our highest resolution simulation therefore has a
proper resolution of 300pc at z = 6. The simulations do not resolve the influence
sphere of the supermassive black holes, which has a radius close to 50pc at z ∼ 6.
This is consistent with the model used in this work, which was calibrated for a subgrid
treatment of the black hole vicinity. [see, e.g. Di Matteo et al., 2008]

We plot the accretion history for the 3 different black holes at different resolutions
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Figure 3.6: Resolution dependence of the accretion history of the most massive black
holes in our 3 selected target halos. From left to right we plot Halo 1, Halo 2, and
Halo 3. The blue (LDCA) curves are the lowest resolution, green and red (MDCV,
MDCA) medium resolution and yellow (HDCV) is high resolution (see Section 3.2.4).
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in Figure 3.6, showing black hole mass and accretion rate and the star formation rate
in the halo. We find that the resolution does not appear to be affecting the black
hole growth and the star formation in the halo. The accretion history appear to have
reached convergence with the medium resolution simulations (MDCV and MDCA),
which shows no significant difference with the high resolution simulations (HDCV)
that has 8 times better mass resolution. We also note that in the resimulations, the
suppression in star formation rate is tightly coupled with the suppression of black hole
accretion, in agreement with Khandai et al. [2012]. The level of suppression varies
from case to case. We attribute the variance to the difference of amount of black hole
feedback: the simulations with more massive black holes are in general associated
with strong suppression in star formation. At high redshift when both black hole and
star formation are determined by the cold gas supply, the star formation shows very
good agreement.

The major difference again lies in the adaptive feedback model. We see that the
initial growth (z > 8) of the adaptive model shows stronger resolution dependence
than the fixed-volume model in both halo 1 and halo 3: the lower resolution simulation
(LDCA) produces slower initial growth at z > 8 than the higher resolution (MDCA).
The difference in halo 3 is less drastic than the difference in halo 1 and is not associated
with a burst in star formation rate. We believe this is because the halo is in a relatively
isolated region, and the cold gas supply is lower than halo 1.

We point out that eventually (z < 6) the lower resolution simulation (LDCA)
does also reach the same final black hole mass as the medium resolution simulation
(MDCA), with the dependence on resolution disappearing. This is because at z < 6
the black hole is sufficiently massive that the accretion becomes regulated by feedback,
regardless of how the feedback is implemented.

3.2.5 SPH formulation: Pressure-Entropy

Recent developments in SPH include the introduction of the so-called pressure-entropy
formulation [Hopkins, 2013, Read et al., 2010], and the quintic smoothing kernel
[Price, 2008]. These new developments aimed to address several difficulties noticed
in prior formulations of SPH, namely: an unphysical surface tension across surface
boundaries that forbids particle exchange at a density discontinuity, the fluctuation
in density estimation due to a small number of nearest neighbours (32), and nearby
particles bonding into pairs causing a loss of resolution in high density regions [see
e.g. Agertz et al., 2007, Morris, 1996, Schuessler and Schmitt, 1981, Monaghan, 2000,
Wadsley et al., 2008].

We have run our zoomed simulations with pressure-entropy SPH and the tra-
ditional density-entropy SPH formulation. The black hole accretion histories and
the halo star formation rates are shown in Figure 3.7. We can see that going from
density-entropy to pressure-entropy formulations appears to consistently result in
faster black hole accretion. The star-formation history is largely intact, although
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Figure 3.7: The effect of changing SPH formulation on the accretion history of the
black holes. From left to right we show halo 1, halo 2, and halo 3. The blue (MDCV)
line is the density-entropy formulation with a cubic spline smoothing kernel; the
green (MPCV) line is the pressure-entropy formulation with a cubic spline smoothing
kernel and the red (MPQV) line is the pressure-entropy formulation with quintic
spline smoothing kernel.
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Figure 3.8: the dependence of black hole accretion history on seeding mass. The blue
(M5), red (M4) and yellow (M3) represent the simulation at medium resolution with
seeding mass of 5× 103h−1M�, 5× 104h−1M� and 5× 105h−1M�. H4 (green dotted
line) represents a high resolution simulation that is run to redshift 6.5.

with some variance in the level of suppression at low redshift. (See discussion in the
previous section.) Comparing the results for quintic spline and cubic kernels (both
are plotted) we can see that some of the contribution to the faster black hole accretion
is due to the switch to a quintic spline kernel. The quintic spline kernel samples more
particles (112) and reduces the noise in the quantities used the black hole accretion
model. The black holes are up to a factor of 5 times more massive at the final time
in the pressure-entropy case compared to density entropy case. We note that there is
a free parameter in the black hole model, namely the feedback efficiency (set to 10 %
here). This parameter was set [Di Matteo et al., 2005] to reproduce black hole masses
observed in the local Universe and so with pressure-entropy SPH a recalibration of
this parameter could be employed.

3.2.6 Seeding Mass

The origin and nature of the black hole seed population remain uncertain. Two
distinct populations of black hole seeds, in the range of 100 − 106 M� have been
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proposed, either from the remnants of the first generation of Population III stars at
z ∼ 20 − 30 or from direct dynamical collapse of gas. In large volume cosmological
simulations such as MassiveBlack it is not currently possible to resolve the collapse
of the (small mass) halos at redshifts commensurate with black hole seed formation
and hence resolve these processes directly. As a result, the black hole seed mass is
a parameter of our models [see also Costa et al., 2013], and the early growth phase
cannot be accurately followed.

In this section we explore the effect of changing our BH seed mass on the growth
of the first quasars. We have performed a series of resimulations of Halo II, where
we decrease the seed mass by up to a factor of 100. In particular, we use Mseed =
5 × 103h−1M� (M3), 5 × 104h−1M� (M4), 5 × 105h−1M� (M5) and seed them in
halos of MHALO,seed = 5 × 108h−1M�, 5 × 109h−1M�, 5 × 1010h−1M�, respectively.
In these zoom runs, we are limited by the minimum mass of a resolved halo (which
corresponds to 108M� in the medium resolution simulations): reducing the BH seed
mass further (e.g., closer to 100M�) would require resolving halos of the order of
106M� commensurate with those forming first PopIII stars. We show the accretion
history and star formation history in Figure 3.8.

The accretion history in the simulations with different seed mass follows a similar
growth history. In general, by lowering the seeding mass,

1. the early (z > 8) growth of the supermassive black hole is somwhat suppressed;

2. the early star formation history is neither enhanced or suppressed, indicating
that black hole accretion and associated feedback are not affecting the gas sup-
ply for star-formation;

3. smaller black holes are seeded earlier due to the reduced seeding halo mass; the
earlier seeding compensates for the smaller seeding mass, and the black hole
undergoes a longer Eddington growth period;

4. eventually, regardless of the mass of the seed, the black holes grow to a final
mass of about 109M�.

In conclusion, we observe no significant change to the black hole accretion history
in our simulations as long as a reasonable seeding mass is used.

3.3 Feeding Blackholes via Cold Flows

We now investigate the fuel supply onto black holes and study the thermal history of
high redshift gas that participates in black hole accretion. We focus on the question
of whether the gas that fuels the black hole is different from the typical gas in the
halo. We want to further test the indication that at these high redshifts (z ∼ 6) fast
black hole growth can be achieved via cold flows [Di Matteo et al., 2012]. Further
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Figure 3.9: Visualization of Gas Density at Varying Resolutions. Top 3 rows: Cold gas
filaments surrounding black holes in the simulations, run at different resolution. The
color represents the projected density (in a cube) of cold (T < 105K) gas at z = 6.5.
The columns show Halos 1, 2, and 3, from left to right. The first 3 rows are, from
top to bottom, low resolution, medium resolution and high resolution. The bottom
row shows the density distribution of the hot gas in the high resolution simulation.
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we aim to investigate how black hole feedback may play a role in disrupting the cold
streams close to the black hole.

The virial temperature of the hosting halo of 1012M� is close to 106K, while in
the simulation the cold IGM temperature is close to 104K. We set the split between
hot and cold gas at 105K. In Figure 3.9, we compare the morphology of the cold
gas (T < 105 K) and that of the hot gas (T > 105 K) around the black holes in the
three halos. We first notice that the cold gas forms dense compact filaments that are
unlikely due to resolution effects: as we increase resolution, the cold gas filaments are
identical in morphology except have increased sharpness. Secondly, we notice that
the hot gas is distributed in a diffuse manner, forming thicker structures containing
large blobs that extend to the entire halo.

The striking morphological difference between hot and cold gas motivates us to
consider two species of gas particles:

1. the first gas species we call “HALO” particles1 and are randomly selected gas
particles from the halo, weighted by volume; because hot gas particles occupy
most of the volume of the halo, HALO particles are most likely the hot envi-
ronment gas in the halo shown in the bottom panel of Figure 3.9.

2. the second gas species are the “BH” particles2, and are the nearest neighbour
particles contributing to the evaluation of gas properties at the black hole. The
BH particles are the gas particles that are actively participating in accretion
onto the black hole.

After a gas particle (if it has not been converted to a star particle) enters the
halo, depending on its cooling efficiency, the particle will either be heated to the virial
temperature of the halo, losing its initial inflow motion, or remain cold, arriving to
the center of the halo to participate in star formation and black hole accretion. In this
picture, the history of a gas particle can be quantified by two characteristic times:

1. the entering time tenter, the time since the Big Bang at which a gas particle first
enters the virial radius;

2. the heating time theated, the time since the Big Bang at which a gas particle is
first heated above the virial temperature of the gas.

We also calculate the correlation coefficient (CC) of the two characteristic times

CC = ρX,Y =
cov(X, Y )

σXσY
=
E[(X − µX)(Y − µY )]

σXσY
,

where X and Y represent tenter and theated, σ and µ the standard-deviation and the
mean of the data, and E the mean operator.

1Not to be confused with the dark matter particles in the halo.
2Not to be confused with particles that represents the black holes in the simulation.
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Halo 1 2 3
Species BH HALO BH HALO BH HALO

EA (high redshift) 0.069 0.574 -0.075 0.778 0.131 0.337
RA (z = 5.5) 0.389 0.893 0.356 0.745 0.557 0.827

Table 3.3: Correlation coefficient (CC) between theated and tenter. Also see Figure 3.10.

CC measures the correlation between the time a gas particle enters the halo and
the time a particle is heated to the virial temperature of the halo. If a particle is
heated by the virial heating from the halo, we expect CC to be large, for particles
entering the halo early shall be heated early, while those entering late shall be heated
late. On the other hand, if a particle is heated by the central black hole, we expected
CC to be small, for these particles are heated only after they arrive to the black hole,
no matter when they enter the halo. As we will show later, these expectations agree
with our simulations.

We calculate tenter, theated, and CC for BH and HALO particles at two epochs from
the high resolution simulations (HDCV): (1) the first epoch is when the black hole is
undergoing Eddington accretion (EA phase, ṀBH ∼ ṀEdd), and (2) the second epoch
is when the black hole accretion has been regulated (RA phase, ṀBH � ṀEdd). The
EA phases of three halos are marked with shaded areas in Figure 3.4. We choose
the particles in redshifts selected a priori (without the knowledge of the behavior of
particles) at z = 9 , 6.5 , and 7.5 for each halo respectively to perform the analysis.
Similarly, in the RA phase analysis, we use the particles at redshift of z = 5.5 for all
three halos.

The results are shown in Figure 3.10 and Table 3.3. We first look in the EA
phase. During the EA phase, the correlation coefficient (CC) between the heating
time and entering time of the BH particles is much smaller than that of the HALO
particles as seen in the first row in Table 3.3. The difference can also be seen in Figure
3.10, where the BH particles are clustering around the same theated that corresponds
to the time the particle becomes the nearest neighbour of the black hole, while the
HALO particles follows a line with a positive slope. The lower CC in BH particles
is consistent with heating by black hole feedback: the BH particles remain cold after
they enter the halo, and are then heated up shortly after they arrive at the black
hole. The larger CC with HALO particles in EA phase is consistent with the virial
heating picture: the hot gas halo is formed by virial heating from the halo (which may
indirectly contain the feedback energy from the central black hole and the feedback
energy from satellites); if a HALO particle enters the halo early, it is also heated
early.

This difference suggests that the gas that participates the black hole accretion
in an Eddington accretion phase is unlikely to be from the hot halo environment.
The gas must have come directly from outside of the halo; and its thermal history is
consistent with that of the cold flows.
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Figure 3.10: Time since the Big Bang that a particle enters a halo (tenter) plotted
against time since the Big Big for a particle to heat up to the virial temperature (theat)
HALO particles and BH particles (see text) are shown in red and blue respectively.
The panels show halos 1, 2 and 3 from left to right. The upper panels are at the EA
phase when the black holes are undergoing Eddington accretion. The lower panels
are in the RA phase when the black hole growth is regulated by feedback. The red
horizontal dashed line indicates the time when most of the BH particles are heated,
acting as a visual guide to the timescale of black hole heating. The blue dashed line
is a linear fit to the HALO particles, visually guide the time scale of halo heating.

We then move on to the RA phase, during which black hole accretion has been
regulated. We notice that the CC of the BH particles have significantly increased.
In the lower panels of Figure 3.10, we find this increase is due to a larger population
of the BH particles that behaves similarly to the HALO particles. The existence of
a HALO-like population within the BH particles shows that the cold flows (though
they still exist) are being somewhat disrupted. Because the HALO-like particles are
heated before they arrive to the black hole, the temperature around the black hole
rises, and the black hole accretion is regulated.

We investigate further the motion of BH particles and HALO particles in the RA
phase with Figure 3.11 and Figure 3.12 & 3.13. In Figure 3.11, we plot the history
of properties of BH and HALO particles in simulation 1MDCV, where we saved one
snapshot every 3 Myear of simulation time. In this case we have traced 32 particles
of each population originating from three snapshots close to z = 5.5 (three columns
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are three snapshots; two rows are BH and HALO from top to bottom, note that the
time increases from right to left). The considered properties are:

T : the temperature of the particle; we compare the temperature with the virial tem-
perature of the halo.

r: the distance between the particle and the black hole (proper); we compare the
distance with the virial radius of the halo.

vr: the radial velocity of the particle; negative value (vr < 0) is infalling and positive
(vr > 0) is out-flowing.

n: the density of the particle.

We visualize the history of each property with a 2-d histogram binned by the
quantity and time in Figure 3.11. The histogram demonstrates the behavior of the
entire population as a function of time: the particles with similar property at a given
time will contribute to the same bin, resulting a darker pixel. For example, the dark
horizontal line at T = 104K in the top panel T plots of Figure 3.11 indicates a large
fraction of gas remains cold for a very long time. We also mark the probability
distribution of theated and tenter in the figure. We are more interested in the behavior
of the gas between tenter and theated.

In the three top panels for BH particles, we see that most of the BH particles have
significantly increased their density while remaining cold for as long as 0.5 Gyear after
they enter the halo, as suggested by the dark lines in T , vr and n. We do notice that
for some of the particles, the infalling motion starts to become disrupted much sooner
(0.2 Gyear after entering), while their temperature rise to the virial temperature. As
we will see after analyzing the HALO particles, this early heating population within
BH gas are very similar to the HALO particles: they correspond to the HALO-like
population we identified in the lower panels of Figure 3.10, which are responsible for
the increased correlation between tenter and theated. The population indicates that the
cold flows in a regulated growth phase are being disrupted, and can no longer provide
the Eddington accretion of black holes. All of the BH particles are heated after they
get close to the black hole (r < 1 Kpc), but the temperature reaches up to 108 K,
much higher than the virial temperature of the halo (107 K) at this redshift. Some
of the heated particles can receive an out-flowing velocity up to 1000 km/s, and can
reach a substantial distance away from the black hole, though none of the heated
particles have reached a distance further than the virial radius of the halo. We do
note that our method cannot exclude the possibility that a fraction of heated particles
escape from the halo. We plan to investigate whether any of the BH particles are
unbound from the halo due to feedback from the black hole in a further study.

In the three low panels for HALO particles, we see that the heating happens much
sooner (within 0.2 Gyear) after they enter the halo. The infalling motion is disrupted
as the particles are heated, and most of the particles remains at a low density of
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Figure 3.11: The properties of HALO and BH particles selected from three snapshots
close to z = 5.5, as function of time. Top row : BH particles (nearest neighbours of

the black hole). Bottom row: HALO particles (randomly picked from inside the halo).

The sub-panels with in a figure are: temperature (T ), distance to black hole (r), radial

velocity (vr) and density (n). The 2-d histogram visualizes the trajectories of particles,

with the mean value shown in blue solid lines. (See text) The black dashed lines mark the

virial temperature, virial radius, and zero radial velocity. The black vertical lines mark the

average of the time a particle enters the halo (tenter, see text).
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Figure 3.12: The trajectories of BH and HALO gas particles, projected into the x−y
plane, during the RA phase. Top panels: BH particles that participate in accretion
onto the black hole; Bottom panels: HALO particles. The trajectories are color-coded
by temperature: red is 108K, blue is 103K. The wedges shows the direction of motion.
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Figure 3.13: The trajectories of BH and HALO gas particles, projected into the x−y
plane, during the EA phase. Top panel: BH particles that participate in accretion
onto the black hole; Bottom panel: HALO particles. The trajectories are color-coded
by temperature: red is 108K, blue is 103K. The wedges shows the direction of motion.
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10−6cm−3. After being heated, the temperature of HALO particles tightly tracks the
virial temperature of the halo, as the halo grows.

We proceed to visualize the motion of the in-flowing gas with Figure 3.12 for the
particles selected from the three snapshots near z = 5.5. In Figure 3.12, we show the
trajectories of the BH and HALO particles projected in the x − y plane, colored by
their temperature. The BH particles, being initially cold (T ∼ 104K), flow into the
black hole (located at the center of the plots), apparently following several preferred
directions. The majority of the BH particles remain cold until they arrive to the black
hole. However, we can also see some of the particles are heated to T > 106K before
arriving the the black hole; these particles correspond to the HALO-like particles.
Afterwards, the particles are ejected towards directions that are unaligned to the
directions they come in from. The ejected gas can reach 100 Kpc away from the black
hole, though still within the virial radius of the halo. The HALO particles show a very
different pattern. Although the HALO particles are also initially cold (T ∼ 104K), the
gas is quickly heated to the virial temperature of the halo (T ∼ 106 K). Afterwards,
the motion of particles visually resembles a random-walk within the virial radius of
the halo (a few times 100 Kpc).

The fate of BH particles in the EA phase is drastically different. As shown in
the top panels of Figure 3.13, we see that instead of being ejected away, most of
the BH particles remain cold after arriving at the black hole and they are eventually
consumed by black hole accretion and star formation at the very center of the halo.
The fate of HALO particles in the EA phase is rather similar to that in the RA phase:
particles are heated to the virial tempearture as they fall into the halo.

3.4 Conclusion

We have studied the fueling and gas supply onto high-redshift supermassive black
holes in high resolution re-simulations of halos selected from the MassiveBlack hydro-
dynamic cosmological simulation (covering a volume close to 1 Gpc3). Using Massive-
Black, Di Matteo et al. (2012) showed that steady high density cold gas flows were
able to produce the high gas densities that can lead to sustained critical (Eddington)
accretion rates and hence rapid growth commensurate with the existence of 109M�
black holes as early as z ∼ 7. We have tested this scenario further for a subsample of
three of the halos hosting 109 solar mass black holes at z = 6.0 in MassiveBlack. We
have used zoom-in techniques to investigate the nature of the gas inflows at scales
that could not be resolved from the large volume MassiveBlack simulation.

We have shown that for the three re-simulated halos the growth history of their
central super massive black holes is consistent with a sustained Eddington limited
fueling provided by cold streams of gas that penetrate all the way to the innermost
region of the galaxies undisrupted (i.e. consistent with our earlier picture). Our
conclusions remain unchanged even though the numerical scheme we use is varied in
several significant aspects:
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• a change in resolution does not change the fuelling history;

• AGN feedback energy is spread over different size regions of constant mass or
volume,

• an improved formulation of SPH (pressure-entropy and quintic kernel) is used
(in this case, the growth of the black holes is systematically faster).

• the black hole growth history is insensitive to changes of the seed black hole
mass (in the range of Mseed5×103−5×105, commensurate with the simulation
resolution).

There were several recent studies on the supermassive black holes based on the res-
imulation method. For example, Costa et al. [2013] applied a similar resimulation
method to 18 halos selected from the Millennium simulation (dark matter only) and
reported that halos in large scale over dense regions are able to experience critical
growth commensurate with 109M� by z = 6. Our results are in consistency with
Costa et al. Bellovary et al. [2013] also studied the growth history of black holes in
high redshift halos. Their zoomed regions were extracted from an initial cosmological
box of only 50 Mpc per side, unlikely to contain high enough over dense regions. We
note that their final black hole masses are consistent with what is expected from more
moderately over-dense regions, such as those studied by Costa et al. [2013].

We have investigated the nature of the gas fueling the central black holes by
computing the correlation between the time required for gas particles (in the halo)
to reach the virial temperature and the time since they first enter the halo. We also
investigated the correlation of gas participating in accretion and the correlation of the
hot gas in the halo environment. We have found that while gas that fuels the black
hole preserves its low temperature until heated by the feedback from the black hole
(low correlation), the gas ending up in the halo environment typically heats quickly
upon entering the halo (high correlation). With this method, we have shown that
during the Eddington growth phase, the accretion gas appears to have directly arrived
to the black hole through cold flows without disruption from the hot environment;
while during the regulated growth phases (z < 6) a larger population of the accretion
gas behave very similar to the hot environment, indicating that the cold flows are
becoming disrupted by the feedback.

After being heated by the black hole the gas particles are ejected with a high
velocity up to 1000km/s from the black hole, though none of the particles we have
investigated have left the halo. Several authors [see, e.g. Dubois et al., 2013, McCarthy
et al., 2011] reported that the strong outflows during the regulated phase at high
redshift can reduce the baryon fraction in the halo up to 30%, increasing the entropy
of halos at lower redshift. In our halos, the disruption appears to be not as strong,
as most of the gas surrounding the black hole is cold even after the accretion is
regulated. One possible source of the discrepancy is that their halos are less massive,
and the supply of cold gas is less efficient: for example, our smallest halo (halo 3)
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has the largest fraction of HALO-like gas population which is heated before they
arrive to the black hole. We note that the faster black hole accretion in pressure-
entropy formulation suggests a higher feedback efficiency, which may contribute to
the disruption of cold flow and produce a stronger hot outflow. We plan to investigate
the hot outflows with further studies.

We have not evaluated the effects of resolving into the black hole zone of influence
for our black holes. It is unclear whether the accretion model we used requires a
recalibration. Modelling the zone of influence may require more detailed treatment
of the physics processes, such as radiative transfer. Our simulations were only able to
resolve halos more massive than ∼ 108M�, which are too massive for seeding stellar
originated black hole progenitors as the halos are formed. We shall leave these topics
for further study.
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Chapter 4

Parallel Radiative Transfer:
Growth and Anisotropy of
Ionization Fronts

In this chapter we study the growth of the ionization front of bright quasars in an
almost neutral cosmological context. The quasars and their surrounding medium are
selected from a large hydrodynamic simulation [the MassiveBlack simulation, intro-
duced in Di Matteo et al., 2012], and then post-processed with a radiative transfer
code. This allows us to simulate 8 rare quasars using reasonable computing resources.
Our focus is on the evolution and properties of the largest individual ionized bubbles,
the sources that produce them, and the relationship between the two. Because the
simulation forms quasars and star forming galaxies ab initio, we are able to make use
of the luminosity and positions of the radiation sources that the simulation produces,
rather than setting them in by hand. However we do not deal with the full reion-
ization of the volume of the simulation, which would require following the evolution
of the entire density and ionization field from high redshifts down to at least z = 6.
Instead we restrict ourselves to the growth of ionized regions around an early period
in this process (at z = 8), where the photon path lengths are still smaller than the
computational sub-volumes we analyze. We leave the study of the full reionization of
the volume to future work.

4.1 Hydrodynamic Simulation and Density Field

The SPH output we use is from the MassiveBlack simulation [see Di Matteo et al.,
2012, DeGraf et al., 2012, Khandai et al., 2012, for further details], which was run with
a ΛCDM cosmology with parameters (ΩΛ,ΩM ,Ωb, h, σ8) = (0.74, 0.26, 0.044, 0.72, 0.8).
A total number of 2× 32003 gas and dark matter particles were followed in a box of
0.75 Gpc3 from redshift z = 159 to redshift z = 4.75. This simulation is by far the
largest cosmological hydrodynamics simulation run with the P-GADGET program.
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This run not only contains gravity and hydrodynamics but also the extra physics
(sub-grid modeling) for star formation [Springel and Hernquist, 2003], black holes
and associated feedback processes.

The basics aspects of the black hole accretion and feedback model [Di Matteo
et al., 2008] consist of representing black holes by collisionless particles that grow in
mass (from an initial seed black hole) by accretion of gas in their environments. The
accretion rate is given by

Ṁ = min(MBondi,MEdd) , (4.1)

and

ṀBondi =
4πG2M2

BHρ

(c2
s + v2)3/2

, (4.2)

where ρ and cs are the density and sound speed of the ISM gas respectively, and v
is the velocity of the black hole relative to the gas, and ṀEdd = LEdd/(ηc

2), where
LEdd = 1.26×1038 ergs−1, is the Eddington Luminosity. At the high redshift and high
halo masses we are carrying out the analysis here, black holes are growing at their
Eddington rates [DeGraf et al., 2012] making any detail of the sub-grid models for
black holes virtually irrelevant.

For the black hole feedback, a fraction of the radiative energy released by the
accretion of material is assumed to couple thermally to nearby gas and influence its
motion and thermodynamic state. The radiated luminosity, Lr, from the black hole
is related to accretion rate, ṀBH, as

Lbol = ηṀBHc
2, (4.3)

where we take the standard mean value η = 0.1. Some coupling between the liberated
luminosity and the surrounding gas is expected: in the simulation 5% of the luminosity
is isotropically deposited as thermal energy in the local black hole kernel, providing
some form of feedback energy.

With our simulations the activity of quasars is directly derived from the accretion
history of rapidly growing super-massive black holes, and their fueling is driven from
the large scales and occurs through high density cold flows along the cosmic filaments
[Di Matteo et al., 2012].

The luminosity of the stars and galaxies can be derived from the star formation
rate history which is provided by the multiphase star formation model in the simula-
tion that depends on a single free parameter, t? the global star formation timescale
[Springel and Hernquist, 2003]. The multiphase star formation model also provides
a mechanism to remove the self-shielded interstellar medium (ISM) from the matter
density field, leaving only the intergalactic medium (IGM) density for the radiative
transfer simulation.

In the multiphase star formation model, a dense gas particle is divided into a
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non-star forming IGM component and a star forming ISM component:

m =

{
mIGM +mISM = (1− x)m+ xm, if ρ > ρth,

mIGM, if ρ ≤ ρth,
(4.4)

where x is the mass fraction of the ISM component. The threshold density ρth is
determined from the global star formation time scale t?, as described in Springel and
Hernquist [2003]. The IGM component of gas particles forms a hot ambient medium
and occupies the entire volume of the particle. The ISM component of gas particles
condenses into cold star-forming clouds which are self-shielded from cosmic radiative
transfer, except that they may host stellar radiative sources. As a result we excise
them from the matter density field when performing the ray tracing calculation. By
doing this we also assume that their small cross-section would not have affected ray
tracing for the rest of the gas. The ISM fraction, x, is an increasing function of
the mean density of the gas particle, effectively removing the densest particles from
the density field in a manner similar to the threshold method used to calculate the
clumping factor by Pawlik et al. [2009], and, the removal of the cold high density gas
in the X-ray emission calculation by Croft et al. [2001].

We also note that in MassiveBlack the mean baryon density (IGM + ISM) around
quasar sources can be as high as 60 cm−3. Were the ISM not excised from the ray
tracing, the high mean density would shield off the radiation and prevent the growth
of any cosmic scale ionized regions.

4.2 Selection of Quasars

We use the quasars and density field of the z = 8 snapshot of MassiveBlack in this
study. There are two reasons for this choice:

• The EoR in MassiveBlack is modeled by a uniform UV background radiation
field that is introduced near the end of the EoR (z = 6) in the optically thin
approximation [see e.g. Bolton and Haehnelt, 2007]. By choosing an earlier
redshift we do not contaminate the ionization fronts with this global radiation
field.

• Extremely bright quasar sources at high redshifts are rare objects. Limited
by the 0.75 Gpc3 volume of MassiveBlack, we cannot find many bright quasar
systems at a much higher redshift than z = 8.

We select a quasar system based on halo mass, taking the 10 most massive halos,
numbered from 0 to 9. We note that in general larger halos host brighter quasars
unless (i) the quasar system is turned off by feedback, or (ii) the quasar system has not
yet grown its black hole mass significantly. 8 unique hosting sub-volumes (50 Mpc/h
per side) are identified, which we refer as sub-volume 0 to 7 throughout the rest of
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#H #V MHALO MBH
Total Center

QSO STR QSO STR

0 0 148.35 74.6 8.35 3.38 7.24 0.94

1 1 77.9 49.6 4.97 3.45 4.43 0.79

2 2 75.5 34.7 2.06 3.93 1.39 0.45

3 0 84.9 7.3 8.35 3.71 0.49 0.22

4 3 60.1 119.0 8.18 2.72 7.76 0.54

5 0 67.1 16.0 8.35 3.71 0.56 0.21

6 4 70.8 5.5 0.50 2.72 0.06 0.16

7 5 65.6 13.2 0.95 1.98 0.69 0.30

8 6 66.6 6.4 1.29 3.82 0.20 0.21

9 7 64.9 7.2 0.38 2.22 0.15 0.15

Table 4.1: UV Flux of Sub-volumes. The first column #H (0 - 9) identifies the ten
most massive halos. The second column #V (0 - 7) identifies the eight unique sub-
volumes that contain the halos. The halo mass (MHALO) is in units of 1010 M�h−1.
The blackhole mass (MBH) is in units of 106 M�h−1. The flux is in units of 1055 sec−1.
Halos 0, 3, and 5 are clustered and belong to the same sub-volume 0. See Appendix
4.6 for the definition of the spectra.

the chapter: Three of the halos (halo number 0, 3 and 5 in Table 4.1) are located at
spatial locations within sub-volume 0.

Next, we compute the ionizing photon flux due to the quasars and star formation
occurring in each of the sub-volumes. The details of the assignment are described in
Appendix 4.6. In addition to the full volume flux, we also define a Central Source
Flux, which is the flux of sources within the 1 Mpc/h radius of the center of the
sub-volume. The sources in the center are associated with the ionized bubble of the
central halo. The ionizing photon flux of the sub-volumes is summarized in Table 4.1
and Figure 4.1.

There is an expected correlation between the central quasar and central stellar
flux. Based on the ratio of the central flux to total ionizing flux within the sub-
volume, as well as the composition (quasar or stellar) of the central flux, we divide
the sub-volumes into three groups:

• Quasar (Q) : The central quasar dominates the entire sub-volume.

• Sub-dominant Quasar (QS) : The central quasar dominates the central flux, but
is not a significant fraction of the total flux of sources in the sub-volume.
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Figure 4.1: Central and total ionizing photon flux. The left panel compares the total
UV photon flux of the stars and the quasars within the sub-volumes. The right panel
compares the UV photon flux from the sources within 1 Mpc/h of the center. The
lines represent the linear regression of the data. In the bottom panel the central
photon flux of the quasar sources and the central photon flux of the stellar sources
as a fraction of the total flux are shown. It is interesting to observe that the central
stellar photon flux is always a small fraction of the total flux yet the central quasar
can contribute a significant fraction of the total. See Appendix 4.6 for the definition
of the spectra.
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• Stellar (S): The quasar flux in the central sources is smaller than the sum of
stellar flux, and the entire central flux is small compared to the ionizing flux
of the entire box. We note there can be two possible distributions of sources
within the box: one being the presence of another major source that is not near
the center of the sub-volume; the other being ionizing sources that are rather
more uniformly distributed throughout the sub-volume. In our sub-volumes,
the latter is more often to the case.

4.3 Analytic Growth of Stromgren Spheres

The growth of Stromgren spheres in a clumpy cosmological environment can be ana-
lytically modeled using [Cen and Haiman, 2000],

dR3
t

dt
= 3H(z)R3

t +
3Ṅph

4π 〈nH〉
− CH 〈nH〉αBR

3
t , (4.5)

where the first term represents the Hubble expansion, and can be neglected in this
context. The solution is straightforward [eg, Shapiro and Giroux, 1987]

Rt = Rs

(
1− exp

(
− t

ts

))−1/3

≈ Rs

(
t

ts

)1/3

ts = (CH 〈nH〉αB)−1 (4.6)

Rs =

(
3Ṅph

4πCH 〈nH〉2 αB

)1/3

.

We will use this analytic solution to compare to our numerical results. The IGM
clumping factor CH is calculated using a method appropriate for an SPH simulation,
described by Pawlik et al. [2009],

CH =

∑
ρ2
ih

3
i

〈ρ〉2
∑
h3
i

, (4.7)

where hi is the SPH smoothing length, and ρi is the IGM density. The clumping
factor in the entire sub-volumes has a value of CH ∼ 4, giving a recombination time
about tS ∼ 100 Myear� tQ. However we note the clumping factor can go up to ∼ 20
within 1 Mpc/h radius from the center of the sub-volume, reducing tS to ∼ 20 Myear.

For the source flux, we make the simplest approximation, summing the flux of all
sources with in the sub-volume to obtain one effective Ṅph. We also assume that the
volume consists of pure hydrogen (i.e. no helium, XH = 1) in the calculation of the
analytic model. The Case B recombination rate αB is taken from Hui and Gnedin
[1997], in consistency with the recombination rate table used in the radiative transfer
simulation.
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4.4 Radiative Transfer Simulation

4.4.1 Ray-tracing Scheme

For this study we have rewritten the SPHRAY Monte Carlo radiative transfer code
[Altay et al., 2008, Croft and Altay, 2008] in C with OpenMP(TM), so that it runs
in parallel on shared memory systems (P-SPHRAY). We have also eliminated the
on-the-spot approximation of recombination, so that instead recombination rays are
emitted when the recombination photon deposit at a spot exceeds a threshold, as
done in the code CRASH [Maselli et al., 2003]. The parallel version allows us to trace
many rays at the same time on several CPUs within a single time step, achieving a
near-linear speed up with a small number (10 ∼ 30) of CPUs. Monochromatic rays
are sampled from frequency space according to the source spectrum. Hydrogen and
Helium ionization and recombination are both traced. The tabulated atomic reaction
rates of Hui and Gnedin [1997] taken from the serial version SPHRAY are used.

As a new addition to the code we model the secondary ionization of high energy
photons using a fit to the Monte Carlo simulation results of Furlanetto and Stoever
[2010], Shull and van Steenberg [1985]. These fast non-thermal-equilibrium electrons
produced from high energy ionization photons (e.g., X-ray photons) may collide and
secondarily ionize more neutral atoms, increasing the ionizing efficiency of the quasar
sources by allowing one high energy photon to ionize tens of neutral atoms. On
the other hand, our current post-processing approach is incapable of modeling the
heating from the residual energy of the ionizing photons, for the thermal evolution
(hydro) is decoupled from radiative transfer. We note that the local heating of ionizing
photons can be thought of as part of the local thermal coupling between the liberated
luminosity and the surrounding environment described in Section 2. The long range
heating of the harder photons is not directly modeled.

4.4.2 Parametrization of the Ionized Bubble

For this study, we are more interested in the ionized bubbles located at the centers
of sub-volumes, because they are associated with the main halos in the sub-volumes.
We will call these central ionized bubbles the central ionized regions (CIR).

When quantifying the size of a CIR we measure the spherically averaged fraction
of a species, x using (we show the example of HII regions, similar definitions hold for
other species):

xHI(r) =

∫
δ(r′ − r)xHIρdV∫
δ(r′ − r)ρdV

.
=

∑
shell xHI,imi∑

shell mi

. (4.8)

Here the sums are carried out by binning SPH particles (index i) in shells. Particles
are assigned as a whole to shells by their center position rather than being integrated
over the SPH kernel with in the shell. We define the averaged CIR radius at a given
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threshold x∗ to be the first crossing of x(r) with x∗, or

R̂S(x) = inf{r|xHI(r) = x∗}. (4.9)

The first crossing corresponds to the edge of the CIR, and later crossings indicate
the edges of the nearby ionized regions. The motivation for this definition comes
from its similarity to that used to quantify ionized regions seen in quasar absorption
line spectra, the Lyα absorption Near-Zone radius RNZ by Fan et al. [2006a]. In
practice, we take as R̂S the average of the two nearest bins rL and rR which satisfy
[xHI(rL)− x][xHI(rR)− x] < 0.

The spherically averaged radius R̂S is a simple quantity to use in comparisons but
the angular variations in the properties of the CIR are completely lost. To quantify
the angular dependency, we bin the SPH particles into angular cones and calculate
the averaged fraction within the cones,

xHI(r, θ, φ)
.
=

∑
cone,shell xHI,imi∑

cone,shell mi

. (4.10)

The angular dependent CIR radius is

Rs(x, θ, φ) = inf{r|xHI(r, θ, φ) = x∗}. (4.11)

Note that in general < Rs(x, θ, φ) >6= R̂S, because averaging and binning do not
commute. For measuring Rs(x, θ, φ), we use 12× 162 cones. We note that increasing
to 12× 322 cones does not significantly alter the results.

We measure the anisotropy of the ionized bubble from the variance of Rs

As(x) = ST k[Rs(x, θk, φk)], (4.12)

where STk stands for the standard derivation. We run the simulation with sufficient
number of rays so that the typical shot-noise contribution towards As is negligible,
as shown in the next section.

Three different levels of species fraction x are used to define three different levels
of CIR fronts in this study:

• Inner front, x = 0.1 for the neutral fraction, or x = 0.9 for the ionized fraction;

• Middle front, x = 0.5 for the neutral fraction;

• Outer front, x = 0.9 for the neutral fraction, or x = 0.1 for the ionized fraction.

The Inner front corresponds to the near-ionized edge of the Stromgren sphere, and
the Outer front corresponds to the near-neutral edge of the Stromgren sphere. We
however note that these choices are for illustrative purposes and they do not have any
direct correspondence with threshold values used to detect 21 cm or Lyα observation
signatures.
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4.4.3 Shot-noise and Convergence

One issue which must be addressed in Monte Carlo ray tracing (RT) schemes is the
presence of shot-noise and its effect on convergence of results, something particularly
important when sampling is also in frequency space [eg, Iliev et al., 2006, comments
on CRASH]. Shot-noise artificially increases the angular anisotropy As measure, and
so is of direct concern for this study.

We define a shot-noise parameter γ to be the ratio between the number of photons
in a ray packet, n0

r and the number of atoms in an SPH particle n0
p,

γ =
n0
r

n0
p

. (4.13)

A small γ guarantees that the ionization front cannot advance by more than one
particle in one time step. When γ � 1, the ionization front advances slowly and
the shot-noise is controlled. One of course still needs to ensure the rays have a
sufficient angular resolution to resolve the angular scale used in the calculation of the
anisotropy.

Runs HII Inner HII Middle HII Outer

γ = 0.003 and 0.03 0.96 0.98 0.86

γ = 0.03 and 0.3 0.74 0.94 0.68

Table 4.2: Correlation coefficients in convergence test for number of rays. See Equa-
tion 4.13 for definition of γ. Shown in the table are the correlation coefficient of the
center bubble radius Rs(θ, φ) between different runs.

In MassiveBlack, a typical SPH gas particle has a mass of 5×107 M�/h, equivalent
to n0

p = 9×1064. For ray tracing with 105 steps and 128 rays per time step, (1.28×107

rays), and with the total luminosity listed in Table 4.1, an average packet contains
n0
r = 3 × 1063 photons. The shot-noise parameter is therefore γ = 0.03 � 1 for our

typical runs.
We can also empirically confirm that convergence is reached by increasing the

number of rays used in the simulation and showing that the quantity of interest is
insensitive to further increases. We perform such a convergence test with 3 runs
on sub-volume 4 with (i) 1.3 × 108 rays, γ = 0.003, (ii) 1.3 × 107 rays, γ = 0.03,
and (iii) 1.3 × 106 rays, γ = 0.3. We quantify the similarity of the ionization front
using the correlation coefficient of Rs(θ, φ) between runs, shown in Table 4.2. The
higher correlation between the runs with more rays indicates that the simulation has
effectively converged. Therefore, for the runs we use 1.3× 107 rays.
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4.5 Results and Discussion

4.5.1 Uniform Density Field

We first test P-SPHRAY with a source in a uniform density field at z = 8, with H
number density nH = 2 × 10−4 cm−3, and uniform temperature T = 104 K. The
hydrogen mass fraction is XH = 0.76, the cubical box has a side length of 50 Mpc/h,
and we evolve the radiation and ionization fractions for a duration of 2× 107 yrs. We
carry out 3 separate simulations, considering different central source properties for
each one as follows: (i) 1.2× 1056 sec−1 UV; (ii) 1.2× 1056 sec−1 UV, 0.3× 1055 sec−1

soft X-Ray, 0.5× 1055 sec−1 hard X-Ray; (iii) same as (ii), with secondary ionization.
The luminosity of the source is motivated by the luminosity of the center sources
in sub-volume 0. The growth of the CIR fronts in the simulations are shown as a
function of time in Figure 4.2. We show as separate panels the behaviors of the three
parts of the ionization front: inner, middle and outer (as defined in Section 4.4.2).

There are three highlights from the uniform density field simulations: (i) The
fronts in general agree well with the analytic model described in 4.6. (ii) There is a
smooth transition from neutral to ionized state at the front, indicated by the 1 Mpc/h
difference between the inner front and the outer front. The transition is mostly due to
the penetration of harder UV photons. (iii) The effect of X-ray photons and secondary
ionization is more evident on growth of the outer front than of the inner and middle
fronts. This is because the secondary ionization affects the way the harder photons
interact with the matter the most, and harder photons travel further into the neutral
region. We note that by adding in the effect of secondary ionization increases the
outer radius of ionized bubbles by approximately 10%.

4.5.2 MassiveBlack: Visualization

We show the CIR bubble of the most extreme Q type and S type sub-volumes (sub-
volume number 3 and 4 in Table 4.1 respectively) in Figure 4.3. The halo mass of
both are similar, 60×1010 M�h−1 and so are their total star formation rates. However
sub-volume 3 has a large ionized HII region associated with the bright active quasar
in the center of the sub-volume, whilst in sub-volume 4 the HII region formed merely
from stellar sources are small. Note that, even though in a comparable mass halo,
the central black hole is much smaller in sub-volume 3 and hence its activity has
a negligible impact. This example aims to illustrate how, in the presence of an
active early quasar, the ionized bubble is far more extensive than one driven by star
formation alone.

The time evolution of the HII bubble in sub-volume 0, where three halos coexist,
is shown graphically with a slice through the center of the simulation volume every
2× 106 yr in Figure 4.4. It is interesting to observe that a neighboring bubble on the
right merges with the center bubble and this increases the size of the outer front in
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Figure 4.2: CIR Growth in a Uniform Density Field. The symbols are: (i) cross[+]:
UV only; (ii) cross[x]: UV and X-ray (iii) circle: UV and X-ray, with Secondary
ionization. The analytic model (dashed lines) neglects Helium and assumes XH = 1.0.
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Figure 4.3: Q (quasar, left) type and S (stellar, right) type ionized bubbles in Mas-
siveBlack. Both panels are of comoving length 15 Mpc/h per side. A camera is put
at about 60 Mpc/h from the center of the sub-volume and a perspective transforma-
tion is applied to form a projection onto the image plane of the camera. Red color
corresponds to fully neutral IGM and blue color corresponds to fully ionized IGM.
Yellow is in between the two states. Crosses are the sources; both stellar and quasar
sources in the entire sub-volume are shown. It is interesting to notice the lack of a
major source (compared to the bright quasar in sub-volume 3) in sub-volume 4.

81



Figure 4.4: Evolution of the ionization front. The evolution of the ionization front in
sub-volume #0 is shown. The ionization front (xHI ∈ [0.1, 0.9]) is marked in black,
and the fully ionized near zone (xHI < 0.1) is marked with gray.

that direction, contributing to the anisotropy of the front. We investigate this issue
in the next section in a more quantitative way.

4.5.3 MassiveBlack: Spherically Averaged Radius of Ionized
Regions

We now examine the results of the radiative transfer post-processing of the eight
sub-volumes from MassiveBlack. The averaged CIR radius R̄s for HII and HeIII, as
defined in Section 4.4.2, are shown in Figure 4.5 as functions of the central source
flux. We fit the growth against the scaling relation described by Equation 4.6, and
find that at the low luminosity end (mainly S type and QS type sub-volumes) there
is a significant deviation from the fit for the inner and middle fronts. The outer front
is more extended than the simple uniform density field simulation, albeit given the
similar source spectra, hinting that the structure in the IGM is also contributing to
the smoothing of the front. This smoothing is a phenomenon similar to that described
by Wyithe and Loeb [2007]. We also attribute the effect to the clustering of sources;
however unlike the smoothing due to secondary ionization, the clustering contribution
is anisotropic, and we discuss it in Section 4.5.4.

In Figure 4.5, we can see that the HII and HeIII CIR radii appear to grow together.
The correlation between the two can be seen directly by plotting one against the other,
which we do in Figure 4.6, where we find there is a strong correlation between the HII
radius and HeIII radius. The HeIII radius is smaller than the HII radius, agreeing
with the finding of Friedrich et al. [2012] who used the ray tracing code C2RAY. We
note however that the treatment of secondary ionization and Helium ionization in
P-SPHRAY is similar to that of C2RAY, and an agreement is not surprising.

The time evolution history of the HII CIR radius for all sub-volumes is shown
in Figure 4.7. We compare the evolution of the three parts of the fronts with the
prediction of the analytic model (in equation 4.6), in which we have used the clumping
factor and mean H density measured within the final CIR in the simulation to estimate
a fiducial recombination time tS.

The growth of the CIR in the Q type sub-volumes flattens off much earlier than
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Figure 4.5: HII and HeIII CIR Front Radius. The left panel is for the HII CIRs, the
right panel for the HeIII CIRs. The horizontal axis is the central source flux. The
dotted line in the first two panels shows the scaling assuming the analytic model in
Equation 4.6.
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Figure 4.6: Correlation between HeIII CIR and HII CIR. HeIII CIRs is plotted against
HII CIRs, and the linear regression for three fronts are shown with the dotted line.
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Figure 4.7: Evolution of three quasar driven sub-volumes. The top panels show the
CIR radius as function of time; the thick black line is the fiducial analytic model as
described in the text (Equation 4.6). The vertical short lines show the recombination
time in an analytic model as if it is fitted as a parameter to the simulation data points,
which are marked with squares (Inner), triangles (Middle), and circles (Outer). The
bottom panels show the ratio between the radius and the fiducial model.

one might expect from a free streaming law. In order to ascertain the relevant physical
timescales, we fit the time evolution of the fronts to the full analytic model in 4.6, and
extract the effective recombination time t̂S as a fit parameter, then mark the time in
the plot. We can see that for the quasar driven (type Q) sub-volumes, all three fronts
(inner, middle and outer) growth stop at about 10 Myear, on the same order of the life
time of the quasar tQ ∼ 20 Myear and the fiducial recombination time tS ∼ 20 Myear.
The deviation from free streaming indicates that by merely increasing the life span
tQ of the central quasar, we can not substantially increase the size of their CIR.

In S type type sub-volumes, there is a similar tailing off for the inner fronts.
However, the outer fronts continue their free streaming growth, behaving differently
from the analytic model, which has stopped due to reaching the recombination time.
We attribute this apparent excessive growth of the averaged S type outer front to the
anisotropic growth via merging with other small ionized bubbles that are close to the
CIR, as described later in the chapter.

We note that our Monte-Carlo RT approach allows for superluminal growth of the
CIR. This nonphysical situation happens well before the first snapshot time which
is 2 million years after the sources are turned on. The first snapshot, in which
the Stromgren sphere typically has grown to about 10% of the full size, gives an
upper bound to the contribution from superluminal growth. We conclude that the
superluminal growth occurring at early time (< 2 Myear) and small radii (< 10%)
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does not play an important role in the final shape of the ionized bubble. We refer
the readers to Shapiro et al. [2006] for a more detailed discussion of the role of the
nonphysical superluminal phase of the growth of an ionization front.

4.5.4 MassiveBlack: Anisotropy of Ionized Regions

In Figure 4.8 we show the anisotropy measured using Equation 4.12 of all 8 sub-
volumes. The anisotropy of different ionization fronts as a function of radius are
marked with different symbols. As a reminder, in Equation 4.12, the anisotropy As
is the standard deviation of the ionization front radius, so that by comparing to the
radius plotted on the x-axis it can be seen that the fronts are not very far from spher-
ical symmetry (∼ 10% variations). We find that larger ionized regions (corresponding
to brighter quasar sources) are in general associated with more anisotropy.

In the simulation, the anisotropy of the inner and middle radii of the HII regions
do not significantly depend on the radius (the curve is relatively flat), but the outer
fronts have more anisotropy. The HeIII regions show a similar feature, except for the
inner fronts of three type Q sub-volumes, which have significantly stronger anisotropy.

These phenomena lead us to the following explanation, incorporating two con-
tributing mechanisms:

1. The anisotropic distribution of gas that attenuates the ionizing photons; when
the density is high in a particular direction, the extra absorption decreases the
radius of the ionized region in that direction.

2. The merging of nearby bubbles from clustered halos; when the density is suf-
ficient to host bright sources lying in a certain direction, their extra photo-
ionization increases the bubble radius in that direction. The outer front is more
sensitive to merging than the inner and middle front.

For a small CIR (or a CIR in its early growing stage), no merging has occurred and
only the density induced anisotropy is present. As the CIR grows, it overlaps with
nearby ionized regions, resulting in the second type of anisotropy (due to overlapping).
We note that this does not contradict the finding that clustering contributes to the
smoothness of the extended ionization front [Wyithe and Loeb, 2007], because by
definition, after spherical averaging, the existence of surrounding bubbles will result
a smoother averaged front.

In order to better visualize the structures which cause the anisotropy, we plot
the distance to the different parts of the ionization fronts in a Molleweide projection
as seen from the point of view of the central source. These maps of the angular-
dependent HII bubble radius, Rs are shown in Figure 4.9, where we plot the quasar
driven sub-volume 0 and stellar driven sub-volume 4.

Looking from the top panels downwards for sub-volume 0, we can first see clumps
of mostly neutral gas close to the quasar which restrict the distance to the xHI = 0.1
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Figure 4.8: Anisotropy .vs. Radius. The left panel shows the anisotropy of three
(inner, middle, outer) HII CIR fronts defined as in Equation 4.12. The right panel
shows the anisotropy of the HeIII fronts. The dotted lines are fits against a square-
root + linear offset model and are only meant to guide the eye. All 8 sub-volumes
are displayed.
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fronts to be very close by (< 1 Mpc/h), compared to the mean distance for this
neutral fraction of 6 Mpc/h. In the xHI = 0.9 plot, for sub-volume 0 a prominent red
region can be seen at the top. This corresponds to a bubble which has merged with
the central bubble. Next to each panel in Figure 4.9 we show a histogram of the Rs

values. The secondary bubble is responsible for the small tail of high values region in
xHI = 0.9 histogram, as well as giving an extra contribution to As.

Moving on to the stellar driven sub-volume 4 (right hand panels in Figure 4.9),
we can see that the ionized region radius is smaller by approximately a factor of 3.
Because this radius is small compared to the distance to nearby major halos, there
is no sign of merging with other large bubbles, and the ionized region remains more
isotropic. In the bottom panels of Figure 4.9 we show the Molleweide-projected mass
density within the inscribed sphere of the sub-volume. It is interesting to compare
this clumpiness with the structure in the ionized bubble radius. We can see some
correlation with some structures, but not as much as might be expected, indicating
that the interaction of radiation with the clumpy medium surrounding the sources is
a complex process.

In Figure 4.10, we show an orthogonal view to Figure 4.9, showing structure along
rays moving out from the central source in some different directions. The outer HII
front radii in three chosen directions are shown as a function of time. This allows us
to see in detail how the clustering of halos affects the center bubble radius through
merging as the simulation develops. The three directions are (i) one directed towards
the second brightest source in the sub-volume, (ii) one directed towards the merging
bubble seen on the right hand side of Figure 4.4, and finally (iii) one oriented in an
arbitrarily choosed direction not crossing any nearby secondary bubbles. In order to
show the stronger bubble merging effect which would happen with more luminous
sources, on the right hand side of Figure 4.10, we plot the same 3 sight-lines, but
after increasing the stellar luminosity by a factor of 10.

Merging happens as the central bubble touches the surrounding ones and mean-
while the radius along that direction significantly increases, compared to the radius
without a nearby halo. This can be seen most clearly for sight-line (iii) on the right
in Figure 4.10. The development of the anisotropy due to merging of nearby ionized
bubbles is responsible for the apparent rapid growth of the averaged outer Strom-
gren radius after the growth of the inner radius is stabilized for S type and QS type
sub-volumes. As the neutral fraction at the overlapping edge slowly drops below the
threshold, two bubbles merge and the averaged radius increases. However, at the
luminosity seen in the simulation (left hand panels of Figure 4.10), such a merging
mechanism is mostly limited to the growth of the outer front. It is also worth noting
that in the absence of the effect of smoothing due to secondary ionization the steep
bubble edges will make the merging even more unlikely.
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Figure 4.9: Angular Distribution of the HII Radius. The left column is sub-volume 0
(Q type) and the right column is sub-volume 4 (S type). From top to the bottom the
inner (xHI=0.1), middle (xHI=0.5), and outer (xHI=0.9) fronts are shown. The histograms
measure the variance of Rs in different angles, characterizing the anisotropy. The red
region in the xHI = 0.9 plot of sub-volume 0 is due to merging with a further away
HII bubble. The less significant red in the center corresponds to the merging shown
in Figure 4.4.
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Figure 4.10: Time evolution of xHI. Time evolution of xHI in sub-volume 0, along three
selected sight-lines: (i) the blue line is directed towards the second brightest halo in
the sub-volume; (ii) the green line is directed towards the merging bubble on the right
shown in the slice plots; (iii) the red line is directed towards an arbitrary direction
with no nearby bubbles. The left panel is the luminosity model used throughout
the chapter, while on the right the stellar luminosity is boosted by a factor of 10 to
demonstrate a stronger merging effect.
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Band Range

UV 13.6 eV to 250 eV

Soft X-Ray 250 eV to 2 KeV

Hard X-Ray 2 eV to 10 KeV

Table 4.3: Band definitions.

4.6 Source Luminosity Models

4.6.1 Band luminosity of Quasars

We calculate the bolometric luminosity Lbol of each quasar from the accretion rate Ṁ
of the super-massive black hole with Equation 4.3. We choose to use as Ṁ a single
value throughout the calculation, which is averaged accretion rate measured from the
simulation over a timescale tQ = 2× 107 yrs, where tQ is also the length of time over
which we follow the evolution of the quasar ionization front. We estimate the flux
in different bands from the bolometric luminosity according to the fitting formula
of Hopkins et al. [2007]. The band definitions are listed in Table 4.3. The soft and
hard X-Ray band luminosity are directly calculated with the program distributed by
Hopkins et al. [2007]. We obtain the UV band luminosity from the reported B band
luminosity following the broken power law described in the chapter (αUV = 1.76 and
αB = 0.44).

LUV =
LB
νB

(
νX
νB

)−αB ( νI
νX

)−αUV
(

250
13.6

)1−αUV − 1

1− αUV

, (4.14)

where νX = c/120 nm is the pivot from optical to UV, νB = c/445 nm and νI =
c/91.1 nm. We calculate the photon flux of the quasar sources according to these
power law spectra applied to the various bands.

4.6.2 Flux of UV stellar photons

The stellar photon flux of a halo is given by

ṄSFR = fescNγ/HXHΦ/mp, (4.15)

where Φ is the star formation rate of the halo, XH = 0.76, and mp is the proton
mass. We take the escape fraction to be fesc = 0.1, and the photon to hydrogen ratio
to be Nγ/H = 4000, a value found to produce a reionization history consistent with
observations [Furlanetto et al., 2004, Sokasian et al., 2003]. For simplicity, the stellar
sources are assigned to the center of the halo; in future work we plan to investigate the
effect of the positioning of the stellar sources by either following the star forming gas
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particles in the simulation directly or the gravitationally bound sub-halos or galaxies.
To ease the modeling, we only include and assume the same UV band spectrum for
the stellar radiation to that of the quasar spectrum.

4.7 Conclusions

We have presented results from radiative transfer simulations in the vicinity of high
redshift quasars in the MassiveBlack simulation. We find that the rare brightest
quasars drive a much more significant growth of ionized regions than in the purely
stellar driven case. The ionized regions associated with active quasars are character-
ized by (i) a smooth ionized fraction transition from the middle to the outer front,
and (ii) an increased anisotropy in the front when it starts to overlap the nearby ion-
ized regions. The nature of such growth is significantly more complex than a simple
analytic growth of a single center bubble with clumping correction.

The largest HII bubble obtained in this simulation has a comoving radius of
10 Mpc/h, which is smaller than the general expectation that can fulfill the reion-
ization of the universe [Trac and Gnedin, 2011, Wyithe and Loeb, 2004, Majumdar
et al., 2011]. The quasar near zones we have presented in this chapter are the primor-
dial ancestors of the later much larger Stromgren spheres which will form near the
end of the EoR. They are however relatively isolated regions that could be interesting
objects for study in future 21cm surveys. After the z = 8 epoch we have modeled in
this chapter, we expect that the global star formation in the MassiveBlack simula-
tion increases significantly. This will eventually lead to the global reionization of the
universe. We plan to study this process and role of quasars in future work.
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Chapter 5

Quasar Correlated Lyman-Alpha
Forest

5.1 Introduction

The Lyman-α forest is a unique probe of the intergalactic medium. [Rauch, 1998,
Gnedin and Hui, 1998, McDonald et al., 2000, Petitjean et al., 1993, Viel et al., 2004,
Croft et al., 1998, Rauch et al., 1997, Bi and Davidsen, 1997, Davé et al., 1999]. The
physics of Lyman-α forest is relatively clean. [see, e.g. Meiksin, 2009]. It can be
used to probe the initial density perturbations across a large range of scales (from
Kpc to Gpc) at a range of redshifts range between z = 2 and z = 4. The Sloan
Digital Sky Survey (SDSS) and the upcoming Dark Energy Spectroscopy Instrument
(DESI) experiment have measured and will measure the spectra of thousands and
then millions of quasars. [Pâris et al., 2012, Levi et al., 2013] The abundance of
data in Lyman-α forest allows high precision measurements of the Baryon Acoustic
Oscillation (BAO) from the auto-correlation of the forest. [Slosar et al., 2011, Seljak
et al., 2006, Croft et al., 1998] Recently interest of Lyman-α forest has been in the
cross correlation between quasars and the forest. The correlation is a complementary
to the auto-correlation because of different composition of the systematics. [Font-
Ribera et al., 2014]

A large number mock catalogs are needed to understand systematic effects in the
extraction of cosmological parameters from the data. Producing mocks cheaply poses
a worthwhile computational challenge. Font-Ribera et al. [2012] has developed a fast
method to generate mocks of the Lyman-α forest with identical statistical properties
to the observations. However, as the authors noted, the method requires quasar
positions (the starting point of each forest) to be given a priori, and does not allow
them to be picked from the density field which also generates the forest. This method
is thus incapable of modelling the cross-correlation between quasars and the forest. In
order to model the quasar and forest in a coherent way, a method with more complete
physical treatment of the density field is required.
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The most straight-forward way is to construct a consistent density field from
which both the quasars and the forest are sampled. Direct construction of a density
field using a fluctuation power spectrum covering the full dynamical range needed for
Lyman-α forest surveys can be very costly. The brute force approach (generating a
single uniform grid with the large volume and small cell size required) would be im-
possible, even with the currently largest supercomputers. For example, Le Goff et al.
[2011] used this method to produce mocks of uncorrelated quasar and Lyman-α forest
with an anisotropic density mesh that is thin along the line of sight direction. The
method can not account for the spatial distribution of quasars, thus needs extension
for correlated quasar and forest mocks.

In this chapter we develop a affordable algorithm that generates correlated quasar
and forest mocks which are equivalent for our purposes to those that would be made
with the brute force approach, but at enormously lower computational cost. The
method can be run on home computer hardware, or equivalently single computing
nodes of super-computers. For any ΛCDM cosmology and any survey profile (quasar
number density per redshift and sky mask), it produces a catalog of quasars (redshift,
RA and DEC), and the optical depth τ , transmission fraction F of Lyman-α forest
pixels in uniform log-λ pixels. Redshift distortions are also included.

5.2 The Multi-level Fluctuation Approximation

We begin with the linear theory matter power spectrum at z = 0, P0(k). The power
spectrum is produced from CAMB [Lewis et al., 2000].

The linear theory matter density field δ0(x) is the Fourier transform of the corre-
lated Gaussian field generated by the power spectrum P0(k),

δ0 =

∫
d3k

(2π)3
P0(k)

1
2 g(k),

where g(k) is a Hermitian random Gaussian field.
Numerically, this procedure is implemented as a Discrete Fourier Transform on a

regular mesh, just like the generation of initial conditions for a cosmological simula-
tion.

The challenge is the size of the box and the required resolution to resolve the
forest. The comoving distance to z = 4 is dc(z = 4) ≈ 5000 h−1Mpc (to make the
situation worse, to modelling the correct geometry which involves both halves of the
sky, a 10 h−1Gpc box is needed), while the Fluctuating Gunn Peterson approximation
calls for a forest resolution on the order of RLN ∼ 100 h−1Kpc. A naive approach calls
for a cubical mesh of 100, 000 points per side, beyond the capability of contemporary
supercomputers.

However, given that we are most interested in the BAO scale at 100 h−1Mpc, the
size of the problem can be significantly reduced with two approximations.
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The first approximation is to recognize that correlations on small scale are impor-
tant to produce the correct bias (ratio of forest to matter fluctuations) of the forest,
but unimportant in the shape of the BAO signal. In fact, in the analysis of BAO
from observational data the Lyman-α pixels are typically combined into 4 h−1Mpc
sized bins in any case. Hence, we can set a split scale Rα, below which we only model
the variance of the density field:

Vα =

∫ 2πRα d3k

(2π)3
P0(k).

Note that in practice we measure Vα in real space with several boxes of size Rα

and resolving to RLN, to account for the sampling resolution effect. The small scale
fluctuations δα(x) are sampled from a Gaussian distribution with variance Vα, to
ensure the correct small scale power in the FGPA. A factor of ∼ 103 reduction in the
total size of the mesh is achieved with the first approximation, and the problem is
now within the reach of supercomputers.

The second approximation is that correlations on large scales only provide a fluctu-
ating background on some scale RB much larger than 100 h−1Mpc. We divide the full
volume according to RB, and independently generate the density fluctuations using
the power spectrum in each sub-volume ι(x). On top of the independent sub-volume
fluctuation, we add the correlated large scale fluctuation from the full volume, but
smoothed at very low resolution η(x), such that

δ1(x) = η(x) + ι(x).

The sub-volumes are sufficiently small that each of the Fourier transforms fits into the
typical 2 gigabyte memory available per processing unit on contemporary consumer
computers and as well as single nodes of supercomputers. With these independent
sub-volumes even a laptop can drive these simulations – however there is a trade
off between total computation time and computation power: running less processing
power takes more processing time.

We note that the overlapping Gaussian modes in k space for ι and η fields must be
consistent (the low k modes of ι and high k modes of η. We fill the k space Gaussian
variables by moving along an inside-out space-filling curve.

The full matter density field is given by the sum of the three pieces

δ0 = δα + ι+ η.

The velocity field is obtained by differentiating the matter density field in Fourier
space, following the Zel’Dovich approximation.

5.3 From Density Field to Quasar Catalogue

The bias of quasars in SDSS/BOSS has been measured to be close to bQ = 3.0 by
various authors. [White et al., 2012, Shen et al., 2013, see, e.g.] Given a matter density
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field, the problem of building a quasar catalog is translated into sampling biased
point-like objects from a matter density field. We use a method motivated by the
peak-background split introduced in Kaiser [1984] to generate the quasar catalogue,
even thought strictly speaking the conditions of the split as stated in Kaiser [1984]
are not met: the correlation length of quasars is on the order of Mpcs, and use the
matter density field δ1(x) is resolved to a similar scale. This breaks the assumption
that the number counts of objects be well resolved on the background scale.

We require the expected number of quasars in a given Rα cell, at redshift z to be

E[NQ(x; z)] = R3
α 〈nQ(x, z)〉 exp

{(
β(z)δ1(x)− 1

2
β2(z)

〈
δ(x)2

〉)}
.

The parameter β(z) controls the bias of quasars, and the relation between β and
bQ can be measured from mocks. Between β = 1 and β = 4, we have roughly bQ ≈ β.

The actual number of quasars in a cell is a random variable. We assume it is
Poisson distributed with mean E[NQ(x; z)]. It is straight-forward to show that the
distribution does not contaminate the correlation function, as long as the numbers in
different cells are kept independent.

The position of a quasar with in a cell (rab) is then drawn from a uniform distri-
bution, and the final position of b-th quasar in cell a is

ya,b = xa + rab.

It can be shown that the positioning within a cell has no effect on the correlation
function as long as the positions are independent.

As a final step, we apply a sky mask: quasars not in the sky coverage are removed
from the catalogue. The comoving position of quasars are converted to RA, DEC and
redshift z, where z only contains the Hubble recession component for now.

5.4 From Density Field to Lyman-α Forest

After the position of quasars is determined, we draw sightlines from the positions of
quasars yi to the observer at x0.

Unlike the discrete point-wise quasars, the “over”-transmission fraction of forest
(δF ) is a continuous field: the pixels on the sightlines sample this continuous field at
some given scale resolved by the instrument used to measure the spectra.

Lyman-α forest arises from [Davé et al., 1999] In order to calculate this field from
the density fluctuations, we largely follow the approximation used in Le Goff et al.
[2011], where a lognormal transformation is first applied to the density fluctuations
δ(x), then Fluctuating Gunn Peterson Approximation (FGPA) is introduced to con-
vert the correlated Gaussian density field δ(x) to a dimensionless “column density”
field. [Croft et al., 1998]

NLN(x, z) = exp

{
D(z)δ(x)− 1

2
D(z)2

〈
δ(x)2

〉}
.
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The lognormal transformation is applicable on a comoving scale RLN of around
200 h−1Kpc [Bi and Davidsen, 1997]. In Bi & Davidsen, the authors choose a scale
where the variance of the smoothed density field is around 1.0 – we follow the same
guideline in selecting the comoving log-normal transformation scale . Our density
field has redshift evolution: δ(x; z) = D(z)δ(x; z = 0). We choose a smoothing scale
where the variance between redshift z = 2.0 and z = 3.0 is close to 1.0; the scale is
RLN = 250 h−1Kpc.

For the transformation from the dimensionless column density field to the neutral
hydrogen column density, we use the FGPA formula,

T (x, z;RLN) = RLNA(z) (NLN(x, z))B(z) ,

where the Lyman-α cross section is absorbed to a free parameter A(z). A(z) mean
controls the overall transmission fraction at a given redshift 〈F 〉 (z), while the other
parameter B(z) controls the variance of the transmission fraction σF (z). These pa-
rameters can be fitted for by requiring the mocks to match up with the models. [See
Lee et al., 2013, for a collection of fitting formulas]

We cannot perform the fitting at this stage, because the optical depth field along
the line of sight T (x, z;RLN) is smoothed to RLN = 250 h−1Kpc, a scale very different
from the length scale of a pixel in the survey.

To match the length scales, we resample T (x, z;RLN) onto the uniform log-λ grid
of the SDSS pixels, following the method used in Le-Goff et al. The integral for the
j-th pixels on the i-th quasar is

τi(j) =

∫ rj2

rj1

R−1
LNT (xi(r), zi(r);RLN)dr,

where rj1 is the comoving distance at the beginning of the j-th pixel, rj2 being the
end. xi(r) is the position of along the line of sight of i-th quasar, relative to the
observer at x0.

After the resampling, we solve for the FPGA parameters A(z) and B(z) as func-
tions of redshift, such that the transmission fraction of F = exp−τi(j) matches the
constraints on 〈F 〉 (z) and σF (z).

In FGPA, B(z) directly corresponds to the equation of state parameter of the IGM
γ b = 2 − 0.7(γ − 1), Allowing a running B(z) is equivalent to allowing a running
equation of state for the IGM. B(z) varies slowly with redshift from 1.2 to 2.0 from
z = 2.0 to z = 4.0. A canonical value used in previous literature is γ = 1.6, b = 1.58.
[see, e.g. Le Goff et al., 2011, Croft et al., 1998, Lee et al., 2014]

Interestingly, A(z) can be fit by an exponential function of 1/(1 + z) and B(z)
can be fit by a second order polynomial in 1/(1 + z). The origin of these fits may be
related to the analytical form of the fits in the mean and variance of the transmission
fraction, but we leave this relation to further study. See Figure 5.1. The fitted mean
and intrinsic variance of forest pixels are shown in Figure 5.2.
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Figure 5.1: The Parameter A and B used
in FGPA.

Figure 5.2: Fitting to the transmission
model. 〈F 〉 and σF (z).

5.5 Redshift Distortions

Redshift distortion is the apparent displacement in redshift for objects due to peculiar
velocity along light of sight. It was first studied by Kaiser [1987], and more recently
[e.g. Szalay et al., 1998, Percival and White, 2009, Vlah et al., 2013]

In this section we describe our method of introducing the redshift distortion in
real space. Alternatively, redshift distortion can be introduced to the density field in
Fourier space through a modified power spectrum. [see, e.g. Font-Ribera et al., 2012]

Along with the initial Gaussian field at RS, we also generate the linear theory
displacement field Φ(x, z). Three components x, y, z are generated with a simple
differential kernel in K space. The redshift evolution is linear

Φ(x, z) = D(z)Φ(x, z = 0).

The linear theory displacement Φ(x, z) is converted to RSD displacement via the
Kaiser (1987) formula Kaiser [1987].

Ψ(x, z) = FΩ(a)Φ(x, z),

where

FΩ(a) =

[
ΩM

a3E2(a)

]0.6

.

The redshift distortion displacement Ψ(x, z) is projected along the sight line. The
position of the RLN scale sampled points is shifted by Ψ(x) before the resampling to
spectra pixels; the operation is equivalent to a convolution by the redshift distortion
field. The location of quasars is shifted by the same RSD displacement field.

98



5.6 Measuring Linear Theory Redshift Distortion

Parameters

The redshift distortion (RSD) in the mocks can be measured by fitting the correlation
function to the parametrized linear theory prediction. In the linear redshift distortion
theory developed by Kaiser [1987], the distortion can be described by two parameters,
b, and β, where b is the bias of the object, and β is the RSD parameter. Redshift
distortion introduces a quadrupole contribution to the correlation function, and may
significantly change the magnitude of the monopole.

We have implemented a fitter that is similar to the fitter used by the SDSS survey.
[Xu et al., 2013] The fitter minimizes

χ = (D −M)TC(D −M),

where D is the simulated correlation function, M the model correlation function (for
now, linear theory is used), and C is the covariance matrix.

The linear theory model is calculated from the linear theory power spectrum
following following the method described in Slosar et al. [2011], but extended by
O’Connell et. al. to include cross correlation as well

ξF (r, µ) =
∑

b1b2Cl(β1, β2)ξFl(r)Pl(µ),

where Pl(µ) are the legendre polynomials, βi and bi are the RSD-parameter and bias
of two types of correlated objects, and

C0 = 1 +
1

3
(β1 + β2) +

1

5
β1β2

C2 =
2

3
(β1 + β2) +

4

7
β1β2

C4 =
8

35
β1β2,

. The eigenstates used for fitting, ξFl are spherical Bessel expansions of the power
spectrum,

ξFl = (2π)−3

∫
P (k)jl(kr)d

3k.

5.6.1 Estimating the Covariance Matrix

The covariance matrix C is measured from a bootstrap sample of 100,000 realizations
from 50 independent mocks. We divided each mock into 192 cone-shaped chunks
originating from the observer with Healpix [Górski et al., 2005], and perform pair
counting with each chunk against the full data set for all three correlation functions
(quasar-quasar, quasar-forest, and forest-forest). Pair counting is slow, thus we save
the results for faster calculation in the assembly of the random realizations.
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Figure 5.3: Estimated Covariance Matrix with 100,000 realizations, shown as the
correlation matrix (normalized by the diagonal terms). The break down of the layout
of the matrix is described in Table 5.1

Row / Column range 0 - 960 960 - 2880 2880 - 3840
Correlation function Quasar-Quasar Quasar-Forest Forest-Forest

R h−1Mpc 0 to 160, 40 bins 0 to 160, 40 bins 0 to 160, 40 bins
µ 0 to 1, 24 bins -1 to 1, 48 bins 0 to 1, 24 bins

Table 5.1: Break down of the Covariance Matrix

To assemble a random realization, 192 uncorrelated random numbers between 0
and 50 (the total number of mocks, excluded) are generated, each corresponding to
the mock whose corresponding chunk is selected. This guarantees that the geometry
of the realization is consistent with the mock. The pair counts in the selected chunks
are then added up to form the correlation functions of the random realization.

The estimated correlation matrix is shown in Figure 5.3. A breakdown of the
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Figure 5.4: Correlation functions on 50 Mocks with the fiducial cosmology. Power
spectrum cut at 8 h−1Mpc.

bF bQ βF βQ
−0.264± 0.013 2.74± 0.42 1.65± 0.16 1.35± 0.50

Table 5.2: Best Fit of Redshift Distortion Parameters

layout of the matrix by degrees of freedom is listed in Table 5.1.

5.6.2 Best Fit to Linear Theory Correlation Functions

Figure 5.4 shows the averaged best fit cross 50 mocks, and the averaged correlation
functions of 50 mocks. The best fit value of the bias and redshift distortion parameter
is listed in Table 5.2
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5.7 Software Implementation and Data Format

5.7.1 Software Implementation

We provide Python implementations of the mock generation algorithm, the correlation
function calculator, and the linear theory fitter.

The mock generation algorithm uses pyFFTW [Gomersall, 2014], PyCAMB, [Zuntz,
2013], and a modified version of the ndimage module in scipy [Jones et al., 2001–]. The
correlation function calculator is based on kdcount [Feng, 2013a]. The linear theory
fitter is based on the fitting routines in scipy [Jones et al., 2001–].

The parallel infrastructure of the software is provided by sharedmem [Feng, 2013b].

5.7.2 Data Format: Quasars

The quasars in the simulation are saved in one file per mock. Usually saved in
datadir/QSOcatelogue.raw. RA and DEC angle of the quasar is saved in radians.
Z RED is the redshift distorted (RSD) redshift of a quasar. Z REAL is the non-RSD
redshift of a quasar.

The file can be accessed with numpy, as illustrated in the following example.

dtype = numpy.dtype ([(’RA’, ’f8’),

(’DEC’, ’f8’),

(’Z_RED ’, ’f8’),

(’Z_REAL ’, ’f8’),

])

QSOcatelog = numpy.fromfile(’QSOcatelog.raw’, dtype=dtype)

print QSOcatelog

5.7.3 Data Format: Forest Spectra

The forest is more convoluted. There are several involved files:

QSONpixel.raw The number of forest pixels in each spectra line. It contains one 32
bit integer per QSO.

SpectraOutputTauRed.raw The RSD optical depth of pixels. One single precision
floating number per pixel. All QSO spectra lines are concatenated into one file.

SpectraOutputTauReal.raw The RSD optical depth of pixels. One single precision
floating number per pixel. All QSO spectra lines are concatenated into one file.

SpectraOutputLogLam.raw. The restframe wavelength of pixels, in log10 /A. One
single precision floating number per pixel. All QSO spectra lines are concate-
nated into one file.

The file can be accessed with numpy, as illustrated in the following example.
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Npixels = numpy.fromfile(’QSONpixel.raw’, ’i4’)

End = Npixels.cumsum ()

Start = numpy.concatenate ([[0] , END])

tau = numpy.fromfile(’SpectraOutputTauRed.Raw’, ’f4’)

loglam = numpy.fromfile(’SpectraOutputLogLam.Raw’, ’f4’)

for i in range(len(Npixels )):

s = slice(Start[i], End[i])

print loglam[s], tau[s]

5.8 Conclusions

We developed a highly affordable method to generate correlated quasar and Lyman-
α forest mocks. The software we developed scales down to computers as small as
laptops. The log-normal transformation we use to generate the density fields for
quasars and the forest wa inspired by the peak-background split. The Fluctuating
Gunn-Peterson Approximation is the fundamental approximation used in the mocks.
In addition, a split power spectrum at different scales is used to ease the numerical
feasibility of the generation of the matter density field. We allow a floating B pa-
rameter in FGPA approximation in addition to the floating A parameter, so that the
mocks can simultaneously fit to the first and second moments (mean and variance) of
the transmission fraction of forest. We show that the parameter A and B agree with
simple analytical forms.

The correlation function of the mocks shows good agreement with linear theory
models at the large scale as expected. We fit the model with linear theory in a
manner similar to observations, and extract the vanilla redshift distortion parameters
from the transmission fraction directly produced from the mocks. We note that there
is tension with the recently reported numbers from the SDSS survey, which can be
resolved by tuning the input parameters of the mocks.

The input parameters used in the mocks are summarized in Table 5.3. In the
future, we plan to incorporate a quasar continuum model, and the instrument noise
model to build a full mock pipe-line. The mock catalog generator will be used in
work with the SDSSIV/eBOSS and DESI survey, both of which will observe many
more quasars even than SDSS/BOSS. The mock generator can easily scale to these
sizes and more, using distributed computer architectures.

103



Cosmology Cosmology Parameters
Controls the power spectrum output from CAMB. (ΩΛ, etc.)

βQ Quasar Bias Parameter:
Controls the bias of quasar

〈F 〉 (z) Mean Transmission Fraction:
The mean transmission fraction of Lyman-α forest

σF (z) Intrinsic Variance in Transmission Fraction:
The intrinsic variance in Lyman-α forest pixels; this parameter controls the bias
of the forest.

Rα Decorrelation Scale:
The short range scale where correlation in density fluctuation is replaced with
uncorrelated fluctuation

RB Large Box Scale :
The long range scale where the long range power spectrum split is performed.

Table 5.3: List of Free parameters in the Mock Algorithm
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Chapter 6

Conclusion and Future Work

6.1 Conclusions

The increasing size of cosmological simulations has led to the need for new visualiza-
tion techniques. We focus on Smoothed Particle Hydrodynamical (SPH) simulations
run with the Gadget code and describe methods for visually accessing the entire sim-
ulation at full resolution. The simulation snapshots are rastered and processed on
supercomputers into images that are ready to be accessed through a web interface
(GigaPan). This allows any scientist with a web-browser to interactively explore sim-
ulation datasets in both in spatial and temporal dimensions, datasets which in their
native format can be hundreds of terabytes in size or more. We present two examples,
the first a static terapixel image of the MassiveBlack simulation, a P-Gadget SPH sim-
ulation with 65 billion particles, and the second an interactively zoomable animation
of a different simulation with more than one thousand frames, each a gigapixel in
size. Both are available for public access through the GigaPan web interface. We also
make our imaging software publicly available.

We use zoom-in techniques to re-simulate three high-redshift (z ≥ 5.5) halos which
host 109 solar mass black holes from the ∼ Gpc volume, MassiveBlack cosmological
hydrodynamic simulation. We examine a number of factors potentially affecting su-
permassive black hole growth at high redshift in cosmological simulations. We find
insignificant differences in the black hole accretion history by (i) varying the region
over which feedback energy is deposited directly (ii) changing mass resolution by fac-
tors of up to 64, (iii) changing the black hole seed mass by a factor of 100. Switching
from the density-entropy formulation to the pressure-entropy formulation of smoothed
particle hydrodynamics slightly increases the accretion rate. In general numerical de-
tails/model parameters appear to have small effects on the main fueling mechanism
for black holes at these high redshifts. The insensitivity to simulation technique seems
to be a hallmark of the cold flow feeding picture of these high-z supermassive black
holes. We show that the gas that participates in critical accretion phases, in these
massive objects at z > 6 ∼ 7 is in all cases colder, denser, and forms more coherent
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streams than the average gas in the halo. This is also mostly the case when the black
hole accretion is feedback regulated (z < 6), however the distinction is less prominent.
For our resimulated halos, cold flows appear to be a viable mechanism for forming the
most massive black holes in the early universe, occurring naturally in ΛCDM models
of structure formation, without requiring fine tuning of numerical parameters.

We use radiative transfer to study the growth of ionized regions around the bright-
est, z = 8 quasars in a large cosmological hydrodynamic simulation that includes black
hole growth and feedback (the MassiveBlack simulation). We find that in the pres-
ence of the quasars the comoving HII bubble radii reach 10 Mpc/h after 20 Myear
while with the stellar component alone the HII bubbles are smaller by at least an
order of magnitude. Our calculations show that several features are not captured
within an analytic growth model of Stromgren spheres. The X-ray photons from
hard quasar spectra drive a smooth transition from fully neutral to partially neutral
in the ionization front. However the transition from partially neutral to fully ionized
is significantly more complex. We measure the distance to the edge of bubbles as a
function of angle and use the standard deviation of these distances as a diagnostic
of the anisotropy of ionized regions. We find that the overlapping of nearby ion-
ized regions from clustered halos not only increases the anisotropy, but also is the
main mechanism which allows the outer radius to grow. We therefore predict that
quasar ionized bubbles at this early stage in the reionization process should be both
significantly larger and more irregularly shaped than bubbles around star forming
galaxies. Before the star formation rate increases and the Universe fully reionizes,
quasar bubbles will form the most striking and recognizable features in 21cm maps.

6.2 Future Directions

Beyond petascale, supercomputers are already advancing into a new era of co-processors
and accelerators, which allows on chip massive parallellism. It has been demonstrated
for simple algorithms, like Lattice QCD, fully embracing the co-processors can result
in speed ups of up to factor of 30. However, for more non-local algorithms such
as those used in cosmological simulations, no such advances have been seen yet. In
particular, although cosmological simulation algorithms are in principle friendly to-
wards massively parallelism, the implementations used are more frequently not. One
particular barrier that we have been encountering is domain decomposition. Do-
main decomposition, due to its complexity, can quickly become unpractically slow
on large supercomputers. One workaround for this issue is to increase the efficiency
of in-domain parallelism with threads. However, a true solution is to increase the
parallelism of the domain decomposition algorithms. Another issue is dealing with
the longrange particle mesh gravity. Currently, solving the long range gravity in
cosmological simulations requires carrying out some of the largest discrete Fourier
transforms with brute force methods. The naive slab domain decomposition used in
popular parallel FFT software libraries fails to use all of the processors and becomes
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O(N2) in the limit of large processor counts. Incorporating new FFT libraries will
fully utilize all of the processing units. We are starting to carry out such work, which
will lay out the foundation for the next generation of software to simulate quasars
from cosmological initial conditions.

We have not evaluated the effects of resolving the black hole zone of influence
in simulations. Directly modelling the zone of influence may require more detailed
treatments of the physical processes likely to be most important, such as radiative
transfer. We also plan to study the global reionization process and role of quasars in
the process in future work. Both of these topics point to the development of petascale
hybrid radiative transfer and hydrodynamics software.

With the mocks observations of quasars and the Lyman-α forest, although the
most computationally expensive part of the algorithm has been developed, there are
several major physical models that will be added to increase their usefulness for real
scientific studies. Two features needed by observers are the inclusion of a quasar
continuum and noise model, and addition of metal absorbers.
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A. Gawryszczak, A. Kravtsov, Å. Nordlund, F. Pearce, V. Quilis, D. Rudd,
V. Springel, J. Stone, E. Tasker, R. Teyssier, J. Wadsley, and R. Walder. Fundamen-
tal differences between SPH and grid methods. MNRAS, 380:963–978, September
2007. doi: 10.1111/j.1365-2966.2007.12183.x.

G. Altay, R. A. C. Croft, and I. Pelupessy. SPHRAY: a smoothed particle hydrody-
namics ray tracer for radiative transfer. MNRAS, 386:1931–1946, June 2008. doi:
10.1111/j.1365-2966.2008.13212.x.

M. A. Alvarez and T. Abel. Quasar HII regions during cosmic reionization. MNRAS,
380:L30–L34, September 2007. doi: 10.1111/j.1745-3933.2007.00342.x.

M. A. Alvarez, J. H. Wise, and T. Abel. Accretion onto the First Stellar-Mass Black
Holes. ApJ, 701:L133–L137, August 2009. doi: 10.1088/0004-637X/701/2/L133.

M. A. Alvarez, U.-L. Pen, and T.-C. Chang. Enhanced Detectability of Pre-
reionization 21 cm Structure. ApJ, 723:L17–L21, November 2010. doi:
10.1088/2041-8205/723/1/L17.
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N. Palanque Delabrouille, I. Pâris, and M. Vargas Magaña. Simulations of BAO
reconstruction with a quasar Ly-α survey. A&A, 534:A135, October 2011. doi:
10.1051/0004-6361/201117736.

K.-G. Lee, S. Bailey, L. E. Bartsch, W. Carithers, K. S. Dawson, D. Kirkby, B. Lund-
gren, D. Margala, N. Palanque-Delabrouille, M. M. Pieri, D. J. Schlegel, D. H.
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