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Abstract

This thesis contains theoretical development and experimental verification of

the Horizontal Ribbon Growth (HRG) method for continuous silicon wafer

manufacturing. In the HRG process, heat is removed through the top surface

of the molten silicon pool, meanwhile, a thin silicon solid sheet is produced and

extracted continuously, in this way minimizing material losses. We assessed

three technical issues regarding the design and operation of the proposed pro-

cess using mathematical modeling approaches: the overall process modeling,

corrugated wavy interface, and front wedge formation.

A Mathematical field model that governs the mass, momentum and energy

balances is developed to provide a platform for alternative cooling/heating

setups evaluation, as well as, various candidate process designs. The results of

our study showed a relationship between the pulling velocity and the thickness

of the ribbon that is qualitatively in agreement with available experimental

results.

A linear stability theory is used to investigate the wavy instability occurred

at the wafer-melt interface. The conditions for the onset of stability were iden-

tified theoretically and numerically on the basis of diffusion-convection equa-

tions for the thermal, solutal fields coupled with the Navier-Stokes equation

describing the flow field in the molten pool near the interface. The interface

stability conditions of the system under different operating conditions were

iii



examined to establish the optimal range of operation.

A cellular automata algorithm is coupled with finite difference scheme to

study to evolution of crystallization for the system. The formation of den-

drites at the crystal front, non-smooth/unstable solid-liquid interface, and

sharp wedge were simulated. We demonstrate a more homogeneous segre-

gation of impurities in the bottom portion of the resulting wafer, while an

aggressive cooling rate results in an unsmooth interface formation.

Two experimental pilot facilities were developed and utilized to validate

theoretical findings and study the scale-up of the proposed process. In partic-

ular, an ice machine was built as a prototype to examine the feasibility of the

process and test different preliminary design ideas, while a silicon pilot facility

is utilized for experimenting with extracting silicon wafers continuously from

the melt.
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Chapter 1

Introduction

1.1 Silicon photovoltaic industry

The growing demand for energy in conjunction with the increasing threat of

global warming necessitates cleaner and cheaper energy resources to replace

non-renewable fossil fuels [42]. As shown in Figure 1.1, the renewable energy

resources provided around 19.3% of global total energy consumption as of 2015

[43].

Figure 1.1: Renewable Energy Share of Total Final Energy Consumption,
2015. Graphic taken from the Renewables 2017 Global Status Report [43].

The silicon based photo-voltaic system is one of the most promising re-
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1.1. SILICON PHOTOVOLTAIC INDUSTRY

newable energy resources, as it converts energy directly from photons in the

sunlight into electricity via photoelectric effect. Its application has grown

rapidly during the past three decades as reduced production costs due to scal-

ability, investment supported by governments, and improved manufacturing

processes. The capacity of solar PV continues to grow. Figure 1.2 shows that

the global Solar PV capacity reached 303GW by the end of 2016 and a 33%

annual increase.

Figure 1.2: Solar PV Global Capacity and Annual Additions, 2006-2016.
Graphic taken from the Renewables 2017 Global Status Report [43].

The cost of solar panels has been reduced significantly during the past 40

years, from $77/watt in 1977 to around $0.64/watt today. Despite this fact,

the solar energy costs are still considered high compared with other renewable

energy resources, such as wind energy or biomass. Meanwhile, the cost of PV is

also vulnerable towards policy change or measures compared with traditional

fossil fuels.

Two essential factors arise for solar energy to be more competitive compare

with traditional energy resources: cost and efficiency. As shown in Figure 1.3,

ingot and wafer processes account for 28% of silicon PV model cost, and these

CHAPTER 1. INTRODUCTION 2



1.1. SILICON PHOTOVOLTAIC INDUSTRY

Figure 1.3: Cost Distribution of Typical Silicon PV model. Graphic taken
from Ranjan et al. [42].

two steps also play important roles in the quality of solar cell. Traditional

silicon growth process begins with ingot technology, such as the Czochralski

(CZ) process. In the CZ process, metallurgical grade silicon is melted in a

large furnace and then monocrystalline ingot is grown from the melt by slowly

pulling out the seed rotationally.

The major limitations of the approach involve: High material losses in

the wafer process (up to 55% [40]), expensive abrasive slurries, and micro-

defects introduced on the cutting surface due to the sawing process that is

required in the entirety of the ingot based processes; This process has low

production rates: Typical industrial CZ processes produce a cylindrical single-

crystal silicon ingot with a diameter of 200-300 mm and a production rate of

1-2 mm/min.

Thus, development of new technologies that can simplify the ingot and

wafer processes to rapidly grow high quality wafer directly from the melt (ker-

fless wafering) could reduce the cost of solar cell significantly.

CHAPTER 1. INTRODUCTION 3



1.2. ALTERNATIVE DIRECT KERFLESS RIBBON TECHNIQUES

1.2 Alternative Direct Kerfless Ribbon Tech-

niques

1.2.1 Vertical Ribbon Growth (VRG) Methods

The dendritic web (WEB) process was firstly reported by Dermatis and Faust

[17] in 1963. In the WEB process, a dendrite silicon seed is inserted into a

supercooled melt to form a button. Then the seed is raised to allow prop-

agation of two secondary dendrites on each end of the button pointing into

the melt. A frame is formed from the button and dendrites to support the

formation of a liquid film which then crystallizes to a thin web of a thickness

around 100 − 200 um. A production speed around 5cm/min can be reached

with 6−8m in length, 2−4cm in width, and efficiency can reach around 15.5%

[47]. This process requires detailed thermal field control to ensure the initial

web formation and steady dendrites propagation. It has not been successfully

industrialized.

The edge-defined film-fed growth (EFG) process was firstly reported by

Ciszek [10] in 1972, and it was one of the few ribbon growth technique com-

mercialized. The EFG process utilizes a shaping die (usually made of graphite

or coated with silicon carbide) to control the geometry of the ribbon, where sil-

icon is fed and raised via capillary action. A seed crystal is inserted vertically

to initiate crystallization from the top of the shaping die. The thickness of the

produced ribbon is determined by the width of the die edge, meniscus shape,

and rate of heat loss. However, the quality of the produced ribbon is signif-

icantly affected by the utilization of the shaping die and the cell efficiencies

are usually limited to 14− 16% [27]. Typical vertical ribbon growth methods

result a pulling rate around 1−2 cm/min. Although the pulling rate of vertical

ribbon growth (VRG) methods are higher than traditional ingot technologies,

CHAPTER 1. INTRODUCTION 4



1.2. ALTERNATIVE DIRECT KERFLESS RIBBON TECHNIQUES

the overall throughputs are still not competitive due to their limitation on

small liquid-solid interface, as shown in Figure 1.4.

1.2.2 Horizontal Ribbon Growth Method

Several ribbon growth technologies with large solid-liquid interface area and

heat removal perpendicular to the pulling direction have been developed to

accommodate the drawbacks of vertical ribbon growth techniques. As shown

in Figure 1.4, the direction of pulling and heat dissipation distinguishes vertical

and horizontal ribbon growth processes.

Figure 1.4: Schematic Drawing of Vertical and Horizontal Ribbon growth
technique: solidification interface and heat loss orientation. Graphic taken
from Thomas and Brown [50].

Direct ribbon growth on substrate (RGS) was developed by Lange and

Schwirtlich [30] in 1990. As shown in Figure 1.5, a shaping die is sitting on

top of a moving substrate, and is used to melt the silicon as well as to shape the

solidified ribbon. The produced ribbon is pulled away from the bottom of the

melt with the substrate. The idea is to obtain a wedge shaped silicon ribbon

and extend the solid-liquid interface to guarantee a high rate of extraction of

latent heat. Silicon ribbon has been obtained via RGS process with production

CHAPTER 1. INTRODUCTION 5



1.3. OUTLINE OF THE THESIS

speed of 65 mm/min, width around 10 cm, and 300µm in thickness. Although

the RGS method has attractive thoughtput, the use of a substrate resulted in

limitations for the produced wafer in impurities and grain size.

Figure 1.5: Schematic Drawing of RGS Method. Graphic taken from Scho-
necker et al. [45].

1.3 Outline of the thesis

In chapter 2, we provide a detailed literature review on the development of

horizontal ribbon growth process and discuss the current technical difficulties

encountered.

In chapter 3, we develop an ice-water system to prove the HRG concept

by generating ice wafer continuously from a water bath. A 2-D mathematical

model is built to study how process design impact major characteristics of the

Horizontal Ribbon Growth (HRG) process. The model describes the interac-

tion of fluid flow, heat transfer, impurities and phase change in the system.

The current model shows a relationship between the pulling velocity and the

thickness of the ribbon that is qualitatively in agreement with experimental

results and theoretical prediction.

In chapter 4, we quantify the effects of different operating conditions on

the stability of the crystallization interface in the horizontal ribbon growth
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(HRG) process. Specifically, we perform a linear stability analysis of the base

state, and we derive the profiles for thermal, solutal and flow fields with re-

gard to small-amplitude normal mode perturbations of the base state. Within

the velocity boundary layer induced by the removal of solid ribbon, a linear

Couette flow is assumed; at the outer edge of the boundary layer, all perturba-

tions are assumed to dissipate. Critical operating conditions and the unstable

modes have been identified. To that end, we demonstrate that fast pulling ve-

locity (greater than 100 mm/min), low wedge factors (the ratio of the length

to the thickness of the wafer is less than 500), and insufficient heat removal

(temperature gradient Gl is less than 200 K/cm) lead to instabilities. A finite

bandwidth of wavenumber for instability occurs for all the unstable modes.

In chapter 5, we address the problem of unstable crystal tip and sharp

wedge formation observed in the recent reported experimental studies. We de-

velop a combined Cellular Automaton-Finite difference model to simulate the

evolution in crystal growth, liquid/solid interface instabilities, and sharp wedge

formation in the HRG process. Specifically, the CA algorithm is incorporated

with the thermal and solutal transport model, where both constitutional and

curvature undercooling effects is considered. Different methods are applied to

take care of the growth velocity and artificial anisotropy terms incorporated

in the model. Case studies are performed for different cooling conditions.

In chapter 6, the experimental development of the silicon HRG process

is discussed. We present the latest advances regarding the silicon system,

melt trials with different crucible designs are presented, and potential process

problems are identified regarding coating material, and seed attachment.

CHAPTER 1. INTRODUCTION 7



Chapter 2

The Horizontal Ribbon Growth

Process

2.1 Introduction

In the HRG process, heat is removed through the top surface of a molten silicon

pool; meanwhile, a thin silicon solid sheet is produced and extracted contin-

uously, which eliminates the need for additional sawing. In addition, HRG

extends the solidification interface since latent heat dissipation is perpendic-

ular to the pulling direction, a characteristic which promotes the production

speed by two orders of magnitude compared with the vertical ribbon growth

techniques [2]. Since the silicon ribbon is resting on top of its melt, the HRG

process also: (1) reduces the thermal and mechanical stresses resulting from

material extraction compared with vertical ribbon growth processes, such as

EFG process; and (2) reduces the material contamination from substrate and

crucible compared with ribbon growth on substrate (RGS) process [46]. As a

result, the HRG process has the potential to grow single-crystal wafers at a

rate of 6.9mm/s, which results in an overall manufacturing rate of 93m2/day

8



2.2. LITERATURE REVIEW OF THE HRG PROCESS

[28]. In this chapter, we summarize the major theoretical and experimental

work made in the HRG process development for the past 60 years, as well as

the current technical difficulties encountered.

2.2 Literature review of the HRG process

In 1959, Shockley developed and patented the first HRG method [48], where

a thin film of silicon is formed on top of molten substrate. Experimental fea-

sibility of the HRG process was demonstrated by Bleil in 1968 [5, 4], who

successfully produced ice and germanium ribbons using the HRG process. In

his design, a heat sink removes heat from the process and facilitates solidi-

fication. The produced ribbon is pulled horizontally over the melt. Figure

2.1 demonstrates Bleil’s process schematic. Ice and germanium ribbons are

produced using the HRG process. In 1979, Kudo proposed a new HRG design

with modifications and improvements [28]. The improvements in these works

solved problems related to cooling, crystal growth and pulling [28]. With

these improvements, Kudo demonstrated production rate of up to 4.1 mm/s

for single-crystal silicon ribbon and up to 8.5mm/s for multi-crystalline ribbon,

with a thickness of 200-400 µm, width of 10-30 mm, and ribbon length over

2m. Single crystal silicon ribbons were produced with dislocation densities up

to 105 cm−2 with some sections dislocation free. A solar cell fabricated from

the HRG ribbons was reported to have comparable conversion efficiency as CZ

crystals. Figure 2.2 shows the schematic of Kudo’s HRG process setup, where

a gas cooling system is placed near the melt level. In particular, a large length

to thickness ratio is used in Kudo’s design.
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2.2. LITERATURE REVIEW OF THE HRG PROCESS

(a)

(b)

(c)

Figure 2.1: Bleil’s HRG design and obtained wafer. (a) refers to the Schematic
drawing of Bleil’s HRG system (b),(c) refer to the ice and germanium ribbon
produced. Graphics taken from Bleil [5]

Figure 2.2: Schematic drawing of Kudo’s HRG system. Graphic taken from
Kudo [28].

The works of Bleil and Kudo brought attention to the problem of con-

trollability of the HRG process, which was previously difficult to operate for
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longer periods since it is sensitive to perturbations and variation in operating

conditions.

Zoutendyk performed analytical studies to evaluate the effects of different

cooling setups [59], where the effect of convection due to the extraction of

wafer is evaluated. He proposed active cooling apparatus in addition to the

passive radiative cooling to enhance the crystal growth in the HRG process.

Zoutendyk also quantified the correlation between pulling velocity and the

thickness of the ribbon [58]. This relationship has been verified in experimental

studies using ice-water as a model in our research group [36].

More recently, Bleil and Daggolu et al. [14, 15, 16] developed a thermal-

capillary model to investigate the interaction between fluid flow and heat trans-

fer in the process. As shown in Figure 2.3, the model captures the vortex flow

around the two free surfaces (the melt surface and the meniscus between the

crucible and ribbon near the exit) induced by Marangoni effects and buoyancy,

which is crucial for further investigation on the development of a stable wafer

extraction apparatus. A sensitivity analysis is performed to investigate the

problems of melt spill over and freezing originally proposed by Kudo. Due to

the nonlinear behavior of HRG process, two wedge factors (the ratio between

the thickness and the length of the wafer) are possible for one given pulling ve-

locity. Thus, the process is inherently unstable since it exhibits multiplicity of

steady states (see also Appendix F). In addition, Daggolu et al. [16] concluded

that convection in the melt has an impact on the redistribution of solute in

the system, and leading to inhomogeneous impurity concentration levels in the

resulting ribbon.

Starting from 2008, Ydstie and Oliveros et al. [36, 37] worked on an experi-

mental realization of the HRG process by designing a prototype water-ice HRG

process. Oliveros and Ydstie developed a set of models to study the stability
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2.2. LITERATURE REVIEW OF THE HRG PROCESS

Figure 2.3: Stream function contours near the upper and lower meniscus ob-
served by Dagglou.

of the HRG process and the crystallization dynamics. The effects of impurities

on the interface were analyzed by incorporating Mullins-Sekerka analysis [36],

which describes the thermal and solutal stable condition for solidification in-

terface. Existence and stability conditions of the meniscus in the HRG process

were studied by using variational theory and the first law of thermodynamics

[37]. Figure 2.4 shows two cases that demonstrate feasible and prone to spill

over meniscus operation conditions, respectively.

In 2009, BP Solar designed another HRG design, shown in Figure 2.5a.

This system consists of a fused silica crucible, feed container, induction coil

and a chimney [11]. Silicon chips are feed in from the feed container, which

is surrounded by the top induction heating coil. Silicon melt flow slowly into

the quartz crucible, and a level control apparatus is used to control the flow

rate. The chimney is sitting on top of the crucible to adjust the thermal profile

of the melting and growth region of the process. This machine is currently

being used in CMU for experimental verification of the HRG process and it is
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(a)

(b)

Figure 2.4: Two hydrostatically feasible operation conditions to produce a 6
cm long and 400 µm thick wafer observed by Oliveros et al. [37], (a) refers to
stable operating conditions, (b)refers to the operating conditions that is prone
to spill over.

described in detail in Chapter 6.

(a) (b)

Figure 2.5: BP Solar HRG design and melt trial experiment.
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In 2016, Helenbrook et al. [22] developed numerical models to capture the

kinetic effects of crystal growth on the crystallization front. The experimental

FSM design (Floating Silicon Method) was developed by at Applied Materials

(formerly Varian Semiconductor Equipment Associates), where the setup is

illustrated in Figure 2.6a. Figure 2.6b shows the produced single crystal sili-

con wafer (top view). Experimental and numerical results were compared for

the leading edge position of the crystal front. The turning point that ensures

stability with respect to the pulling velocity for a given heat removal rate for

the proposed process was also identified from the numerical analysis, where

maximum pull speed can be determined. In addition, a limit cycle theory

with generalized rough/facet growth kinetics is proposed to understand the

facet lines [26] observed in the experiments. In particular, the aforementioned

authors concluded that the leading edge grows in a fashion that switches spon-

taneously between slow facet growth and fast roughened growth.

(a) Schematic of the Varian FSM Experimental Configuration.

(b) Silicon Wafer produced from HRG process by Varian Semicon-
ductor. Top view
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2.3 Open Challenges in the HRG process

Theoretical understanding of the HRG process is limited, and the pro-

cess itself has not been commercialized yet due to the difficulty of forming a

stable mono-crystalline ribbon. Various system instabilities have been found

in the pilot size experiments, including dendritic growth and variation of wafer

thickness. The recent experimental results from Varian Semiconductor report

sudden dendritic growth near the crystal front at relative high pulling velocity

as initially observed by Kudo [25]. In 2011, researchers at Varian Semicon-

ductor Equipment reported pulling a single crystal ribbon of 2 cm in width,

10 cm in length with a pulling velocity around 0.5 mm/s [25, 22]. One of the

main technical challenges encountered in the reported HRG experiments is

the instability at the wafer-melt interface, such as dendritic growth and wavy

instability along growing process [28, 25]. The latter refers to wave shaped cor-

rugation shown on non-smooth interface. Figure 2.7 shows the silicon ribbons

produced by the HRG process, where (a) refers to the wavy instability along

growing process, (b) and (c) show the dendritic growth problem encountered,

while (d) shows the single crystal ribbon with a (1,1,1) facet.

The control of the HRG process is challenging since the system dynamics

are highly nonlinear and coupled. Steady state gains of a linearized model vary

considerably at different operating conditions and also shows the multiplicity

reported by Daggolu et al. [15]. The rate of wafer removal, the cooling which

ensures the crystal growth, and heating which helps to avoid solidification

in undesired sections must be coordinated using feedback control to maintain

desired stable thin wafer production. The implementation of advanced process

control for the HRG, or for that matter any feedback control, has not been

explored yet.

In the following chapters, we develop theoretical and mathematical ap-
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(a) Silicon ribbon grown by Kudo shows
wavy instability.

(b) Kudo’s schematic illustration of
dendritic growth.

(c) Silicon ribbon grown by Var-
ian Semiconductor shows dendritic
growth.

(d) Single crystal ribbon grown by
Varian Semiconductor.

(e) Silicon ribbon grown by Varian shows sharp wedge, non-smooth interface.

Figure 2.7: Silicon Ribbon produced through the HRG process. (a) refers to
the silicon ribbon grown by the HRG process from Kudo’s experiments; (b),(c)
refer to the dendritic growth problem encountered in the process; (d) refers to
the single crystal ribbon that has (1,1,1) facet; (e) refers to ribbon obtained
with a sharp 55◦ growth wedge

proaches to study three main challenges: (1) Development of the overall pro-

cess mathematical model that provides quantitative representation of the heat
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transfer, solidification, and flow patterns in the HRG process; (2) Evaluation

of the effects of different driving forces in the process and proposing a range

of stable operating conditions that can avoid potential corrugated wavy inter-

face instabilities; (3) Development of mathematical model that can capture

the formation of sharp wedges and unstable crystal front in the HRG process.

From an experimental point of view, we present the latest advances on crucible

design, seed attachment, and melting procedure, all of which are critical for

the successful implementation of the silicon HRG process.
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Chapter 3

Development of the Ice-Water

HRG process

3.1 Introduction

In this chapter we propose to use an ice-water system to demonstrate the HRG

concept experimentally. This idea was previously explored by Bleil [5, 4] as

shown in Figure 2.1. Table. 3.1 shows that water has similar material proper-

ties with silicon that the solid phase density is smaller than that of the liquid

phase. Thus, in an ice-water HRG prototype system, the ice wafer will float on

top of water and can be extracted continuously. The cost for raw material is

low and it is flexible for process design, modification, and improvement. Mean-

while, a mathematical model is built to allow quantitative representation of

solidification phenomena in the ice-water system. A major difference between

ice and silicon is the crystallinity. Ice is an amorphous material, whereas in

the silicon HRG process, we aim to produce mono-crystalline silicon.
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Table 3.1: Material Properties Comparison for water and silicon. Adapted
from [15]

Property Silicon Water

Relative Density (liquid/solid) 1.11 1.09

Relative heat capacity 0.93 2.05

Kinematic Viscosity (10−3) 0.22 1.7

Relative thermal conductivity 3.23 0.26

Latent heat of fusion (KJ
kg

) 1790 344

3.2 Ice-water HRG Experiment

Our prototype ice-water HRG system consists of a small main bath milled

from a transparent solid block of plexiglass. The main bath is 29cm long,

19cm wide, and 1.2cm deep; and the sidewall has a thickness of 2.5 − 3cm.

The system is capable of producing ice wafers that are about 10cm wide. The

cooling system is controlled by the flow rate of liquid nitrogen through a heat

exchanger placed above the bath. A heating system is installed along the two

sides of the bath to prevent freezing to the sides. The heat system is controlled

by heating strips and monitored by thermocouples. The sheet pulling system

is implemented by a conveyor belt and motor, as shown in Figure 3.1 (Side

View) and 3.2 (Top View).
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Figure 3.1: Ice Machine Side View.

Figure 3.2: Ice Machine Top View.

A typical ice wafer experiment is conducted in the following fashion:

1. Water is pre-chilled by passing it through a pipe submerged in a bucket

of ice and water.

2. Water is continuously fed in from water inlet and passes through two

metal mesh flow breakers to avoid disturbance introduced from high

inlet flow rate.
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3. Liquid nitrogen is fed through the cooling plate from flexible tubing. The

cooling of the system is controlled by the flow rate of liquid nitrogen as

well as the distance between the cooling plate and the top surface of the

bath.

4. A flat metal mesh seed (approximately 20cm long, 5cm wide, and 0.25cm

thick) is taped to the conveyor belt and used to initiate the crystal

growth.

5. The conveyor belt and motor are used to extract the produced ice wafer.

Specifically, we adjust the height of conveyor belt to alter the pulling an-

gle (3◦ is used as this is the closest angle we can achieve to the suggested

value of Oliveros et al. [37] to ensure stability of the meniscus between

produced wafer and the edge of crucible).

6. As the extraction proceeds and the seed reaches the end of conveyor

belt, the metal seed is separated from the produced ice wafer to ensure

continuous wafer growth.

7. An additional cooling plate is installed to cover the conveyor belt to

maintain the temperature for the produced ice wafer and avoid direct

melting.

8. The thickness of wafer is measured at the exit, while corresponding ex-

traction velocity is recored.

We found the extraction process to be easier if a positive pulling angle

is applied. The extraction velocity plays an important role for the ice HRG

experiment: fast pulling speed results in a thinner wafer but may lead to

unstable crystal growth or ribbon breakage; slow pulling speed results in a

thicker wafer but excessive ice may start to form near the edge and end of
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the bath, which may lead to complete freeze over. In addition, it is difficult

to decide the appropriate starting point for the extraction process: from the

moment the seed is placed into the melt, the ice wafer starts to grow and

expand. Some waiting time is needed for the ice to grow. This time needs to

be controlled to ensure stable pulling and avoid breakage. Figure 3.3 shows

an ice wafer produced using a HRG system.

Figure 3.3: Ice Wafer Produced using a HRG system.

The ice-water system is utilized to verify multiple research ideas. Firstly,

the correlation between thickness of the wafer and pulling velocity has been an

essential factor for the HRG process: thickness is an important characteristic

for direct ribbon process since further wafering and polishing should be avoided

or minimized (typical industry standard is around 200µm); pulling velocity is

essentially the production speed, and directly affect the overall throughput

of the HRG process. In particular, ice wafers produced utilizing the current

design align in the reliable region for both thickness and width. The meniscus

stability condition is another important factor that has to be determined for

stable operation. Earlier theoretical analysis has been performed by Oliveros
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et al. [37] and the ice-water system was used to perform proof-of-concept ex-

periments, as shown in Figure 3.4. Design factors such as pulling angle and

relative level are verified. This also guides us in further extraction apparatus

design for the silicon system.

Figure 3.4: Proof-of-concept experiments demonstrating the problem of menis-
cus spill over by the ice-water system. Graphics taken from [38]

3.3 Solidification in the HRG process

We describe the solidification problem in the HRG process by a two phase

system with a sharp interface. The heat equation for the solid region can be

written as:

∂

∂x
[ks
∂T

∂x
] +

∂

∂y
[ks
∂T

∂y
]− ρCpu

∂T

∂x
= ρCp

∂T

∂τ
. (3.1)

The velocity term can be neglected at low pulling velocity (lower than 355

mm/min in this case, and the detail validation is included in the appendix

section). And the RHS of the heat equation is neglected as we consider steady

state analysis. Then we arrive at a Laplace equation. Based on the Zoutendyk

Theory, a triangular solid wedge shape is assumed as shown in Figure 3.5 and

linear solution of previously defined heat equation results at the following
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temperature gradient at the interface:

Gx =

∣∣∣∣∂T∂x
∣∣∣∣ =

∆T (l, 0)

l
, (3.2)

Gy =

∣∣∣∣∂T∂y
∣∣∣∣ =

∆T (l, 0)

t
. (3.3)

Figure 3.5: Schematic drawing of Ribbon illustrating triangular shape wedge
with linear solid liquid interface.

The energy balance at the interface can described as follows:

ρsLsvy(x) + klGl = ksGs. (3.4)

We assume a linear temperature solution,

T (x, y) = Tm −Gxx+Gyy. (3.5)

Heat loss through convection at the interface can be written as:

ksGy = hair(T (l, 0)− Tair), (3.6)

whereGs can be obtained byGs = Gy(tan
2θ+1)1/2 and T (l, 0) = Tm−∆T (l, 0).

θ is determined by the shape of the wedge. From equation (3.4) we then arrive

at:

vy(x) =
∂y

∂τ
=
ksGs − klGl

ρlLs
= γ. (3.7)

We can integrate along the y direction:
∫ t

0
dy = γ

∫ l/vx
0

dτ . The correlation
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between pulling velocity and thickness of the wafer can be written as:

vx = γ
l

t
=

(ksGs − klGl)l

ρlLst
. (3.8)

This model will be compared with the ice-water system described below.

3.4 Mathematical model of the HRG process

In order to better understand the interactions of the proposed system, a math-

ematical model describing heat transfer, phase change, and fluid flow is devel-

oped. We assume the interactions of ice-water HRG system can be represented

by two dimensions, as depicted by the following Figure 3.6, where the cross

section of water bath is 20cm long and 2cm deep. Convective cooling is used

to remove the heat, water is feed in from the inlet continuously and wafer is

being extracted from the outlet.

Figure 3.6: Ice Wafer Process Geomoetry and finite-element mesh used in
calculation.

3.4.1 Governing Equations

The energy conservation equation is applied for both liquid and solid phases

to model the temperature field T (x, y) through the system, where convection

terms in the liquid and solid domain account for fluid flow and ribbon motion,

respectively. This gives the energy balance:

∂T

∂t
+ u · ∇T = αi∇2T, i = l, s (3.9)
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Subscript i represents the phase, with l for the liquid and s for the solid.

The thermal diffusivity, αi = ki/ρiCpi is calculated for each phase, where ki

represents the thermal conductivity, ρi represents the density, and Cpi repre-

sents the heat capacity. t refers to the time, and ∇ = ( ∂
∂ x

)ex + ( ∂
∂ y

)ey. The

continuity equation is given by

∇ · u = 0, (3.10)

The Navier-Stokes Equation for fluid flow is described by

ρ
∂u

∂t
+ ρ(u · ∇)u = ∇ · [−p∇I + µ(∇u + (∇u)T )] + S. (3.11)

The velocity field u(x, y) is calculated by the Navier-Stokes equation and the

Continuity equation, to satisfy the momentum and mass balance, respectively.

Here, Newtonian, incompressible and laminar fluid flow is assumed. µ is the

dynamic viscosity of silicon melt and crystal, I the identity tensor, S the source

term to be discussed below.

3.4.2 Approximation of Solid Phase

In this study one set of momentum equation is solved by assigning the true

value to the viscosity in the fluid and a very large value (∼ 1000Pa · s) to

the viscosity in the solid region. In this manner, both liquid and solid phase

are calculated within one set of Navier-Stokes equations. This approximation

ensures low computational workload [41, 39].
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3.4.3 Mushy Zone Theory

Models representing physical systems that involve liquid-solid phase change

and convection problems are computationally difficult to solve. Such a prob-

lem belongs to the class of moving boundary problems. They are usually

modeled by nonlinear systems of partial differential equations describing the

momentum, mass and energy balance. The determination of a sharp moving

interface is also a challenging task. The phase change of metal and metal-alloys

typically happens in a narrow range of temperature with complex crystalliza-

tion kinetics, and these types of problems are often referred as mushy region

problem. The Darcy approach is used to simulate motion in the mushy region

[51]. Specifically, the entire domain is treated as porous media, where porosity,

α, can be treated as liquid phase composition, and calculated as follows. ∆T

is the half width of the mushy region, and set to 0.1K in this study.

α =


0 (T < Tm −∆T )

T−Tm+∆T
2∆T

(Tm −∆T ≤ T ≤ Tm + ∆T )

1 (T > Tm + ∆T )

 . (3.12)

Sx = −A(ux − u0) Sy = −Auy. (3.13)

where A increases from 0 to a very large number (∼ 108) as the liquid phase

composition decreases from 1 to 0. As local solidification proceeds (α ∼ 0),

the source dominates in the momentum equations and the superficial velocity

is forced to be constant in the solid domain and equal to the pulling velocity

where ux = u0. In this study, the form of A is taken from the Darcy law [7]

so that:
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A = −C (1− α)2

α3 + q
(3.14)

where C is a very large number. In this study we use C = 105 and the

constant q is set to be 0.001 to avoid the division by zero (sensitivity analysis

is performed to ensure the accuracy).

Sb = ρl[1 + β(Tm − T )]g. (3.15)

The term Sb, in the y direction momentum balance equation, is the buoy-

ancy term induced by natural convection. The Boussinesq approximation is

used to consider the temperature dependent density. Here, β is the thermal

expansion coefficient and Tm is the melting point of ice.

3.4.4 Discontinuity in physical properties

The continuity of a physical property is an important factor in finite element

methods. Most of the material properties in the phase change problems are

discontinuous, thus, Heaviside function approximation is used to smooth the

discontinuities for density, viscosity, and thermal conductivity. In particular,

the latent heat of fusion is taken into account by using an additional Gauss

distribution function, as represented in the following equation.

Cp = CplH(T − Tm) + CpsH(Tm − T ) +D(T )L, (3.16)

where H(T − Tm) and H(Tm − T ) represents for Heaviside step function, and

D(T ) is the Gauss distribution function.
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D(T ) =
1√

2π∆T 2
exp[−(T − Tm)2

∆T 2
]. (3.17)

3.4.5 Flow and thermal boundary conditions

Mass conservation of the system is enforced by the continuity equation to-

gether with the boundary conditions that specify the inlet and outlet flow

rate conditions. Specifically, the outlet condition is specified by the pulling

rate while the inlet condition can be defined by either flow rate or specified

pressure (1atm). As for the inner crucible walls, we assume zero value for

both normal and tangential velocity terms (or u = 0). No-slip condition is

used for the bottom of the crucible. For the solidification interface, we applied

Mushy Zone theory and smoothed out discontinuous physical parameters as

illustrated in the previous sections. Thus, no additional interface boundary

condition need to be specified. However, it should be noted that appropriate

velocity conditions should be enforced for a typical solidification problem, such

as tangential velocity term raised from mass conservation when solidification

occurs. For the ice-water system, a cooling plate is used for the experiment and

we assume the temperature can be estimated. A convective cooling condition

is used for the simulation and can be described as follows:

ksn · ∇T |interface= h(T |interface −Tambient). (3.18)

where h represents for the heat transfer coefficient estimated for the cooling

condition described in the appendix section, Tambient is the ambient tempera-

ture with which the surface transfer heat with. We assume a constant tem-

perature for the inner wall and bottom of the crucible to represent the heating

design used in the experiments as we use heating strips and temperature con-
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troller to maintain constant temperature.

3.4.6 Numerical Solution

The conservation equations are formulated as system of PDE equations and

simulated in COMSOL, which is a finite-element simulation package. In this

approach, the temperature, velocity, and pressure are approximated by low

order polynomials defined over a mesh of elements. Specifically, velocity and

temperature profiles are approximated by linear combinations of Lagrangian

based quadratic functions. The pressure field is approximated using a linear

functions basis Lagrangian. The governing PDEs are converted to their weak

forms. This is especially critical for NS equations when some physical proper-

ties are not perfectly smooth in all the domain elements, such as viscosity. A

triangular mesh is generated in the entire domain according to the geometry

and specific boundary conditions. The complete mesh used in this work con-

sisted of ∼ 1000 domain elements, ∼ 200 boundary elements, which resulted

in ∼ 5000 degrees of freedom. One example is shown in Figure 3.6.

3.5 COMSOL Simulation and Experimental Re-

sults

3.5.1 Steady State Simulation

A steady state computation was performed using the parameters and physical

properties stated in the Table 3.2, and the system temperature and velocity

profile are shown in Figure 3.7 and 3.8, respectively.
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Figure 3.7: Temperature Profile and Isotherms of the Proposed Ice Wafer Pro-
cess. (Isotherms are plotted with spacing of 0.2K, with an overall temperature
difference of 1K)

Figure 3.8: Velocity Profile and Streamlines of the Proposed Ice Wafer Process.

Table 3.2: Material Properties and Parameters used in the model. Adapted
from [32]

Parameter Symbol Value

Melting temperature Tm 273.15K

Thermal Conductivity of water Kl 0.55 W
mK

Thermal Conductivity of ice Ks 2.22 W
mK

Density of water ρl 999 kg
m3

Density of ice ρs 916 kg
m3

Latent heat of fusion L 344KJ
kg

Heat capacity of water Cpl 4179 J
kg·K

Heat capacity of ice Cps 2050 J
kg·K

Dynamic viscosity of water µ 1.78mPa · s

Simulation Validation

One of the objectives of the HRG process is to achieve faster production rate

compared with ingot based crystallization and vertical ribbon growth tech-

niques. Here, the behavior of the water-ice model is examined for changes

in the pulling rate and cooling plate temperature while keeping all the other

CHAPTER 3. DEVELOPMENT OF THE ICE-WATER HRG PROCESS 31



3.5. COMSOL SIMULATION AND EXPERIMENTAL RESULTS

parameters constant. Higher pulling speed results to less latent heat of dissi-

pation per unit length at the interface, reducing the thickness of the ribbon;

while lower cooling plate temperature enhance the heat removal rate, leading

to a thicker wafer. The following figures 3.9 show the results of the sensitivity

analysis for different pulling rate and cooling condition. The figure 3.10 shows

the comparison of COMSOL simulation, Zoutendyk theory based model, and

experimental results. The simulation results show that as the pulling speed

increases from 50(mm/min)] to 148(mm/min), the ribbon thickness decreases

from 1.14mm to 0.17mm. The simulation results are qualitatively in agree-

ment with the experimental results, and are especially close for the higher

pulling rates where the ice wafer has the desired thickness of 150− 200µm.

Figure 3.9: Steady State simulation result for the Ice wafer process.
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Figure 3.10: Correlation between Pulling Velocity and Thickness of the wafer
for the Ice Wafer Process.

3.6 Conclusions and contributions

We presented computational modeling, theoretical analysis, and experimen-

tal updates on the development of ice-water system as a prototype of silicon

HRG process. A 2D COMSOL model is developed to represent the heat trans-

fer, fluid flow and phase change behavior in the ice-water HRG process. The

simulation models reveals that water solidifies on the top of water bath as

temperature drops below the melting point. As produced ice wafer is ex-

tracted continuously through the outlet, a wedge shaped thin wafer is being

generated. Steady state simulation is performed using production speed of

50 − 150mm/min, while thickness of resulting wafer is measured. In addi-

tion, we performed theoretical analysis based on Zoutendyk theory and the
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correlation between thickness and pulling velocity is obtained for the convec-

tive cooling case. The experimental progress been made for the HRG process

development is discussed. The water-ice HRG system is utilized to produce

ice wafer and we have achieved stable, reliable, and reproducible ice wafer

experiments using the current design. Experimental results, computational

simulation and theoretical results are compared. The successful operation

of an ice-water system wafer production system proved the feasibility of the

propsed approach and it showcased the potential of utilizing the HRG process

for the production of silicon wafers as well. Further studies need to focus on

the stability and crystallization properties of silicon as well as experimental

verification of the silicon system.
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Chapter 4

Stability Analysis of the crystal

interface in the context of the

HRG process

4.1 Introduction

The lifetime and efficiency of a solar panel relies on the quality of the silicon

wafers, which depends crucially on the growth condition of crystal, such as

impurity level and the thermal gradient. Although the impurity level in the

feedstock of the wafer growth process is quite low (typically less than 0.1ppm),

the growth process itself may introduce additional impurity into the system

from the equipment and process [37]. Another problem is that the impurity

concentration may increase significantly close to the wafer as impurities are

pushed into the liquid during solidification.

In the HRG process, many impurities come into play among them, iron,

phosphorus, boron, aluminum, carbon and oxygen. Some typical segregation

coefficients are shown in Table 4.1. We have chosen to start the study using
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Table 4.1: Segregation Coefficient of Impurities in silicon. Adapted from [8]

Element Al Fe C P B O
kseg 2.83 · 10−3 8 · 10−6 6 · 10−2 0.35 0.786 0.25

Al as a modeled impurity. The segregation coefficient of Al is similar to that

of C, which will be abundant in our experiments. The use of Al also provides

a foundation for the shift of feedstock material from high purity metallurgical

silicon to Kaolin, an Si-Al-O mineral which is abundantly available. Our

current HRG experiments uses a graphite crucible to contain the melt. This

may introduce carbon into the silicon during the high temperature melting.

Oxygen may be introduced through the imperfect vacuum condition and can

be potentially problematic.

The thermal gradient in the liquid and solid phase determines the interface

stability and thermal stress/defect of the produced wafer, respectively. Theo-

retical studies have been developed for the instabilities during unidirectional

solidification [13, 12].

In 1964, Mullins and Sekerka developed the foundation for the thermal and

solutal conditions to ensure the stable crystallization front under an arbitrary

small amplitude sinusoidal perturbation to the interface [34]. In this theory,

is is assumed that the system is at steady state with constant growth velocity.

An analytical solution for the stability conditions at a given perturbation is

determined by:

δ̇

δ
=
V ω

{
−2TMΓω2

[
ω∗ −

(
V
Dl

)
p
]
− (G′ +G)

[
ω∗ −

(
V
Dl

)
p
]}

(G′ −G) [ω∗ − (V/D)p] + 2ωmGc

+
2mGc

[
ω∗ −

(
V
Dl

)]
(G′ −G) [ω∗ − (V/D)p] + 2ωmGc

.

(4.1)

Here δ is the perturbation, V the constant growth velocity, ω the angular

frequency of the perturbation, TM the melting temperature, Γ the capillary

CHAPTER 4. STABILITY ANALYSIS OF THE CRYSTAL INTERFACE IN THE
CONTEXT OF THE HRG PROCESS

36



4.1. INTRODUCTION

constant, Dl the diffusion coefficient, G
′′

and G temperature gradients in the

solid and liquid phase, Gc the concentration gradient, m the liquidus slope.

A stable interface can be guaranteed if δ̇
δ

is always less than 0 for any given

perturbation.

Previous studies have been performed by Oliveros Patiño [38] to investigate

the stability of HRG process via both classical M-S criteria and when transient

effect is considered.

However, the flow pattern in the melt during the crystallization also plays

an important role on the impurity distribution, which alters the micro-structure

and macro material property of the grown crystal. This flow pattern can be

induced by the rotation of the crucible or crystal, withdrawal of the material,

density change during crystallization, etc.

Coriell and Sekerka performed extensive studies in the coupled convective

and morphological instabilities [13, 12]. For the HRG process, the continuous

extraction of produced wafer generates a shear flow near the crystallization

interface, which links the production speed directly with the stability of the

proposed process. We want to investigate this problem here.

The work is motivated by the Mullin-Sekerka stability analysis. We per-

form a linear stability analysis of the crystallization interface of the Horizontal

Ribbon Growth (HRG) process. The conditions for the onset of stability are

investigated numerically on the basis of convection-diffusion equations for the

thermal and solutal fields coupled to the Navier-Stokes equation describing

the flow field in the molten pool near the interface. The interface stability

conditions of the system under different operating conditions are quantified.
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4.2 Mathematical model of the HRG process

In order to perform a stability analysis of the crystallization interface, we first

develop the thermal, solutal, and fluid flow model, which captures the phase

change behavior. Figure 4.1 shows the conceptual design of the HRG process.

Different cooling and heating apparatuses are used to control the shape and

production rate of the thin wafer. Additional heaters and coolers are used

to avoid the bridging or spill over to the crucible. In a typical experiment,

one large graphite supporting crucible is directly sitting on top of the heaters

and another smaller crucible which has a length of 20-40 cm is used to hold

the silicon melt. Here, we are interested in the crystallization interface of the

region where a stable and initially flat interface has been developed. We also

assume that the flow and thermal patterns in this region are independent from

the material replenishment and extraction, and thus are not affected by the

inlet and outflow conditions. Newtonian and incompressible fluid is assumed

in this study.

Figure 4.1: The Schematic Sketch for the HRG process.

Unidirectional vertical solidification at a constant velocity V within a bi-

nary silicon-alluminum melt is considered. The density variation of silicon

melt is small in the experimental temperature range of interest [6]; thus, we

make the assumption that density varies linearly with the concentration of
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impurity and the temperature of the melt. In the frame of reference moving

with velocity V = (0,−V ) and applying the Boussinesq approximation for the

liquid density, one arrives the following set of differential equations governs the

fluid velocity u, temperature T, and concentration C of the Aluminum (Al)

impurity.

Figure 4.2: Typical velocity, concentration, and temperature fields near the
HRG interface.

∇ · u = 0, (4.2)

∂u

∂t
+u·∇u−V·∇u = −(1/ρ0)∇p+ν∇2u−g[1−a1(T−T̃ )−a2(C−C̃)], (4.3)

∂Tl
∂t

+ u · ∇Tl −V · ∇Tl = αl∇2Tl, (4.4)

∂C

∂t
+ u · ∇C −V · ∇C = D∇2C, (4.5)

∂Ts
∂t
−V · ∇Ts = αs∇2Ts, (4.6)

where ν is kinematic viscosity, ρ0, T̃ and C̃ are, respectively, the mean density,

mean temperature of liquid, and mean concentration of impurity. a1 and a2 are

thermal and solutal expansion coefficients, respectively, αs and αl are thermal

diffusivity of the solid and liquid phase. D is the diffusion coefficient of the
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impurity in the silicon melt. We assume that horizontal temperature gradient

in the wafer is negligible, hence the advection term, VpdT/dx, in the solid

phase has been eliminated from Eqn. (4.6) and the ensuing stability analysis.

The crystal growth velocity is defined as V = Vp/W , where Vp is the pulling

velocity and Vp = (Vp, 0). Here, W is the wedge factor and defined as Lw/δw

based on the theory of Zoutendyk (where subscript w stands for wafer) [58].

Here we assume that the wafer has a triangular shape, where the angle of

solidification wedge is small and can be defined by the ratio of solidification

velocity and the rate of wafer removal. This provides us an approximation

of vertical crystal growth velocity without consideration of the crystallization

kinetics thereof. For the impurity in the system, the conservation of mass at

the crystallization interface leads to the following boundary condition [12]:

V(kseg − 1)ClI = (
ρl
ρs
∇Cl)n, (4.7)

where kseg is the segregation coefficient; ClI represents for the impurity con-

centration in the liquid phase at the interface; n is the unit normal to the

interface pointing towards the direction of crystal. Impurity is being rejected

at the interface since kseg < 1. Other inter-facial boundary conditions are the

kinematic condition adjusted to account for the velocity change accompany-

ing phase change, the Stefan condition representing energy conservation, the

constant freezing temperature condition, and the Gibbs-Thomson condition,

which are respectively,

V · n(ρl − ρs) = (u · n)ρl, (4.8)

V · nLv = (ks∇Ts − kl∇Tl)n, (4.9)
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TsI = TlI , (4.10)

TlI = Tm +mClI − TmΓK, (4.11)

where Lv is the latent heat of fusion, subscript I denotes for the quantity

evaluated at the interface, ks and kl are thermal conductivities of solid and

liquid. Tm is the melting point of the pure substance, m is the slope of the

liquidus line, Γ is the capillary constant, and K is the interface curvature.

4.3 Non-dimensionalization and base state so-

lution

The governing equations and the boundary conditions are normalized to ob-

tain a nondimensional system. As shown in Figure 4.2, laminar flow is induced

by the motion of the solid ribbon underneath the crystallization interface. The

thickness d of this near surface flow is defined as the characteristic length1,

and the velocity of wafer movement (Vp) is defined as the characteristic ve-

locity in this study. The fluid velocity ranges from ux(z = 0) = Vp at the

crystallization interface to ux(z = d) = 0 at the edge of the near surface

flow. A Poiseuille-type back flow is expected due to the mass balance, leading

to zero net volumetric flow as expected. However, in this study, we do not

consider the back flow due to its limited effect on the linear stability of the

interface. The temperature difference of the solid and liquid phase is defined

as Gsd = Ti−Th and Gld = Tb−Ti, respectively. The subscripts i, h, b refer to

the interface, top surface, and bottom surface, accordingly; Gs and Gl refer to

the unperturbed temperature gradient of solid and liquid phase, respectively.

From Eqn. (4.9), the value of Gs can be determined: Gs = (V Lv + klGl)/ks.

1we assume d=1cm and the melt level in a typical experiment is less than 3 cm
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The concentration difference is defined as Gcd = Ci − C∞, with Ci being

the interface concentration and Gc being the overall concentration gradient.

Thus, we can nondimensionalize previously defined system with the following

units: velocity in units of Vp, time in Vp/d, length in d, liquid and solid phase

temperature in Gld and Gsd, respectively, and C in Gcd. Here we assume a

two-dimensional base state with a velocity profile:

u0 = (ux0,−εV ) (4.12)

where ux0 represents the Couette flow driven by the pulling of the wafer,

ux0 = Vp(Z + 1) 2, and ε = (ρs/ρl) − 1 accounts for the relative velocity for

the liquid phase.

The following base-state temperature and concentration fields are found

from Eqn. (4.4)-(4.6) along with the boundary condition defined in Eqn.

(4.7).

Tl0 = c1e
−V ∗PelZ + TlI − c1, (4.13)

Cl0 =
C∞
kseg

c2e
−V ∗PelSc/PrZ +

C∞
kseg

(1− c2), (4.14)

Ts0 = c3e
−V Pelαl/αsZ + TsI − c3, (4.15)

where V ∗ = (ρs/ρl)V , Gl and Gs are unperturbed temperature gradient of

liquid and solid phase at the interface, respectively; C∞ is the solute con-

centration far from the interface. c1, c2 and c3 are constants that can be

further determined by the interface boundary condition, where c1 = Gld

eV
∗Pel−1

,

c2 = kseg−1

eV
∗PelSc/Pr−1

and c3 = Gsd
1−e−V Pelαl/αs . Pel = Vpd/αl is the Peclet number,

Pr = ν/αl is the Prandtl number, Sc = ν/D is the Schmidt number. In this

2Z = z/d
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study, Pr = 1.167 · 10−2 << 1, indicating a much larger “thermal” boundary

layer compared with the velocity boundary layer; while Sc = 3.8, indicat-

ing a comparable boundary layer thickness for mass transfer and momentum

transfer. In addition, we are interested to study the system for Vp ∈ [20, 150]

mm/min based on the current experimental results reported by Varian Semi-

conductor [25] . Thus, Pel ∈ [0.143, 1.0729] and PelSc/Pr ∈ [47.6, 357.14],

where one can see that convection plays an important role in the HRG process

for the solute distribution, in contrast, convection can be neglected in heat

transfer.

The typical nondimensional temperature and concentration base state pro-

files are shown in Figure 4.3. Conditions used for simulation are: W=100,

Gl=300 K/cm, C∞ = 10ppm, Pel=1.073,0.7153,0.1431 correspond to Vp=150,

100, 20 mm/min, respectively. Temperature profile in both solid and liquid

phase is approximately linear, indicating the absence of thermal convection

(we assume a temperature difference of 300K in the melt) while the concentra-

tion profile shows the rejection of impurity at the interface. And the nonlinear

profile indicates that convection plays an important role for impurity distri-

bution.
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(a) Dimensionless Temperature Profile in the solid phase

(b) Dimensionless Temperature Profile in the liquid phase

(c) Dimensionless Concentration Profile in the liquid phase

Figure 4.3: Dimensionless Profiles for W=100, Gl=300 K/cm, C∞ = 10ppm,
Pel=1.073,0.7153,0.1431 correspond to Vp=150, 100, 20 mm/min, respectively.
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4.4 Linear Stability Analysis of the interface

To test whether the base-state is stable, we assume a normal mode pertur-

bation (in x direction) to the interface. As a result, the thermal, solutal and

flow fields are also perturbed. As time proceeds, the imposed disturbances can

either grow or decay depending on the stability of the system as a function

of wavenumber k. In this section we present a derivation for the system of

differential equations, we develop the dispersion relation at different operat-

ing conditions that describes the correlation between wavenumber k and the

growth rate, σ and, finally, we perform a neutral stability analysis in order to

identify the limits of stable operating conditions.

Figure 4.4: Representation of Stability Analysis

4.4.1 Derivation Outline

We write the velocity, temperature,concentration profile and the interface po-

sition as normal mode expansions:

u′ = u0(z) + û(z) exp(σt+ ikx), (4.16)
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T ′l = Tl0(z) + T̂l(z) exp(σt+ ikx), (4.17)

Ts = Ts0(z) + T̂s(z) exp(σt+ ikx), (4.18)

C ′ = C0(z) + Ĉ(z) exp(σt+ ikx), (4.19)

zi = δ̂ exp(σt+ ikx), (4.20)

where k is the wave number of the perturbation and σ its growth rate. ûz,

T̂l, T̂s, and Ĉ are, respectively, the Z-dependent amplitude functions of the

perturbed velocity (vertical component), temperature, and concentration.

These expansions are substituted into Eqn. (4.3)-(4.6), as well as the

boundary conditions represented in Eqn. (4.7)-(4.11). Thence, we derive the

following linearized ordinary different equations for the perturbed phases that

govern the linear stability.

(D2 − k2)[(D2 − k2) +DV ∗Re− ikux0Re]ûz + ikD2ux0Re−
Ra

Pel
k2T̂l

− Rm

(PelSc/Pr)
k2Ĉ = (D2 − k2)σReûz,

(4.21)

[(D2 − k2) + V ∗PelD − ikux0Pel]T̂l − (DTl0)ûzPel = σT̂lPel, (4.22)

[(D2 − k2) + V (Pelαl/αs)D]T̂s = σT̂s(Pelαl/αs), (4.23)

[(D2 − k2) + V ∗(PelSc/Pr)D − ikux0(PelSc/Pr)]Ĉ

−(DC0)ûz(PelSc/Pr) = σĈ(PelSc/Pr),

(4.24)

in which D = ∂
∂ Z

represents the differential operator. Re = Vpd/ν is the

Reynolds number, Ra = a1gβd
4/αlν is the Rayleigh number, and Rm =

a2gd
4/Dν.

The solid phase temperature can be solved analytically to give
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T̂s = c4 exp(c5Z), (4.25)

where c4 and c5 are constants. Then we can substitute back to Eqn. (4.23)

and arrive at:

c5 = −V Pelαl/αs +
√

(V Pelαl/αs)2 − 4(σPelαl/αs − k2). (4.26)

The constant c4 can be trivially determined from the top surface cooling con-

dition, however, it is not needed in the analysis. At the interface, the accom-

panying boundary conditions for velocity satisfying the definition of initial

amplitude of the perturbation and the continuity equation, respectively, are

ûz = −εδ̂σ, (4.27)

Dûz = (εk2 + ikDux0)δ̂. (4.28)

The Stefan condition, mass conservation of the impurity and Gibbs-Thomson

relation [55] can be re-written as :

δ̂σ
LvVp
klGl

= −DT̂l +
ks
kl

c5

d
T̂l + δ̂[V ∗Pel − V (Pelαl/αs)

ksGs

klGl

+
ks
kl

c5

d

(Gl −Gs)

Gl

],

(4.29)

(1− kseg)V Ĉ +
1

(1 + ε)(Pelαl/D)
DĈ = δ̂(ksegV − σ

1− kseg
kseg

C∞), (4.30)

mGc

Gl

Ĉ − T̂l = δ̂(1− mGc

Gl

+ TmΓk2), (4.31)

while at the Z = −1 (the rigid planar isothermal boundary)

ûz = Dûz = T̂l = Ĉ = 0. (4.32)
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Equations (4.21),(4.22) and (4.24) can be written as

L


ûz

T̂

Ĉ

 = σ


H 0 0

0 Pel 0

0 0 Pelαl/D



ûz

T̂

Ĉ

 , (4.33)

where H = Re(D2 − k2) and the elements of the differential operator L are

given by

L11 = (D2 − k2)[(D2 − k2) +DV ∗Re− ikux0Re], (4.34)

L12 = −k2 Ra

Pel
, (4.35)

L13 = −k2 Rm

Pelαl/D
, (4.36)

L21 = −DTl0Pel, (4.37)

L22 = (D2 − k2) + PelV
∗D − ikux0Pel, (4.38)

L31 = −DCl0(Pelαl/D), (4.39)

L33 = (D2 − k2) + (Pelαl/D)V ∗D − ikux0(Pelαl/D), (4.40)

and L23 = L32 = 0.

4.4.2 Dispersion Relation

The eigenvalue problem Eqn. (4.33) is solved numerically by utilizing a second-

order central finite difference scheme to the differential operators L and H.

Then we arrive at the following general eigenvalue problem
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

L11 L12 L13

BC1 0 0

L21 L22 0

BC2 BC2 BC2

L31 0 L33

0 BC3 BC3

0 BC4 BC4

BC5 0 0

BC6 0 0

0 BC7 0

0 0 BC8




ûz

T̂

Ĉ

 = σ



H 0 0

0 BC1 BC1

0 1 0

0 0 0

0 0 1

0 BC3 BC3

0 BC4 BC4

0 0 0

0 0 0

0 0 0

0 0 0




ûz

T̂

Ĉ

 (4.41)

where Eqn. (4.31) is used to represent unknown δ̂ as function of ûz, T̂ ,

and Ĉ. We obtain the eigenvalue and eigenvectors of the system using the

DGGEVS solver of the LAPACK package. Results presented are based on

Z-discretization of 500 nodes. Eigenvalues are also checked by increasing the

number of nodes to ensure the accuracy.3 The growth rate σ is calculated for

the parameters of Table 4.2 at different operating conditions.

3see appendix section for the eigenvalue convergence plot
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Figure 4.5: Dimensionless dispersion relation for W=300, Gl=300 K/cm,
Vp=20 mm/min, C∞ = 100ppm.

A typical dispersion relation where σ = f(k) is shown in Figure 4.5 for

pulling velocity=20 mm/min, Gl = 300 K/cm and W=300. The unstable

modes exist for a range of wavenumber where Re(σ) > 0. The most unstable

mode occurs at kmax and corresponds to σmax. Instability will first appear with

a wavelength of 2π/kmax and on a time scale of 2π/σmax. The critical wave

number is represented by kc above which all modes are stable (Re(σ) < 0). At

the onset of instability, Re(σ) = 0 and the shape of the interface is defined by

zi = δ̂exp(σit + ikx). For the corresponding convective instability, the speed
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of the traveling wave is Im(σ)/k.

Table 4.2: Material Properties and Parameters used in the model. Adapted
from [36]

Parameter Symbol Value

Melting temperature Tm 1687K

Thermal Conductivity of liquid silicon kl 58 W
mK

Thermal Conductivity of solid silicon ks 18 W
mK

Density of liquid silicon ρl 2570 kg
m3

Density of solid silicon ρs 2293 kg
m3

Thermal diffusivity of liquid silicon αl 2.33 · 10−5m2

s

Thermal diffusivity of solid silicon αs 7.54 · 10−6m2

s

Mass diffusivity of Al-Si D 7 · 10−8m2

s

Latent heat of fusion Lv 1.79 · 106 J
kg

Segregation coefficient of Al-Si kseg 2.83 · 10−3

Capillary constant Γ 8.99 · 10−11

Slope of the liquidus line m −9.5 · 10−5 K
ppm

Kinematic viscosity of silicon ν 2.72 · 10−7m2

s

Prandtl number Pr 1.167 · 10−2

Schmidt number Sc 3.886
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(a) Growth Rate for Pulling Veloc-
ity=120mm/min, Wedge Factor=500,
C∞ = 99ppm and k = 30.

(b) Growth Rate for Pulling Veloc-
ity=120mm/min, Wedge Factor=500,
C∞ = 120ppm and k = 30.

Figure 4.6: Growth Rate for Pulling Velocity=120 mm/min, Wedge Fac-
tor=500 and k = 30 with different C∞.

As shown in the Figure. 4.6a and 4.6b, we plot the real and imaginary part

of the growth rate at one operating condition by fixing the pulling velocity,

wedge factor, impurity concentration in the system and wave number k. The

stability of the system can be determined by calculating the largest eigenvalue

of the previously defined ODE system. As shown in Figure. 4.6a and 4.6b,

when increasing the impurity concentration in the system while keeping all

the other operating condition constant, the largest eigenvalue increases from

-0.80676 to 4.08361 and the system becomes unstable.

In order to understand the causes of ”wavy instability” occurred in the

experiments [28, 25], the stability analysis is performed with pulling velocities

of 20-150 mm/min and wedge factor W of 300-3000. The temperature gradient

in the melt is set to be 200-350 K/cm.
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Figure 4.7: Dimensionless dispersion relation for different wedge factor at
Vp=20 mm/min, Gl=300 K/cm, C∞=100 ppm. Insets denote system behavior
when instability occurs
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Figure 4.8: Dimensionless dispersion relation for different pulling velocity at
W=1500, Gl=300 K/cm, C∞=100 ppm. Insets denote system behavior when
instability occurs
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Figure 4.7 illustrates variations with the wave number of real and imaginary

parts of the growth rate, Re(σ) and Im(σ), respectively, for different wedge

factors while keeping all other operating conditions the same. At one given

pulling velocity, larger wedge factor leads to slower vertical crystallization

velocity, and more stable growth for the system. The most unstable mode

occurs at small kmax. One can see that when the wedge factor is decreased,

the system is more unstable. The Im(σ) is decreasing and kmax is increasing,

which results in faster wave speed and smaller wavelength.

Experiments have shown that the system turns unstable when trying to

increase the pulling velocity while keeping all other conditions fixed [25]. As

shown in Figure 4.8, one can observe that the variation of pulling velocity has

a significant influence on the stability of the system. With a pulling velocity

less than 50 mm/min, the crystallization interface stays stable with a relative

high impurity concentration (100ppm).

We assume that the vertical crystallization velocity can be estimated di-

rectly by defining the shape of the crystal wedge together with the solid removal

rate. Thus, the thickness of the resulting wafer can be estimated and controlled

by manipulating the heat removal rate independently. Our ultimate goal is to

optimize the HRG process to achieve a stable wafer production. Accordingly,

we tested the stability condition for different heat removal rate given all other

operating conditions the same. Typical temperature gradient for the silicon

crystallization process is around 200K/cm and here we tested different cooling

scenarios ranging from 200-350 K/cm. As shown in Figure 4.9, the stability

of the system is improved when increasing the temperature gradient from 200

to 250 K/cm.
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Figure 4.9: Dimensionless dispersion relation for different temperature gradi-
ent at Vp=150 mm/min, W=1500, C∞=100 ppm.
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4.4.3 Neutral Stability Results

In order to determine the onset instability as a function of impurity, pulling

velocity and wedge factor, we solved the ODE system Eqn. (4.33) using

MATLAB. The BVP was converted to an IVP problem and a direct numer-

ical integration method, similar to the work for solving the Benard problem

[31] and Soret-driven instability [9] is used. We transform the system of four

second-order differential equations into a system of eight first-order differen-

tial equations. We then construct a general solution as a linear combination of

eight linearly independent solutions of this eighth-order problem. The detailed

derivation is presented as follows.

The BVP problem presented in Eqn. (4.33) can be written as a system of

eight first-order differential equations, where

ûz = u1,Dûz = u2,

D2ûz = u3,D3ûz = u4,

T̂l = u5,DTl = u6,

Ĉ = u7,DC = u8.

(4.42)

And we can define the solution of the system of this ODE as

ui =
8∑
j=1

Cju
(j)
i (Z). (4.43)

A typical way to construct these linearly independent solutions is by assuming

u
(j)
i (−1) = δij as initial values at Z = −1. As a result, the boundary condition
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for Z = −1 become

u1(−1) = C1u
(1)
1 (−1) = 0⇒ C1 = 0,

u2(−1) = C2u
(2)
2 (−1) = 0⇒ C2 = 0,

u5(−1) = C5u
(5)
5 (−1) = 0⇒ C5 = 0,

u7(−1) = C7u
(7)
7 (−1) = 0⇒ C7 = 0.

(4.44)

On the other boundary Z = 0, Eqn. (4.27)-(4.30) can be written as:

8∑
j=1

Cju
j
1(0) + εσ

mGc
Gl

1− mGc
Gl

+ TmΓk2

8∑
j=1

Cju
j
7(0)

+ εσ
−1

1− mGc
Gl

+ TmΓk2

8∑
j=1

Cju
j
5(0) = 0,

8∑
j=1

Cju
j
2(0)− (εk2 + ikDux0)

mGc
Gl

1− mGc
Gl

+ TmΓk2

8∑
j=1

Cju
j
7(0)

+ (εk2 + ikDux0)
−1

1− mGc
Gl

+ TmΓk2

8∑
j=1

Cju
j
5(0) = 0,

σLvVp
klGl

(
mGc
Gl

1− mGc
Gl

+ TmΓk2

8∑
j=1

Cju
j
7(0) +

−1

1− mGc
Gl

+ TmΓk2

8∑
j=1

Cju
j
5(0))

+
8∑
j=1

Cju
j
6(0)− ksc4

kld

8∑
j=1

Cju
j
5(0) + (V ∗Pel − V Pelαl/αs

ksGs

klGl

+
ks
kl
c4
Gl −Gs

Gl

)

(−
mGc
Gl

1− mGc
Gl

+ TmΓk2

8∑
j=1

Cju
j
7(0) +

1

1− mGc
Gl

+ TmΓk2

8∑
j=1

Cju
j
5(0)) = 0,

(1− kseg)V
8∑
j=1

Cju
j
7(0) +

1

(1 + ε)PelSc/Pr

8∑
j=1

Cju
j
8(0) + (

mGc
Gl

1− mGc
Gl

+ TmΓk2

8∑
j=1

Cju
j
7(0) +

−1

1− mGc
Gl

+ TmΓk2

8∑
j=1

Cju
j
5(0))(ksegV − σ

1− kseg
kseg

C∞) = 0.

(4.45)

We can convert the BVP to an IVP with one more constraint to ensure the

existence of nontrivial solutions for Cj such that the coefficient determinant

CHAPTER 4. STABILITY ANALYSIS OF THE CRYSTAL INTERFACE IN THE
CONTEXT OF THE HRG PROCESS

58



4.4. LINEAR STABILITY ANALYSIS OF THE INTERFACE

of the algebraic system must vanish. The parameter values that make the

determinant vanish correspond to the critical values at the onset of instabil-

ity. In this way we can identify the corresponding combinations of operating

conditions that guarantee stable operation. For j = 3, 4, 6, 8, the previously

defined ODE’s are solved as IVP at Z = −1 with 4 different initial values for

each uj in order to obtain their values at Z = 0 . The determinant condition

of this 4×4 matrices yields a quadratic relation for the C∞−σ. And the initial

dispersion relation provides a good initial guess to the solution. Due to the

complexity of the calculation, we solved the problem numerically by setting

the σreal = 0 and scan on the C∞−σ plane for given fixed k and other system

parameters to locate the region of approximate solution. A more restricted

region for C∞−σ and careful iterative criteria are necessary in the region near

the bifurcation point where oscillatory and non-oscillatory modes branch off.

To ensure stability, the largest real part of the growth rate has to be less or

equal to zero for any given k and we represent this critical impurity concentra-

tion as C∗∞ by searching for the minimum C∞(k) for a given pulling velocity

and wedge factor. The computational results are summarized in figure 4.10,

given a fixed temperature gradient Gl = 200 K/cm. From the neutral stability

curve, one can easily identify corresponding stable operation condition. Higher

temperature gradient will shift the neutral stability curve upwards, given all

other conditions the same. It should be noted that although appearance of the

instability can be predicted by the current study, the morphological evolution

of unstable modes is not predicted.
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Figure 4.10: The influence of the wedge factor(W) and pulling velocity(VP ) on
the impurity concentration neutral curve (Gl=200 K/cm).

4.5 Conclusions and contributions

We presented a theoretical analysis based on the principles of linear stability

analysis to study the crystallization interface formed within the HRG process.

To achieve this, we developed a two-dimensional model of the system, which

allows us to analyze the importance of different operating parameters on the

overall stability of the former. In order to properly capture the phase change

behavior, we derived the profiles for thermal, solutal and flow fields under the

imposed small-amplitude sinusoidal perturbations, in a non-dimensional form.

The calculation of the dispersion relation for various pulling speeds, tempera-

ture gradient and wedge factors allowed us to identify stable regions regarding

the wavenumber in question. Moreover, the neutral stability relationship that
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we extracted provides valuable insights on future experimental development

and draws an upper bound for possible unstable modes. Specifically, the two

factors that our analysis identified to be essential to the stability of the system

are the steep temperature gradient in the melt, and the low vertical crystal-

lization velocity. These conditions can be achieved by ensuring sufficient heat

removal and high wedge factors. We validated our findings, and we found them

to be consistent with the prior experimental results shown by Varian Semicon-

ductor Inc. In addition, we demonstrated that the HRG process showed the

potential achieve higher production speed that would allow for its commercial

exploitation for the mass production of silicon wafers. The findings in this

chapter can serve as a guide for future experimental verification of the HRG

process, improvement on process design, control, and optimization.
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Chapter 5

A cellular automata approach

for simulation of crystal growth

5.1 Introduction and Literature Review

Interface instabilities have been observed in experimental studies of the HRG

process. These include:

1. Dendritic growth is observed when the pulling velocity is increased.

2. The sharp wedge formation when an active cooling source is used, which

results in undesired high thickness and unstable growth.

3. The unstable/non-smooth crystallization interface.

Although the non-smooth interface can be compensated by further heat

treatment (re-melting process via detailed control design) or polishing, the

optimum solution is to reduce or restrict the level of non-smoothness during

the initial growth process. Thus, detailed understanding of phenomena asso-

ciated with the formation of sharp wedge becomes crucial for the successful

development and control of the HRG process.
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To that end, various numerical methods have been developed to study the

dendritic growth during solidification, such as level set methods [20], front

tracking methods [23], phase field models [24, 54], and cellular automata [35,

33, 19, 18, 56, 57].

The Cellular Automaton (CA) based mathematical models have the ad-

vantage that it can balance the trade-off between computational workload and

quantitative representation of solidification microstructures. The CA models

have been developed to study grain growth at meso-scale levels [33, 19, 18],

and for dendritic growth at micro-scale levels [56, 57, 35]. They can be coupled

with finite element methods to solve the energy conservation equation at the

scale of crystal growth, and provides a bridge between micro and macro level

phenomena during the crystal growth.

Two major challenges raised for the CA based mathematical models:

1. Determine the growth velocity of the liquid/solid interface via conserva-

tion law or kinetics.

2. Eliminate artificial anisotropy term caused by the square mesh

Nastac [35] developed stochastic model incorporating time dependent cal-

culation for temperature and solute distribution in the solid and liquid phases.

In this study, the growth velocity is obtained by its x and y cartesian compo-

nents, while artificial anisotropy of the CA mesh is not accounted for. Wang

et al. [52] developed a combined cellular automaton-finite difference model to

study solute diffusion controlled solidification phenomena. In this study, the

growth velocity of liquid/solid interface is determined by the equilibrium con-

dition at the interface. The model includes both constitutional and curvature

undercooling. Dendrites with different orientations are obtained. Zhu and

Hong [56] developed a modified CA model that incorporates either analytical
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theories (such as Kurz-Giovanola-Trivedi model [29]) or kinetic coefficient for

calculation of velocity for liquid/solid interface.

5.2 Cellular Automata model and numerical

algorithm

Figure 5.1 shows a schematic representation of the effect of solute composition

on the morphology of liquid/solid interface for graphitic iron [1, 49], where

instabilities at different scale levels can be observed. The present work is mo-

tivated by the experimental observation from Varian Semiconductor, shown

in Figure 2.7, where a sharp < 1, 1, 1 > facet is formed with high thickness

and non-smooth/unstable interface. We developed a mathematical model that

combines CA with Finite difference method to investigate the evolution of crys-

tallization, dendritic growth, and sharp wedge formation in the HRG process.

The CA algorithm is incorporated with the transport model for calculating

thermal and mass transfer for diffusion. We consider the static case and con-

vection is not included for the current study. Constitutional and curvature

undercooling effects are considered for the equilibrium interface temperature.

Two different scenarios are considered: diffusion controlled growth and kinet-

ics controlled growth. We started with the simple counting cell methods for

curvature calculation and performed case studies displaying growth evolution

under different cooling conditions. We propose a further improvement utiliz-

ing an updated mesh anisotropy method. A kinetics controlled model is also

developed to understand the HRG process.

The crystallization of silicon with impurity is governed by the evolution of

temperature T (x, y) and concentration C(x, y) fields that satisfies boundary

conditions of the moving liquid/solid interface as well as process cooling and
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Figure 5.1: Schematic representation of the solid/liquid interface morphology:
Influence of solute composition. Graphic taken from [1, 49].

heating conditions. The two dimensional computation domain is divided into

uniform square shape cells. Each cell is defined by the following characteristics:

temperature, concentration, solid fraction, cell state (solid, interface or liquid).

To start the process: an initial seed is assigned, and uniform temperature

and solute composition is assumed for the entire domain. Heat is removed

from the top surface and as time proceed, temperature starts to decrease and

solidification starts. As solidification proceeds, latent heat is released, and

solute is rejected, which results in a local gradient in both thermal and solutal

field near the liquid/solid interface. The equilibrium condition is affected by

the new thermal and solutal fields.

The CA operates at discrete time steps and the cell variables are updated

based on local rules defined by physical model and derivations. The governing

equations for thermal and solutal fields, interface conditions, anisotropy, and

kinetics are described in detail below.

• Thermal Field

The governing equation for transient heat conduction is defined as:

∂T

∂t
= ∇ · (α∇T ) +

M H

Cp

∂fs
∂t

. (5.1)
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where T is the temperature, t is the time, α is the thermal diffusion coefficient,

M H is the latent heat of solidification, fs is the solid fraction and Cp is specific

heat. We consider constant flux conditions for the top and bottom boundary,

while no heat flux is assumed for the left and right boundary. The heat

conservation equation is discretized by second order centered finite difference

scheme.

• Solute distribution

We assume the solute distribution is controlled by diffusion in the liquid and

solid phases. As solidification proceed, impurities are rejected by the solidified

cells and pushed towards the neighboring cells. The diffusion mechanism of

solute in the domain is represented by:

∂Ci
∂t

= ∇ · (Di∇Ci) + (1− kseg)Ci
∂fs
∂t

. (5.2)

where the subscript i denotes for liquid or solid phase and Ci is the concentra-

tion of impurity. Di is the solute diffusion coefficient, kseg is the segregation

coefficient. We also assume local equilibrium at solid-liquid interface so that:

C∗s = ksegC
∗
l . (5.3)

where the superscript [*] denotes for value at the interface.

We solve the following equivalent solute diffusion equations to simplify the

discontinuous transition at the interface when solidification occurs. We define

an equivalent solute concentration Ce and the equivalent diffusion coefficient

De as follows:

• For the liquid state:

Ce = Cl, De = Dl, (5.4)
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• For the interface:

Ce = Cl, De = Dl, (5.5)

• For the solid state:

Ce = Cs/kseg, De = Ds. (5.6)

And Eqn. (5.2) can be re-written as:

∂Ce
∂t

= ∇ · (De∇Ce) + (1− kseg)Ce
∂fs
∂t

. (5.7)

Thus, the solute distribution of the entire domain can be obtained by solving

the equivalent governing equation Eqn. (5.7), and the concentration of specific

phases can be calculated from Ce accordingly.

• Interface Condition

The interface equilibrium temperature is defined as:

T ∗ = T eql + (C∗l − C0)m− ΓKf(φ, θ). (5.8)

where T eql is the equilibrium temperature with impurity concentration C0, ml

is the liquidus slope, Γ is the Gibbs-Thomson coefficient, K is the curvature

of interface, f(φ, θ) represents for the anisotropic term. φ and θ represent for

growth angle and preferred growth direction, respectively. Thus, we obtain T ∗

from the heat conservation equation 5.1 and we can calculate corresponding

equilibrium interface concentration C∗l accordingly.

The local cell solid fraction fs is defined as follows:

∆fs =
C∗l − Cl

C∗l (1− kseg)
. (5.9)
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where the local solute concentration Cl is obtained from the solute distribu-

tion governing equation. When a crystal seed is surrounded by supercooled

liquid, the local equilibrium concentration exceed the actual local liquid con-

centration. In order to reach the equilibrium condition, solidification starts

and fs starts to increase. Specifically, a positive numerator represents increas-

ing local solid fraction. To ensure numerical stability, we apply the constraint

∆fs(tn) = min(∆fs(t1) − fs(tn−1)) so that the interface will not move out of

the current cell within one time step. fs can now be updated every time step

by fs(tn+1) = fs(tn)+∆fs(tn). When fs = 1, the interface cell change its state

to solid, while when fs = 0, this interface cell changes its state to liquid.

For interface cells with non-zero fs, both liquid and solid composition are

calculated every time step, where the corresponding solid composition for the

cell is defined as:

Cs =

∑i=n
i=1 ∆fs(ti)ksegCl(ti)

fs(ti)
. (5.10)

The curvature of the interface is defined using a counting cell technique

that approximate the average geometric curvature, as represented by Eqn.

(5.11).

K =
1

d
[1− 2

fs +
∑N

n=1 fs(n)

N + 1
]. (5.11)

where d here is the length of each cell, N is the total number of neighboring

cells. We consider the Von Neumann neighborhood here (so that N = 4).

This equation is taken from Nastac [35], and it was originally proposed by

Sasikumar and Sreenivasan [44]. This representation quantifies the state of

neighboring cells, but the distance effect is not considered.

The anisotropy of the interface is calculated so that:

f(ϕ, θ) = 1− δ cos[4(ϕ− θ)]. (5.12)
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where the anisotropy coefficient is set such that δ = 0.04 for this study and θ

is the preferred growth angle. The growth angle ϕ is defined as:

ϕ = arccos
∂fs
∂x

[(∂fs
∂x

)2 + (∂fs
∂y

)2]1/2
. (5.13)

We apply two update conditions for the interface and solid phase cells with

non-zero solid fraction fs:

δT = ∆fs
∆H

Cp
, (5.14)

δC = ∆fs(1− kseg)Cl. (5.15)

where ∆H represents for the latent heat of fusion and δC is the solute accumu-

lated for interface cells or rejected for the solid cells. For cells with fs = 1, the

solute is rejected to the neighboring liquid or interface cells evenly to ensure

mass conservation. In this model, the local growth velocity is defined as:

V = ∆fs
d

∆t
(5.16)

The time step used for each iteration is given by:

dt =
1

5
min(

d

Vmax
,
d2

Dl

,
d2

Ds

), (∆fs < 10−3) (5.17)

=
1

10
min(

d

Vmax
,
d2

Dl

,
d2

Ds

), (∆fs > 10−3) (5.18)

where d is the mesh size (in this study, d is uniform and constant in both x

and y directions) and Vmax is the maximum local growth velocity that can be

obtained by scanning all interface growth velocities for the entire domain.

We assume heterogeneous nucleation for randomly chosen nucleation sites,

which activate at a critical undercooling rate. We adopted a continuous nu-

cleation model based on Gaussian distribution where the density of nucleation
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n(∆T )is expressed by:

n(∆T ) =

∫ ∆T

0

dn

d(∆T ′)
d(∆T ′), (5.19)

where dn
d(∆T ′)

represents the increase in nucleation density dn when the local

undercooling rate d(∆T ′) is increased, and dn
d(∆T ′)

is defined by the following

equation under Gaussian normal distribution:

dn

d(∆T )
=

nmax√
2π∆Tσ

exp[−1

2
(
∆T −∆Tmean

∆Tσ
)2]. (5.20)

where nmax is the maximum nucleation density, ∆Tσ is the standard deviation

(assumed to be 0.1K in this work) for the undercooling rate, and ∆Tmean is the

mean undercooling rate. The critical nucleation probability can be determined

from the following Figure 5.2.

Figure 5.2: Nucleation probability density function for n = 104,DeltaTσ =
0.1K, and ∆Tmean = 1K.
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5.2.1 Numerical Solution Algorithm

The solution of the defined governing equations as well as CA rules are calcu-

lated iteratively as follows:

1. Initialize the system for the domain size, cell size, initial temperature

field, initial concentration field, and seed information

2. Scan the local growth velocity for the entire domain and identify Vmax,

calculate time step ∆t via Eqn. (5.16)

3. Solve the discretized solute diffusion system and identify the Ce field

with Eqn. (5.7)

4. Solve the discretized thermal field and identify the temperature field with

Eqn. (5.1)

5. Calculate the interface curvature and anisotropy term with Eqn. (5.11)

and (5.12)

6. Calculate the equilibrium interface concentration C∗l from the interface

temperature with Eqn. (5.8)

7. Determine the increase of local solid fraction ∆fs with Eqn. (5.9)

8. Calculate the growth velocity V with Eqn. (5.16)

9. Apply the update conditions for interface and solid cells with Eqn. (5.14)

and (5.15): (1) For interface cells, release the latent heat and update

corresponding temperature field; accumulate the rejected solute within

∆t and update corresponding concentration field; (2) For solid cells,

the rejected solute within ∆t is pushed towards neighboring interface or

liquid cells equally to ensure mass balance, update the corresponding

solute concentration field
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10. Calculate solid composition for interface cells with Eqn. (5.10)

11. Update current solid fraction fs

12. Capture the neighbors and define the new interface cells

13. Repeat from step 2

5.2.2 Results and discussion

At the beginning of the simulation, a single row of seed is placed on the top-

right half of the domain and to be used as initial nucleation sites. The melt is

imposed with a constant heat flux removed from the top boundary.

Figure 5.3: Tip Velocity as a function of time for different cooling conditions.

Figure 5.3 shows the simulated tip velocity profile as time proceeds, and

the interface moves from zero to around 300 µm. An initial rapid growth

is observed for all heat removal rates, and the tip velocities then fall into a

relatively steady region; while faster heat removal rate always result in higher

tip velocities.
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Figure 5.4: Tip concentration as a function of time for different cooling con-
ditions.

Fast interfacial velocities have a strong impact on the segregation of impu-

rities in the melt and distribution in the resulting wafers. As shown in Figure

5.4, higher impurity level can be observed at high interfacial velocity.

Figure 5.5: Distribution of solute in the wafer (mild cooling rate).
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Figure 5.6: Impurity concentration profiles in the melt at different stages of
the crystallization.

Figure 5.5 shows the solute distribution across the wafer. We can learn that

the initial rapid growth tend to quickly trap the impurities at the top portion

of the wafer, and then nearly constant composition in the lower portion of the

crystal can be observed. Consequently, as indicated by Figure 5.6, an increase

in the impurity concentration can be observed in the melt at the initial stage,

where the vertical lines represent for the interface. And the boundary layer

becomes broader as time proceeds, which indicates the diffusion of solute in

front of the interface.

As shown in Fig. 5.8, 5.7 and 5.9, we can observe the formation of a

wafer with sharp wedge (approximately 55◦) and unstable interface, as seen

in Varian’s experiments in Figure 2.7. Sensitivity analysis is performed for

different cooling rates. When a more aggressive cooling condition is applied,

the interface is prone to dendritic growth. We also note that the average
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local curvature approximation used leads to a mesh dependent dendrites in

the current analysis.

(a) Time = 3.5s (b) Time = 7s

(c) Time = 10.5s (d) Time = 17.5s

Figure 5.7: Cell States evolution with high level impurities (7% aluminum),
mesh size 50µm, high cooling rate, and single row seed.
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(a) Time = 3.5s (b) Time = 10.5s

(c) Time = 21s (d) Time = 42s

Figure 5.8: Cell States evolution with high level impurities (7% aluminum),
mesh size 50µm, mild cooling rate, and single row seed.
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(a) Time = 7s (b) Time = 14s

(c) Time = 28s (d) Time = 49s

Figure 5.9: Cell States evolution with high level impurities (7% aluminum),
mesh size 50µm, low cooling rate, and single row seed.
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To demonstrate the capability of the model, we performed the simulation

of a single dendritic growth for the static condition. A square mesh with 5µm

is used with a 50 ∗ 100 cells domain size. The preferential growth orientation

is set to be 0◦ with respect to the horizontal direction. Figure 5.10 shows the

simulated evolution of the dendritic morphology of a Si-7%Al with constant

undercooling rates of 2K and 5K. We can see that under a static diffusion case,

the dendrite shape is symmetric. And the dendrite arm at 5K undercooling

is thicker than that of the 2K undercooling.
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 5.10: Simulated evolution of a single dendritic growth of Si-7%Al in
a static melt. (a)-(c)∆TT = 2K, after 1.667s, 2.62s, and 5.3s, respectively;
(d)-(f)∆TT = 5K, after 1.667s, 2.62, and 5.3s, respectively

5.3 Kinetic Controlled Growth

Helenbrook et al. [22] conducted the first numerical analysis considering the

kinetics effects for the HRG process and we are applying the same model in

this analysis. We consider the case that the interface propagates according
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to the kinetic solidification model developed by Weinstein and Brandon [53].

Three mechanisms including 2D nucleation, step propagation, and roughened

growth are considered. The normal growth velocity V is defined as a function of

undercooling rate ∆T and kinetic coefficient β. Undercooling ∆T is obtained

by the following function Eqn. (5.22).

V = β∆T (tn), (5.21)

∆T = ∆TT + ∆TC + ∆TR (5.22)

where ∆TT ,∆TC , and ∆TR are thermal undercooling, solutal undercooling, and

curvature effects, respectively. We assume that the thermal undercooling ∆TT

is constant, while solutal and curvature effects depend on the local impurity

composition Cl, curvature K, and anisotropy f . In order to take care of the

artificial anisotropy term introduced by the square CA mesh, the following

Eqn. (5.23) for calculation of interface curvature can be adopted [3]. The

equation is solved using second order centered finite difference scheme.

K = [(
∂fs
∂x

)2 +(
∂fs
∂y

)2]−3/2[2
∂fs
∂x

∂fs
∂y

∂2fs
∂x∂y

− (
∂fs
∂x

)2∂
2fs
∂y2
− (

∂fs
∂y

)2∂
2fs
∂x2

]. (5.23)

The accuracy of this method is demonstrated by Figure 5.11, where a sensi-

tivity analysis is performed to show the steady-state tip velocity as a function

of mesh size for the system with 50ppm aluminum and undercooling of 5K.

When the mesh size is reduced, the steady state velocity converges.

The local growth angle ϕ can be determined using the same method pre-

sented by the previously defined eqn. (5.13). Anisotropy can be determined

by eqn. (5.12). Eqn. (5.24) - (5.26) defines the kinetic coefficient β, and are
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obtained from [53].

β = min(βrough,max(β2DN , βstep)), (5.24)

where βrough defines the roughened growth and set to be 1.26m/sK.

β2DN =
1

B
exp(

A

∆T
). (5.25)

βstep = βst|sin(θ0)|, (5.26)

where β2DN describes the 2D nucleation effect, A = 140K, and B = 1.5 ·

1010m/(sK). βst = 0.63m/sK and θ0 is a misalignment angle.

Figure 5.11: Steady-state Tip Velocity as a function of mesh size.

Figure 5.12 shows the kinetic coefficient β as a function of undercooling

rate and misalighment angle. At the sharp wedge location, [21] shows an

undercooling rate of 2−4K in front of the formed facet, while the misalignment

angle is small in this region.

The increase of solid fraction at each time step is given by the following
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Figure 5.12: Kinetic Coefficient β as a function of undercooling rate and mis-
alignment angle.

equation:

∆fs = G
V

d
dt, (5.27)

where G is a geometrical factor that captures the states and distance effects

of the neighboring cells. G is defined in the following equations:

G = 0.4(
4∑

n=1

s1st
n +

1√
2

4∑
n=1

s2nd
n ). (5.28)

Eqn. 5.27 and 5.28 are adapted from [57]. sn can be determined by the state

of the neighboring cell (0 for non-solid cells and 1 for solid cells), where the

superscript indicate the distance of the neighbor cell. The local solid fraction

can be updated every time step until it reaches 1, then the cell is transformed
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from interface to solid. The time step used for each iteration is given by:

dt = min(
1

5

1

max(∆fs)
,
1

5

d2

Dl

). (5.29)

5.3.1 Numerical Solution Algorithm

For the case that kinetics is considered, the numerical solution is obtained in a

similar fashion compared with the previous defined algorithm. The major dif-

ference is we adopt a different way to decide the interface growth velocity, and

a constant thermal undercooling rate is assumed to simplify the calculation.

Detailed algorithm is as follows.

1. Initialize the system for the domain size, cell size, initial temperature

field, initial concentration field, and seed information

2. Scan the entire domain and identify max(∆fs), determine the time step

dt with Eqn. (5.29)

3. Solve the discretized solute diffusion system and identify the Ce field

with Eqn. (5.7)

4. Calculate the interface curvature and anisotropy term with Eqn. (5.23)

and (5.12)

5. Obtain the local undercooling rate with Eqn. (5.22)

6. Estimate the kinetic coefficients and calculate the growth velocity V

7. Determine the increase of local solid fraction ∆fs with Eqn. (5.27)

8. Apply the update conditions for interface and solid cells with Eqn. (5.14)

and (5.15)

9. Calculate solid composition for interface cells with Eqn. (5.10)
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10. Update current solid fraction fs

11. Capture the neighbors and define the new interface cells

12. Repeat from step 2

5.3.2 Results and discussion

We also take a closer look at the sharp wedge location, where we consider an

initial melt composition of 50ppm, and a constant thermal undercooling rate.

A detailed thermal profile is not calculated in this case. At the beginning of

the simulation, a single row of seed is placed in the domain to initiate the

crystallization. We performed a sensitivity analysis for different undercooling

rates.

Figure 5.13 shows the concentration profile in the solid and melt region,

where the solid composition for ∆TT = 5K is slightly higher than for ∆TT =

2K. At the interface, both cases show a sudden increase and decay exponen-

tially until it reaches the initial melt composition (50ppm). The composition

decays in a steeper fashion for high undercooling case, as higher undercooling

rate results in higher growth rate, thus solute rejected in front of the interface

has less time to diffuse away.

Figure 5.14a and 5.14b shows the steady-state tip parameters with different

undercooling rates.

5.4 Conclusion and Contribution

We presented a computational modeling algorithm combining cellular automa-

ton with finite difference model to simulate the progression in crystal growth

within the HRG process. In the present model, thermal and solutal macro-
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Figure 5.13: Concentration Profiles for different undercooling rate. Insets
denote the concentration profile in the solid region.

scopic field models are considered for numerically calculating the heat transfer

and mass transfer governed by diffusion, while convection is neglected. The

model includes both solutal and curvature contributions for undercooling. Two

different cases are considered: For diffusion controlled growth, we focus on the

larger scale level to investigate the overall sharp wedge formation. A sensitiv-

ity analysis is conducted under different cooling conditions, and an unstable

interface front is identified. The solute distribution evolution shows that for

the current system a relative homogeneous impurity level can be observed

in the bottom portion of the wafer. For kinetic driven growth, the system

is simulated under constant thermal undercooling rate. The findings in this

chapter can serve as a starting point investigating further kinetic interactions

at smaller scale level of the HRG process, and hence to obtain their micro

scale phenomena with macro-scale coupled parameters. We also note that

convection is not included in the current model while the facet growth can be
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(a) (b)

Figure 5.14: Comparison of steady-state tip parameters with different under-
cooling rate for Silicon melt with 50 ppm aluminum. (a)refers to steady-state
tip velocity; (b) refers to steady-state tip composition.

significantly affected by local convection.
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Chapter 6

Process design and

experimental verification

6.1 Silicon HRG Experiment

The silicon HRG machine in the Rothfus Lab in Doherty Hall is designed to

validate our theoretical findings and ultimately to achieve stable production

for mono-crystalline silicon wafer. This is a major task, and several outputs

of the system and its operation are presently not developed to a point where

a wafer can be produced. The subgoals in this work are broken down into the

following sub-objectives:

1. Crucible design.

2. Extraction and seeding apparatus design.

3. Insulation design.

4. Continuous wafer production.

5. Process stability and optimization.
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We performed several melt trials to finalize the standard operation procedure

(SOP) that includes pre-experiment preparation, melting process, and cooling

down process. A stable, reliable, and reproducible melting process has been

achieved using the current design. The current SOP and typical process oper-

ating errors are summarized in the appendix section for future experimental

design reference. Nevertheless, substantial progress has been achieved.

6.2 Crucible Design

In order to achieve the first and second sub-objectives, we performed several

melt trials using different crucible designs. Based on the experimental results

and performance, a number of operational problems have been identified, and

modifications and improvements have been made to fulfill process require-

ments. As shown in Figure 6.1, a graphite crucible with a partially covered lid

was used for the melt trial. We can conclude that there is significant amount

of radiative heat loss through the top surface, thus, any uncovered section will

not melt successfully. The design shown in Figure 6.2 has a fully covered lid

with a rotational door cover to reduce the heat loss during the melting pro-

cess. A triangular shape edge is used to support the seeding and allow contact

between the seed and silicon meniscus. The height of exit is estimated based

on weight-volume ratio before and after the melt trial. Adjustments need to

be made if different type of raw material is used in the future. Successful melt

trials have been achieved with this crucible design. However, several potential

problems have been identified and need to be resolved. First of all, the induc-

tion coil being used as heating source for the feed occupies too much space.

This limits the crucible size as available space is restricted. Furthermore, two

positions (front and back) are required for the cover lid to fulfill the flexibility
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feature of the system: (1) the lid has to fully cover the melt surface at front

position (2) additional support is needed to sustain the cover at back position

within available space.

(a)

(b)

Figure 6.1: Melt trial conducted using graphite crucible with partially covered
lid.
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(a)

(b)

Figure 6.2: Melt trial conducted using graphite crucible with fully covered lid,
flexible door, and machined exit design.

We performed melt trials using crucible made of graphite and quartz to

get an estimate on the potential impurity levels in the process. As shown in

the Fig. 6.3, the impurity level for the graphite crucible is high. Several types
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of impurities are introduced or produced during the melting process, such as

silicon carbide and silicon oxide; while the impurity level for the quartz crucible

is considerably lower. We conclude that the current graphite crucible needs

to be coated with other material, such as CVD deposited SiC, or be replaced

by other material for the future experiments. We also noticed considerably

high amount of impurity introduced by the current insulation design, which is

based on graphite felt.

(a)

(b)

Figure 6.3: Melt trial conducted using (a) graphite crucible and (b) quartz
crucible.
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Based on our melt trails, we constructed the new crucible design, as shown

in Fig. 6.4.

The new crucible is constructed by three separate parts: a door, lid, and

the main crucible. A rotational door prevents heat loss during the melt process

(shown in Fig. 6.4b) while allowing access during the seeding and extraction

processes (shown in Fig. 6.4d). An arc shaped hollow bottom allows free

rotation of the door supported by a molybdenum wire. The collection tray

gathers any spill (shown in Fig. 6.4b). The height of the rotational door is

greater than the length of the collection tray so that the door sits on top of

the collection tray during the seeding/extraction processes, and in this way

works as an intermediate support.

The current design utilizes only half length of crucible to contain silicon

melt, while the back half is working as support for the lid when it is moved back

to allow the top of the melt to cool (illustrated in Fig. 6.4a, 6.4e, and 6.4g).

Temperature measurements are obtained via multiple thermocouples installed

in the system. Figure 6.5 shows the temperature plateau at around 1425◦C

from the lower left thermocouple. This temperature represents the crucible

temperature close to the exit. The melting temperature of silicon is 1414◦C so

the temperature off-set is 9◦C. This temperature plateau indicates the melting

process of silicon, which can be used as a key identification criteria when

limited temperature information is available for a melting process. One can

also estimate the efficiency of heating process from this information: the energy

needed for melting 800 g silicon is calculated as 1790·103 J
kg
·0.8kg = 1.432·106J;

total energy consumed in 2 min is calculated as 40 · 103 J
s
· 120s = 4.8 · 106J.

The overall efficiency is around 30%.
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(a) (b)

(c) (d)

(e) (f)

(g)

Figure 6.4: Updated version Graphite crucible Design.
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Figure 6.5: Temperature Plateau during constant heating (40KW ) indicating
melting process.

6.3 Seed attachment Design

In order to initiate the crystal growth, a seed must be inserted to the cru-

cible and make contact with the melt. The seed we are using is a square

shape thin mono-crystalline silicon wafer. The seed wafer is attached either

chemically (with sauereisen and geocohesive high temperature ceramic glue) or

mechanically to a short graphite strip to achieve enough length and strength

for insertion and pulling.

We performed multiple melt trials testing two different adhesives that can

theoretically withstand high temperature up to 1650◦C. The following Figures

6.6a and 6.6b illustrate the melt trial results for Gemcohesive and Sauereisen

attached seed samples. The Gemcohesive attached seed separated from the

graphite strip after the melt trial. The Sauereisen attached seed also shows

weak attachment to the strip. Thus, in order to ensure strong attachment to
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support the pulling, the author proposes to mechanically attach or seal the

wafer seed to a metal strip. This was attempted in a few trials and it proved

satisfactory.

(a) (b)

Figure 6.6: Melt trials for different adhesive samples. (a)Gemcohesive adhesive
sample; (b)Sauereisen adhesive sample

6.4 Conclusions and Contributions

In this chapter, we discussed the experimental progress regarding the silicon

HRG process development. We developed a reliable melting procedure to guar-

antee successful melting with limited temperature measurements information

and limited observation port. Furthermore, we developed a new graphite cru-

cible that fulfills current process requirement and avoid potential problems

observed in previous designs. Although all preliminary experiments were con-

ducted using graphite crucible, the author recommends testing other coating

materials such as CVD deposited SiC to reduce the impurity levels before the

pull trial. Preliminary seed attachment designs have been tested in high tem-

perature melt trials. It has been found that a mechanical clip provides a good

solution.
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Chapter 7

Concluding Remarks

7.1 Thesis Summary

The objective for the research presented in this thesis is to advance the de-

velopment of an advanced continuous ribbon growth approach for continuous

production of mono-crystalline silicon sheets. The main application we have in

mind is in the area of photovoltaics. But, such sheets can also find application

in micro-electronics, flat panel display, microfluidics, and large scale switches.

It is also possible that such a process can be used to produce sheets based on

oxides, such as Al2O3 to produce sapphire sheets for phone, flat panel display,

opotoelectronics and optical windows in harsh environments.

Continuous direct wafer process has the advantage of simplifying the supply

chain of wafer process compared with traditional ingot based technologies. The

idea behind HRG process was first outdated in 1950’s by William Schockley.

Since then significant amount of research analysis was conducted until 1970’s.

Research on HRG was almost completely suspended until renewed interest into

solar energy took place around 2005. Varian Semiconductor obtained many

patents and successfully produced silicon ribbons via a HRG type process.
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Despite the theoretical and experimental research conducted in the past 50

years, there are still several challenges need to be throughly investigated before

we can achieve reproducible, reliable, stable production in a cost competitive

fashion via the HRG process. In this thesis, we assessed three main technical

challenges of the HRG process via mathematical modeling approaches: Overall

process modeling and preliminary control studies, corrugated wavy instability

at the crystallization interface, and the problem of unstable sharp wedge for-

mation at the leading edge of the crystal sheet. We also developed two HRG

prototypes to assist us with experimental verification.

The overall process modeling objective is achieved by mathematical mod-

eling the HRG process using a coupled 2-D heat transfer, phase change, and

fluid flow system with an ice-water system for process verification. We applied

mushy zone theory and Heaviside step change functions to simplify the numer-

ical difficulties caused by the moving boundary and discontinuous nature of

solidification. The model is implemented through COMSOL and solved using

the finite element method. A steady state model was used to obtain correla-

tion between pulling velocity and thickness of the produced wafer. The model

was compared with experimental results. A good correspondence was found

at high pulling rates. A dynamic model was developed for control studies. It

was found that the HRG process is highly nonlinear and multiple steady states

exist.

To address the second problem, we performed a linear stability analysis to

investigate the effects of different driving forces in the system. The governing

equations for the mass, energy, and momentum balances were developed. Base

solutions were obtained with two sets of boundary conditions satisfying the

crystallization condition at the liquid/solid interface and thermal boundary

conditions that describe different process conditions. The nonlinear system
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was then linearized and the profiles for thermal, solutal and flow fields with

regard to small-amplitude normal mode perturbations of the base state were

derived. We tested the effects of different operating conditions on the stability

of the system. A direct integration method is used to derive a neutral stability

curve which can quantify a range of stable operating conditions. It was found

that ensuring sufficient heat removal and high wedge factors are beneficial for

stabilization of the system.

To address the third problem, we developed a mathematical model to cou-

ple a cellular automaton for solidification and crystallization with the finite

difference method to describe the temperature and concentration fields. The

CA algorithm is based on local transition rules utilizing time-dependent cell

parameters obtained from numerical solutions of the energy and species conser-

vation equations obtained via finite difference methods. We considered both

diffusion driven solidification and kinetics limited growth. Case studies for

different conditions and transition rules are performed. It was found that a

relative homogeneous impurity level can be achieved in the bottom portion of

the wafer. The sharp wedge and unstable facet growth are identified in our

simulation.

With regard to the experiments, we utilized the two experimental HRG

setups to verify our theoretical findings and test the feasibility of the pro-

posed process. These included operation of an ice-water system and a high

temperature 60KW induction furnace system. We achieved stable and reli-

able ice wafer production using the current design described in Chapter 3.

The correlation between pulling velocity and thickness of the wafer is verified.

The updates of process development regarding the silicon system is presented.

Specifically, we developed a reliable melting procedure and discussed potential

process difficulties that need to be resolved.

CHAPTER 7. CONCLUDING REMARKS 98



7.2. FUTURE DIRECTIONS

7.2 Future Directions

7.2.1 Mathematical modeling of the cooling system and

insulation

Detailed local mathematical models have been developed earlier by Daggolu

et al. [14] that describes multiple local interactions and thermal profile of the

HRG process. To continue with process design and better utilize the silicon

HRG equipment we have at CMU, a mathematical model that quantifies the

thermal profile between the furnace and crucible is needed. Such a model can

guide us in process design. The cooling apparatus being implemented in the

HRG processes developed by Kudo and Kellerman use an active gas cooling jet

combined with passive radiative cooling. The cooling rate is usually adjusted

by gas flow rate and direction. To enhance the overall control of temperature

profile, two susceptors can be installed on the top of the crucible. The place-

ment, distance, and orientation of such design should be investigated via a

detailed thermal profile modeling. In addition, the insulation and extraction

design should be verified with detailed heat loss analysis, especially for the

growth section.

7.2.2 Thickness control, process stabilization, and pro-

duction optimization

One of the challenges currently encountered is to control the thickness of pro-

duced wafer. This can be achieved by applying control development in two

process sections, as illustrated in Figure 7.1a. The figure shows four inde-

pendent process sections are used in the HRG process. The thickness control

is achieved in the growth and thickness control sections. Specifically, control

CHAPTER 7. CONCLUDING REMARKS 99



7.2. FUTURE DIRECTIONS

strategies can be applied to align with detailed modeling of the crystal growth

dynamics, including heat transfer, crystal growth, solute distribution, and ki-

netic conditions. Additional thickness control can be applied to (1) reduce

the thickness; (2) even out any non-smooth or non-homogeneous interface, as

shown in Fig. 7.1e. The thickness control problem can be addressed as a 2D

Stefan control problem.

Current experimental results also poses further challenges between the pro-

duction speed and stability of the system. In particular, at high wafer extrac-

tion speed, the crystal front becomes unstable and dendrite start to form. This

problem can be addressed by continuing the investigation on our micro-level

modeling to look at the kinetics of the crystal front. The model proposed in

this thesis is mainly deterministic based theory. However, due to limited ex-

perimental results and knowledges on available kinetics for the HRG process,

further stochastic theories should be investigated.

The stability of the system under different operating conditions should be

tested utilizing CA coupled techniques, or Monte Carlo type Methods. In

addition to the physical understanding of the system, unknown disturbances

can be compensated by the development of advanced control strategies.

7.2.3 Experimental Development

The water-ice HRG system shows that it is possible to produce a thin ice wafer

with dimension similar to those required in PV application. Stable, reliable,

and repeatable production at high speed has been achieved.

We developed a standard melting procedure for the silicon HRG to achieve

reliable melting from silicon chips supplied by Hemlock Semiconductor at Mid-

land, MI. The next step would be to develop an extraction apparatus to fa-

cilitate the automatic seeding and wafer extraction. This can be achieved by
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the following sub-objectives:

1. Seeding and extraction angle control

2. Intermediate support

3. Temperature maintenance

4. Machinery and parts development

The first issue has been addressed in the water-ice HRG system where different

pulling angles were tested in the experiments to ensure the meniscus stability.

The angle control is achieved by adjusting the relative height of pulling system

with respect to the melt level.

The second problem becomes important for the silicon system since the

scale level significantly increased, where the gap between the crucible and

puller needs to be taken care of. This intermediate support can also be used

to adjust the seeding and pulling angle.

In the extraction section, temperature maintenance and dynamic control

is needed as high thermal stress is crucial for the quality of produced wafer.

It should be noted that control may be non-trivial since the brief study in

Appendix F shows that the HRG system may have multiple steady states.

Other minor design problems also remain to be addressed such as detailed

susceptor design for heat flow adjustment, material replenishment design to

ensure continuous production, puller design that can avoid contamination for

produced wafers. The latter is especially important since the main instability

are due to impurities. The entire automated system design together with

supporting control system wiring is needed. Detailed thermal profile modeling

is needed for the machinery and parts development.
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(a) Schematic of the HRG Experimental Configuration.

(b) Growth section.
(c) Simulated silicon wafer shows
sharp wedge and high thickness.

(d) HRG Thickness Control & Ad-
justment Section.

(e) Simulated silicon wafer shows high
thickness and Non-smooth Interface.
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Appendix A

Validity of neglecting velocity

terms for the ice-water system

Previously defined equation 3.1 can be written as:

ks(
∂2T

∂x2
+
∂2T

∂y2
) = ρCpu

∂T

∂x
. (A.1)

Integrating over the total length and thickness of the solid region, we arrive

at the validity condition:

ks(Gx +Gy)� ρCpu∆T (l, 0), (A.2)

where ∆T (l, 0) = Gxl = Gyt. So that the horizontal velocity term in the solid

region can be neglected if the conducted heat is much greater than the change

in the sensible heat. And we can arrive at the following condition:

u� ks
ρCpt

(A.3)

For ice wafer with a thickness of 200µm, u should be less than 357mm/min.
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Appendix B

Heat transfer coefficient

estimation for ice-water system

We assume the temperature of ice-water surface to be 270K and the cooling air

temperature is 200K. Gr number can be calculated by Gr = L3ρ3gβ∆T
µ2

. Other

parameters used for the estimation is summarized in the following table:

Table B.1: Material Properties and Parameters used for the estimation

Parameter Value

ρair(density of air) 1.76 kg
m3

g (gravitational constant) 9.806m/s2

β (thermal expansion coefficient) 0.00425K−1

µ (viscosity of air) 1.622 · 10−5kg/m · s

Gr 2.76 · 108

Pr(for air at around −100◦C) 0.73

Thus, the heat transfer coefficient can be estimated by hair = 1.52∆T 1/3 =

6.3W/m2 ·K
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Appendix C

Eigenvalue Convergence

The convergence of eigenvalue problem solved as a function of number of nodes

used for C∞=50ppm, Vp=50 mm/min, W=300, Gl=200 K/cm, k=5 is shown

in the following figure.

Figure C.1: Eigenvalue for C∞=50ppm, Vp=50 mm/min, W=300, Gl=200
K/cm, k=5
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Appendix D

Silicon HRG system Experiment
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Standard Operating Procedure for Melting and

Pulling trials

Switch on the Power: Switch on the Power for (1)Panel 4A (2)Control Dis-

connect (3)Control System (4)UPS (5)PLC control switch

Vacuum and backfill procedure

1. Switch off the backfill air valve and backfill argon valve.

2. Switch on the compressed air and check for the gauge pressure (> 40).

3. Switch on the vacuum pump and set the vacuum valve on.

4. Monitor the pressure drop until it reaches around -970 mbar.

5. Switch off the vacuum valve and set the vacuum pump off.

6. Open the backfill argon valve on the machine.

7. Open the backfill argon gas valves on the cylinder and adjust the pres-

sure.

8. Monitor the pressure increase until it reaches positive pressure. The back

vent will adjust the process pressure automatically.

9. Switch off the backfill argon flow when the system has reached steady

state.

Pre-Experiment Procedure

1. Switch on the process argon flow, (Ar flow rate should be set at around

400).
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2. Start temperature recording.

3. Switch on the cooling water valve (The main cooling water valve should

be opened by 50% at the beginning).

4. Switch on the electrical cabinet, flip the invert switch, then switch on

the power for the heater.

5. All alarm should be reseted (Increase the cooling water flow rate if error

occurs).

Heating Procedure

Table D.1: HRG Heating Procedure

Process Temperature/Time Ramp Rates (Lower Chamber)

Room Temperature (15 minutes) Power Mode: 5%

15 minutes Power Mode: 10%

15 minutes Power Mode: 15%

Up to 300◦C Power Mode: 20%

Up to 500◦C Power Mode: 30%

Up to 800◦C Power Mode: 40%

Up to 1200◦C Power Mode: 50%

Up to 1400◦C Power Mode: 60%

Up to 1500◦C Power Mode: 75%

Process Temperature ∼ 1500◦C

until Crucible Temperature

reaches ∼ 1500◦C

Power Mode: 75% or Switch to

Temperature Mode if system alarm

occurs

Pulling Condition Power Mode: 50%
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Cooling Procedure

• Gradually decrease the lower chamber power from 50% to 0% by reducing

the power for 5% every 10 minutes.

• Keep the cooling water rate at its maximum at all time.

• Keep the cooling water and process power on for at least one more hour

after the process temperature drops below 250◦C.

Typical Problems and Errors

1. Insufficient cooling water: Increase the overall water flow; Check the

corresponding error message in the control system and adjust the water

flow in corresponding section (typically try to keep the cooling water

flow in the shell and induction coil section high); If the problem persist,

check the mass flow meter for the cooling water outlet and control signal.

2. Heating modes: Use power mode at the beginning of the heating pro-

cedure and switch to temperature mode when getting close to the melt-

ing point. Power mode heating provides less intensive heating that can

avoid potential power outage, while temperature mode heating will use

the highest possible power to reach the target temperature.

3. Heating power error: reset all alarms to eliminate false alarms; If the

error message persist: switch off all power and reset it to 0%; reset all

alarms then adjust the power back to the original value.

4. Pressure increase: During the heating process, the process pressure may

slightly increase to around 90 mbar. This pressure needs to be closely

monitored at all time during the heating process. One cause for the
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pressure increase could be the blocked back gas vent by the cooling water

pipes.

5. Inert Gas protection: Check the pressure of two argon gas cylinders for

backfill flow and process flow to make sure there is sufficient protection

gas for one full experiment (including heating process and cooling down);

One additional vacuum procedure should be performed if a full experi-

ment is planned; Argon process flow rate should be increased to ensure

a positive process pressure before trying to open the exit door and start

a pulling test.

Post-Experiment Procedure

1. Switch off the cooling water pipe.

2. Switch off the argon flow from the control panel and the gas cylinder

valves.

3. Switch off the control software, computer, control box switch, UPS, and

power switches.
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Appendix E

Water-Ice HRG system

Experiment
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Current Crucible Design

Figure E.1: Water-Ice system Crucible Design.
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Supplementary photos for the Water-Ice HRG

system

Figure E.2: Water-Ice system main bath top view: Main bath, cooling plate
and pipes, heating strips, mesh flow breaker.
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Figure E.3: Water-Ice pulling system top view: conveyable belt with sand
paper, additional cooling plate.

Figure E.4: Water-Ice pulling system side view: the distance and height of
pulling stand is adjusted to ensure positive pulling angle.

APPENDIX E. WATER-ICE HRG SYSTEM EXPERIMENT 117



Appendix F

Preliminary Control design

Control Strategy

In the HRG process, one of the major targets is the stable production of thin

wafer, which is correlated with the cooling condition/rate and the withdraw

speed of the thin wafer. Meanwhile, the wedge factor (length/thickness) of

the thin wafer have an indication for the stability of the operating condition,

which is further correlated with the lower meniscus shape in the HRG process.

Currently, our attention about this control problem mainly focuses on the

crystal wafer and we define the wedge shape wafer as our system of interest.

The mass and energy balance for the solid crystal can be represented as:

dMs

dt
= Ṗ s− vsρδw, (F.1)

—

dU

dt
= Q0 −Qc −Hsvsρδw. (F.2)

where Ms and U are the total mass and internal energy, respectively, of the

solid crystal in the system. The output is the thickness of the produced wafer.
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We treat the pulling velocity vs and the cooling rate Qc as the manipulated

variables(MVs), no disturbances(DVs) is assumed for the system. The mea-

surement of crystallization rate Ṗ s and heat conduction from the melt Q0 is

not reliable. Thus, they are treated as unmeasured disturbances. In addition,

the cooling rate can be further manipulated by the cooling temperature Tc.

System Identification And RGA

In order to better understand the system behavior, a step change analysis

is performed for transfer function models estimation. A relative gain array

(RGA) method is used to determine the best pairing. Open-loop analyses

are performed to study the response of the system. As shown in Figure F.1, a

pulling velocity step change is performed while the cooling temperature is kept

constant. The transfer function is found by a Matlab nonlinear optimization

solver. Following the same procedure, the system close to a certain operation

point(vs from 120−150(mm/min) and Tc from 190−230K) can be represented

as the following transfer function model. It is notable that this transfer func-

tion model highly depends on the operating points since the system is highly

nonlinear. RGA analysis is performed using this transfer function model.
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Figure F.1: Transfer Function Estimation from step change analysis (Pulling
Velocity)

Figure F.2: Transfer Function Estimation from step change analysis (Cooling
Temperature)

G(s) =

 −0.05826·(56.72s+1)
99700s2+512.2s+1

−0.0173·(422s+1)
(385.187s+1)(78.1029s+1)

−0.007547·exp(−1500s)
(908.8s+1)(474.7s+1)

−0.005386
1120s+1

 (F.3)
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Figure F.3: RGA analysis at different operating conditions

The relative gain array (RGA) is a normalized gain matrix between the

impact of each CVs on the output and its impact on other variables. For a

MIMO (multi-input-multi-output) system, the RGA method can be used to

determine the optimal input-output variable pairings. We performed RGA

analysis to determine the pairings of the multi-loop feedback control scheme.

As shown in Figure F.3, the RGA analysis highly depends on the operating

conditions.

Implementation of Adaptive Controller

Our previous control study for the water-ice ribbon growth process is a simple

feedback PI control scheme. Now we define:

y =

 δ

l

 ,
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Z =

 Ms

Us

 ,

u =

 vs

Qc

 .
Then we can write the time derivative of Z as:

dZ

dt
= u+ θTµ(x, d), (F.4)

where

θ = (θ1, θ2)T , (F.5)

µ(x, d) = (Ṗs, Q0)T . (F.6)

The measurement functions are:

Z =

 Ms

Us

 =

 1
2
δlwρs

1
2
αρlwTCp

 . (F.7)

Thus, the inventory Z can be estimated from the measurement of output y.

And the setpoint Z∗ is constant. So we can derive our control law as following:

u = −θ̂Tµ(x, d). (F.8)

and θ can be estimated on-line by using the following procedure.

Define the Lyapunov function of close-loop system as follows:

V =
1

2
e2 +

1

2
(θ − θ̂)TG−1(θ − θ̂), (F.9)
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where

e = Z∗ − Z

,G = diag(g1, g2).
(F.10)

Then together with Eqn. (F.1) and (F.2), we have,

dV
dt

= (Ms −M∗
s )dMs

dt
+ (Us − U∗s )dUs

dt
+ 1

g1
( ˆ̇Ps− Ṗ s)dP̂ s

dt
+ 1

g2
(Q̂0 −Q0)dQ̂0

dt

= (Ms −M∗
s )(P̂ s− vsδwρ+ Ps− P̂ s) + (Us − U∗s )(Q̂0 −Qc −Hsvsδwρ+Q0 − Q̂0)

+ 1
g0

( ˆ̇Ps− Ṗ s) d̂̇P s
dt

+ 1
g2

(Q̂0 −Q0)dQ̂0

dt
.

So we can define the unknown parameter estimation as:

d ˆ̇Ps

dt
= −g1(M∗

s −Ms), (F.11)

dQ̂0

dt
= −g2(U∗s − Us). (F.12)

where g1 and g2 are control tuning parameters.

The proposed control scheme for the HRG process is preseneted in Figure F.4.

Figure F.4: The proposed control Scheme for the HRG process
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Simulation Results

The ice-water HRG process with adaptive controller is simulated in COMSOL

Multi-physics environment (4.4) and coupled with Matlab R2013a. The pro-

cess model built in COMSOL is based on the governing equations proposed

previously. A simple feedback PI controller was tested at the beginning. The

output of the model with this PI controller is presented in Figure F.5. Corre-

sponding manipulated variables are shown in Figure F.6.

Figure F.5: The outputs of the model with PI control
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‘

Figure F.6: The inputs of the model with PI control

It is notable that the performance of multiloop PI control scheme cannot

meet our requirements. The two manipulated variables are not stable even

when the control targets have been achieved. This is due to the highly coupled

states feature of the HRG system.

Then the adaptive control strategy is applied. Corresponding performance

comparison of the output results and inputs are shown in Figure F.7 and F.8.

The performance of the adaptive controller is much better than the previous PI

control scheme. In particular, the control objective here is to produce ribbon

with specific length (17cm) and thickness (0.21mm). The results show that

adaptive control can eliminate the undesired control loop interactions shown

in the previous PI control scheme.
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Figure F.7: The outputs of adaptive control

Figure F.8: The inputs of adaptive control

APPENDIX F. PRELIMINARY CONTROL DESIGN 126



The setpoint step change analysis is then performed and the output re-

sponses are presented in Figure F.9.

Figure F.9: Step change test for adaptive control
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