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Preface

This thesis is about two related objects of study in mathematical physics. One is the

nonlocal aggregation equation, a nonlocal partial di�erential equation whose weak-solution gives

an evolution of the positions of particles that are moving due to long-range interactions with the

other particles. The other is interaction energies, which are energies on particle con�gurations

that depend on the pairwise distances between particles. The nonlocal aggregation equation has

come under investigation in recent years for its use modeling pattern formation with long-range

interactions and as an example application of the theory of gradient �ows of interaction energies

in the space of probability measures.

The scienti�c motivations for this research comes from several phenomena due to long range

interactions between particles or agents. In biology the nonlocal aggregation equation and the

interaction energy are used to model or analyze models of animal swarm phenomena [45] such

as bird �ocks and �sh schools [27, 35] as well as locust swarms [11, 52]. Beyond �ocking, the

interaction energy is used to model inelastic collisions of granular media in models �rst suggested

from experimental results by the authors of [44], and is studied in later papers such as [8, 1, 2]

and the nonlocal aggregation equation is also used to model robotic agent interactions such as

the �ocking of Dubins vehicles (that is, vehicles who's paths are constrained in their curvature).

In [39] the authors showed that changes in the parameters of interaction laws give a wide

variety of di�erent steady-states of the nonlocal aggrecation equation in two dimensions. They

found these by perturbing rings made of many particles and running simulations to see where

the particles went. In addition, they gave necessary conditions for when discrete-particle and

continuous ring steady-states are linearly stable. Though they are equivalent to conditions for

displacement stability of N-particle rings discussed later in this thesis, they are simpli�ed here

by a change of coordinates.

In [29] the authors classify when �nite particle steady-states of the nonlocal aggregation

equation are locally stable in the space of probability measures in one dimension. The found

two conditions that classify when these steady states are stable, and these conditions are in fact

of recovered from the conditions found in this thesis looking at �nite particle steady-states in

higher dimenstions.

The conditions characterizing stability of radial steady-states under radial perturbations for

any dimension were done in [6]. The same authors went on in [5] to classify the dimensionality

of the support of local minimizers of the interaction energy. This is important since this thesis

shows for a certain class of interaction laws that local minimizers of the energy are the stable

steady-states of the nonlocal aggregation equation. They demonstrated that the the size of

the dimension of these local minimizers depends on the regularity of the interaction law at

the origin. In particular the more singular the interaction kernel is at the origin (in the sense

of non-di�erentiability or even blow-up) the higher the dimension of the support of the local
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minimizers. For the interactions covered in this thesis their paper shows that local minimizers

must have support that the dimension less than 1. It should be noted that all stable steady-

states that have been analyzed or observed in this regime of interaction laws are �nite particle

steady-states, the steady-states for which this thesis characterizes stability.

The asymptotic stability of �nite particles steady-states in dimensions greater than 1 was

analyzed in the 2013 paper [38]. There they showed the necessity of the conditions given in this

thesis for the stability of �nite particle study states. They also studied the stability of 'spot'

study-states, where mass concentrates on spots in the shape of ellipses, for interaction laws that

have one less derivative at the origin that those interaction laws in this thesis.

In [52] the authors studied the nonlocal aggregation equation in one dimension but with

both external forces as well as boundary. In this scenario the recovered the phenomenon of

milling swarms that they saw in locust species that they were studying.

Results in this �eld sometimes look at the nonlocal aggregation equation as a system of ODE

that give the movement of the positions of particles or agents, and sometimes they look at this

system as a moving density of particles. This thesis looks at a general case that describes both,

which is important because even initial data that is smooth at the initial time can collapse

to measures with lower dimensional support in �nite time. Thus this paper will study the

nonlocal aggregation equation in the weak-solution sense where solutions are paths in the space

of probability measures. In [46] the author motivates the expression of PDE as formal gradient

�ows of energy functionals according to a formal manifold structure on the space of probability

measure in a discussion on the Porous Medium Equation. These formal notions were later made

rigorous in [3], and for the interaction energy these results were later generalized to a wider class

of interaction kernels in [20]. These results show that, given some regularity the interaction laws,

then the space of probability measures can be endowed with a formal Reimannian manifold

structure such that the nonlocal aggregation equation is the gradient �ow of the interaction

energy according to the associated Reimannian metric. This thesis also takes advantage of the

opportunity provided by these results to get explicit rates of convergence for the evolutions.



CHAPTER 1

Introduction to the Nonlocal Aggregation Equation and the

Interaction Energy

1.1. A Motivating Example of Nonlocal Aggregation

Suppose one has a system of two particles, whose identical masses sum to 1, that are obeying

the following interaction force: if they are far away then they will move closer together, and if

they are too close then they will move apart. More precisely, if their locations are x1 (t) and

x2 (t) then

ẋi =
1

2

2∑
j=1

F (|xj − xi|)
xj − xi
|xj − xi|

where F : [0,∞)→ R has the following shape

.

This is a special case of dynamics described by nonlocal aggregation that exhibits long-range

attraction and short-range repulsion. One can likewise write the dynamics for a system of N

particles, each with position xi (t) at time t and mass mi, where i ∈ {1, ..., N}, and the sum of

all masses being 1, as

ẋi = mi

N∑
j=1

F (|xj − xi|)
xj − xi
|xj − xi|

.

One of the goals of this thesis is to study this system for arbitrary numbers of particles, and even

�clouds� of particles where the system is described via the particle density function. The common

7
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general structure under which these situations can be analyzed is to consider these particle

distributions or densities of particles as probability measures. For example, the con�guration of

N particles above at time t can be written as the measure as the probability measure µt

µt =

N∑
i=1

miδxi(t)

and a density of particles at time t, ρt, with total mass (i.e. L1 norm) 1, can be written as a

probability measure νt

νt = ρtdx.

Thus it is natural to �rst understand the structure on probability measures motivated by the

desire to study nonlocal aggregation.

1.2. Introduction to the Metric Topology on Probability Measures

As just mentioned, probability measures are useful to represent the con�gurations of par-

ticles of interest. In particular, the space that will be used here is P2, where P2 is de�ned

as

(1.2.1) P2 :=
{

the space of second−moment bounded Borel probability measures onRd
}
.

This space is general enough that it allows, say, measures that are absolutely continuous with

respect to the Lebesgue measure on Rd, to evolve over time into measures that are singular with

respect to the Lebesgue measure such as �nite sums of delta masses.

P2 is a metric space with respect to the 2−Wasserstein metric. This metric measures the

minimum cost, according to a distance-based cost, to transport mass between two measures.

To de�ne the metric explicitly it helps to �rst de�ne what is meant by a �transportation plan�

between to measures µ and ν ∈ P2. A transportation plan between two such measures is itself a

product measure on Rd ×Rd such that its �rst and second marginals are µ and ν, respectively,

meaning the set of transportation plans between the two,
∏

(µ, ν), is

(1.2.2)
∏

(µ, ν) :=
{
π is a probability measure onRd × Rd

∣∣ for borel sets A,

π
(
A× Rd

)
= µ (A) andπ

(
Rd ×A

)
= ν (A)

} .

With transportation plans de�ned, the 2−Wasserstein distance between measures is

(1.2.3) d2 (µ, ν) := inf
π∈
∏

(µ,ν)
‖x− y‖L2(dπ(x,y)) .

If π ∈
∏

(µ, ν) is a transport plan that attains the in�mum in (1.2.3), then it is called an

�optimal transport plan� (with respect to the 2-Wasserstein metric) and belongs to the set of

optimal transport plans denoted Γopt,2 (µ, ν), i.e.

(1.2.4) Γopt,2 (µ, ν) =
{
π ∈

∏∣∣∣ d2 (µ, ν) = ‖x− y‖L2(dπ(x,y))

}
.
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The nonlocal aggregation equation is a nonlocal continuity equation whose solutions can

exhibit concentration of mass in �nite time even for smooth initial data, so global-in-time weak

solutions must be paths µt : [0,∞)→ P2. In order to de�ne which curves should be expected to

have derivatives in some weak sense one needs a de�ne which curves are absolutely continuous.

Given the 2-Wasserstein topology on P2, one can de�ne when paths µt : [0,∞) → P2 are

�absolutely continuous�, which is when there exists a function m ∈ L1
loc ([0,∞)) such that

(1.2.5) d2 (µs, µt) ≤
ˆ t

s

m (r) dr.

It will be discussed later when weak solutions of the nonlocal aggregation equation are absolutely

continuous paths in P2.

1.3. Geometry on P2

A formal Riemannian structure can be placed on P2. The tangent plane at µ ∈ P2, de-

noted Tµ, is the closure in the L2 (dµ) norm of gradient vector �elds of smooth and compactly-

supported functions on Rd, i.e.

(1.3.1) Tµ = {∇φ|φ ∈ C∞c (Rd)}
L2(dµ)

.

Then the metric de�ned at µ ∈ P2 for v, w ∈ Tµ is

(1.3.2) gµ (v, w) =

ˆ
v (x) · w (x) dµ (x) .

The geodesic between µ, ν ∈ P2can be characterized in the following way: Take π ∈
Γopt,2 (µ, ν) as de�ned in (1.2.4). Then de�ne the displacement interpolant πs for 0 ≤ s ≤ 1 as

(1.3.3) πs = ((1− s)x+ sy)# π.

πs is the constant speed geodesic between µ and ν.

Furthermore, the exponential map de�ned at each µ ∈ P2, denoted by expµ (v; t) : Tµ → P2,

is

(1.3.4) expµ (v; t) = (x+ tv (x))# µ.

An energy functional E : P2 → R is said to be geodesically convex (or semi-convex) if there

exists a λ > 0 (respectively λ ≤ 0) such that for any µ, ν ∈ P2 with π ∈ Γopt,2 (µ, ν) de�ning

the geodesic path πs as in (1.3.3) it holds that

(1.3.5) E [πs] ≤ (1− s)E [µ] + sE [ν]− 1

2
λs (1− s) d2

2 (µ, ν) .
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1.4. De�nitions of Some Geometric Objects on Finite Dimensional Manifolds

The rest of this chapter will build to explain how a path µt that solves the nonlocal aggre-

gation equation is also a path that evolves along the gradient �ow of the associated interaction

energy. In order to state that rigorously a geometry needs to be placed on P2. To motivate the

de�nitions of the gradient and Hessian for the interaction energy on P2, consider the example

of how the operators �grad� and �Hess�, the operators that send a function to it's gradient and

Hessian at a point, respectively, act on smooth functions on a �nite dimensional Riemannian

manifold M.

To do this, �x a di�erentiable function f : M → R and x ∈ M, and consider the smooth

paths Φt in M parametrized by t such that Φt = expx (tv) for some vector v ∈ TxM and the

exponential map exp, meaning that where Φ̇0 = v and the covariant derivative of Φ̇t satis�es
DΦ̇t
dt

∣∣∣
t=0

= 0. Then f ◦Φt is a smooth function in t, and its derivative with respect to t at t = 0

is a linear functional on v. Thus, by the Riesz-Representation theorem, there exists a unique

vector in Rd called �the gradient of f at x�, denoted by gradf (x), such that for the Riemannian

metric on M, here called gM, is

(1.4.1)
d (f ◦ Φt)

dt

∣∣∣∣
t=0

= gM (gradf (x) , v)

with gradf , an element of the tangent plane, de�ned one can then de�ne the bilinear form

�the Hessian of f at x� by noting that

d2 (f ◦ Φt)

dt2

∣∣∣∣
t=0

=
d

dt

(
d (f ◦ Φt)

dt

)∣∣∣∣
t=0

d

dt

(
gM

(
gradf (x) , Φ̇t (x)

))∣∣∣∣
t=0

= gM

(
Dgradf (Φt (x))

dt

∣∣∣∣
t=0

, v

)
.

where D(gradf(Φt(x)))
dt

∣∣∣
t=0

is the covariant derivative of the gradient vector �eld of f and is itself

a vector valued linear function, so by again applying the Riesz Representation theorem there is

a unique operator Hessf (x) (where operator in this sense just means a matrix) such that

D (gradf (Φt (x)))

dt

∣∣∣∣
t=0

= Hessf (x) v

which implies that Hessf (x) can be de�ned by using the bilinear form

(1.4.2)
d2 (f ◦ Φt (x))

dt2

∣∣∣∣
t=0

= gM (Hessf (x) v, v)

Where the right hand side is also denoted by Hessf (x) [v, v].
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1.5. Introduction to the Interaction Energy

Each con�guration µ ∈ P2 has an associated interaction energy W de�ned as

(1.5.1) W [µ] :=
1

2

ˆ ˆ
W (x− y) dµ (x) dµ (y) .

Note that unless ω grows at in�nity at most quadratically, this integral may not be de�ned,

so attention here will be restricted to those ω. The proceeding will follow the �nite dimen-

sional heuristics to de�ne the gradient and the Hessian for the Interaction Energy W. These

computations follow the formal de�nitions stated in [55, Chapter 8.2]

Let Φt (x) : [0,∞)× Rd → Rd be such that Φ0 (x) = x and Φ̈t = 0, so that Φt = x+ tv (x)

for some tangent vector v ∈ Tµ. Let γt be the path in P2 starting at µ and being pushed forward

by Φt, i.e. γt = Φt#µ. Then W (γt) is

W [γt] =
1

2

ˆ ˆ
W (Φt (x)− Φt (y)) dµ (x) dµ (y) .

Now following the �nite dimensional example above, to �nd the gradient ofW at µ �rst compute

the �rst derivative of this functional along the path at t = 0:

dW
dt

[γt]

∣∣∣∣
t=0

=
1

2

ˆ ˆ
∇W (Φt (x)− Φt (y)) · ((v (x)− v (y))) dµ (x) dµ (y)

∣∣∣∣
t=0

=

ˆ
(v (x))

T

{ˆ
∇W (x− y) dµ (y)

}
dµ (x) .

has the explicit expression

(1.5.2)
dW
dt

[γt]

∣∣∣∣
t=0

=

ˆ {ˆ
∇W (x− y) dµ (y)

}
· v (x) dµ (x)

which by analogy with the chain rule in (1.4.1) gives that

gradW|µ (x) =

ˆ
∇W (x− y) dµ (y)(1.5.3)

= ∇
ˆ
W (x− y) dµ (y) .

To de�ne the Hessian one can copy the �nite dimensional example again by computing the

second derivative d2W
dt2 [γt] at t = 0 which is

d2W
dt2

[γt]

∣∣∣∣
t=0

=

ˆ ˆ
(v (x)− v (y))

T
HessW (Φt (x)− Φt (y))

(v (x)− v (y)) dµ (x) dµ (y)t=0

+

ˆ {ˆ
∇W (Φt (x)− Φt (y)) dµ (y)

}
Φ̈t (x) dµ (x)

∣∣∣∣
t=0
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where Φ̇t is constant along the path, so Φ̈t = 0, so plugging in t = 0 gives

d2W
dt2

[γt]

∣∣∣∣
t=0

=

ˆ ˆ
(v (x)− v (y))

T
HessW (x− y)

(v (x)− v (y)) dµ (x) dµ (y)

This is an explicit computation that shows how to de�ne the Hessian of the energy at µ by

analogy with (1.4.2). In particular, the Hessian is notated

HessWµ [v, v] =

ˆ ˆ
(v (x)− v (y))

T
HessW (x− y)

(v (x)− v (y)) dµ (x) dµ (y) .(1.5.4)

1.6. The Nonlocal Aggregation Equation

1.6.1. Introduction to the Nonlocal Aggregation Equation. Now a rigorous for-

mulation of the nonlocal aggregation equation can be stated. One says that the absolutely

continuous path µt in P2 is the solution of the nonlocal aggregation equation

(1.6.1)


∂tµt +∇ · (µtvµt) = 0

vµt (x) = −∇W ∗ µt (x)

µt = µ , at t = 0.

for the interaction kernel ω with initial data µ when µt satis�es for all test functions ϕt ∈
C∞c

(
[0,∞)× Rd

)
the equation

(1.6.2)

ˆ ∞
0

ˆ
Rd

∂ϕt
∂t

(x) dµt (x) dt+

ˆ
Rd
ϕ0 (x) dµ (x) =

ˆ ∞
0

ˆ
Rd
∇ϕt (x) · vµt (x) dµt (x) .

In [20] it was shown that this result holds for ω such that

(1) W ∈ C1
(
Rd\ {0}

)
with Lipschitz singularity at the origin.

(2) W (x) = W (−x)

(3) W (x) ≤ C
∣∣∣1 + |x|2

∣∣∣ for some C > 0.

(4) W (x) + 1
2λ |x|

2
is convex for some λ ∈ R (i.e. ω is semi-convex).

When studying the nonlocal aggregation equation in this thesis, however, all the interaction

kernels ω of interest are in C2,1
(
Rd
)
, the space of twice di�erentiable functions with itself and

each derivative being Lipschitz, and are radial, so they satisfy the requirements 1 and 2 above.

Since the steady-states and neighborhoods of them that will be considered later are all compactly

supported, any radial W ∈ C2,1 can be replaced by a W̃ ∈ C2,1 that induces the same dynamics

on the steady-states and their neighbors, and satisfy requirements 3 and 4 as well, so that for

the purpose of this thesis it is su�cient to consider any W ∈ C2,1 that is radial.

Note that [20, Theorem 2.13] shows that these weak measure solutions have an exponential

contraction property, namely give ω with λ as in requirement 4 above, it holds that for two
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Figure 1.6.1. The �gure shows an example ω with its derivatives F and F ′,
which model long-range attraction and short-range repulsion for the interactions
between particles.

initial data µ0 and ν0 in P2 with the same center of mass, and µt and νt are their respective

weak-measure global-in-time solutions of the nonlocal aggregation equation, then

(1.6.3) d2 (µt, νt) ≤ e−λtd2 (µ0, ν0) .

Since this thesis will focus on W ∈ C2,1 except for in chapter 2, the associated gradient �ow

map Φt (x) : R× Rd → Rd satis�es the following proposition:

Proposition 1. There exists a C1,1 in space and C2 in space mapping Φt (x) : R×Rd → Rd

that is the �ow map of the gradient �ow the interaction energy, namely Φt is the �ow map of

ẋ = −vµt (x (t)) .

Proof. First note that vµt (x) is Lipschitz in space. One sees this since ω is C2,1 in space,

so be denoting with LW the Lipschitz constant of ∇W one sees that

|vµt (x1)− vµt (x2)| =

∣∣∣∣ˆ (−∇W (x1 − y) +∇W (x2 − y)) dµt (y)

∣∣∣∣
≤
ˆ
|∇W (x1 − y)−∇W (x2 − y)| dµt (y)

≤
ˆ
LW |x1 − x2| dµt (y)

= LW |x1 − x2| .

Furthermore vµt (x) is continuous in time, since

|vµ (x)− vν (x)| =
∣∣∣∣ˆ ∇W (x− y) dµ (y)−

ˆ
∇W (x− ỹ) dν (ỹ)

∣∣∣∣ .
Let π ∈ Γ (µ, ν), then

|vµ (x)− vν (x)| =

∣∣∣∣ˆ (∇W (x− y)−∇W (x− ỹ)) dπ (y, ỹ)

∣∣∣∣
≤
ˆ
|∇W (x− y)−∇W (x− ỹ)| dπ (y, ỹ)
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and by using the fact that ∇W is Lipschitz continuous with Lipschitz constant LW ,

|vµ (x)− vν (x)| ≤ LW
ˆ
|y − ỹ| dπ (y, ỹ)

so by applying Cauchy-Schwartz inequality

|vµ (x)− vν (x)| ≤ LW

√ˆ
|y − ỹ|2 dπ (y, ỹ) = LW d2 (µ, ν) .

By applying this inequality where µ = µt and ν = µt+h one sees that∣∣vµt (x)− vµt+h (x)
∣∣ ≤ LW d2 (µt, µt+h) .

and since µt is an absolutely continuous function, recall from the de�nition of absolutely con-

tinuous (1.2.5) that there is then an L1 function m such that∣∣vµt (x)− vµt+h (x)
∣∣ ≤ ˆ t+h

t

m (r) dr.

This shows that vµt (x) is continuous in time, since as h goes to zero, so will the right side of

the inequality above, and thus by the squeeze theorem so will the left side.

Thus since vµt (x) is continuous in time and Lipschitz in space, by standard ODE theory

there exists a C1 in space and time �ow map Φt associated with the ode ẋ = vµt (x). Note that

Φt#µ0 = µt. Finally, using the change of variables y = Φt (z)

vµt (x) = −
ˆ
∇W (x− y) dµt (y) = −

ˆ
∇W (x− Φt (z)) dµ0 (z) .

Thus vµt is C
1 in time and thus Φt is C

2 in time. �

Lastly, being radial, each ω has an associated function F : [0,∞)→ R de�ned such that

W (z) = ω (|z|)

F (r) = ω′ (r) .

This makes the velocity �eld de�ned at each point in the support of µt be

(1.6.4) vµt (x) = −
ˆ
F (|x− y|) x− y

|x− y|
dµt (y) .

1.6.2. The Nonlocal Aggregation Equation as a Gradient Flow of the Interac-

tion Energy. Looking at the de�nition of the nonlocal aggregation equation, (1.6.1), and the

de�nition of the gradient of the interaction energy, (1.5.3), it turns out that

(1.6.5) vµt = −gradµtW

justifying calling the solution to the nonlocal aggregation equation �the gradient �ow of the

interaction energy�.
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Note that by (1.5.2) and (1.6.5)

dW [µt]

dt
=

ˆ
gradµtW · vµt (x) dµt (x)

= −
ˆ ∣∣∣vµt (x)

2
∣∣∣ dµt (x)

implies that
dW [µt]

dt
= 0 ⇐⇒ vt (x) = 0

for µt-a.e. x, so critical points of the evolution in time of the energy correspond to steady-states

of the nonlocal aggregation equation.

1.7. Notation and Conventions

Throughout this thesis the following notation and conventions will be used.

(1) W is the interaction energy functional de�ned on P2

(
Rd
)
, the space of Borel proba-

bility measures on Rd with bounded second moment.

(2) All measures in this thesis have their center of mass at zero. (Note that two paths in

the space of probability measures used in this thesis are either rotations of a measure

µ̄, or gradient �ow evolutions with initial data µ0. Both of these paths preserve the

center of mass.)

(3) ω is the interaction kernel associated with the interaction energy W. W ∈ C2,1
(
Rd
)

the space of twice di�erential functions which are Lipschitz and have Lipschitz deriva-

tives. Except for in Chapter 6 on global minimizers of the energy, where more general

interaction kernels are considered.

(4) LW denotes the Lipschitz constant of ∇W , meaning for all x, y ∈ Rd that

|∇W (x)−∇W (y)| ≤ LW |x− y| .

(5) cW denotes the Lipschitz constant of HessW , meaning that for all x, y, z ∈ Rd that

|(HessW (x)−HessW (y)) z| ≤ cW |x− y| |z| .

(6) d2 refers to the 2-Wasserstein distance on the space of probability measures. If
∏

(µ, ν)

represents the transportation plans between µ and ν in P2, then

d2 (µ, ν) := min
π∈
∏

(µ,ν)
‖x− x̃‖L2(dπ(x,x̃)).

The existence of such a minimizer is a standard result in the theory of optimal trans-

portation, for example as in [55, Theorem 1.3].
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(7) Likewise d∞ refers to the∞-Wasserstein distance on the space of probability measures.

If
∏

(µ, ν) represents the transportation plans between µ and ν in P2, then

d∞ (µ, ν) := min
π∈
∏

(µ,ν)
‖x− x̃‖L∞(dπ(x,x̃)).

The existence of minimizers for µ, ν supported on a compact domain (as will be used

in this thesis) was shown in [25, Proposition 2.1].

(8) The set Γopt,2 (µ, ν) and Γopt,∞ (µ, ν) represent the sets of optimal transport plans with

respect to the 2-Wasserstein and ∞-Wasserstein costs, respectively.

(9) µt represents the gradient �ow evolution in P2 of the interaction energy W, starting

from a given µ0 its initial data.

(10) Φt denotes the �ow map of the gradient �ow evolution, i.e. of the di�erential equation

ẋ = −∇W ∗ µt (x) . They are C1,1 in space and C2 in time.

(11) vµ is the velocity vector �eld such that vµ := −∇W ∗ µ.



CHAPTER 2

Global Minimizers of the Interaction Energy

2.1. Introduction to Global Minimizers

We consider the minimization of the nonlocal-interaction energy

W[µ] :=

ˆ
RN

ˆ
RN

W (x− y)dµ(x)dµ(y)

over the space of probability measures P
(
RN
)
. Nonlocal-interaction energies arise naturally

in descriptions of systems of interacting particles, as well as continuum descriptions of systems

with long-range interactions. They play an important role in statistical mechanics [48, 50] and

descriptions of crystallization [4, 47]. For semi-convex interaction potentials ω some systems

governed by the energy E can be interpreted as a gradient �ow of the energy with respect to

Wasserstein metric and satisfy the nonlocal-interaction equation

∂µ

∂t
= 2div(µ(∇W ∗ µ)).

Applications of the equation include models of collective behavior of many-agent systems [10, ?],

granular media [9, 24, 53], self-assembly of nanoparticles [36, 37], and molecular dynamics

simulations of matter [34].

Although the choice of the interaction potential ω depends on the phenomenon modeled by

either (2.1) or (2.1), the interaction between two agents/particles is often determined only by

the distance between them. This yields that the interaction potential ω is radially symmetric,

i.e., W (x) = ω(|x|) for some ω : [0,+∞)→ R∪{+∞}. Many potentials considered in the appli-

cations are repulsive at short distances (ω′(r) < 0 for r small) and attractive at long distances

(ω′(r) > 0 for r large). While purely attractive potentials lead to �nite-time or in�nite time

blow up [13] the attractive-repulsive potentials often generate �nite-sized, con�ned aggregations

[33, 40, 42]. On the other hand in statistical mechanics and in studies of crystallization it is the

(attractive-repulsive) potentials that do not lead to con�ned states as the number of particles

increases which are of interest [48, 51]. This highlights the importance of obtaining criteria

for existence of global minimizers of the energy, for it is precisely those potentials which have a

global minimizer that exhibit aggregation of particles into dense clumps.

The study of the nonlocal-interaction equation (2.1) in terms of well-posedness, �nite or

in�nite time blow-up, and long-time behavior has attracted the interest of many research groups

17
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in the recent years [7, 13, 14, 15, 16, 23, 30, 33, 38, 40, 41, 6, 20]. The energy (2.1) plays an

important role in these studies as it governs the dynamics and as its (local) minima describe the

long-time asymptotics of solutions. It has been observed that even for quite simple attractive�

repulsive potentials the energy minimizers are sensitive to the precise form of the potential

and can exhibit a wide variety of patterns [38, 40, 57]. In [5] Balagué, Carrillo, Laurent,

and Raoul obtain conditions for the dimensionality of the support of local minimizers of (2.1)

in terms of the repulsive strength of the potential ω at the origin. Properties of minimizers

for a special class of potentials which blow up approximately like the Newtonian potential at

the origin have also been studied [15, 22, 32, 33]. Particularly relevant to our study are the

results obtained by Choksi, Fetecau and one of the authors [26] on the existence of minimizers

of interaction energies in a certain form. There the authors consider potentials of the power-law

form, ω(x) := |x|a/a−|x|r/r, for −N < r < a, and prove the existence of minimizers in the class

of probability measures when the power of repulsion r is positive. When the interaction potential

has a singularity at the origin, i.e., for r < 0, on the other hand, they establish the existence

of minimizers of the interaction energy in a restrictive class of uniformly bounded, radially

symmetric L1-densities satisfying a given mass constraint. Carrillo, Chipot and Huang [21]

also consider the minimization of nonlocal-interaction energies de�ned via power-law potentials

and prove the existence of a global minimizer by using a discrete to continuum approach. The

minimizers and their relevance to statistical mechanics were also considered in periodic setting

(and on bounded sets) by Süto [50].

Here (Theorems 4 and 5) we obtain criteria for the existence of minimizers in a very broad

class of potentials. We employ the direct method of the calculus of variations. In Lemma 2

we establish the weak lower-semicontinuity of the energy with respect to weak convergence of

measures. When the potential ω grows unbounded at in�nity (case treated in Theorem 4) this

provides enough con�nement for a minimizing sequence to ensure the existence of minimizers.

If ω asymptotes to a �nite value (case treated in Theorem 5) then there is a delicate interplay

between repulsion at some lengths (in most applications short lengths) and attraction at other

length scales (typically long) which establishes whether the repulsion wins and a minimizing

sequence spreads out inde�nitely and �vanishes� or the minimizing sequence is compact and has

a limit. We establish a simple, sharp condition, (HE) on the energy that characterizes whether

a global minimizer exists. To establish compactness of a minimizing sequence we use Lions'

concentration compactness lemma.

The condition (HE) is closely related to the notion of stability (or H-stability) used in

statistical mechanics [48]. Namely stability is a necessary condition for a many body system

of interacting particles to exhibit a macroscopic thermodynamical behavior. As we show in

Proposition 6 the condition (HE) is almost exactly the complement of H-stability. That is
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if the energy (2.1) admits a global minimizer then the system of interacting particles is not

expected to have a thermodynamic limit.

While the conditions (H1) and (H2) are easy-to-check conditions on the potential ω itself,

the condition (HE) is a condition on the energy and it is not always easy to verify. Due to

the above connection with statistical mechanics the conditions on H-stability (or lack thereof)

can be used to verify if (HE) is satis�ed for a particular potential. We list such conditions in

Section 2.4. However only few general conditions are available. It is an important open problem

to establish a more complete characterization of potentials ω which satisfy (HE).

We �nally remark that as this manuscript was being completed we learned that Cañizo,

Carrillo, and Patacchini [18] have been working on the same problem and have obtained very

similar conditions for the existence of minimizers, which they also show to be compactly sup-

ported. The proofs however are quite di�erent.

2.2. Hypotheses and Preliminaries

The interaction potentials we consider are radially symmetric, that is, W (x) = ω(|x|) for

some function ω : [0,+∞)→ R ∪ {+∞}, and they satisfy the following basic properties:

(H1) ω is lower-semicontinuous.

(H2) The function W (x) is locally integrable on RN .

Beyond the basic assumptions above, the behavior of the tail of ω will play an important

role. We consider potentials which have a limit at in�nity. If the limit is �nite we can add a

constant to the potential, which does not a�ect the existence of minimizers, and assume that

the limit is zero. If the limit is in�nite the proof of existence of minimizers is simpler, while if

the limit is �nite an additional condition is needed. Thus we split the condition on behavior at

in�nity into two conditions:

(H3a) ω(r)→∞ as r →∞.

(H3b) ω(r)→ 0 as r →∞.

By the assumptions (H1) and (H3a) or (H3b) the interaction potential ω is bounded from

below. Hence

(2.2.1) CW := inf
r∈(0,∞)

ω(r) > −∞.

If (H3a) holds, by adding −CW to ω from now on we assume that ω(r) > 0 for all r ∈ (0,∞)

As noted in the introduction the assumptions (H1), (H2) with (H3a) or (H3b) allow us

to handle a quite general class of interaction potentials ω.
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In order to establish the existence of a global minimizer of E, for interaction potentials

ω satisfying (H1), (H2) and (H3b), the following assumption on the interaction energy E is

needed:

(HE) There exists a measure µ̄ ∈ P
(
RN
)
such that W[µ̄] 6 0.

We establish that the conditions (H1), (H2) and (H3a) or (H3b) imply the lower-semicontinuity

of the energy with respect to weak convergence of measures. We recall that a sequence of prob-

ability measures µn converges weakly to measure µ, and we write µn ⇀ µ, if for every bounded

continuous function φ ∈ Cb(RN ,R)ˆ
φdµn →

ˆ
φdµ as n→∞.

Lemma 2. [Lower-semicontinuity of the energy] Assume ω : [0,∞)→ (−∞,∞] is a lower-

semicontinuous function bounded from below. Then the energy W : P(Rn) → (−∞,∞] de�ned

in (1.5.1) is weakly lower-semicontinuous with respect to weak convergence of measures.

Proof. Let µn be a sequence of probability measures such that µn ⇀ µ as n→∞. Then

µn×µn ⇀ µ×µ in the set of probability measures on RN ×RN . If ω is continuous and boundedˆ
RN

ˆ
RN

W (x− y) dµn(x)dµn(y) −→
ˆ
RN

ˆ
RN

W (x− y) dµ(x)dµ(y) as n→∞.

So, in fact, the energy is continuous with respect to weak convergence. On the other hand, if

ω is lower-semicontinuous and ω is bounded from below then the weak lower-semicontinuity of

the energy follows from the Portmanteau Theorem [54, Theorem 1.3.4]. �

We remark that the assumption on boundedness from below is needed since if, for example,

ω(r) = −r then for µn = (1− 1
n )δ0 + 1

nδn the energy isW(µn) = −1 for all n ∈ N, while µn ⇀ δ0

which has energy W(δ0) = 0.

Finally, we state Lions' concentration compactness lemma for probability measures [43],

[49, Section 4.3]. This lemma is the main tool in verifying that an energy-minimizing sequence

is precompact in the sense of weak convergence of measures.

Lemma 3. [Concentration-compactness lemma for measures] Let {µn}n∈N be a sequence of

probability measures on RN . Then there exists a subsequence {µnk}k∈N satisfying one of the

three following possibilities:

(i) (tightness up to translation) There exists yk ∈ RN such that for all ε > 0 there exists

R > 0 with the property thatˆ
BR(yk)

dµnk(x) > 1− ε for all k.
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(ii) (vanishing) limk→∞ supy∈RN
´
BR(y)

dµnk(x) = 0, for all R > 0;

(iii) (dichotomy) There exists α ∈ (0, 1) such that for all ε > 0, there exist a number R > 0

and a sequence {xk}k∈N ⊂ RN with the following property: Given any R
′
> R there

are nonnegative measures µ1
k and µ2

k such that

0 ≤ µ1
k + µ2

k ≤ µnk

supp(µ1
k) ⊂ BR(xk), supp(µ2

k) ⊂ RN \BR′ (xk) ,

lim sup
k→∞

(∣∣∣∣α− ˆ
RN

dµ1
k(x)

∣∣∣∣+

∣∣∣∣(1− α)−
ˆ
RN

dµ2
k(x)

∣∣∣∣) ≤ ε.
2.3. Existence of Minimizers

In this section we prove the existence of a global minimizer ofW. We use the direct method

of the calculus of variations and utilize Lemma 3 to eliminate the �vanishing� and �dichotomy� of

an energy-minimizing sequence. The techniques in our proofs, though, depends on the behavior

of the interaction potential at in�nity. Thus we prove two existence theorems: one for potentials

satisfying (H3a) and another one for those satisfying (H3b).

Theorem 4. Suppose ω satis�es the assumptions (H1), (H2) and (H3a). Then the energy

(1.5.1) admits a global minimizer in P
(
RN
)
.

Proof. Let {µn}n∈N be a minimizing sequence, that is, limn→∞W[µn] = infµ∈P(RN )W[µ].

Suppose {µk}k∈N has a subsequence which �vanishes�. Since that subsequence is also a

minimizing sequence we can assume that {µk}k∈N vanishes. Then for any ε > 0 and for any

R > 0 there exists K ∈ N such that for all k > K and for all x ∈ P
(
RN
)

µk(RN \BR(x)) > 1− ε.

This implies that for k > K,

¨
|x−y|>R

dµk(x)dµk(y) =

ˆ
RN

(ˆ
RN\BR(x)

dµk(y)

)
dµk(x) > 1− ε.

Given M ∈ R, by condition (H3a) there exists R > 0 such that for all r > R, ω(r) > M .

Consider ε ∈ (0, 1
2 ) and K corresponding to ε and R. Since W > 0 by Remark 2.2,

W[µk] =

¨
|x−y|6R

ω(|x− y|)dµk(x)dµk(y) +

¨
|x−y|>R

ω(|x− y|)dµk(x)dµk(y)

>
¨
|x−y|>R

ω(|x− y|)dµk(x)dµk(y)

> (1− ε)M.



2.3. EXISTENCE OF MINIMIZERS 22

Letting M → ∞ implies W[µk] → ∞. This contradicts the fact that µk is a subsequence of a

minimizing sequence of W. Thus, �vanishing� does not occur.

Next we show that �dichotomy� is also not an option for a minimizing sequence. Suppose,

that �dichotomy� occurs. As before we can assume that the subsequence along which dichotomy

occurs is the whole sequence. Let R, sequence xk and measures

µ1
k + µ2

k 6 µk.

be as de�ned in Lemma 3(ii). For any R′ > R , using Remark 2.2, we obtain

lim inf
k→∞

W[µnk ] > lim inf
k→∞

ˆ
BR(xnk )

ˆ
Bc
R′ (xnk )

ω(|x− y|)dµ2
k(x)dµ1

k(y)

> inf
r>R′−R

ω(r)α(1− α)

where BcR′(xnk) simply denotes RN\BR′(xnk).

By (H3a), letting R′ →∞ yields that

lim inf
k→∞

W[µnk ] >∞,

which contradicts the fact that µk is an energy minimizing sequence.

Therefore �tightness up to translation� is the only possibility. Hence there exists yk ∈ RN

such that for all ε > 0 there exists R > 0 with the property thatˆ
B(yk,R)

dµnk(x) > 1− ε for all k

Let

µ̃nk := µnk(· − yk).

Then the sequence of probability measures {µ̃nk}k∈N is tight. Since the interaction energy is

translation invariant we have that

W[µ̃nk ] =W[µnk ].

Hence, {µ̃nk}k∈N is also an energy-minimizing sequence. By the Prokhorov's theorem (cf. [17,

Theorem 4.1]) there exists a further subsequence of {µ̃nk}k∈N which we still index by k, and a

measure µ0 ∈ P
(
RN
)
such that

µ̃nk ⇀ µ0

in P(RN ) as k →∞.

Since the energy in lower-semicontinuous with respect to weak convergence of measures, by

Lemma 2, the measure µ0 is a minimizer of E. �

The second existence theorem involves interaction potentials which vanish at in�nity.
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Theorem 5. Suppose ω satis�es the assumptions (H1), (H2) and (H3b). Then the energy

W, given by (1.5.1), has a global minimizer in P
(
RN
)
if and only if it satis�es the condition

(HE).

Proof. Let us assume that W satis�es condition (HE). As before, our proof relies on the

direct method of the calculus variations for which we need to establish precompactness of a

minimizing sequence.

Let {µn}n∈N be a minimizing sequence and let

I := inf
µ∈P(RN )

W[µ].

Condition (HE) implies that I ≤ 0. If I = 0 then by assumption (HE) there exists µ̄ with

W[µ̄] = 0, which is the desired minimizer. Thus, we focus on case that I < 0. Hence there

exists µ̄ for which W[µ̄] < 0. Also note that by Remark 2.2, I > −∞.

Suppose the subsequence {µnk}k∈N of the minimizing sequence {µn}n∈N �vanishes�. Since

that subsequence is also a minimizing sequence we can assume that {µk}k∈N vanishes. That is,

for any R > 0

lim
k→∞

sup
x∈RN

ˆ
BR(x)

dµk(y) = 0.

Let

ω(R) = inf
r>R

ω(r).

Since ω(r)→ 0 as r →∞, ω(r)→ 0 as r →∞ and ω(r) 6 0 for all r > 0. Then we have that

W[µk] =

¨
|x−y|>R

ω(|x− y|)dµk(x)dµk(y) +

¨
|x−y|6R

ω(|x− y|)dµk(x)dµk(y)

≥ ω(R) + CW

¨
|x−y|6R

dµk(x)dµk(y)

= ω(R) + CW

ˆ
RN

(

ˆ
BR(x)

dµk(y))dµk(x)

Vanishing of the measures, (2.3), implies that lim infk→∞W[µk] > ω(R) for all R > 0. Taking

the limit as R→∞ gives

lim inf
k→∞

W[µk] > 0.

This contradicts the fact that the in�mum of the energy, namely I, is negative. Therefore

�vanishing� in Lemma 3 does not occur.
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Suppose the dichotomy occurs. Let α be as in Lemma 3 and CW be the constant de�ned

in (2.2.1). Let ε > 0 be such that

(2.3.1) ε <
|I|

64|CW |
min

{
1

α
− 1,

1

1− α
− 1

}
and let R′ be such that

(2.3.2) |ω(R′ −R)| = | inf
r≥R′−R

ω(r)| < |I|
32

min

{
1

α
− 1,

1

1− α
− 1

}
.

As in the proof of Theorem 4, we can assume that dichotomy occurs along the whole sequence.

Let µ1
k and µ2

k be measures described in Lemma 3. Let νk = µk − (µ1
k + µ2

k). Note that νk is a

nonnegative measure with |νk| < ε, where |νk| = νk(RN ).

Let B[·, ·] denote the symmetric bilinear form

B[µ, ν] := 2

ˆ
RN

ˆ
RN

ω(|x− y|) dµ(x)dν(y).

By the de�nition of energy

W(µk) =W(µ1
k) +W(µ2

k) +B(µ1
k, µ

2
k) +B(µ1

k + µ2
k, νk) +W(νk)

>W(µ1
k) +W(µ2

k)− |ω(R′ −R)| − 2|CW |ε
(2.3.3)

where we used that the supports of µ1
k and µ2

k are at least R′ − R apart. We can also assume,

without the loss of generality, that E(µk) < 1
2I for all k. Let αk = |µ1

k|, βk = |µ2
k|.

Let us �rst consider the case that 1
αk
W(µ1

k) 6 1
βk
W(µ2

k). Note that the energy has the

following scaling property:

W[cσ] = c2W[σ]

for any constant c > 0 and measure σ. Our goal is to show that for some λ > 0, for all large

enough k, E( 1
αk
µ1
k) < E(µk)−λ|I| which contradicts the fact that µk is a minimizing sequence.

Let us consider �rst the subcase that E(µ2
k) ≥ 0 along a subsequence. By relabeling we can

assume that the subsequence is the whole sequence. From (2.3.1), (2.3.2), and (2.3.3) it follows

that 1
αk
E(µ1

k) < I/4 for all k. Using the estimates again, we obtain

E(µk)− E
(

1

αk
µ1
k

)
>

(
1− 1

α2
k

)
E
(
µ1
k

)
− |ω(R′ −R)| − 2|CW |ε

>

(
1

αk
− 1

)
|I|
4
− |ω(R′ −R)| − 2|CW |ε

≥
(

1

α
− 1

)
|I|
16
.
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Thus µk is not a minimizing sequence. Contradiction. Let us now consider the subcase E(µ2
k) 6

0 for all k. Using (2.3.3) and βk
αk
E(µ1

k) 6 E(µ2
k) we obtain

I

2
> E(µk) >

(
1 +

βk
αk

)
E(µ1

k)− |ω(R′ −R)| − 2|CW |ε.

From (2.3.1) and (2.3.2) follows that for all k

1

αk
E(µ1

k) 6
I

8
.

Combining with above inequalities gives

E(µk)− E
(

1

αk
µ1
k

)
>

(
1 +

βk
αk
− 1

α2
k

)
E(µ1

k)− |ω(R′ −R)| − 2|CW |ε

>

(
1

αk
− αk − βk

)
|I|
8
−
(

1

α
− 1

)(
|I|
32

+
|I|
32

)
>
|I|
32

(
1

α
− 1

)
for k large enough. This contradicts the assumption that µk is a minimizing sequence.

The case 1
αk
E(µ1

k) > 1
βk
E(µ2

k) is analogous. In conclusion the dichotomy does not occur.

Therefore �tightness up to translation� is the only possibility. As in the proof of Theorem 4, we

can translate measures µnk to obtain a tight, energy-minimizing sequence µ̃nk .

By Prokhorov's theorem, there exists a further subsequence of {µ̃nk}k∈N, still indexed by k,

such that

µnk ⇀ µ0 as k →∞

for some measure µ0 ∈ P
(
RN
)
in P

(
RN
)
as k →∞. Therefore, by lower-semicontinuity of the

energy, µ0 is a minimizer of E in the class P
(
RN
)
.

We now show the necessity of condition (HE). Assume that W[µ] > 0 for all µ ∈ P
(
RN
)
.

To show that the energy E does not have a minimizer consider a sequence of measures which

�vanishes� in the sense of Lemma 3(ii). Let

ρ(x) =
1

ωN
χB1(0)(x),

where ωN denotes the volume of the unit ball in RN and χBR(0) denotes the characteristic

function of BR(0), the ball of radius R centered at the origin. Consider the sequence

ρn(x) =
1

nN
ρ
(x
n

)
for n ≥ 1. Note that ρn are in P

(
RN
)
. We estimate
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0 <W[ρn] =
1

ω2
N n

2N

ˆ
Bn(0)

ˆ
Bn(0)

ω(|x− y|)dxdy

6
1

ω2
N n

2N

ˆ
Bn(0)

(

ˆ
Bn(y)

|ω(|x|)|dx)dy

6
1

ωN nN
(

ˆ
BR(0)

|ω(|x|)|dx+

ˆ
B2n(0)\BR(0)

|ω(|x|)|dx)

6
C(R)

ωN nN
+

2N

ωN
sup
r>R
|ω(r)|

Since supr≥R |ω(r)| → 0 as R→∞, for any ε > 0 we can choose R so that 2N

ωN
supr≥R |ω(r)| < ε

2 .

We can then choose n large enough for C(R)
ωNnN

< ε
2 to hold. Therefore limn→∞W[ρn] = 0, that

is, infµ∈P(RN )W[µ] = 0. However, since W[·] is positive for any measure in P
(
RN
)
the energy

does not have a minimizer. �

2.4. Stability and Condition (HE)

The interaction energies of the form (1.5.1) have been an important object of study in

statistical mechanics. For a system of interacting particles to have a macroscopic thermodynamic

behavior it is needed that it does not accumulate mass on bounded regions as the number of

particles goes to in�nity. Ruelle called such potentials stable (a.k.a. H-stable). More precisely,

a potential ω : [0,∞) → (−∞,∞] is de�ned to be stable if there exists B ∈ R such that for all

n and for all sets of n distinct points {x1, . . . , xn} in RN

(2.4.1)
1

n2

∑
16i<j6n

ω(xi − xj) > −
1

n
B.

We show that for a large class of potentials the stability is equivalent with nonnegativity of

energies. Our result is a continuum analogue of a part of Lemma 3.2.3 [48].

Proposition 6. [Stability conditions] Let ω : [0,∞) → R be an upper-semicontinuous

function such that ω is bounded from above or there exists R such that ω is nondecreasing on

[R,∞). Then the conditions

(S1) ω is a stable potential as de�ned by (2.4.1),

(S2) for any probability measure µ ∈ P(RN ), W(µ) > 0

are equivalent.

Note that all potentials considered in the proposition are �nite at 0. We expect that the

condition can be extended to a class of potentials which converge to in�nity at zero. Doing so

is an open problem. We also note that condition (S2) is not exactly the complement of (HE),

as the nonnegative potentials whose minimum is zero satisfy both conditions. Such potentials
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indeed exist: for example consider any smooth nonnegative ω such that ω(0) = 0. Then the

associated energy is nonnegative and W(δ0) = 0 so any singleton is an energy minimizer. Note

that E satis�es both (HE) and stability. To further remark on connections with statistical

mechanics we note that such potentials ω are not super-stable, but are tempered if ω decays at

in�nity (both notions are de�ned in [48]).

Proof. To show that (S2) implies (S1) consider µ = 1
n

∑n
i=1 δxi . Then from W(µ) > 0 it

follows that 1
n2

∑
16i<j6n ω(xi − xj) > − 1

2nω(0) so (S1) holds with B = 1
2ω(0).

We now turn to showing that (S1) implies (S2). Let us recall the de�nition of Lévy�

Prokhorov metric, which metrizes the weak convergence of probability measures: Given proba-

bility measures ν and σ

dLP (ν, σ) = inf{ε > 0 : (∀A− Borel) ν(A) 6 σ(A+ ε) + ε andσ(A) 6 ν(A+ ε) + ε}

where A+ ε = {x : d(x,A) < ε}.
For a given measure µ, we �rst show that it can be approximated in the Lévy�Prokhorov

metric by an empirical measure of a �nite set with arbitrarily many points. That is, we show

that for any ε > 0 and any n0 there exists n > n0 and a set of distinct points X = {x1, . . . , xn}
such that the corresponding empirical measure µX = 1

n

∑n
j=1 δxj satis�es dLP (µX , µ) < ε.

Let ε > 0. We can assume that ε < 1
2 . There exists R > 0 such that for QR = [−R,R]N ,

µX(RN\QR) < ε
2 . For integer l such that

√
N 2R

l < ε divide QR into lN disjoint cubes Qi,

i = 1, . . . , lN with sides of length 2R/l. While cubes have the same interiors, they are not

required to be identical, namely some may contain di�erent parts of their boundaries, as needed

to make them disjoint. Note that the diameter of each cube,
√
N 2R

l , is less than ε. Let n > n0

be such that lN

n < ε
2 . Let p = 1

n . For i = 1, . . . , lN let pi = µ(Qi), ni = bpinc, and qi = nip.

Note that 0 6 pi − qi 6 p and thus sq =
∑
i qi >

∑
i pi − lNp > 1− ε

2 . In each cube Qi place ni

distinct points and let X̃ be the set of all such points. Note that ñ =
∑
i ni = sqn > (1− ε)n.

Let X̂ be an arbitrary set of n − ñ distinct points in Q2R\QR. Let X = X̃ ∪ X̂. Note that X

is a set of n distinct points. Then for any Borel set A

µ(A) 6
∑

i : µ(A∩Qi)>0

µ(Qi) +
ε

2
6

∑
i : µ(A∩Qi)>0

(µX(Qi) + p) +
ε

2
6 µX(A+ ε) + ε.

Similarly

µX(A) 6 µ(A+ ε) + ε.

Therefore dLP (µ, µX) 6 ε.

Consequently there exists a sequence of sets Xm with n(m) points satisfying n(m)→∞ as

m→∞ for which the empirical measure µm = µXm converges weakly µm ⇀ µ as m→∞. By
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assumption (S1) ¨
x 6=y

W (x− y)dµm(x)dµXm(y) > − 1

n(m)
B.

Let us �rst consider the case that ω is an upper-semicontinuous function bounded from above.

It follows from Lemma 2 that the energy E is an upper-semicontinuous functional. Therefore

W(µ) ≥ lim sup
m→∞

W(µm) > lim sup
m→∞

− 1

n(m)
(B − ω(0)) = 0

as desired.

If ω is an upper-semicontinuous function such that there exists R such that ω is nonde-

creasing on [R,∞) we �rst note that we can assume that ω(r)→∞ as r →∞, since otherwise

ω is bounded from above which is covered by the case above. If µ is a compactly supported

probability measure then there exists L such that for all m, suppµm ⊆ [−L,L]N . Since ω is

upper-semicontinuous it is bounded from above on compact sets and thus upper-semicontinuity

of the energy holds. That is W(µ) > lim supm→∞W(µm) > 0 as before.

If µ is not compactly supported it su�ces to show that there exists a compactly supported

measure µ̃ such that W(µ) > W(µ̃), since by above we know that W(µ̃) > 0. Note that since

W( 1
2 (δx+δ0)) > 0, ω(|x|) > −ω(0). Therefore ω is bounded from below by −ω(0) and ω(0) > 0.

Since ω(r) → ∞ as r → ∞ there exists R1 > R such that ω(R1) > max{1,maxr6R1
ω(r)}

and m1 = µ(BR1
(0)) > 7

8 . Let R2 be such that ω(R2) > 2ω(R1), and de�ne the constants

m2 = µ(BR2
(0)\BR1

(0)) and m3 = µ(RN\BR2
(0)). Note that m1 + m2 + m3 = 1. Consider

the mapping

P (x) =

x if |x| 6 R2

0 if |x| > R2.

Let µ̃ = P]µ. Estimating the interaction of particles between the regions provides:

W(µ̃) 6W(µ) + 2ω(0)m2
3 + 2(ω(R2) + ω(0))m2m3 − 2(ω(R2)− ω(R1))m1m3

6W(µ) + ω(R2)m3(m3 + 4m2 −m1) <W(µ).

�

As we showed in Theorem 5 the property (HE) is necessary and su�cient for the existence

of a global minimizer when E is de�ned via an interaction potential satisfying (H1), (H2)

and (H3b). The property (HE) is posed as a condition directly on the energy E, and can

be di�cult to verify for a given ω. It is then natural to ask what conditions the interaction

potential ω needs to satisfy so that the energy E has the property (HE). In other words, how

can one characterize interaction potentials ω for which E admits a global minimizer? We do

not address that question in detail, but just comment on the partial results established in the
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context of H-stability of statistical mechanics and how they apply to the minimization of the

nonlocal-interaction energy.

Perhaps the �rst condition which appeared in the statistical mechanics literature states that

absolutely integrable potentials which integrate to a negative number over the ambient space

are not stable (cf. [28, Theorem 2] or [48, Proposition 3.2.4]). In our language these results

translate to the following proposition.

Proposition 7. Consider an interaction potential W (x) = ω(|x|) where ω satis�es the

hypotheses (H1), (H2) and (H3b). If ω is absolutely integrable on RN andˆ
RN

ω(|x|) dx < 0,

then the energy W de�ned by (1.5.1) satis�es the condition (HE).

Proof. Since
´
RN ω(|x|) dx < 0, given ε > 0 there exists a constant R > 0 such thatˆ

BR(0)

ω(|x|) dx < ε.

Consider the function ρ(x) := 1
ωNRN

χBR(0)(x), i.e., the scaled characteristic function of the ball

of radius R. Since ρ ∈ L1(RN ) with ‖ρ‖L1(RN ) = 1 it de�nes a probability measure measure.

Estimating at the energy of ρ we obtain

W[ρ] =
1

ω2
N n

2N

ˆ
BR(0)

ˆ
BR(0)

ω(|x− y|)dxdy

=
1

ω2
N n

2N

ˆ
BR(0)

(

ˆ
BR(y)

|ω(|x|)|dx)dy < ε

Letting ε→ 0 shows that the energy E satis�es (HE). �

An alternative condition for instability of interaction potential is given in [19, Section II].

This condition, which we state and prove in the following proposition, extends the result of

Proposition 7 to interaction potentials which are not absolutely integrable.

Proposition 8. Suppose the interaction potential ω satis�es the hypotheses (H1), (H2)

and (H3b). If there exists p ≥ 0 for which

(2.4.2)

ˆ
RN

ω(|x|)e−p
2|x|2dx < 0

then the energy E de�ned by (1.5.1) satis�es the condition (HE).
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Proof. Let p ≥ 0 be given such that the inequality (2.4.2) holds. Since the case p = 0 has

been considered in Proposition 7 we can assume p > 0. Consider the function

ρ(x) =
pN

πN/2
e−2p2|x|2 .

Clearly ρ ∈ L1(RN ) and ‖ρ‖L1(RN ) = 1; hence, it de�nes a probability measure on RN . Using

the linear transformation on R2N given by

u = x− y, v = x+ y

for x and y in RN and denoting by C the Jacobian of this transformation we get that

W[ρ] =

ˆ
RN

ˆ
RN

ω(|x− y|) e−2p2|x|2e−2p2|y|2dx dy

= C

ˆ
RN

ˆ
RN

ω(|u|) e−2p2|u+v|2/2e−2p2|u−v|2/2du dv

= C

ˆ
RN

ˆ
RN

ω(|u|) e−2p2(|u|2+|v|2)du dv

= C

ˆ
RN

(

ˆ
RN

ω(|u|) e−2p2|u|2du) e−2p2|v|2 dv < 0

Hence, the energy E satis�es (HE). �

Remark 9. Another useful criterion can be obtained by using the Fourier transform, as

also noted in [48]. Namely if W ∈ L2(RN ), for measure µ that has a density ρ ∈ L2(RN ), by

Plancharel's theorem

W(µ) =

ˆ
RN

ˆ
RN

W (x− y) dµ(x)dµ(y) =

ˆ
RN

Ŵ (ξ)|ρ̂(ξ)|2dξ.

So if real part of Ŵ is positive, the energy does not have a minimizer.

This criterion can be re�ned. By Bochner's theorem the Fourier transforms of �nite non-

negative measures are precisely the positive de�nite functions. Thus we know which family of

functions, ρ̂ belongs to. Hence we can formulate the following criterion:

If W ∈ L2(RN ) and there exists a positive de�nite complex valued function ψ such that´
Ŵ (ξ)|ψ2(ξ)|dξ 6 0 then the energy W satis�es the condition (HE).



CHAPTER 3

Formulation of the Problem of Stability of Steady-States

3.1. Introduction to the Stability Problem

The stability problem this thesis is concerned with is the following:

Suppose µ̄ ∈ P2 is a steady state of the nonlocal aggregation equation. What

are some conditions on ω that are su�cient to guarantee exponential con-

vergence in the 2-Wasserstein distance of gradient �ow evolutions that start

near to µ̄ in some sense?

To answer this question this thesis explores how to linearize the dynamics in such a way to �nd

explicit conditions for nonlinear stability, as well as obtain explicitly the rates of convergence.

Recall from chapter 1 that a typical result in the evolutions of gradient �ows of energies

in the space probability measures is that if an energy is λ−geodesically convex as de�ned in

(1.3.5), and if λ > 0, then one gets the exponential contraction (1.6.3) of the evolutions, i.e.

d2 (µt, νt) ≤ e−λtd2 (µ, ν)

where µt and νt are gradient �ow evolutions of the energy with initial data µ and ν.

However, if one were to try to apply this to a particle interaction system that exhibits the

long-range attraction and short range repulsion dynamics described above then one would run

into two immediate problems:

(1) Since ω is semi-convex (due to the short-range repulsion), W is in general only semi-

convex: meaning it only statis�es (1.3.5) for some λ < 0. Thus motivating the search

for λ−convexity for positive λ only in a neighborhood of µ̄, and in particular the

neighborhoods we considered are in the ∞-Wasserstein distance, d∞, de�ned as:

d∞ (µ, ν) = inf
π∈Π(µ,ν)

‖x− x̃‖L∞(dπ(x,x̃)) .

(2) Further, W is never even locally λ−convex for any λ > 0 either, because there are ro-

tations and translations of a measure in any p−Wasserstein neighborhood of a measure

(whether p is 2, ∞, or any of the other possible p−Wasserstein metrics that one might

think were reasonable), and these rigid motions always leave the energy invariant since

the energy of a con�guration only depends on the distances between the particles.

31
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Thus the search for λ−convexity for positive λ can only be along a restricted subset

of perturbations of the steady-state.

Given these issues, it is still possible to obtain some meaningful convergence, which is the subject

this thesis. One can show that λ−convexity in only a (∞-Wasserstein) neighborhood of a steady

state, and only on a restricted subset of paths, is su�cient to give the exponential convergence

results desired.

Furthermore, this thesis will later discuss how these local convexity conditions on the in-

teraction energy that need to (in principle) be evaluated at all measures in a neighborhood of

the steady-state can be pulled-back to conditions at the steady-state. They are pulled back in

such a way that conditions on the interaction kernel that are evaluated only at the steady-state

are shown to be su�cient -given enough smoothness on the interaction kernel- to guarantee an

exponential rate of convergence in the 2-Wasserstein metric to a rotation of said steady-state.

3.2. Proving the Finite Dimensional Version of the Stability Result

The following chapters of the thesis will cover the convergence of the gradient �ow to a locally

asymptotically stable steady-state. To motivate the argument, here is the �nite dimensional

version of the argument.

Consider a potential on Rd, say f , that is C2,1 such that the Lipschitz constant of ∇f is Lf

and the Lipschitz constant of Hessf is cf , and with f is associated the gradient �ow trajectory

Φt such that Φ̇t (x) = −gradf (Φt (x))

Φ0 (x) = x

with a steady-state of the evolution at x̄. To further motivate the connection to the current

problem, suppose that there is a Lipschitz vector �eld C that is nowhere zero and such that at

each point x in the domain,

C [f ] = ∇f · C|x = 0.

This vector �eld is here to motivate how to deal with the translation and rotation invariance of

the interaction energy. C likewise induces C1 curves ϕt that lie in level sets of the potential f ,

namely ϕt solves ϕ̇t (x) = C (ϕtx)

ϕ0 (x) = x.

Since C is Lipschitz, aε is a well-de�ned continuous nondecreasing and bounded function in ε

such that

aε := sup
x∈{|x̄−x|<ε}

|C (x̄)− C (x)|
|x̄− x| .
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This gives a potential that is λ−convex in directions perpendicular to the vector �eld C,

whose �ow gives the levels sets of the potential f . For example, if the domain is R2 then

f (x) = x2
2

with

C (x) = e1

would be an example of such a potential. In this case the potential is 2-convex in the e2 direction

and the potential stays constant along the e1 direction.

Lemma 10. If x̄ is a steady-state such that for some λ > 0,

v̄THessf (x̄) v̄ ≥ λv̄T v̄

for all v̄ ⊥ C (x̄), then there is a ε > 0 such that

λ′ := λ− λ a2
ε

|C (x̄)|2
ε2 − cfε

is positive and for x such that |x− x̄| < ε then

∇f (x)
T

Hessf (x)∇f (x) ≥ λ′∇f (x)
T ∇f (x) .

Proof. Using that Hessf is Lipschitz, note that

∇f (x)
T

Hessf (x)∇f (x) ≥ ∇f (x)
T

Hessf (x̄)∇f (x)− cf |x− x̄| ∇f (x)
T ∇f (x)

≥ ∇f (x)
T

Hessf (x̄)∇f (x)− cfε∇f (x)
T ∇f (x) .

Now, just because ∇f (x) ⊥ C (x) it does not follow ∇f (x) ⊥ C (x̄). However ∇f (x) can be

decomposed. De�ne w ∈ span {C (x̄)} and v̄ ⊥ C (x̄) such that

w = projC(x̄)∇f (x) =
(∇f (x) · C (x̄))

|C (x̄)|2
C (x̄)

v̄ = ∇f (x)− w.

Note that since ∇f (x) ⊥ C (x) one gets the estimate

wTw =
1

|C (x̄)|2
(∇f (x) · C (x̄))

2

= (∇f (x) · (C (x̄)− C (x)))
2

≤ ∇f (x)
T ∇f (x) |C (x̄)− C (x)|2

≤

(
a2
ε

|C (x̄)|2
|x̄− x|2

)
∇f (x)

T ∇f (x)
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which also implies that

v̄T v̄ = ∇f (x)
T ∇f (x)− wTw

≥

(
1− a2

ε

|C (x̄)|2
|x̄− x|2

)
∇f (x)

T ∇f (x)

=

(
1− a2

ε

|C (x̄)|2
ε2

)
and it is easily seen that

Hessf (x̄)w = 0

so the above estimate on ∇f (x)
T

Hessf (x)∇f (x) becomes

∇f (x)
T

Hessf (x)∇f (x) ≥ (v̄ + w)
T

Hessf (x̄) (v̄ + w)− cfε∇f (x)
T ∇f (x)

= v̄THessf (x̄) v̄ − cfε∇f (x)
T ∇f (x)

≥ λv̄T v̄ − cfε∇f (x)
T ∇f (x)

=

(
λ− λ a2

ε

|C (x̄)|2
ε2 − cfε

)
∇f (x)

T ∇f (x)

= λ′∇f (x)
T ∇f (x)

as was to be shown. �

Lemma 11. Suppose that x̄ is a steady-state that satis�es the hypothesis of the previous

lemma, i.e. there is a there is a λ > 0 such that

v̄THessf (x̄) v̄ ≥ λv̄T v̄

for v̄ ⊥ C (x̄), which implies that there is a ε > 0 and λ′ > 0 such that for all z such that

|z − x̄| < ε it is true that

∇f (z)
T

Hessf (z)∇f (z) ≥ λ′∇f (z)
T ∇f (z) ,

then if

|x− x̄| < ε(
Lf
λ′ + 1

)
then ∣∣∣Φ̇t (x)

∣∣∣ ≤ e−λtLf ε(
Lf
λ′ + 1

)
and

|Φt (x)− x̄| < ε

for all time t.



3.2. PROVING THE FINITE DIMENSIONAL VERSION OF THE STABILITY RESULT 35

Proof. First note that, for as long as |Φt (x)− x̄| < ε is true for t ∈ [0, T ), the positive

de�nite condition of the Hessian given by the previous lemma as mentioned in the hypothesis

gives that

d

dt

∣∣∣Φ̇t (x)
∣∣∣2 =

d

dt
|∇f (Φt (x))|2

= 2∇f (Φt (x))
T

Hessf (Φt (x)) Φ̇t (x)

≤ −2λ′ |∇f (Φt (x))|2

= −2λ′
∣∣∣Φ̇t (x)

∣∣∣2
and so Gronwall's inequality gives ∣∣∣Φ̇t (x)

∣∣∣ ≤ e−λ′t ∣∣∣Φ̇0 (x)
∣∣∣

for t ∈ [0, T ].

Furthermore, ∣∣∣Φ̇0 (x)
∣∣∣ = |∇f (x)|

≤ |∇f (x̄)|+ |∇f (x)−∇f (x̄)|

≤ |∇f (x̄)|+ Lf |x− x̄|

= Lf |x− x̄|

< Lf
ε(

Lf
λ′ + 1

)
so

(3.2.1)
∣∣∣Φ̇t (x)

∣∣∣ < e−λ
′tLf

ε(
Lf
λ′ + 1

)
for t ∈ [0, T ]

Now suppose for the sake of contradiction that there exists a time T such that |ΦT (x)− x̄| =
ε. Considering the hypothesis, this means that

ε− ε(
Lf
λ + 1

) < |ΦT (x)− x|

≤
ˆ T

0

∣∣∣Φ̇t (x)
∣∣∣ dt
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Then by (3.2.1),

ε− ε(
Lf
λ + 1

) <

ˆ T

0

∣∣∣Φ̇t (x)
∣∣∣ dt

<

(ˆ T

0

e−λtdt

)
Lf

ε(
Lf
λ + 1

)
<

Lf
λ

ε(
Lf
λ + 1

)
so that

ε <
ε(

Lf
λ + 1

) (Lf
λ

+ 1

)
= ε

a contradiction. So

|Φt (x)− x̄| < ε

and furthermore (3.2.1) folds for all time t. �

Theorem 12. If x̄ is a steady-state such that for some λ > 0,

v̄THessf (x̄) v̄ ≥ λv̄T v̄

for v̄ ⊥ C (x̄), then there is some ε′ > 0 such that for all x such that |x− x̄| < ε′, a point

x̂ := lim
t→∞

Φt (x) = ϕs (x̄)

exists, there is an s ∈ R such that

x̂ = ϕs (x̄)

(i.e. x̂ sits on a trajectory of x̄ along the vector �eld C), and there is a λ′ > 0 such that

|Φt (x)− x̂| ≤ e−λ
′tLfε

′

λ′
.

Proof. Let ε and λ′ come from Lemma 2.1. Then let
ε′ = ε(

Lf
λ′ +1

) , if ε(
Lf
λ′ +1

) < λ′

cf

0 < ε′ < λ′

cf
, if λ

′

cf
< ε(

Lf
λ′ +1

)
which allows one to use the conclusions of Lemma 2.2.

The existence of x̂ comes from the fact that Rd is complete and Φt (x) converges due to the

Cauchy property since there is exponential decay of the velocity of Φt (x). To see this, �x η > 0,

then for

ln
(
ηλ′

Lfε′

)
−λ′

< s < t
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one has

|Φt (x)− Φs (x)| ≤
ˆ t

s

∣∣∣Φ̇r (x)
∣∣∣ dr

≤
(ˆ t

s

e−λ
′rdr

)
Lfε

′

=
(
e−λ

′s − e−λ
′t
) Lfε′

λ′

< e−λ
′sLfε

′

λ′

< η.

Further, this same decay implies exponential convergence to x̂. To see that the rate is correct,

note

|Φt (x)− x̂| ≤
ˆ ∞
t

∣∣∣Φ̇s (x)
∣∣∣ ds

≤
(ˆ ∞

t

e−λ
′sds

)
Lfε

′

= e−λ
′tLfε

′

λ′
.

All that is left to see is that there is an s ∈ R such that

x̂ = ϕs (x̄)

(i.e. x̂ sits on a trajectory of x̄ along the vector �eld C). To show this, �rst de�ne s∗ such that

s∗ := arg min
s
|ϕs (x̄)− x̂| .

s∗ is a critical point of 1
2 |ϕs (x̄)− x̂|2, so it must solve the following condition:

0 =
d

ds

(
1

2
|ϕs (x̄)− x̂|2

)
= (ϕs (x̄)− x̂) · ϕ̇s (x̄) = (ϕs (x̄)− x̂) · C (ϕs (x̄)) .

De�ne

z̄ := ϕs∗ (x̄)

then the above computation shows

x̂− z̄ ⊥ C (z̄) .

Now by Taylor's theorem there exists an r ∈ [0, 1] such that

|∇f (x̂)| = |∇f (z̄) + Hessf ((1− r) x̂+ rz̄) (x̂− z̄)|

then since Hessf is Lipschitz with constant cf and ∇f (ϕs∗ (x̄)) = 0,

|∇f (x̂)| ≥ |Hessf (z̄) (x̂− z̄)| − cf (1− r) |x̂− z̄|2 .
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Now multiply the �rst summand on the right hand side by |x̂−z̄||x̂−z̄| and apply the Cauchy-Schwartz

inequality to show

|∇f (x̂)| ≥ |x̂− z̄|
|x̂− z̄|

|Hessf (z̄) (x̂− z̄)| − cf (1− r) |x̂− z̄|2

≥ 1

|x̂− z̄|

∣∣∣(x̂− z̄)T Hessf (z̄) (x̂− z̄)
∣∣∣− cf (1− r) |x̂− z̄|2

and since before it was shown that (x̂− z̄) ⊥ C (z̄) one can use the positive de�niteness of the

Hessian to show that

|∇f (x̂)| ≥ 1

|x̂− z̄|

∣∣∣(x̂− z̄)T Hessf (z̄) (x̂− z̄)
∣∣∣− cf (1− r) |x̂− z̄|2

≥ 1

|x̂− z̄|
λ′ |x̂− z̄|2 − cf (1− r) |x̂− z̄|2

= λ′ |x̂− z̄| − cf (1− r) |x̂− z̄|2 .

Now note by Lemma 2.2 that

|x̂− z̄| ≤ |x̂− x̄| = lim
t→∞

|Φt (x)− x̄| ≤ ε′

so

|∇f (x̂)| ≥ λ′ |x̂− z̄| − cf (1− r) |x̂− z̄|2

≥ |x̂− z̄| (λ′ − cf (1− r) ε′)

≥ |x̂− z̄| (λ′ − cfε′) .

Since ε′ is chosen such that ε′ > λ′

cf
,

|∇f (x̂)| = 0

=⇒

x̂ = z̄

and note that indeed by Lemma 2.2 that

0 ≤ |∇f (x̂)| =
∣∣∣∇f ( lim

t→∞
Φt (x)

)∣∣∣ =
∣∣∣ lim
t→∞

∇f (Φt (x))
∣∣∣ = lim

t→∞

∣∣∣Φ̇t (x)
∣∣∣ ≤ lim

t→∞
e−λ

′tLfε
′ = 0

so x̂ = z̄ = ϕs∗ (x̄), as was to be shown. �



CHAPTER 4

The Full Tangent Plane and Full Linear Stability in the

Space of Probability Measures

4.1. Introduction to the Chapter

In chapter 3 section 2, the �rst lemma showed that having positive de�niteness of the

potential's Hessian along tangent vectors perpendicular to the energy's level curve going through

the steady-state was enough to show positive de�niteness of the Hessian along the gradient �ow

vectors at nearby states. In doing so, the gradient vector at points near the steady-state are

pulled-back to vectors in the tangent plane of the steady-state. However, in in�nite dimensions,

it can be that all maps from the tangent plane at one state µ ∈ P2 to another state µ̄ ∈ P2 can

be degenerate. For example, if µ̄ is a delta mass and µ is not, then no injective map from the

tangent plane at µ to the tangent plane at µ̄ exists. To �x this problem, the goal of this chapter

is to introduce the notion of �labeled tangent vectors�. Along these a tool termed here �the full

Hessian� will be computed, which allows one to check geodesic convexity even along geodesics

that are not induced by velocity �elds.

4.2. Admissible Vector Fields and Labeled Tangent Vectors

4.2.1. Admissible Velocity Vector Fields. Recall that for any con�guration µ, rota-

tions and translations of µ are level sets of the energy. However, the velocities on the con�gu-

rations induced by the gradient �ow are in fact non-translating and non-rotating, and thus it

makes sense to restrict the analysis of the convexity of the energy at µ solely to those neighbors

of µ that are not rotations or translations of it, thus restricting the velocity vector �elds on

which the Hessian will be calculated.

In particular, it is important to de�ne which vector �elds are �admissible vector �elds at µ�,

denoted by v ∈ Adm (µ). These are the vector �elds v ∈ Tµ that are orthogonal to rotations

and translations, the former requirement meaning that for any skew-symmetric matrix A

(4.2.1)

ˆ
v (x)

T
Axdµ (x) = 0

and the latter requirement meaning that

(4.2.2)

ˆ
v (x) dµ (x) = 0.

39
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This restriction is necessary because the interaction energy is invariant under rigid motions.

4.2.2. Labeled Tangent Vectors. Recall that in in�nite dimensions, it can be that all

maps from the tangent plane at one state µ ∈ P2 to another state µ̄ ∈ P2 are degenerate. This

subsection will de�ne �labeled vector �elds�, which permits the analysis of the Hessian of the

energy along gradient �ow vector �elds to be analyzed by pulling this vector �elds back to a

steady-state and using a generalization of the standard Hessian discussed in chapter 2, which

will be called here the �full Hessian�.

Labeled vector �elds are necessary because sometimes there are no transportation maps

between two measures; for example there are no transportation maps that push the support of

a single delta mass forward to the support of two delta masses. So to introduce this notion of

labeled vector �elds with an example: suppose one wanted to describe the McCann displacement

interpolation starting at µ = δ0 and ending at ν = 1
3δA + 2

3δB for two disjoint points A,B ∈ Rd

as a �pushforward� of the measure µ. The delta mass would need to split into two distinct pieces

to be pushed forward to A and B. To describe this �pushforward of µ� it is necessary to keep

track of how the mass is split as well as the trajectory of each piece. So for this example de�ne

the splitting plan π, a product measure where π ({0} , {A}) = 1
3 and π ({0} , {B}) = 2

3 . And

de�ne

Φt (0, A) = tA

Φt (0, B) = tB.

Then Φt#π is just McCann's displacement interpolation between µ and ν.

Here are the concepts used to talk about labeled vector �elds more generally:

A set of labels S -which are labels among which mass can be split- which has an associated

measurable space (S,S) called the �label space�. (In the previous example S = {A,B} and S is

the discrete σ−algebra.)
Then, to describe how mass in a measure µ is to be split among the labels, one needs:

A �splitting plan for µ (associated with a label space S)� π is a product probability measure

on Rd × S with µ as its �rst marginal. Note that the Disintegration Theorem implies that

for µ−a.e. x there is a probability measure πx (s) such that dπ (x, s) can be decomposed into

dπx (s) dµ (x). Here πx is a probability measure on the label space, and describes how the mass

of µ at x is split between the labels in S. π could be de�ned conversely from πx.

Using a splitting plan, then one can de�ne a �labeled tangent vectors at µ� which is a pairing

(v (x, s) , π) where v : Rd × S → Rd.
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The set is called the �full tangent plane at µ�, de�ned as

FT µ : =

{
(v, π)|π is a splitting plan forµ(4.2.3)

associated with any label spaceS(4.2.4)

and v (x, s) : Rd × S → Rd, v ∈ L2 (dπ)

}
.(4.2.5)

Remark 13. Note that the full tangent plane contains the usual tangent plane in it. For

example, if the label space S consists of only a single element s, then for all v (x) ∈ Tµ, one
can de�ne v (x, s) = v (x) and de�ne π for Borel sets X ⊂ Rd such that π (X, {}) = 0 and

π (X, {s}) = µ (X) so that (v, π) is in the full tangent plane of µ, and v (x) = v (x, s) is in the

usual tangent plane at µ.

4.3. The Full Hessian

This section discusses a way to estimate the Hessian along a gradient vector �eld by eval-

uating an expression at a nearby steady-state. Recall for this section all the assumptions and

de�nitions in chapter 1 section 7 hold.

4.3.1. Decomposing the Usual Hessian Using Labeled Tangent Vectors. Given a

measure µ ∈ P2 and a vector �eld v (x) ∈ Tµ admissible in the sense of satisfying (4.2.1) and

(4.2.2), recall from (1.5.4) that

HessWµ [v, v] =

ˆ ˆ
(v (x)− v (y))

T
HessW (x− y)

(v (x)− v (y)) dµ (x) dµ (y) .(4.3.1)

Now when there is a steady-state µ̄ ∈ P2 that is near to µ in the∞-Wasserstein sense, there

is a labeled tangent vector (v (x, x̄) , π) ∈ FT µ that is naturally associated with v (x) ∈ Tµ.
Namely

v (x, x̄) = v (x)

π ∈ Γopt,∞ (µ, µ̄) .(4.3.2)

This labeled tangent vector can then be decomposed to give a �pullback� of the tangent

vector v (x) ∈ Tµ and a remainder labeled tangent vector that represents the spreading of the

mass at µ̄. Namely de�ne v̄ : Rd → Rd, the pullback of v (x) ∈ Tµ, using the disintegration dπx̄

de�ned by dπ (x, x̄) = dπx̄ (x) dµ̄ (x), as

(4.3.3) v̄ (x̄) =

ˆ
v (x, x̄) dπx̄ (x)
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and the remainder labeled tangent vector representing spreading is (ṽ (x, x̄) , π) ∈ FT µ where ṽ

is de�ned as

(4.3.4) ṽ (x, x̄) = v (x, x̄)− v̄ (x̄) .

Note combining (4.3.2), (4.3.3) and (4.3.4) gives the pointwise decomposition of v (x) as

(4.3.5) v (x) = v (x, x̄) = v̄ (x̄) + ṽ (x, x̄) .

Plugging this decomposition into (4.3.1) gives a useful decomposition of the Hessian as well:

HessWµ [v (x) , v (x)] =

ˆ ˆ
(v̄ (x̄) + ṽ (x, x̄)− v̄ (ȳ)− ṽ (y, ȳ))

T
HessW (x− y)

(v̄ (x̄) + ṽ (x, x̄)− v̄ (ȳ)− ṽ (y, ȳ)) dπ (x, x̄) dπ (y, ȳ) .

Expanding this expression gives

=

ˆ ˆ
(v̄ (x̄)− v̄ (ȳ))

T
HessW (x− y) (v̄ (x̄)− v̄ (ȳ)) dπ (x, x̄) dπ (y, ȳ)

+2

ˆ ˆ
(v̄ (x̄)− v̄ (ȳ))

T
HessW (x− y) (ṽ (x, x̄)− ṽ (y, ȳ)) dπ (x, x̄) dπ (y, ȳ)

+

ˆ ˆ
(ṽ (x, x̄)− ṽ (y, ȳ))

T
HessW (x− y) (ṽ (x, x̄)− ṽ (y, ȳ)) dπ (x, x̄) dπ (y, ȳ)

Further note that by de�nition,

(4.3.6)

ˆ
ṽ (x, x̄) dπx̄ (x) = 0

so these computations show the Hessian in (4.3.1) decomposes into:ˆ ˆ
(v̄ (x̄)− v̄ (ȳ))

T
HessW (x− y) (v̄ (x̄)− v̄ (ȳ)) dπ (x, x̄) dπ (y, ȳ)

+2

ˆ ˆ
ṽ (x, x̄)

T
HessW (x− y) ṽ (x, x̄) dπ (x, x̄) dπ (y, ȳ)(4.3.7)

4.3.2. Estimating the Hessian at µ by Expressions Evaluated at the Steady-State

µ̄. Recall in the previous subsection, µ̄ ∈ P2 denoted a steady-state of the evolution and µ is

near to it in the∞-Wasserstein sense such that d∞ (µ̄, µ) < ε for some ε > 0. Furthermore, recall

that HessW is Lipschitz with Lipschitz constant cW . This allows the Hessian decomposition

(4.3.7) to be estimated below such thatˆ ˆ
(v̄ (x̄)− v̄ (ȳ))

T
HessW (x− y) (v̄ (x̄)− v̄ (ȳ)) dπ (x, x̄) dπ (y, ȳ)

+2

ˆ ˆ
ṽ (x, x̄)

T
HessW (x− y) ṽ (x, x̄) dπ (x, x̄) dπ (y, ȳ)
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≥
ˆ ˆ

(v̄ (x̄)− v̄ (ȳ))
T

HessW (x̄− ȳ) (v̄ (x̄)− v̄ (ȳ)) dµ̄ (x̄) dµ̄ (ȳ)

+2

ˆ ˆ
ṽ (x, x̄)

T
HessW (x̄− ȳ) ṽ (x, x̄) dπ (x, x̄) dµ̄ (ȳ)

(4.3.8) −2cW ε

ˆ
|v̄ (x̄)|2 dµ̄ (x̄)− 2cW ε

ˆ
|ṽ (x, x̄)|2 dπ (x, x̄) .

4.3.3. The Controlled Pullback Condition. Now part of the goal of this chapter is to

discuss the positive de�niteness of the Hessian, but as mentioned in Chapter 4 Section 2, this

can only happen on admissible vector �elds that satisfy (4.2.1) and (4.2.2), and one issue that

has not been addressed yet is whether the pullback, v̄, is admissible in this sense.

To see that (4.2.2) is satis�ed for v̄ is a straightforward computation using the de�nition of

v̄, (4.3.3), and the fact that v ∈ Tµ is admissible. Compute that
ˆ
v̄ (x̄) dµ̄ (x̄) =

ˆ (ˆ
v (x, x̄) dπx̄ (x)

)
dµ̄ (x̄)

=

ˆ
v (x, x̄) dπ (x, x̄)

=

ˆ
v (x) dµ (x)

= 0.(4.3.9)

However, in general v̄ does not satisfy (4.2.1). However, v̄ can be decomposed into the sum

(4.3.10) v̄ = v̄R + v̄R⊥

where v̄R is the rotational part of v̄, i.e.

v̄R (x) = arg max
Ax,A∈so(d)

ˆ
Ax · v̄ (x) .

and v̄R⊥ is orthogonal to the rotational part so that it satis�es (4.2.1). Previous works have

circumvented this issue by restricting attention to a limited class of admissible perturbations.

In [29, 31] the authors characterized stability for particle steady-states for the 1-D system.

In [56] the authors studied how certain instabilities of the d-sphere lead to evolution towards

�soccer ball� patterns that depend on the mode of the instabilities of the Fourier transform of

the perturbations on the ball.

The Hessian acting on the rotational component v̄R is zero, i.e.

(4.3.11) HessWµ̄ [v̄, v̄] = HessWµ̄ [v̄R⊥ , v̄R⊥ ]
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but when µ̄ is a �nite particle steady-state, i.e.

(4.3.12) µ̄ =

N∑
i=1

miδx̄i

for N particles with positions {x̄1, x̄2, ..., x̄N} and masses {m1,m2, ...,mN} such that

(4.3.13)

N∑
i=1

mi = 1

then the magnitude of v̄R can be controlled. Furthermore in this case v̄R⊥ ∈ Tµ̄ since it

orthogonal to rotations and a function φ ∈ C∞c can be found such that at {x̄1, x̄2, ..., x̄N},
∇φ (xi) = v̄R⊥ .

One says that the particles are in �general position� if {x1, ...xN} are such that there exists

a constant c > 0 (depending on µ̄) such that for all A ∈ so (d) (the skew-symmetric matrices)

the inequality

(4.3.14) max
i∈{1,2,...N}

|Ax̄i| ≥ c ‖A‖

holds. Then the magnitude of vR can be controlled in the following way:

Theorem 14. (The Controlled Pullback Condition) Let µ ∈ P2 be near the �nite particle

state µ̄ ∈ P2, in the sense that d∞ (µ, µ̄) < ε, where µ̄ is de�ned by (4.3.12) and is in general po-

sition as de�ned by (4.3.14). Let c > 0 be de�ned by (4.3.14) and let m = min {m1,m2, ...,mN}.
Let v ∈ Tµ, and let v̄ ∈ Tµ̄ be the pullback of v de�ned by equations (4.3.2) and (4.3.3). Then,

de�ning v̄R as the rotational component in the decomposition of v̄ de�ned by (4.3.10), and where

gµ and gµ̄ are the Riemannian metrics de�ned by (1.3.2), the following holds:

(4.3.15)

ˆ
|v̄R (x)|2 dµ̄ (x) ≤ 1

cm
gµ (v, v) ε2

Proof. Since v̄R is a rotational vector �eld, there exists a skew-symmetric matrix A ∈
so (d) (that depends on µ) such that

v̄R (x̄i) = Ax̄i.

for all i ∈ {1, 2, ...N}, so one can take

(4.3.16) v̄R (x̄) = Ax, for x̄ ∈ suppµ̄.

Now gµ̄ (v̄R, v̄R) can be bounded below by

gµ̄ (v̄R, v̄R) =

ˆ
v̄R · v̄Rdµ̄ =

N∑
i=1

mi |Ax̄i|2 ≥ mc2 ‖A‖2
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so that

(4.3.17) ‖A‖ ≤
(

1

mc
gµ̄ (v̄R, v̄R)

) 1
2

.

Note that since v (x) ∈ Tµ is admissible in the sense of (4.2.1),ˆ
v (x) ·Axdµ (x) = 0

so ˆ
|v̄R (x)|2 dµ̄ (x) =

ˆ
v̄R (x) · v̄ (x) dµ̄ (x)

=

ˆ
v̄R (x) · v̄ (x) dµ̄ (x)−

ˆ
v (x) ·Axdµ (x)

=

ˆ (ˆ
v (x, x̄) dπx̄ (x)

)
·Ax̄dµ̄ (x̄)−

ˆ
v (x) ·Axdµ (x)

=

ˆ
v (x) ·A (x̄− x) dπ (x, x̄)

≤
(ˆ
|v (x)|2 dµ (x)

) 1
2
(ˆ
|A (x̄− x)|2 dπ (x, x̄)

) 1
2

≤
(ˆ
|v (x)|2 dµ (x)

) 1
2

‖A‖
(ˆ
|(x̄− x)|2 dπ (x, x̄)

) 1
2

≤ gµ (v, v)
1
2

(
1

mc

ˆ
|v̄R (x)|2 dµ̄ (x)

) 1
2

ε.

This gives the controlled pullback condition which was to be shown. �

4.3.4. Full Linear Stability. The controlled pullback condition allows some meaningful

positive de�niteness conditions to be shown for HessWµ [v, v] for admissible v. Indeed, as will

be shown in a moment, part of bounding HessWµ [v, v] below will only require checking the

positive de�niteness of HessWµ̄ [v̄R⊥ , v̄R⊥ ]. Before showing this in its entirety, one more lemma

is required.

Lemma 15. (Characterization of Spreading Stability) Let µ ∈ P2 and µ̄ ∈ P2. For some

v ∈ Tµ, let (ṽ (x, x̄) , π) ∈ FT µ, where π ∈ Γopt,∞ (µ, µ̄), be de�ned by (4.3.2) and (4.3.4). Then

for λ > 0,

2

ˆ ˆ
ṽ (x, x̄)

T
HessW (x̄− ȳ) ṽ (x, x̄) dπ (x, x̄) dµ̄ (ȳ) ≥ λ

ˆ
|ṽ (x, x̄)|2 dπ (x, x̄)

if, and only if,

(4.3.18) min eigenvalue of HessW ∗ µ̄ (x̄) ≥ λ

2

for µ̄-a.e. x̄ .
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Proof. Since

2

ˆ ˆ
ṽ (x, x̄)

T
HessW (x̄− ȳ) ṽ (x, x̄) dπ (x, x̄) dµ̄ (ȳ) = 2

ˆ ˆ
ṽ (x, x̄)

T
HessW∗µ̄ (x̄) ṽ (x, x̄) dπ (x, x̄)

su�ciency is obvious. To show necessity, assume for the sake of contradiction that the statement

is false, i.e. that

2

ˆ ˆ
ṽ (x, x̄)

T
HessW ∗ µ̄ (x̄) ṽ (x, x̄) dπ (x, x̄) ≥ λ

ˆ
|ṽ (x, x̄)|2 dπ (x, x̄)

but there is a set A of positive measure where for x̄ ∈ A

min eigenvalue of HessW ∗ µ̄ (x̄) <
λ

2

and denote the corresponding eigenvectors as w (x̄).

Now a transport plan will be constructed that leads to the contradiction. Fix ε > 0 and

de�ne the maps

ϕ1,ε (z̄) : =

z̄ if z̄ /∈ A

z̄ + ε
2
w(z̄)
|w(z̄)| if z̄ ∈ A

ϕ2,ε (z̄) : =

z̄ if z̄ /∈ A

z̄ − ε
2
w(z̄)
|w(z̄)| if z̄ ∈ A

and use these to de�ne the transport plan

π = (ϕ1,ε × Id)#

(
1

2
µ̄

)
+ (ϕ2,ε × Id)#

(
1

2
µ̄

)
.

Note that ‖x− x̄‖L∞(dπ(x,x̄)) < ε.

Also, de�ne

ṽ (z, z̄) :=


w(z̄)
|w(z̄)| if (z, z̄) ∈ (ϕ1,ε × Id) (A)

− w(z̄)
|w(z̄)| if (z, z̄) ∈ (ϕ2,ε × Id) (A)

0 else

this ensures for all µ̄-a.e. z̄ thatˆ
ṽ (z, z̄) dπz̄ (z) =

1

2

ˆ
ṽ (z, z̄) d

(
(ϕ1,ε)# µ̄

)
(z) +

1

2

ˆ
ṽ (z, z̄) d

(
(ϕ2,ε)# µ̄

)
(z)

=
1

2

w (z̄)

|w (z̄)|
− 1

2

w (z̄)

|w (z̄)|
= 0.

Now using ṽ and π one sees

λ

2
µ̄ (A) =

λ

2

ˆ
|ṽ (x, x̄)|2 dπ (x, x̄) ≤

ˆ
ṽ (x, x̄)

T
HessW ∗ µ̄ (x̄) ṽ (x, x̄) dπ (x, x̄) =
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=

ˆ
x∈A

w (x̄)

|w (x̄)|

T

HessW ∗ µ̄ (x̄)
w (x̄)

|w (x̄)|
dπ (x, x̄) <

λ

2
µ̄ (A)

where the last inequality comes from the assumption for the sake of contradiction. Thus the

statement is proven. �

These statements �nally motivate the two conditions which together is called here �full

Linear stability (with constant λ > 0)�:

One says the steady-state µ̄ is a �displacement stable (with constant λ > 0) con�guration�

of the interaction energy if for v̄R⊥ ∈ Tµ̄ that are admissible (i.e. satisfy (4.2.1) and (4.2.2))

when

(4.3.19)ˆ ˆ
(v̄R⊥ (x̄)− v̄R⊥ (ȳ))

T
HessW (x̄− ȳ) (v̄R⊥ (x̄)− v̄R⊥ (ȳ)) dµ̄ (x̄) dµ̄ (ȳ) ≥ λ

ˆ
|v̄R⊥ (x̄)|2 dµ̄ (x̄) .

or equivalently

HessWµ̄ [v̄R⊥ , v̄R⊥ ] ≥ λgµ̄ (v̄R⊥ , v̄R⊥) .

One says the steady-state µ̄ is a �spreading stable (with constant λ) con�guration� of the

interaction energy if

(4.3.20) min eigenvalue of HessW ∗ µ̄ (x̄) ≥ λ

2
.

Theorem 16. (Full Linear Stability at the steady-state implies positivity of the Hessian

along admissible vector �elds at nearby con�gurations) Let µ̄ ∈ P2 be a �nite particle state as

de�ned by (4.3.12) such that µ̄ is fully linear stable with constant λ > 0, meaning that both

(4.3.19) and (4.3.20) hold with constant λ > 0. Let c > 0 be de�ned by (4.3.14) and let

m = min {m1,m2, ...,mN}.
Then for any µ ∈ P2 such that d∞ (µ, µ̄) < ε, and for all v ∈ Tµ that are admissible in the

sense of (4.2.1) and (4.2.2), it holds that

(4.3.21) HessWµ [v, v] ≥
(
λ− 2cW ε−

λ

cm
ε2

)
gµ (v, v)

Furthermore, for any r ∈ (0, 1) if ε > 0 is such that

ε < −cW cm
λ

+

√(cW cm
λ

)2

+ (1− r) cm

then

(4.3.22) HessWµ [v, v] ≥ rλgµ (v, v) .

Proof. Recall that given the transportation plan π ∈ Γopt,∞ (µ, µ̄) that v (x) ∈ Tµ can

be decomposed into the pullback v̄ ∈ Tµ̄ and the labeled tangent vector called the spreading

remainder (ṽ (x, x̄) , π) as de�ned by (4.3.2), (4.3.3), (4.3.4) and (4.3.5). Then using the de�nition
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of the Hessian (1.5.4) and the lower bound (4.3.8) it holds that

HessWµ [v, v] ≥ HessWµ̄ [v̄, v̄]

+2

ˆ ˆ
ṽ (x, x̄)

T
HessW (x̄− ȳ) ṽ (x, x̄) dπ (x, x̄) dµ̄ (ȳ)

−2cW ε

ˆ
|v̄ (x̄)|2 dµ̄ (x̄)− 2cW ε

ˆ
|ṽ (x, x̄)|2 dπ (x, x̄) .(4.3.23)

Note that (4.3.6) implies that ˆ
v̄ (x̄) · ṽ (x, x̄) dπ = 0

and thus by (4.3.5) one seesˆ
|v̄ (x̄)|2 dµ̄ (x̄) +

ˆ
|ṽ (x, x̄)|2 dπ (x, x̄) =

ˆ
|v̄ (x̄) + ṽ (x, x̄)|2 dπ (x, x̄)

=

ˆ
|v (x)|2 dµ (x)(4.3.24)

so (4.3.23) can be rewritten as

HessWµ [v, v] ≥ HessWµ̄ [v̄, v̄]

+2

ˆ ˆ
ṽ (x, x̄)

T
HessW (x̄− ȳ) ṽ (x, x̄) dπ (x, x̄) dµ̄ (ȳ)

−2cW ε

ˆ
|v (x)|2 dµ (x) .(4.3.25)

Furthermore the spreading stability condition (4.3.20) and Lemma 6 show that

2

ˆ ˆ
ṽ (x, x̄)

T
HessW (x̄− ȳ) ṽ (x, x̄) dπ (x, x̄) dµ̄ (ȳ) ≥ λ

ˆ
|ṽ (x, x̄)|2 dπ (x, x̄) ,

and recall (4.3.11) that

HessWµ̄ [v̄, v̄] = HessWµ̄ [v̄R⊥ , v̄R⊥ ]

so with (4.3.25) these imply that

HessWµ [v, v] ≥ HessWµ̄ [v̄R⊥ , v̄R⊥ ]

+λ

ˆ
|ṽ (x, x̄)|2 dπ (x, x̄)

−2cW ε

ˆ
|v (x)|2 dµ (x) .(4.3.26)

and since v̄R⊥ ∈ Tµ̄ is admissible in the sense of (4.2.1) and (4.2.2) then the displacement

stability condition (4.3.19) says that

HessWµ̄ [v̄R⊥ , v̄R⊥ ] ≥ λ
ˆ
|v̄R⊥ (x̄)|2 dµ̄ (x̄)
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so that

HessWµ [v, v] ≥ λ

ˆ
|v̄R⊥ (x̄)|2 dµ̄ (x̄)

+λ

ˆ
|ṽ (x, x̄)|2 dπ (x, x̄)

−2cW ε

ˆ
|v (x)|2 dµ (x) .(4.3.27)

Now add and subtract to the top term in the following way,

λ

ˆ
|v̄R⊥ (x̄)|2 dµ̄ (x̄) = λ

ˆ
|v̄R⊥ (x̄)|2 dµ̄ (x̄) + λ

ˆ
|v̄R (x̄)|2 dµ̄ (x̄)

−λ
ˆ
|v̄R (x̄)|2 dµ̄ (x̄)

= λ

ˆ
|v̄ (x̄)|2 dµ̄ (x̄)− λ

ˆ
|v̄R (x̄)|2 dµ̄ (x̄)

so using the identity (4.3.24) and the Riemannian metric notations (4.3.27) becomes

(4.3.28) HessWµ [v, v] ≥ (λ− 2cW ε) gµ (v, v)− λgµ̄ (vR, vR) .

But recall that the controlled pullback condition (4.3.15) gives

gµ̄ (vR, vR) ≤ 1

cm
gµ (v, v) ε2

so that

(4.3.29) HessWµ [v, v] ≥
(
λ− 2cW ε−

λ

cm
ε2

)
gµ (v, v) .

Furthermore, for any r ∈ (0, 1) the ε > 0 such that(
λ− 2cW ε−

λ

cm
ε2

)
> rλ

are, using the quadratic formula and simplifying, those such that

ε < −cW cm
λ

+

√(cW cm
λ

)2

+ (1− r) cm

so if ε satis�es this inequality then

HessWµ [v, v] ≥ rλgµ (v, v) .

�

Note that the following corollary immediately proceeds from the preceding:

Corollary 17. If for allt ∈ [0, T ] , the hypothesis of the previous theorem hold, i,e, that

d∞ (µt, µ̄) ≤ ε for some su�ciently small 0 < ε < − cW cmλ +

√(
cW cm
λ

)2
+ 1

2cm, and µ̄ is fully
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linear stable with constant λ > 0. Thenˆ
|vµt (x)|2 dµt (x) ≤ e−λ2 t

ˆ
|vµ0 (x)|2 dµ0 (x)

for all t ∈ [0, T ] .

Proof. Note that

dW [µt]

dt
= −

ˆ
|vµt (x)|2 dµt (x)

= −gµt (vµt , vµt)

and

d2W [µt]

dt2
=

ˆ ˆ
(vµt (x)− vµt (y))

T
HessW (x− y) (vµt (x)− vµt (y)) dµt (x) dµt (y)

= HessWµt [vµt , vµt ] .

Thus (for the given ε) the previous theorem shows that for all t ∈ [0, T ]

−d (gµt (vµt , vµt))

dt
≥ λ

2
gµt (vµt , vµt)

so by Gronwall's inequality it holds for all all t ∈ [0, T ] that

gµt (vµt , vµt) ≤ e−
λ
2 tgµ0

(vµ0
, vµ0

)

otherwise written as ˆ
|vµt (x)|2 dµt (x) ≤ e−λ2 t

ˆ
|vµ0

(x)|2 dµ0 (x)

which was to be shown. �



CHAPTER 5

Proof of the Stability Result

5.1. Introduction to the 2-Wasserstein Projection

Let µ̄ be a steady-state of the evolution, then one can de�ne the �nite dimensional manifold

M which contains all rotations of µ̄.

(5.1.1) M = {O#µ̄ : O ∈ SO (d)} .

If the steady-state is full linear stable, then one would expect convergence of the gradient �ow

evolution to some element ofM, which is the level set of the energy containing the steady-state,

analogous to the �nite dimensional case in chapter 3. As the gradient �ow µt evolves in time,

the member ofM that is closest in the 2-Wasserstein sense changes as well. Recall that the full

linear stability of the steady-state only implies positive de�niteness of the Hessian along gradient

vector �elds at measures that are close in the ∞-Wasserstein sense. Thus it is important to see

how the member ofM closest to µt moves in time too, so as to guarantee that ∞-Wasserstein

bound between µt and µ̄ holds for all time as well.

The discussion starts by noting that for each measure µ, there exists a minimizer of d2 (µ, ·).

Lemma 18. Assuming all the assumptions and de�nitions of 1.7, let µ̄ be a steady-state of

the gradient �ow evolution, let be µ another measure, then there exists a measure σ such that

σ ∈ arg min
ν∈M

d2 (ν, µ) .

Proof. The proof proceeds by the direct method of calculus of variations. Let α ≥ 0 be

such that

α := inf
ν∈{O#µ̄:O∈SO(d)}

d2 (ν, µ) .

Let {σn}n∈N ⊂ {O#µ̄ : O ∈ SO (d)} be a (monotonically) minimizing sequence of the above

in�mum. Then there exist {On}n∈N ⊂ SO (d) such that σn = On#µ̄. Since SO (d) is a compact

metric space, it is sequentially compact, and thus {On} has a convergent subsequence
{
Onj

}
nj∈N

that converges to an element Ō ∈ SO (d). Now

α ≤ d2

(
Ō#µ̄, µ

)
≤ lim
j→∞

d2

(
Ōnj#µ̄, µ

)
= α

and σ := Ō#µ̄ ∈ {O#µ̄ : O ∈ SO (d)}, showing this set attains a minimum. �
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There may indeed be more than one minimizer of d2 (µ, ·), so de�ne a �local minimizer� as

any measure σ such that there is a δ > 0 such that for all ν ∈M such that d2 (σ, ν) < δ then

(5.1.2) d2 (σ, µ) ≤ d2 (ν, µ) .

Around each measure ν ∈M, there exists a useful neighborhood to de�ne, Uε (ν), which is

(5.1.3) Uε (ν) =
{
eA#ν

∣∣AT = −A, ‖A‖ < ε
}

whose closure is

(5.1.4) Uε (ν) =
{
eA#ν

∣∣AT = −A, ‖A‖ ≤ ε
}
.

Note that for A skew symmetric as here, eA is an orthogonal matrix such that det eA = 1, i.e.

it is a rotation matrix onM.

The following lemma allows one to establish the existence of a local minimizer by checking

d2 (µ, ·) at a measure ν ∈M and ∂Uε (ν).

Lemma 19. Let µ ∈ P2 and ν ∈M whereM is de�ned by (5.1.1) for some steady-state µ̄.

If there exists an ε > 0 such that for all A skew-symmetric matrices such that ‖A‖ = ε it holds

that

d2

(
µ, eA#ν

)
> d2 (µ, ν)

then there exists a σ, an interior point of Uε (ν) such that σ is a local minimizer.

Proof. Since Uε (ν) is compact there exists σ ∈ Uε (ν) such that

d2 (σ, µ) ≤ d2 (ν̃, µ)

for all ν̃ ∈ Uε (ν) and in particular

d2 (σ, µ) ≤ d2 (ν, µ)

so by hypothesis σ /∈ ∂Uε (ν). So σ ∈ Uε (ν) and thus is the local minimizer desired for the

lemma. �

Lemma 20. Let µ̄ be a steady-state of the gradient �ow evolution, let M be as de�ned

by (5.1.1), let µ ∈ P2, and let σ be a local minimizer of d2 (µ, ·) as de�ned in (5.1.2). Let

π ∈ Γopt,2 (σ, µ). Then for all skew-symmetric matrices A,

(5.1.5)

ˆ
(x̄− x) ·Ax̄dπ (x̄, x) = 0

and let νs be the displacement interpolant between σ and µ,

νs = ((1− s) x̄+ sx)# π
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and let πs ∈∈ Γopt,2 (νs, µ), then for all skew-symmetric matrices A,

(5.1.6)

ˆ
x ·Azdπs (z, x) = 0.

Proof. To see this, let ϕs be the �ow map that satis�es for an arbitrary A ∈ so (d)ϕ̇s (x̄) = Ax̄

ϕ0 (x̄) = x̄

so ϕs#σ ∈M for all s. Note that ϕs (x̄) = eAsx̄ is the �ow map of this di�erential equation.

Since σ is a local minimizer it must be true that

0 =
d

ds

∣∣∣∣
s=0

d2
2 (ϕs#σ, µ̂)

=
d

ds

∣∣∣∣
s=0

ˆ
|x̄− x|2 dπ (x̄, x)

= 2

ˆ
(x̄− x) ·Ax̄dπ (x̄, x)

for the arbitrarily chosen skew-symmetric matrix A. This shows the �rst claim. Note that since

x̄TAx̄ = 0 that this further implies thatˆ
x ·Ax̄dπ (x̄, x) = 0

To see the second claim note that it is known that πs is unique and πs = (((1− s) x̄+ sx) , x)# π.

Thus ˆ
x ·Azdπs (z, x) =

ˆ
x ·A ((1− s) x̄+ sx) dπ (x̄, x)

=

ˆ
x ·Ax̄dπ (x̄, x)− s

ˆ
x ·A (x̄− x) dπ (x̄, x)

= 0

as was to be shown. �

Lemma 21. Assuming all the assumptions and de�nitions of 1.7, for some steady-state µ̄

let M be de�ned by (5.1.1). If for allt ∈ [0, T ] , d∞ (µt,M) ≤ ε for some su�ciently small
λ

4cW
> ε > 0, then full linear stability (with constant λ) of the gradient �ow evolution at µ̄

implies that

d2 (µt,M) ≤
(

8LW
λ− 4cW ε

)
d2 (µ0,M) e−

λ
4 t

for all t ∈ [0, T ] .

Proof. Let σt be a measure onM which is closest to µt in d2 metric, whose existence is

guaranteed by (18) such that

d2 (µt̄,M) = d2 (µt̄, σ) .



5.1. INTRODUCTION TO THE 2-WASSERSTEIN PROJECTION 54

Fix some time t̄ ∈ [0, T ).

Let π ∈ Γopt,2 (µt̄, σ) and de�ne J : [0, 1]→ R as the interaction energy along the interpolant

πr = (rx+ (1− r) x̄)# π, i.e.

J (r) :=
1

2

ˆ ˆ
W (r (x− y) + (1− r) (x̄− ȳ)) dπ (x, x̄) dπ (y, ȳ) .

Then for all r ∈ [0, 1]

J ′ (r) =
1

2

ˆ ˆ
∇W (r (x− y) + (1− r) (x̄− ȳ))

T
((x− y)− (x̄− ȳ)) dπ (x, x̄) dπ (y, ȳ) .

Furthermore, J ′′ can be bounded from below uniformly in r. To see this, recall that HessW is

Lipschitz with constant cW (as stated in chapter 1 section 7),

J ′′ (r) =
1

2

ˆ ˆ
((x− y)− (x̄− ȳ))

T
HessW (r (x− y) + (1− r) (x̄− ȳ)) ((x− y)− (x̄− ȳ)) dπ (x, x̄) dπ (y, ȳ)

≥ 1

2

ˆ ˆ
((x− y)− (x̄− ȳ))

T
HessW (x̄− ȳ) ((x− y)− (x̄− ȳ)) dπ (x, x̄) dπ (y, ȳ)

−1

2
cW

ˆ ˆ
|(x− y)− (x̄− ȳ)|3 dπ (x, x̄) dπ (y, ȳ)

≥ 1

2

ˆ ˆ
((x− y)− (x̄− ȳ))

T
HessW (x̄− ȳ) ((x− y)− (x̄− ȳ)) dπ (x, x̄) dπ (y, ȳ)

−2cW εd
2
2 (µt̄, σ) .(5.1.7)

Now de�ne

u (x, x̄) = x̄− x

ū (x̄) = x̄−
ˆ
x dπx̄ (x)

ũ (x, x̄) = u (x, x̄)− ū (x̄)

then we have the same decoupling of (5.1.7) as in the previous chapter, namely

J ′′ (r) ≥ 1

2

ˆ ˆ
(u (x, x̄)− u (y, ȳ))

T
HessW (x̄− ȳ) (u (x, x̄)− u (y, ȳ)) dπ (x, x̄) dπ (y, ȳ)

−2cW εd
2
2 (µt̄, σ)

=
1

2

ˆ ˆ
(ū (x̄)− ū (ȳ))

T
HessW (x̄− ȳ) (ū (x̄)− ū (ȳ)) dσ (x̄) dσ (ȳ)

+

ˆ ˆ
ũ (x, x̄)

T
HessW (x̄− ȳ) ũ (x, x̄) dπ (x, x̄) dπ (y, ȳ)

−2cW εd
2
2 (µt̄, σ) .
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Recalling by (5.1.5) that ū is admissible in the sense of (4.2.1) and (4.2.2), the fact that full

linear stability is given at σ gives that

J ′′ (r) ≥ λ

2

(ˆ ˆ
|ū (x̄)|2 dσ (x̄) dσ (ȳ) +

ˆ ˆ
|ũ (x, x̄)|2 dπ (x, x̄) dπ (y, ȳ)

)
− 2cW εd

2
2 (µt̄, σ)

=
λ

2

(ˆ
|x̄− x|2 dπ (x, x̄)

)
− 2cW εd

2
2 (µt̄, σ)

= d2
2 (µt̄, σ)

(
λ

2
− 2cW ε

)
.

This gives a uniform lower bound for J ′′.

Now, by the mean value theorem one has that there is an s ∈ [0, 1] such that

J ′ (1)− J ′ (0) = J ′′ (s) ≥ d2
2 (µt̄, σ)

(
λ

2
− 2cW ε

)
and recalling that

´
∇W (x̄− ȳ) dσ (ȳ) for x̄ ∈ suppσ one sees that,

J ′ (0) =

ˆ
(x− x̄)

T

(ˆ
∇W (x̄− ȳ) dσ (ȳ)

)
dπ (x, x̄)+

ˆ
(y − ȳ)

T

(ˆ
−∇W (ȳ − x̄) dσ (x̄)

)
dπ (y, ȳ) = 0

and J ′ (1) is

J ′ (1) =

ˆ
(x− x̄)

T

(ˆ
∇W (x− y) dµt̄ (y)

)
dπ (x, x̄) +

ˆ
(y − ȳ)

T

(ˆ
∇W (y − x) dµt̄ (x)

)
dπ (y, ȳ)

= 2

ˆ
(x̄− x)

T
vµt̄ (x) dπ (x, x̄)

so that

d2
2 (µt̄, σ)

(
λ

2
− 2cW ε

)
≤ 2

ˆ
(x̄− x)

T
vµt̄ (x) dπ (x, x̄) .

Using the Cauchy-Schwartz inequality one can further estimate the right hand side with

2

ˆ
(x̄− x)

T
vµt̄ (x) dπ (x, x̄) ≤ 2

√ˆ
|x̄− x|2 dπ (x, x̄)

√ˆ
|vµt̄ (x)|2 dµt̄ (x)

= 2d2 (µt̄, σ)

√ˆ
|vµt̄ (x)|2 dµt̄ (x)

so that

d2 (µt̄, σ)

(
λ

2
− 2cW ε

)
≤ 2

√ˆ
|vµt̄ (x)|2 dµt̄ (x).

Now it follows for su�ciently small ε > 0 from 17 that√ˆ
|vµt̄ (x)|2 dµt̄ (x) ≤ e−λ4 t̄

√ˆ
|vµ0 (x)|2 dµ0 (x)
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and by de�ning σ0 to be the closest element of M to µ0, and π0 a 2-Wasserstein optimal

transport plan between µ0 and σ0, one sees that√ˆ
|vµ0

(x)|2 dµ0 (x) =

=

√ˆ ∣∣∣∣ˆ ∇W (x− y) dµ0 (y)

∣∣∣∣2 dµ0 (x)

=

√ˆ ∣∣∣∣ˆ ∇W (x− y)±∇W (x− ȳ)−∇W (x̄− ȳ) dπ0 (y, ȳ)

∣∣∣∣2 dµ0 (x, x̄)

≤

√ˆ ∣∣∣∣ˆ ∇W (x− y)−∇W (x− ȳ) dπ0 (y, ȳ)

∣∣∣∣2 dµ0 (x, x̄)

+

√ˆ ∣∣∣∣ˆ ∇W (x− ȳ)−∇W (x̄− ȳ) dπ0 (y, ȳ)

∣∣∣∣2 dµ0 (x, x̄)

≤ LW d2 (µ0, σ0) + LW d2 (µ0, σ0)

= 2LW d2 (µ0, σ0)

where the �rst inequality is the Minkowski inequality.

Therefore,

d2 (µt̄, σ)

(
λ

2
− 2cW ε

)
≤ 4e−

λ
4 t̄LW d2 (µ0, σ0)

or by recalling the de�nitions of σ and σ0:

d2 (µt̄,M) ≤
(

8LW
λ− 4cW ε

)
d2 (µ0,M) e−

λ
4 t̄

for t̄ ∈ [0, T ]. �

5.2. Long Time Control of the d∞ (µt,M)

The previous section showed how a path µt that starts at a µ0 that is near in an∞−Wasserstein

sense to a full linear stable steady-state µ̄, will experience 2−Wasserstein contraction from µt

and the manifoldMgenerated by µ̄. This contraction holds as long as µt stays su�ciently close

in the ∞−Wasserstein sense toM. Thus if one can control this distance for all time, then one

can get 2−Wasserstein contraction of µt toM.

In order to do this one can �rst bound the speed at which the 2-Wasserstein projection

of µt on to the manifold M moves, and then use that to bound the speed at which µt might

be distancing itself from M in the ∞-Wasserstein sense, such that d∞ (µt,M) always stays

bounded.
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First note that the spreading stability of the steady-state implies that the velocity vector

�eld generated by the steady-state is controlled in the sense that all vectors at points near to

the steady-state's particles are pointing toward the steady-state.

Lemma 22. Assuming all the assumptions and de�nitions of 1.7, let µ̄ be a �nite particle

steady-state (as de�ned by (4.3.12)) that is spreading stable with constant λ > 0 (in the sense

that it satis�es (4.3.20)). Then when x̄i is in the support of µ̄ and x is such that |x− x̄i| < λ
2cW

,

it holds that

(5.2.1) vµ̄ (x) · (x− x̄i) ≤ −
λ

2
|x− x̄i|2 .

Proof. Let f be de�ned as

f (s) = −∇W ∗ µ̄ (sx+ (1− s) x̄i) .

Since µ̄ is a steady-state, f (0) = 0. And by de�nition f (1) = vµ̄ (x). Computing directly, by

Taylor's theorem there exists some s̄ ∈ [0, 1] such that

vµ̄ (x) · (x− x̄i) = f (1) · (x− x̄i)

= (f (0) + f ′ (s̄)) · (x− x̄i)

= − (x− x̄i)T HessW ∗ µ̄ (s̄x+ (1− s̄) x̄i) (x− x̄i)

and then recalling that HessW being Lipschitz with constant cW gives that∣∣∣(x− x̄i)T (HessW ∗ µ̄ (x̄i)−HessW ∗ µ̄ (s̄x+ (1− s̄) x̄i)) (x− x̄i)
∣∣∣ ≤ cW s̄ |x− x̄i|3

so then

vµ̄ (x) · (x− x̄i) ≤ − (x− x̄i)T HessW ∗ µ̄ (x̄i) (x− x̄i) + cW s̄ |x− x̄i|3

and since s ≤ 1 and applying the spreading stability with constant λ > 0 at µ̄ one can further

state that

vµ̄ (x) · (x− x̄i) ≤ (−λ+ cW |x− x̄i|) |x− x̄i|2

so that since |x− x̄i| < λ
2cW

it holds that

vµ̄ (x) · (x− x̄i) ≤ −
λ

2
|x− x̄i|2

which is what was to be shown. �

Now the goal is to show that one can bound for all time the ∞-Wasserstein distance from

some gradient �ow evolution that starts su�ciently near (in an ∞-Wasserstein sense) to a fully

linear stable steady-state. This then allows someone to apply (21) above for all time, implying

the 2-Wasserstein convergence to (a rotation of) the steady-state.



5.2. LONG TIME CONTROL OF THE d∞ (µt,M) 58

As stated at the beginning of this section, the �rst goal is to bound the speed at which the

d2 projection ontoM of a path µt moves by a function of the speed at which µt moves and its

distance fromM.

In order to do this, suppose one has a a general path µt parametrized by t in P2, not

necessarily a gradient �ow. One more thing to do is track how quickly the d2 projection onto

a manifoldM generated as in (5.1.1) by a �nite particle steady-state µ̄ (as de�ned by (4.3.12))

moves in time. Let δ > 0 be such that

min
i∈{1,...,N}

|xi − xj | > 10δ.

Thus de�ne σ2 to be a local minimizer of d2 (µ0, ·) on to the manifold M. The tangent

space toM at σ2 is given by vector �elds generated by skew-symmetric matrices, i.e.

Tσ2
M =

{
Ax|AT = −A

} ∼= H =
{
A ∈ Rd×d

∣∣AT = −A
}
.

The inner product is

gσ2

(
A, Ã

)
=

ˆ
(Ax) · Ãx dσ2 (x) .

Let

BH = {A1, ..., AK}

where K = d(d−1)
2 be an orthonormal basis of H. Then for i ∈ {1, ...,K} and j 6= i,ˆ

|Aix|2 dσ2 = 1(5.2.2)

ˆ
(Aix) ·Ajxdσ2 (x) = 0.

Note that the exponential mapping from a neighborhood of 0 in H to a neighborhood of σ2 in

M is given by

(s1A1 + · · ·+ sKAK) 7→ es1A1+···+sKAK
# σ2.

Consider the mapping f : R× Rd → R de�ned by

f (t, s1, ..., sK) = d2
2

(
e
∑K
i=1 siAi

# σ2, µt

)
.

Let G : ×R× Rd → Rd

G (t, s1, ..., sK) = DsF =

[
∂f

∂s1
, ...,

∂f

∂sK

]
.

Note that if G = 0 then e
∑K
i=1 siAi

# σ2 is a critical point of d2
2 (·, µt) and thus a candidate for a

local minimizer. The goal is to prove using the implicit function theorem that there exists a C1

function γ : R→ Rd such that G (t, γ (t)) = 0.
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Let π ∈ Γopt,2 (σ2, µ0). Assume that d∞ (µ0, σ2) < δ. Then where ϕt is the �ow map of the

path µt, for t, s1, ..., sK small it holds that(
e
∑K
i=1 siAi × ϕt

)
#
π ∈ Γopt,2

(
e
∑K
i=1 siAi

# σ2, µt

)
.

This implies that

f (t, s1, ..., sK) = d2
2

(
e
∑K
i=1 siAiσ2, µt

)
=

ˆ ∣∣∣e∑K
i=1 siAix− ϕt (y)

∣∣∣2 dπ (x, y) .

Thus f is a C1 function. So

∂f

∂si
= 2

ˆ (
∂

∂si
e
∑K
i=1 siAi

# x

)
·
(
e
∑K
i=1 siAix− ϕt (y)

)
dπ (x, y)(5.2.3)

∂f

∂si

∣∣∣∣
sj=0,j=1,...,K,t=0

= 2

ˆ
(Aix) · (x− y) dπ (x, y)

= 0

where the last equality is by (20). So G (0, ..., 0) = 0.

To show that there exists the desired γ such that G (t, γ (t)) = 0 for all t small one uses the

implicit function theorem, which means it only needs to be shown that DG (0, ..., 0) is invertible.

Note that

DG (0, ..., 0) =

[
∂2f

∂si∂sj

]
(0,...,0)

.

From (5.2.3) it follows that (using t = 0)

∂2f

∂sj∂sk
= 2

ˆ (
∂2

∂sj∂sk
e
∑K
i=1 siAix

)
·
(
e
∑K
i=1 siAix− ϕt (y)

)
dπ (x, y)

+

(
∂

∂sk
e
∑K
i=1 siAix

)
·
(
∂

∂sj
e
∑K
i=1 siAix

)
dπ (x, y) .

So so by plugging in
−→
0 = (0, ..., 0) one gets

(5.2.4)
∂2f

∂sj∂sk

∣∣∣∣−→
0

= 2

ˆ (
AkAj +AjAk

2
x

)
· (x− y) + (Akx) · (Ajx) dπ (x, y)

where ∂2

∂sj∂sk
e
∑K
i=1 siAi

∣∣∣−→
0
is found using the formula

e
∑K
i=1 siAi = I +

K∑
k=1

siAi +
1

2

K∑
k=1

K∑
j=1

sksjAkAj + o

s2
j + s2

k + 2sksj +
∑

i/∈{j,k}

|si|

 .
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Now f can be estimated since∣∣∣∣ˆ (AkAjx) · (x− y) dπ (x, y)

∣∣∣∣ =

∣∣∣∣ˆ (Ajx) ·Ak (x− y) dπ (x, y)

∣∣∣∣
≤

√ˆ
|Ajx|2 dσ2 (x)

√
‖Ak‖2

ˆ
|x− y|2 dπ (x, y)

= ‖Ak‖ d2 (σ2, µ0)(5.2.5)

and note that (
∂2

∂sj∂sk
e
∑K
i=1 siAix

)
ˆ

(Akx) ·Ajxdπ (x, y) =

1 if k = j

0 else
.

Now since µ̄ is in general position, there exists a c1 > 0 such that for all i ∈ {1, ...,K}

1 =

ˆ
|Aix|2 dσ2 (x) ≥ c1 ‖Ai‖2

so

‖Ai‖ ≤
1
√
c1
.

Assume that δ is such that

δ <

√
c1

3K
.

So from (5.2.5) ∣∣∣∣ˆ (AkAjx) · (x− y) dπ (x, y)

∣∣∣∣ < 1
√
c1
δ <

1

3K
.

Thus from (5.2.4)

∂2f

∂s2
k

∣∣∣∣−→
0

> 1− 1

3K

∂2f

∂sj∂sk

∣∣∣∣−→
0 ,j 6=k

<
2

3K
.

Thus
[

∂2f
∂si∂sj

]
(0,...,0)

is diagonally dominant, therefore positive de�nite, and therefore invertible.

So by the implicit function theorem there exists γ : (−ε, ε)→ Rd for some ε > 0 such that

G (t, γ (t)) = 0. Let

γ (t) = (s1 (t) , ..., sK (t))

so one can de�ne

σ2 (t) = e
∑K
i=1 si(t)Ai

# σ2
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which, since G (t, γ (t)) = 0, is a critical point of d2
2 (·, µt) . Moreover, since[

∂2f

∂si∂sj

]
(0,...,0)

>
1

4
I

one can conclude by continuity that [
∂2f

∂si∂sj

]
(t,γ(t))

>
1

8
I

for t small. Therefore σ2 (t) is a local minimizer of d2
2 (·, µt). So t 7→ σ2 (t) is a continuous curve

of local minimizers of d2 (·, µt).
Furthermore, one can take the derivative in time of σ2 (t): By the de�nition of G it follows

that(
∂G

∂t

)
− 2

ˆ
(Aix) · vµ0

(y) dπ (x, y) = −2

ˆ
Ai (x− y) · vµ0

(y) dπ (x, y)

≤ 2

√ˆ
|Ai (x− y)|2 dπ (x, y)

√ˆ
|vµ0

(y)| dµ0
(y)

≤ 2 ‖vµ0
‖L2(dµ0) ‖Ai‖ d2 (µ0, σ2 (0))

≤ 2

c1
‖vµ0‖L2(dµ0) d2 (µ0, σ2 (0)) .

By implicit function theorem (G (t, γ (t)) = 0) it follows that

γ′ (0) = (DG (0))
−1 ∂G

∂t
.

Since DG (0) ≥ 1
4I, it holds that (DG (0))

−1 ≤ 4I. Thus

|γ′ (0)| ≤ 4

∣∣∣∣∂G∂t
∣∣∣∣ ≤ 8

K

c1
‖vµ0
‖L2(dµ0) .

Thus
d

dt

∣∣∣∣
t=0

d2 (σ2 (t) , σ2 (0)) = |γ′ (0)| ≤ 8
K

c1
‖vµ0‖L2(dµ0)

. Since this can be carried out for any t,

(5.2.6)
d

dt
(d2 (σ2 (t) , σ2 (0))) ≤ 8

K

c1
‖vµ0
‖L2(dµ0)

Now that the speed of the d2 projection of µt onto M can be bounded by (5.2.6), it is

time to show that d∞ (µ, σ2) can be controlled by d∞ (µ, µ̄). To do this, for the �nite particle

steady-state µ̄ de�ne

` = min
i6=j
|x̄i − x̄j |(5.2.7)

L = max
i
|x̄i|(5.2.8)
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Lemma 23. Assuming all the assumptions and de�nitions of 1.7, let µ̄ be a �nite parti-

cle steady-state (as de�ned by (4.3.12)). Let ` and L be de�ned by (5.2.7) and (5.2.8), re-

spectively, and note ` ≤ 2L since 0 is center of mass. Let c1 be de�ned as above and let

m = mini {m1, ...,mN} and assume 0 < δ < 1
8m
√
c1.

Assume µis such that d∞ (µ, µ̄) < δ. Then there exists σ2 ∈ M a local minimizer of the

distance to µ such that

d∞ (µ, σ2) <

(
4L

m
√
c1

+ 1

)
δ

Proof. Let A be a skew-symmetric matrix such that ‖A‖ ≤ 1
2 . Note that∣∣eAx− x∣∣ ≥ 1

2
|Ax|∣∣eAx− x∣∣ ≤ ‖A‖ |x| .

Thus if

‖A‖ ≤ `

2L
(5.2.9)

then

‖A‖ ≤ 1

2
and ∣∣eAx̄i − x̄i∣∣ ≤ `

2L
|x̄i|

so

min
j

∣∣eAx̄i − x̄j∣∣ =
∣∣eAx̄i − x̄i∣∣ .

Thus x 7→ eAx is an optimal transportation mapping (both for the 2-Wasserstein and ∞-

Wasserstein distances) between µ̄ and eA#µ̄.

Thus

d2

(
eA#µ̄, µ̄

)
≥ 1

2
mmax

i
|Axi| ≥

√
c1m

2
‖A‖ .

On the other hand

d∞
(
eA#µ̄, µ̄

)
≤ max

i
‖A‖ |x̄i| ≤ ‖A‖L.

Consider A such that ‖A‖ = 4δ
m
√
c1
. Then by the assumption on δ it holds that

‖A‖ < 4

m
√
c1
· 1

8
m
√
c1
`

L
=

`

2L
.

So this A satis�es (5.2.9).

Therefore

d2

(
eA#µ̄, µ̄

)
≥
√
c1m

2
· 4δ

m
√
c1

= 2δ
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and for any
∥∥∥Ã∥∥∥ < 4δ

m
√
c1
, Ã skew-symmetric, it holds that

d∞

(
eÃ#µ̄, µ̄

)
≤ 4δ

m
√
c1
· L

Note that

d2

(
eA#µ̄, σ2

)
≥ d2

(
eA#µ̄, µ̄

)
− d2 (µ̄, σ2) > 2δ − δ = δ ≥ d2 (µ̄, σ2) .

Thus by (19) there exists a skew-symmetric Ã such that
∥∥∥Ã∥∥∥ < 4δ

m
√
c1
≤ 1

2 such that σ2 = eÃ#µ̄

is a local minimizer of the 2-Wasserstein distance to µ. Furthermore

d∞ (µ, σ2) ≤ d∞ (µ, µ̄) + d∞ (µ̄, σ2) ≤ δ +
4L

m
√
c1
δ

�

This next lemma uses the previous one to bound the speed at which the ∞−Wasserstein

distance between µt andM grows. The idea here is to use the d∞distance between the µt and

the d2 projection of µt ontoM as a way to control d∞ (µt,M).

Lemma 24. Assuming all the assumptions and de�nitions of 1.7, let µ̄ be a �nite parti-

cle steady-state (as de�ned by (4.3.12)). Let ` and L be de�ned by (5.2.7) and (5.2.8), re-

spectively, and note ` ≤ 2L since 0 is center of mass. Let c1 be de�ned as above and let

m = mini {m1, ...,mN} and assume 0 < δ < 1
8m
√
c1.

Assume

d∞ (µ0,M) < δ0 = min

 1

2
(

4L
m
√
c

+ 1
) , λ

4
(
LW + 8K

mc1
2LW

)
 δ

2
.

Then for all t such that d∞ (µs,M) < δ for all s ∈ [0, t] it holds that

d

dt
(d∞ (µt,M)) <

3δ

4
.

Proof. First note that

d∞ (µ0, σ2) <
δ

2
(

4L
m
√
c1

+ 1
) · ( 4L

m
√
c1

+ 1

)
=
δ

2
.

Also note by the triangle inequality that

d∞ (µt, σ2 (t)) ≤ d∞ (µt, σ2 (s)) + d∞ (σ2 (s) , σ2 (t))

and since σ2 (s) and σ2 (t) are just rotations of the same particle steady-states in holds that

d∞ (σ2 (s) , σ2 (t)) ≤ 1

m
d2 (σ2 (s) , σ2 (t))

so that

d∞ (µt, σ2 (t)) ≤ d∞ (µt, σ2 (s)) +
1

m
d2 (σ2 (s) , σ2 (t)) .
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Now since it holds that the righthand side of the above inequality is increasing at time t = s

then one can say

d

dt

∣∣∣∣
t=s

d∞ (µt, σ2 (t)) ≤ d

dt

∣∣∣∣
t=s

d∞ (µt, σ2 (s)) +
d

dt

∣∣∣∣
t=s

d2 (µs, σ2 (t)) .

So then by de�nition of d∞ it holds that

d

dt

∣∣∣∣
t=s

d∞ (µt, σ2 (s)) ≤ sup
(y,x)∈suppπ∈Γopt,∞(µt,σ2(s))

vµt (y) · y − x
|y − x|

.

And by (5.2.6)

1

m

d

dt

∣∣∣∣
t=s

d2 (σ2 (s) , σ2 (t)) ≤ 8K

mc1
‖vµt‖L2(dµt)

d2 (µs, σ2 (s))

which, since

‖vµt‖L2(dµt)
=

√ˆ ˆ
|∇W (x− y)|2 dµt (y) dµt (x)

‖vµt‖L2(dµt)
=

√ˆ
|vµt (x)|2 dµt (x) =

=

√ˆ ∣∣∣∣ˆ ∇W (x− y) dµt (y)

∣∣∣∣2 dµt (x)

=

√ˆ ∣∣∣∣ˆ ∇W (x− y)±∇W (x− ȳ)−∇W (x̄− ȳ) dπt (y, ȳ)

∣∣∣∣2 dµt (x, x̄)

≤

√ˆ ∣∣∣∣ˆ ∇W (x− y)−∇W (x− ȳ) dπt (y, ȳ)

∣∣∣∣2 dµt (x, x̄)

+

√ˆ ∣∣∣∣ˆ ∇W (x− ȳ)−∇W (x̄− ȳ) dπt (y, ȳ)

∣∣∣∣2 dµt (x, x̄)

≤ LW d2 (µt, σ2 (t)) + LW d2 (µt, σ2 (t))

= 2LW d2 (µt, σ2 (t)) .

Therefore it holds that

d

dt

∣∣∣∣
t=s

d∞ (µt, σ2 (t)) ≤ sup
(y,x)∈suppπ∈Γopt,∞(µt,σ2(s))

vµt (y)· y − x
|y − x|

+
8K

mc1
λd∞ (µt,M) d2 (µs, σ2 (s)) .
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Now consider that for any (y, x) ∈ suppπ ∈ Γopt,∞ (µt, σ2 (t)), then

vµt (y) · y − x
|y − x|

= (−∇W ∗ µs (y) +∇W ∗ σ2 (s) (y)) · y − x
|y − x|

−∇W ∗ σ2 (s) (y) · y − x
|y − x|

≤ LW d2 (µs, σ2 (s))− λ

2
|y − x| .

Applying (5.2.1) one sees

−∇W ∗ σ2 (s) (y) · y − x
|y − x|

≤ −λ
2
|y − x|

and by the Lipschitz continuity of ∇W with Lipschitz constant LW , let π ∈ Γopt,2 (µs, σ2 (s))

then one sees ∣∣∣∣(−∇W ∗ µs (y) +∇W ∗ σ2 (s) (y)) · y − x
|y − x|

∣∣∣∣
≤ |−∇W ∗ µs (y) +∇W ∗ σ2 (s) (y)|

∣∣∣∣ y − x|y − x|

∣∣∣∣
=

∣∣∣∣− ˆ ∇W (y − x̃) dµs (x̃) +

ˆ
∇W

(
y − ˜̃x

)
dσ2 (s)

(
˜̃x
)∣∣∣∣

=

∣∣∣∣ˆ −∇W (y − x̃) +∇W
(
y − ˜̃x

)
dπ
(
x̃, ˜̃x

)∣∣∣∣
≤
ˆ ∣∣∇W (y − x̃)−∇W

(
y − ˜̃x

)∣∣ dπ (x̃, ˜̃x)
≤ LW

ˆ ∣∣x̃− ˜̃x
∣∣ dπ (x̃, ˜̃x)

≤ LW

√ˆ ∣∣x̃− ˜̃x
∣∣2 dπ (x̃, ˜̃x)

= LW d2 (µs, σ2 (s)) .

Therefore

vµt (y) · y − x
|y − x|

≤ LW d2 (µs, σ2 (s))− λ

2
|y − x| .

Putting that with the estimate above gives that

d

dt
(d∞ (µt, σ2 (t))) ≤

(
LW +

8K

m
λδ

)
d2 (µt, σ2 (t))

≤
(
LW +

8K

m
λδ

)
e−

λ
2 t.
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So

d

dt
(d∞ (µt, σ2 (t))) ≤ d∞ (µ0, σ2) +

(
LW +

8K

mc1
λδ

)
δ0

2

λ

<
δ

2
+

(
LW +

8K

mc1
λδ

)
δ0

2

λ

<
3δ

4
.

�

Using the previous lemmas is now enough to show that d∞ (µt,M) can be controlled in

time and therefore the d2 contraction holds.

Theorem 25. Assuming all the assumptions and de�nitions of 1.7, let µ̄ be a �nite par-

ticle steady-state (as de�ned by (4.3.12)). Let ` and L be de�ned by (5.2.7) and (5.2.8), re-

spectively, and note ` ≤ 2L since 0 is center of mass. Let c1 be de�ned as above and let

m = mini {m1, ...,mN} and assume 0 < δ < 1
8m
√
c1.

Assume

d∞ (µ0,M) < δ0 = min

 1

2
(

4L
m
√
c

+ 1
) , λ

4
(
LW + 8K

m λ
)
 δ

2
.

Then for all t > 0 it holds that

d∞ (µt,M) <
3δ

4
and therefore

d2 (µt,M) ≤ δd2 (µ0,M) e−
λ
4 t

Proof. Assume there is a t such that d∞ (µt,M) ≥ 3δ
4 . Let T be such that

T = inf
s≥0

d∞ (µt,M) ≥ 3δ

4

then

d∞ (µT ,M) =
3δ

4
.

Thus there is an ε > 0 such that d∞ (µs,M) < δ on [0, t+ ε]. Then by the previous lemma,

d∞ (µs,M) < 3δ
4 for s in [0, t+ ε] which contradicts that d∞ (µT ,M) = 3δ

4 . Since

d∞ (µ0, σ2 (0)) ≤
(

4L

m
√
c1

+ 1

)
δ0 < δ

then

d2 (µt,M) ≤ d2 (µ0, σ2 (0)) e−
λ
4 t.

�
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Remark 26. From (21) one could state there was d2 contraction of a gradient �ow towards

the manifold that held at least for some �nite time greater than zero. The only reason that

contraction might stop is that the estimate on the Hessian (4.3.8) may not hold if the d∞

distance between the gradient �ow evolution and the manifold M generated by µ̄ (as de�ned

by (5.1.1)) grows su�ciently large. Thus (25) shows that the d∞ distance between the gradient

�ow evolution and the manifold M can be bounded arbitrary small for all time if the initial

data of the gradient �ow evolution starts close enough to the fully linear stable steady-state µ̄.



CHAPTER 6

Applications

6.1. Preliminary Lemmas

In order for the stability results to hold, the example con�gurations that are explicitly

computed here need to be �nite particle con�gurations in general position. Recall that if xi

for i ∈ {1, ..., N} means for all A ∈ so (d) (the skew-symmetric matrices) then being in general

position means

max
i∈{1,2,...N}

|Ax̄i| ≥ c ‖A‖ .

Fortunately, in R2 all �nite particle con�gurations with at least 2 at distinct poisitions are in

general position, which is what the next lemma shows.

Lemma 27. In R2 all �nite particle con�gurations with at least 2 particles at distinct poisi-

tions are in general position.

Proof. For all A ∈ so (2), there exists an a ∈ R such that

A =

 0 −a
a 0


so that

|Axi| = a |xi| .

Since there are at least 2 particles at distinct poisitions at least 1 of them is not at the origin,

so there exists a c > 0 such that

c ≤ max
i∈{1,2,...N}

|xi|

then it holds that as was to be shown. �

It is also useful to know that when dealing with radially symmetric con�gurations it is only

necessary to check the spreading stability condition at one point.

Lemma 28. If µ̄ has a radial symmetry meaning that there is a rotation matrix R such that

µ̄ (x) = µ̄ (Rx), and for notational convenience de�ne

M (x) := HessW ∗ µ̄ (x)

68
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then

wTM (Rx)w =
(
RTw

)T
M (x)

(
RTw

)
which implies that it is only necessary to check the spreading stability condition at one point in

the con�guration.

Proof. Using the de�nition of M (Rx) one sees

wTM (Rx)w = wT
ˆ
F ′ (|Rx− y|) Rx− y

|Rx− y|

(
Rx− y
|Rx− y|

)T
+
F (|Rx− y|)
|Rx− y|

(
I − Rx− y
|Rx− y|

(
Rx− y
|Rx− y|

)T)
dµ̄ (y) w

By the radial symmetry of µ̄ one gets

wTM (Rx)w = wT
ˆ
F ′ (|Rx−Ry|) Rx−Ry

|Rx−Ry|

(
Rx−Ry
|Rx−Ry|

)T
+
F (|Rx−Ry|)
|Rx−Ry|

(
RRT − Rx−Ry

|Rx−Ry|

(
Rx−Ry
|Rx−Ry|

)T)
dµ̄ (y) w

= wT
ˆ
F ′ (|x− y|)R x− y

|x− y|

(
x− y
|x− y|

)T
RT

+
F (|x− y|)
|x− y|

(
RRT −R x− y

|x− y|

(
x− y
|x− y|

)T
RT

)
dµ̄ (y) w

=
(
RTw

)T ˆ
F ′ (|x− y|) x− y

|x− y|

(
x− y
|x− y|

)T
+
F (|x− y|)
|x− y|

(
I − x− y
|x− y|

(
x− y
|x− y|

)T)
dµ̄ (y) RTw

=
(
RTw

)T
M (x)

(
RTw

)
which completes the proof. �

6.2. Stability of 3-particle rings

Consider a con�guration made of a triangle of 3 particles (i.e. delta masses) with locations

at x1, x2, x3 ∈ R2 with corresponding masses

m1,m2,m3 > 0

m1 +m2 +m3 = 1



6.2. STABILITY OF 3-PARTICLE RINGS 70

By assuming that the center of mass is 0, then, without loss of generality, one can suppose

that for an i ∈ {1, 2, 3}

xi =
L
√

3

3
e1

where L is de�ned for F as described in the introductory chapter.

The positions x2 and x3 are

x2 = R 2π
3
x1

x3 = R 2π
3
x2 = R 4π

3
x1

so the steady-state is

µ̄ = m1δx1
+m2δx2

+m3δx3

6.2.1. Spreading Stability of the Triangular Steady State.

6.2.1.1. The Equal-mass Triangle. As a motivational and more easily computed �rst case,

consider when the masses are equal, i.e.

m1 = m2 = m3 =
1

3

and recall that to show spreading stability, one must show that

HessW ∗ µ̄ (x)

is uniformly λ−positive de�nite µ̄−a.e. for some λ > 0. Again allow for notational convenience

the de�nition

M (x) = HessW ∗ µ̄ (x) .

Then checking the spreading stability is equivalent to checking the λ−positive de�niteness of

M (xi) :=

3∑
j=1

1

3
HessW (xi − xj)

for all i = 1, 2, 3. However, this con�guration has rotational symmetries of π3 and 2π
3 , such that

by all of these matrices are positive de�nite i� one of them is. Here will be checked the positive

de�niteness of M (x1).

Furthermore, wlog, let x1 be such that

x1 =
L
√

3

3

Recall that

HessW (xi − xj) = F ′ (|xi − xj |) x̂i − xj
⊗2

+
F (|xi − xj |)
|xi − xj |

(
I − x̂i − xj

⊗2
)
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So recalling that F (0) = F (L) = 0,

M (x1) =
1

3

{
F ′ (0) I

+F ′ (L)

(
R 2π

3
− I
)
x1x

T
1

(
R 2π

3
− I
)T

L2

+F ′ (L)

(
R 4π

3
− I
)
x1x

T
1

(
R 4π

3
− I
)T

L2

}

and by using the assumption that x1 =

[
L
√

3
3

0

]
then

M (x1) =
1

3

{
F ′ (0) I

+F ′ (L)

[
− 3

2

√
3

2

−
√

3
2 − 3

2

][
L2 1

3 0

0 0

][
− 3

2 −
√

3
2√

3
2 − 3

2

]
L2

+F ′ (L)

[
− 3

2 −
√

3
2√

3
2 − 3

2

][
L2 1

3 0

0 0

][
− 3

2

√
3

2

−
√

3
2 − 3

2

]
L2

}
=

1

3

{
F ′ (0) I

+F ′ (L)

[
− 3

2

√
3

2

−
√

3
2 − 3

2

][
− 1

2 −
√

3
6

0 0

]

+F ′ (L)

[
− 3

2 −
√

3
2√

3
2 − 3

2

][
− 1

2

√
3

6

0 0

]}
=

1

3

{
F ′ (0) I

+F ′ (L)

[
3
4

√
3

4√
3

4
1
4

]

+F ′ (L)

[
3
4 −

√
3

4

−
√

3
4

1
4

]}

=
1

3

[
F ′ (0) + 3

4F
′ (L) 0

0 F ′ (0) + 1
2F
′ (L)

]
From this it is enough to check that the smallest eigenvalue, λmin, is positive where

λmin =
1

3

(
F ′ (0) +

1

2
F ′ (L)

)
.
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Figure 6.2.1. An example evolution where the initial distribution is uniformly
distributed in a box and then evolves to a 3 particle steady-state.

6.2.1.2. The General-mass Triangle con�guration. The main di�erence between this case

and the equal-mass triangle is that it is less obvious how to take advantage of the rotational

symmetry. However, since the positions are still rotation invariant, even if the masses aren't,

and therefore the minimum eigenvalue of each M (xi) should be the same up to a permutation

of the masses.

Consider {i, j, k} a permutation of {1, 2, 3}, then this subsubsection will compute

M (xi) :=

3∑
j=1

mjHessW (xi − xj)

and check the positivity of its minimum eigenvalue. Recall that

HessW (xi − xj) = F ′ (|xi − xj |) x̂i − xj
⊗2

+
F (|xi − xj |)
|xi − xj |

(
I − x̂i − xj

⊗2
)

So recalling that F (0) = F (L) = 0, one computes

M (xi) = F ′ (0)miI

+mjF
′ (L)

(
R 2π

3
− I
)
xix

T
i

(
R 2π

3
− I
)T

L2

+mkF
′ (L)

(
R 4π

3
− I
)
xix

T
i

(
R 4π

3
− I
)T

L2

Again, without loss of generality, assume

xi =

[
L
√

3
3

0

]
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So

M (xi) = F ′ (0)miI

+mjF
′ (L)

[
− 3

2

√
3

2

−
√

3
2 − 3

2

][
L2 1

3 0

0 0

][
− 3

2 −
√

3
2√

3
2 − 3

2

]
L2

+mkF
′ (L)

[
− 3

2 −
√

3
2√

3
2 − 3

2

][
L2 1

3 0

0 0

][
− 3

2

√
3

2

−
√

3
2 − 3

2

]
L2

= F ′ (0)miI

+mjF
′ (L)

[
− 3

2

√
3

2

−
√

3
2 − 3

2

][
− 1

2 −
√

3
6

0 0

]

+mkF
′ (L)

[
− 3

2 −
√

3
2√

3
2 − 3

2

][
− 1

2

√
3

6

0 0

]
= F ′ (0)miI

+mjF
′ (L)

[
3
4

√
3

4√
3

4
1
4

]

+mkF
′ (L)

[
3
4 −

√
3

4

−
√

3
4

1
4

]

=

[
miF

′ (0) + 3
4 (mj +mk)F ′ (L)

√
3

4 (mj −mk)F ′ (L)
√

3
4 (mj −mk)F ′ (L) miF

′ (0) + 1
4 (mj +mk)F ′ (L)

]
Now the explicit computation of this matrix's minimum eigenvalue, λmin, is

λmin = F ′ (0)mi + F ′ (L)
1

2

{
(mj +mk)−

√
m2
j −mjmk +m2

k

}
which is strictly increasing in mj and mk and strictly decreasing in mi, so to calculate the

minimum eigenvalue over all the {M (xi)}3i=1 it is enough to consider the λmin for the i where

mi ≥ mj ,mk.

6.2.2. Displacement stability of the three particle triangle. If the three masses

are equal, than the computations in the section on the N-particle ring will give an explicit

computation for the maximalλ for the displacement stability of the 3 particle triangle with equal

masses. The rest of this section will demonstrate that the 3 particle triangle is displacement

stable no matter how the weights are allocated, but it does not give an explicit computation for

the maximal λ by which the triangle is displacement stable.
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To check the linear stability for the 3 particle triangle for any allocation of the mass one

needs to show, for all nonzero admissible velocity vector �elds v̄, that

3∑
i=1

3∑
j=1

mimj (v̄ (xi)− v̄ (xj))
T

HessW (xi − xj) (v̄ (xi)− v̄ (xj)) > 0

Note that for summands where j = i are zero. Further, when j 6= i, F (L) = 0. So for j 6= i,

HessW (xi − xj) = F ′ (L) x̂i − xj
⊗2

so
3∑
i=1

3∑
j=1

mimj (v̄ (xi)− v̄ (xj))
T

HessW (xi − xj) (v̄ (xi)− v̄ (xj)) =

2F ′ (L)

{
m1m2

[
(v̄ (x1)− v̄ (x2)) · x̂1 − x2

]2
+m1m3

[
(v̄ (x1)− v̄ (x3)) · x̂1 − x3

]2
+m2m3

[
(v̄ (x2)− v̄ (x3)) · x̂2 − x3

]2
Clearly, this is always positive except in the case when all of the following are true

(v̄ (x1)− v̄ (x2)) · x̂1 − x2 = 0

(v̄ (x1)− v̄ (x3)) · x̂1 − x3 = 0

(v̄ (x2)− v̄ (x3)) · x̂2 − x3 = 0

The proceeding will check that the only admissible vector �eld for which this happens is the zero

vector �eld, and this the linearized hessian above is positive de�nite on all admissible vector

�elds:

Let ai and bi respectively be the �rst and second co-ordinates of v (xi), then this is a set of

linear equations that can me solved:

1

2
(a1 − a2) +

√
3

2
(b1 − b2) = 0

−1

2
(a1 − a3) +

√
3

2
(b1 − b3) = 0

a2 − a3 = 0

Furthermore, since these need to be admissible as de�ned in the previous chapter, they must

satisfy the conservation of center of mass and the conservation of angular momentum. For these

it will be needed the precise co-ordinates of the particles. Recall here that 0 is the center of
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mass, so

0 = m1x1 +m2x2 +m3x3

= m1x1 +m2x1 +m2L

[
1
2√
3

2

]
+m3x1 +m3L

[
−1
2√
3

2

]

= x1 +
L

2

[
m2 −m3√

3 (m2 +m3)

]

= x1 +
L

2

[
m2 −m3√
3 (1−m1)

]
so that

x1 =
L

2

[
m3 −m2

−
√

3 (m2 +m3)

]

x2 =
L

2

[
m3 −m2 + 1

m1

√
3

]

x3 =
L

2

[
m3 −m2 − 1

m1

√
3

]
. Then in the chosen co-ordinates the admissibility requirements are:

m1a1 +m2a2 +m3a3 = 0

m1b1 +m2b2 +m3b3 = 0

L

2

[
m1

(
a1

√
3 (m2 +m3) + b1 (m3 −m2)

)
+m2

(
−a2m1

√
3 + b2 (m3 −m2 + 1)

)
+m3

(
−a3m1

√
3 + b3 (m3 −m2 − 1)

)]
= 0

So �nding solutions of the above equations for a1, b1, a2, b2, a3, b3 is equivalent to �nding

solutions to

1
√

3 −1 −
√

3 0 0

−1
√

3 0 0 1 −
√

3

0 0 1 0 −1 0

m1 0 m2 0 m3 0

0 m1 0 m2 0 m3√
3m1(m2+m3)

1
m1(m3−m2)

1
−m1m2

√
3

1
(m3−m2+1)

1
−m1m3

√
3

1
(m3−m2−1)

1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

0

0

0

0

0

0


This coe�cient matrix can be row reduced in six steps:
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1. Use row 1 to reduce rows 2, 4, and 6

1
√

3 −1 −
√

3 0 0

0 2
√

3 −1 −
√

3 1 −
√

3

0 0 1 0 −1 0

0 −m1

√
3 m2 + 2m1 m1

√
3 m3 0

0 m1 0 m2 0 m3

0 m1 (2m3 − 4m2)
√

3m1m3
(m3−m2+1)+m1(m2+m3)

1 −m1m3

√
3 (m3 −m2 − 1)


2. Use row 2 to reduce rows 4, 5, and 6

1
√

3 −1 −
√

3 0 0

0 2
√

3 −1 −
√

3 1 −
√

3

0 0 1 0 −1 0

0 0 m2 + 3m1

2
m1

√
3

2 m3 + m1

2 −m1

√
3

2

0 0 m1

2
√

3
m2 + m1

2
−m1

2
√

3
m3 + m1

2

0 0 m1

√
3(4m3−2m2)

3
m3−m2+1−m1m2+2m1m3

1
−m1

√
3(4m3−2m2)

3
m3−m2−1+m1(m3−2m2)

1


3. Use row 3 to reduce rows 4, 5, and 6

1
√

3 −1 −
√

3 0 0

0 2
√

3 −1 −
√

3 1 −
√

3

0 0 1 0 −1 0

0 0 0 m1

√
3

2 1 +m1 −m1

√
3

2

0 0 0 m2 + m1

2 0 m3 + m1

2

0 0 0 m3 −m2 + 1−m1m2 + 2m1m3 0 m3 −m2 − 1 +m1 (m3 − 2m2)


4. Switch rows 4 and 5

1
√

3 −1 −
√

3 0 0

0 2
√

3 −1 −
√

3 1 −
√

3

0 0 1 0 −1 0

0 0 0 m2 + m1

2 0 m3 + m1

2

0 0 0 m1

√
3

2 1 +m1 −m1

√
3

2

0 0 0 m3 −m2 + 1−m1m2 + 2m1m3 0 m3 −m2 − 1 +m1 (m3 − 2m2)


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5. Use row 4 to reduce rows 5 and 6

1
√

3 −1 −
√

3 0 0

0 2
√

3 −1 −
√

3 1 −
√

3

0 0 1 0 −1 0

0 0 0 m2 + m1

2 0 m3 + m1

2

0 0 0 0 1 +m1
−m1

√
3

2

(
1 + 2m3+m1

2m2+m1

)
0 0 0 0 0 m3−m2−1+m1(m3−2m2)

1 − 2m3−m2+1−m1m2+2m1m3

2m2+m1


Now this matrix is full rank if all of its diagonal entries are nonzero. The only nontrivial

one to check is the last one. Note

m3 −m2 − 1 +m1 (m3 − 2m2)− 2
m3 −m2 + 1−m1m2 + 2m1m3

2m2 +m1
=

= [m3 −m2 − 1 +m1 (1−m1 − 3m2)] +

[
−2

m3 − 1 +m1 +m3 + 1−m1 +m2
1 +m1m3

2m2 +m1

]
Now if both of these summands are negative then the sum must be negative (thus nonzero).

First conserve that the �rst summand:

[m3 −m2 − 1 +m1 (1−m1 − 3m2)] = m3 −m2 −m1 −m2 −m3 +m1 −m2
1 − 3m1m2

= −2m2 −m2
1 − 3m1m2

so that summand is negative. Now consider the numerator of the other summand,

−2
[
m3 − 1 +m1 +m3 + 1−m1 +m2

1 +m1m3

]
= −2

[
m3 +m3 +m2

1 +m1m3

]
which is negative, so that summand is negative. Thus the last diagonal entry of that row reduced

coe�cient matrix is nonzero, so as was stated before it is full rank.

Since it is full rank, this shows that only the zero vector �eld is an admissible vector �eld

such that the linearized hessian equals zero. So for all nonzero admissible vector �elds, the

linearized hessian is positive de�nite for any 3 particle triangle.

6.3. Stability of N-particle rings

The N-particle ring discussed here is the �circle� of N particles evenly spaced around a circle

and with equal mass. The displacement stability of the N-particle ring was �rst analyzed in [39]

and later [12].

6.3.1. The Displacement Stability of the N-particle ring. To understand the dis-

placement stability of the ring it is necessary to analyze the eigenvalues and eigenvectors of the
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matrix that represents it:

H :=


∑
j 6=1 HessW (x1 − xj) −HessW (x2 − x1) · · · −HessW (xN − x1)

−HessW (x2 − x1)
∑
j 6=2 HessW (x2 − xj) · · · −HessW (xN − x2)

...
...

. . .
...

−HessW (xN − x1) −HessW (xN − x2) · · ·
∑
j 6=N HessW (xN − xj)


In the ring case of interest here the {xi}Ni=1 are the positions of particles of a steady N-particle

ring, that are a radius rN away from the center of mass such that the particle ring is a steady

state. Here (up to rotation and translation) the particles have the positions

xk = rNRke1

where

Rk :=

[
cos 2π

N k − sin 2π
N k

sin 2π
N k cos 2π

N k

]
and

HessW (xi − xj) = F ′ (|xi − xj |) x̂i − xj
⊗2

+
F (|xi − xj |)
|xi − xj |

(
I − x̂i − xj

⊗2
)

= F ′ (`ij) x̂i − xj
⊗2

+
F (`ij)

`ij

(
I − x̂i − xj

⊗2
)

(6.3.1)

where

`ij := |xi − xj | = 2rN

∣∣∣∣sin π (i− j)
N

∣∣∣∣ .
The goal here in analyzing H is to �nd an orthonormal change-of-coordinates for the velocity

vector �elds that diagonalize H, thus giving an explicit representation of the eigenvalues and

eigenvectors of H. Note that this means the eigenvectors of H are eigen-velocity vector �elds

on the positions of the particles on the ring.

Now H is written for velocity vector �elds whose co-ordinates are in euclidean form, but

the analysis here and the previous analysis start their diagonalization by rewriting the velocity

vector �elds in terms of radial and tangential co-ordinates. To do this, de�ne the matrix R

which has the block entries such that the ijth entry of R is (R)ij where

(R)ij :=

0 if i 6= j

Ri if i = j

Thus R changes the co-ordinates of a velocity vector �eld from euclidean to radial/tangential

co-ordinates.
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The main result of for the displacement stability is 31, namely that the eigenvalues are

λ
(1)
1 =

N−1∑
k=1

F ′ (`Nk)

(
2 sin2 πk

N

)
λ

(2)
1 = 0

and for i ∈ {2, ..., N}

λ
(1)
i = λ

(2)
i =

N−1∑
k=1

(
F ′ (`Nk) +

F (`Nk)

`Nk

)(
1− cos π(4−2i)k

N

2

)
.

In particular, note that

λ
(2)
1 = λ

(1)
2 = λ

(2)
2 = 0

λ
(1)
3 = λ

(2)
3 =

1

2
λ

(1)
1 .

The eigen-velocity vector �elds corresponding to
{
λ

(1)
i

}
i∈ZN

are the Fourier basis on the radial

co-ordinates (of mode i−1), whereas the eigen-velocity vector �elds corresponding to
{
λ

(2)
i

}
i∈ZN

are the Fourier basis on the tangential co-ordinates (of mode i− 1).

Attaining this result requires several computations using the change of coordinates for the

Hessian discussed earlier in this section.

Proposition 29. Applying the change-of-coordinates R to H, it can be shown

RTHR =


B −CT1 · · · −CTN−1

−C1 B · · · −CTN−2

...
...

. . .
...

−CN−1 −CN−2 · · · B


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where

B =

N−1∑
k=1

F ′

(
2rN

∣∣∣∣∣sin πkN
∣∣∣∣∣
)[

sin2
(
πk
N

)
0

0 cos2
(
πk
N

) ]

+

F

(
2rN

∣∣∣∣∣sin πk
N

∣∣∣∣∣
)

2rN

∣∣∣∣∣sin πk
N

∣∣∣∣∣
[

cos2
(
πk
N

)
0

0 sin2
(
πk
N

) ]

Ck = F ′

(
2rN

∣∣∣∣∣sin πkN
∣∣∣∣∣
)[

− sin2
(
πk
N

)
sin
(
πk
N

)
cos
(
πk
N

)
− sin

(
πk
N

)
cos
(
πk
N

)
cos2

(
πk
N

) ]

+

F

(
2rN

∣∣∣∣∣sin πk
N

∣∣∣∣∣
)

2rN

∣∣∣∣∣sin πk
N

∣∣∣∣∣
[

cos2
(
πk
N

)
sin
(
πk
N

)
cos
(
πk
N

)
− sin

(
πk
N

)
cos
(
πk
N

)
− sin2

(
πk
N

) ]
.

CTN−k = Ck

and more explicitly the ijth block entry of RTHR is

(
RTHR

)
ij

=


B , if i = j

−Ci−j , if i > j

−CTj−i , if i < j

.

The proof of this proposition will use the following lemma:

Lemma 30. For

xk := rNRke1,

one can rewrite x̂i − xj
⊗2

either as

x̂i − xj
⊗2

= Ri

 sin2
(
π(j−i)
N

)
− sin

(
π(j−i)
N

)
cos
(
π(j−i)
N

)
− sin

(
π(j−i)
N

)
cos
(
π(j−i)
N

)
cos2

(
π(j−i)
N

) RTi
or

x̂i − xj
⊗2

= Ri

 − sin2
(
π(j−i)
N

)
− sin

(
π(j−i)
N

)
cos
(
π(j−i)
N

)
sin
(
π(j−i)
N

)
cos
(
π(j−i)
N

)
cos2

(
π(j−i)
N

) RTj .
Proof. (of lemma)

One can see by a geometrical diagram that

x̂i − xj = R i+j
2
e2
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which can be rewritten as

x̂i − xj = RiR j−i
2
e2

or as

x̂i − xj = RjR i−j
2
e2

Thus, x̂i − xj
⊗2

can be written as

x̂i − xj
⊗2

=
(
RiR j−i

2
e2

)(
RiR j−i

2
e2

)T
= Ri

([
cos π(j−i)

N − sin π(j−i)
N

sin π(j−i)
N cos π(j−i)

N

][
0 0

0 1

][
cos π(j−i)

N sin π(j−i)
N

− sin π(j−i)
N cos π(j−i)

N

])
RTi

= Ri

([
0 − sin π(j−i)

N

0 cos π(j−i)
N

][
cos π(j−i)

N sin π(j−i)
N

− sin π(j−i)
N cos π(j−i)

N

])
RTi

= Ri

 sin2
(
π(j−i)
N

)
− sin

(
π(j−i)
N

)
cos
(
π(j−i)
N

)
− sin

(
π(j−i)
N

)
cos
(
π(j−i)
N

)
cos2

(
π(j−i)
N

) RTi
or as

x̂i − xj
⊗2

=
(
RiR j−i

2
e2

)(
RjR i−j

2
e2

)T
= Ri

([
cos π(j−i)

N − sin π(j−i)
N

sin π(j−i)
N cos π(j−i)

N

][
0 0

0 1

][
cos π(i−j)

N sin π(i−j)
N

− sin π(i−j)
N cos π(i−j)

N

])
RTj

= Ri

([
0 − sin π(j−i)

N

0 cos π(j−i)
N

][
cos π(i−j)

N sin π(i−j)
N

− sin π(i−j)
N cos π(i−j)

N

])
RTj

= Ri

 − sin2
(
π(j−i)
N

)
− sin

(
π(j−i)
N

)
cos
(
π(j−i)
N

)
sin
(
π(j−i)
N

)
cos
(
π(j−i)
N

)
cos2

(
π(j−i)
N

) RTj
which proves the lemma. �

The previous lemma can now be used to prove the proposition stated above.

Proof. (of Proposition)

De�ne

Mij := RTi HessW (xi − xj)Ri

Nij := RTi HessW (xi − xj)Rj

then the ijth entry of the matrix H can be rewritten as

Hij =

Ri
(∑

k 6=iMik

)
RTi , if i = j

−RiNijRTj , if i 6= j
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and thus the ijth entry of RTHR can be written as

(
RTHR

)
ij

=


∑
k 6=iMik , if i = j

−Nij , if i 6= j
.

Now the proposition is true if for any i, j ∈ ZN

(6.3.2)
∑
k 6=i

Mik =
∑
k 6=i

MNk

(
=: B

)
and

(6.3.3) Nij = NN(i−j mod N)

(
=: Ci−j

)
and

(6.3.4) Ck = CTN−k.

To show (6.3.2), note from the de�nition of Mij and (6.3.1) that

∑
k 6=i

Mik = RTi

∑
k 6=i

HessW (xi − xk)

Ri

= RTi

∑
k 6=i

F ′ (`ik) x̂i − xk
⊗2

+
F (`ik)

`ik

(
I − x̂i − xk

⊗2
)Ri.

Then by applying the lemma one rewrites this as

∑
k 6=i

Mik =
∑
k 6=i

F ′ (`ik)

 sin2
(
π(k−i)
N

)
− sin

(
π(k−i)
N

)
cos
(
π(k−i)
N

)
− sin

(
π(k−i)
N

)
cos
(
π(k−i)
N

)
cos2

(
π(k−i)
N

) 
+
F (`ik)

`ik

 1− sin2
(
π(k−i)
N

)
sin
(
π(k−i)
N

)
cos
(
π(k−i)
N

)
sin
(
π(k−i)
N

)
cos
(
π(k−i)
N

)
1− cos2

(
π(k−i)
N

) 
=

∑
k 6=i

F ′

(
2rN

∣∣∣∣∣sin π (k − i)
N

∣∣∣∣∣
) sin2

(
π(k−i)
N

)
0

0 cos2
(
π(k−i)
N

) 

+

F

(
2rN

∣∣∣∣∣sin π(k−i)
N

∣∣∣∣∣
)

2rN

∣∣∣∣∣sin π(k−i)
N

∣∣∣∣∣
 cos2

(
π(k−i)
N

)
0

0 sin2
(
π(k−i)
N

) 
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where the second equality comes from the fact that F ′

(
2rN

∣∣∣∣∣sin π(k−i)
N

∣∣∣∣∣
)
and

F

2rN

∣∣∣∣∣sin π(k−i)
N

∣∣∣∣∣


2rN

∣∣∣∣∣sin π(k−i)
N

∣∣∣∣∣
are even over k ∈ ZN , while sin

(
π(k−i)
N

)
cos
(
π(k−i)
N

)
is odd over k ∈ ZN . This resulting

expression's summands are even over k ∈ ZN and this is enough symmetry to show that the

sums are independent of the i chosen. Thus, one can calculate B by picking any i ∈ ZN , and
here i = N is used:

B : =
∑
k 6=N

MNk

=

N−1∑
k=1

F ′

(
2rN

∣∣∣∣∣sin πkN
∣∣∣∣∣
)[

sin2
(
πk
N

)
0

0 cos2
(
πk
N

) ]

+

F

(
2rN

∣∣∣∣∣sin πk
N

∣∣∣∣∣
)

2rN

∣∣∣∣∣sin πk
N

∣∣∣∣∣
[

cos2
(
πk
N

)
0

0 sin2
(
πk
N

) ] .
This completes the demonstration of (6.3.2).

Now to show (6.3.3) and (6.3.4), recall the de�nition of Nij and (6.3.1) that

Nij = RTi HessW (xi − xj)Rj

= RTi

(
F ′ (`ij) x̂i − xj

⊗2
+
F (`ij)

`ij

(
I − x̂i − xj

⊗2
))

Rj .

Then by applying the lemma one rewrites this as

Nij =
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F ′

(
2rN

∣∣∣∣∣sin π (j − i)
N

∣∣∣∣∣
) − sin2

(
π(j−i)
N

)
− sin

(
π(j−i)
N

)
cos
(
π(j−i)
N

)
sin
(
π(j−i)
N

)
cos
(
π(j−i)
N

)
cos2

(
π(j−i)
N

) 

+

F

(
2rN

∣∣∣∣∣sin π(j−i)
N

∣∣∣∣∣
)

2rN

∣∣∣∣∣sin π(j−i)
N

∣∣∣∣∣
RTi Rj(6.3.5)

−
F

(
2rN

∣∣∣∣∣sin π(j−i)
N

∣∣∣∣∣
)

2rN

∣∣∣∣∣sin π(j−i)
N

∣∣∣∣∣
 − sin2

(
π(j−i)
N

)
− sin

(
π(j−i)
N

)
cos
(
π(j−i)
N

)
sin
(
π(j−i)
N

)
cos
(
π(j−i)
N

)
cos2

(
π(j−i)
N

) (6.3.6)

and RTi Rj −
 − sin2

(
π(j−i)
N

)
− sin

(
π(j−i)
N

)
cos
(
π(j−i)
N

)
sin
(
π(j−i)
N

)
cos
(
π(j−i)
N

)
cos2

(
π(j−i)
N

)  =

[
cos 2π(j−i)

N − sin 2π(j−i)
N

sin 2π(j−i)
N cos 2π(j−i)

N

]

−1

2

[
cos 2π(j−i)

N − 1 − sin 2π(j−i)
N

sin 2π(j−i)
N cos 2π(j−i)

N + 1

]

=
1

2

[
cos 2π(j−i)

N + 1 − sin 2π(j−i)
N

sin 2π(j−i)
N cos 2π(j−i)

N − 1

]

=

 cos2
(
π(j−i)
N

)
− sin

(
π(j−i)
N

)
cos
(
π(j−i)
N

)
sin
(
π(j−i)
N

)
cos
(
π(j−i)
N

)
− sin2

(
π(j−i)
N

) 
so that

Nij = F ′

(
2rN

∣∣∣∣∣sin π (j − i)
N

∣∣∣∣∣
) − sin2

(
π(j−i)
N

)
− sin

(
π(j−i)
N

)
cos
(
π(j−i)
N

)
sin
(
π(j−i)
N

)
cos
(
π(j−i)
N

)
cos2

(
π(j−i)
N

) 

+

F

(
2rN

∣∣∣∣∣sin π(j−i)
N

∣∣∣∣∣
)

2rN

∣∣∣∣∣sin π(j−i)
N

∣∣∣∣∣
 cos2

(
π(j−i)
N

)
− sin

(
π(j−i)
N

)
cos
(
π(j−i)
N

)
sin
(
π(j−i)
N

)
cos
(
π(j−i)
N

)
− sin2

(
π(j−i)
N

)  .(6.3.7)

This expression only depends on i− j mod N . Thus, for all i and j,

Nij = NN(i−j mod N).
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Furthermore (6.3.6) shows

Nji = NT
ij .

So when Ck is de�ned such that

Ck : = NNk

= F ′

(
2rN

∣∣∣∣∣sin πkN
∣∣∣∣∣
)[

− sin2
(
πk
N

)
sin
(
πk
N

)
cos
(
πk
N

)
− sin

(
πk
N

)
cos
(
πk
N

)
cos2

(
πk
N

) ]

+

F

(
2rN

∣∣∣∣∣sin πk
N

∣∣∣∣∣
)

2rN

∣∣∣∣∣sin πk
N

∣∣∣∣∣
[

cos2
(
πk
N

)
sin
(
πk
N

)
cos
(
πk
N

)
− sin

(
πk
N

)
cos
(
πk
N

)
− sin2

(
πk
N

) ]
.

then

Ck = CTN−k.

Note that

Nij =

Ci−j , if i > j

CTN−(i−j) , if i < j

=

Ci−j , if i > j

CTj−i , if i < j

thus completing the proposition that

(
RTHR

)
ij

=


B , if i = j

−Ci−j , if i > j

−CTj−i , if i < j

with B and C as de�ned. �

Now for the diagonalization being presented here, de�ne the Fourier matrix S whose the

ijth block entry is

Sij = R(i−1)(j−1).

1√
N
S is an orthonormal change-of-coordinates that diagonalizes RTHR.
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Theorem 31. Using S and R, the diagonalization of H is achieved, in that the ijth entry

of 1
N S

TRTHRS is

(
1

N
STRTHRS

)
ij

=


0 if i 6= j λ

(1)
i 0

0 λ
(2)
i

 if i = j

where the eigenvalues are

λ
(1)
1 =

N−1∑
k=1

F ′ (`Nk)

(
2 sin2 πk

N

)
λ

(2)
1 = 0

and for i ∈ {2, ..., N}

λ
(1)
i = λ

(2)
i =

N−1∑
k=1

(
F ′ (`Nk) +

F (`Nk)

`Nk

)(
1− cos π(4−2i)k

N

2

)
.

In particular, note that

λ
(2)
1 = λ

(1)
2 = λ

(2)
2 = 0

λ
(1)
3 = λ

(2)
3 =

1

2
λ

(1)
1 .

And furthermore, the eigen-velocity vector �elds corresponding to
{
λ

(1)
i

}
i∈ZN

are the Fourier

basis on the radial co-ordinates (of mode i − 1), whereas the eigen-velocity vector �elds corre-

sponding to
{
λ

(2)
i

}
i∈ZN

are the Fourier basis on the tangential co-ordinates (of mode i− 1).

Proof. The proof is a computation of the individual ijth entry of 1
N S

TRTHRS. To prove

this takes several steps: �

Step 1: Compute that

(
STRTHRS

)
ij

=

N∑
h=1

RT(i−1)(h−1)

(
B −

N−1∑
k=1

CkR−k(j−1)

)
R(h−1)(j−1).

Step 2: Show that if Qj is a symmetric matrix, then

N∑
h=1

RT(i−1)(h−1)QjR(h−1)(j−1) =


0 , if i 6= j

NQj , if i = j = 1(
N

trQj
2

)
I , if i = j 6= 1

Step 3: De�ne and calculate Qj :=
(
B −

∑N−1
k=1 CkR−k(j−1)

)
. It is a symmetric matrix,

so step 2 applies to give an explicit computation of the expression in step 1.
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Proof. To show the �rst step, that

(
STRTHRS

)
ij

=

N∑
h=1

RT(i−1)(h−1)

(
B −

N−1∑
k=1

CkR−k(j−1)

)
R(h−1)(j−1),

recall from the previous proposition that

(
RTHR

)
ij

=


B , if i = j

−Ci−j , if i > j

−CTj−i , if i < j

and that

CTN−x = Cx.

Then

(RTHRS)ij =

N∑
k=1

(RTHR)ikSkj

= −
i−1∑
k=1

Ci−kR(k−1)(j−1) +BR(i−1)(j−1) −
N∑

k=i+1

CT(k−i)R(k−1)(j−1)

= −
i−1∑
k=1

Ci−kR(k−1)(j−1) +BR(i−1)(j−1) −
N∑

k=i+1

CN+i−kR(k−1)(j−1).

By using the change of variables k̃ := N + i− k, one sees
N∑

k=i+1

CN+i−kR(k−1)(j−1) =

N−1∑
k̃=i

Ck̃R(N+i−k̃−1)(j−1)

=

N−1∑
k̃=i

Ck̃R(i−k̃−1)(j−1)

and by using the change of variables k̃ := i− k, one sees
i−1∑
k=1

Ci−kR(k−1)(j−1) =

i−1∑
k̃=1

Ck̃R(i−k̃−1)(j−1)

and so by relabeling

(RTHRS)ij = BR(i−1)(j−1) −
i−1∑
k=1

CkR(i−k−1)(j−1).

Then to complete the �rst step of the proof, calculate
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(STRTHRS)ij =

N∑
h=1

STih(RTHRS)hj

=

N∑
h=1

RT(i−1)(h−1)(BR(h−1)(j−1) −
N−1∑
k=1

CkR(h−k−1)(j−1))

=

N∑
h=1

RT(i−1)(h−1)(B −
N−1∑
k=1

CkR−k(j−1))R(h−1)(j−1)

Now the task is to show the second step of the proof, that if Q is a symmetric matrix, then

N∑
h=1

RT(i−1)(h−1)QR(h−1)(j−1) =


0 , if i 6= j

NQ , if i = j = 1(
N trQ

2

)
I , if i = j 6= 1

.

To see this recall that by the spectral theorem there exists an orthogonal matrix E and eigen-

values of λ(1), λ(2), and v1, v2 orthogonal vectors such that

Q = ET

[
λ(1) 0

0 λ(2)

]
E

E =
[
v1 v2

]
and without loss of generality suppose that

v2 =

[
0 −1

1 0

]
v1.

Now to compute the sum, rewrite it as

N∑
h=1

RT(i−1)(h−1)QR(h−1)(j−1) = E

(
N∑
h=1

ETRT(i−1)(h−1)QR(h−1)(j−1)E

)
ET

and start by computing the summands:

ETRT(i−1)(h−1)QR(h−1)(j−1)E =
(
R(i−1)(h−1)

[
v1 v2

])T
Q
(
R(h−1)(j−1)

[
v1 v2

])
To do this, note that

(
R(h−1)(j−1)

[
v1 v2

])T
=

 cos
(

2π
N (h− 1) (j − 1)

)
v1 + sin

(
2π
N (h− 1) (j − 1)

)
v2

cos
(

2π
N (h− 1) (j − 1)

)
v2 − sin

(
2π
N (h− 1) (j − 1)

)
v1


(
R(h−1)(i−1)

[
v1 v2

])T
=

[
cos
(

2π
N (h− 1) (i− 1)

)
vT1 + sin

(
2π
N (h− 1) (i− 1)

)
vT2

cos
(

2π
N (h− 1) (i− 1)

)
vT2 − sin

(
2π
N (h− 1) (i− 1)

)
vT1

]
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and because v1 and v2 are eigenvectors of Q with eigenvalues λ1 and λ2, respectively, one gets

QR(h−1)(j−1)

[
v1 v2

]

=


 λ(1) cos

(
2π
N (h− 1) (j − 1)

)
v1

+λ(2) sin
(

2π
N (h− 1) (j − 1)

)
v2


 λ(2) cos

(
2π
N (h− 1) (j − 1)

)
v2

−λ(1) sin
(

2π
N (h− 1) (j − 1)

)
v1


 .

Putting together the last two equations one can compute the components of ETRT(i−1)(h−1)QR(h−1)(j−1)E(
ETRT(i−1)(h−1)QR(h−1)(j−1)E

)
11

= λ(1) cos

(
2π

N
(h− 1) (j − 1)

)
cos

(
2π

N
(h− 1) (i− 1)

)
+λ(2) sin

(
2π

N
(h− 1) (j − 1)

)
sin

(
2π

N
(h− 1) (i− 1)

)
(
ETRT(i−1)(h−1)QR(h−1)(j−1)E

)
12

= λ(2) cos

(
2π

N
(h− 1) (j − 1)

)
sin

(
2π

N
(h− 1) (i− 1)

)
−λ(1) sin

(
2π

N
(h− 1) (j − 1)

)
cos

(
2π

N
(h− 1) (i− 1)

)
(
ETRT(i−1)(h−1)QR(h−1)(j−1)E

)
21

= −λ(1) cos

(
2π

N
(h− 1) (j − 1)

)
sin

(
2π

N
(h− 1) (i− 1)

)
+λ(2) sin

(
2π

N
(h− 1) (j − 1)

)
cos

(
2π

N
(h− 1) (i− 1)

)
(
ETRT(i−1)(h−1)QR(h−1)(j−1)E

)
22

= λ(2) cos

(
2π

N
(h− 1) (j − 1)

)
cos

(
2π

N
(h− 1) (i− 1)

)
+λ(1) sin

(
2π

N
(h− 1) (j − 1)

)
sin

(
2π

N
(h− 1) (i− 1)

)
.
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Note that for any i, j that

N∑
h=1

cos

(
2π

N
(h− 1) (j − 1)

)
sin

(
2π

N
(h− 1) (i− 1)

)
= 0

N∑
h=1

cos

(
2π

N
(h− 1) (j − 1)

)
sin

(
2π

N
(h− 1) (i− 1)

)
= 0

N∑
h=1

cos

(
2π

N
(h− 1) (j − 1)

)
cos

(
2π

N
(h− 1) (i− 1)

)
=


0 if i 6= j

N if i = j = 1

N
2 if i = j 6= 1

N∑
h=1

sin

(
2π

N
(h− 1) (j − 1)

)
sin

(
2π

N
(h− 1) (i− 1)

)
=


0 if i 6= j

0 if i = j = 1

N
2 if i = j 6= 1

and therefore

N∑
h=1

ETRT(i−1)(h−1)QR(h−1)(j−1)E =



 0 0

0 0

 if i 6= j

N

 λ(1) 0

0 λ(2)

 if i = j = 1

N

 λ(1)+λ(2)

2 0

0 λ(1)+λ(2)

2

 if i = j 6= 1

.
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Thus, noting that

N∑
h=1

RT(i−1)(h−1)QR(h−1)(j−1) = E

(
N∑
h=1

ETRT(i−1)(h−1)QR(h−1)(j−1)E

)
ET

=



 0 0

0 0

 if i 6= j

NET

 λ(1) 0

0 λ(2)

E if i = j = 1

NET

 λ(1)+λ(2)

2 0

0 λ(1)+λ(2)

2

E if i = j 6= 1

=



 0 0

0 0

 if i 6= j

NQ if i = j = 1(
N trQ

2

)
I if i = j 6= 1

which is what was to be shown for step 2.

The third step of the proof is to compute
(
B −

∑N−1
k=1 CkR−k(j−1)

)
and show it is symmet-

ric, and therefore this computation and step 2 will give an explicit computation of (STRTHRS)ij

because of what was shown in the �rst step of the proof. Recall from 29 that

B =

N−1∑
k=1

F ′

(
2rN

∣∣∣∣∣sin πkN
∣∣∣∣∣
)[

sin2
(
πk
N

)
0

0 cos2
(
πk
N

) ]

+

F

(
2rN

∣∣∣∣∣sin πk
N

∣∣∣∣∣
)

2rN

∣∣∣∣∣sin πk
N

∣∣∣∣∣
[

cos2
(
πk
N

)
0

0 sin2
(
πk
N

) ]

Ck = F ′

(
2rN

∣∣∣∣∣sin πkN
∣∣∣∣∣
)[

− sin2
(
πk
N

)
sin
(
πk
N

)
cos
(
πk
N

)
− sin

(
πk
N

)
cos
(
πk
N

)
cos2

(
πk
N

) ]

+

F

(
2rN

∣∣∣∣∣sin πk
N

∣∣∣∣∣
)

2rN

∣∣∣∣∣sin πk
N

∣∣∣∣∣
[

cos2
(
πk
N

)
sin
(
πk
N

)
cos
(
πk
N

)
− sin

(
πk
N

)
cos
(
πk
N

)
− sin2

(
πk
N

) ]
.



6.3. STABILITY OF N-PARTICLE RINGS 92

To compute the sum it will be useful to have the following equivalent expression of Ck

Ck =
1

2
F ′

(
2rN

∣∣∣∣∣sin πkN
∣∣∣∣∣
)([

−1 0

0 1

]
+

[
cos
(

2πk
N

)
sin
(

2πk
N

)
− sin

(
2πk
N

)
cos
(

2πk
N

) ])

+
1

2

F

(
2rN

∣∣∣∣∣sin πk
N

∣∣∣∣∣
)

2rN

∣∣∣∣∣sin πk
N

∣∣∣∣∣
([

1 0

0 −1

]
+

[
cos
(

2πk
N

)
sin
(

2πk
N

)
− sin

(
2πk
N

)
cos
(

2πk
N

) ])

so

CkR−k(j−1)

=
1

2
F ′

(
2rN

∣∣∣∣∣sin πkN
∣∣∣∣∣
)[

−1 0

0 1

]

+
1

2
F ′

(
2rN

∣∣∣∣∣sin πkN
∣∣∣∣∣
)[

cos
(

2πk
N

)
sin
(

2πk
N

)
− sin

(
2πk
N

)
cos
(

2πk
N

) ] [ cos 2πk(j−1)
N sin 2πk(j−1)

N

− sin 2πk(j−1)
N cos 2πk(j−1)

N

]

+
1

2

F

(
2rN

∣∣∣∣∣sin πk
N

∣∣∣∣∣
)

2rN

∣∣∣∣∣sin πk
N

∣∣∣∣∣
[

1 0

0 −1

]

+
1

2

F

(
2rN

∣∣∣∣∣sin πk
N

∣∣∣∣∣
)

2rN

∣∣∣∣∣sin πk
N

∣∣∣∣∣
[

cos
(

2πk
N

)
sin
(

2πk
N

)
− sin

(
2πk
N

)
cos
(

2πk
N

) ] [ cos 2πk(j−1)
N sin 2πk(j−1)

N

− sin 2πk(j−1)
N cos 2πk(j−1)

N

]

=
1

2
F ′

(
2rN

∣∣∣∣∣sin πkN
∣∣∣∣∣
)[

− cos 2πk(j−1)
N + cos 2πk(j−2)

N − sin 2πk(j−1)
N + sin 2πk(j−2)

N

− sin 2πk(j−1)
N − sin 2πk(j−2)

N cos 2πk(j−1)
N + cos 2πk(j−2)

N

]

+
1

2

F

(
2rN

∣∣∣∣∣sin πk
N

∣∣∣∣∣
)

2rN

∣∣∣∣∣sin πk
N

∣∣∣∣∣
[

cos 2πk(j−1)
N + cos 2πk(j−2)

N sin 2πk(j−1)
N + sin 2πk(j−2)

N

sin 2πk(j−1)
N − sin 2πk(j−2)

N − cos 2πk(j−1)
N + cos 2πk(j−2)

N

]
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Note that F ′

(
2rN

∣∣∣∣∣sin πk
N

∣∣∣∣∣
)

and

F

2rN

∣∣∣∣∣sin πk
N

∣∣∣∣∣


2rN

∣∣∣∣∣sin πk
N

∣∣∣∣∣
are even over k ∈ ZN , while sin

(
2πkp
N

)
is

odd over k ∈ ZN for all p ∈ Z. Thus, for all p ∈ Z,

N−1∑
k=1

F ′

(
2rN

∣∣∣∣∣sin πkN
∣∣∣∣∣
)

sin

(
2πkp

N

)
=

N−1∑
k=1

F

(
2rN

∣∣∣∣∣sin πk
N

∣∣∣∣∣
)

2rN

∣∣∣∣∣sin πk
N

∣∣∣∣∣
sin

(
2πkp

N

)
= 0

so all the o� diagonal entries of
∑N−1
k=1 CkR−k(j−1) are zero.

This means that if one also rewrites B as

B =
1

2

N−1∑
k=1

F ′

(
2rN

∣∣∣∣∣sin πkN
∣∣∣∣∣
)[

1− cos
(

2πk
N

)
0

0 1 + cos
(

2πk
N

) ]

+
1

2

F

(
2rN

∣∣∣∣∣sin πk
N

∣∣∣∣∣
)

2rN

∣∣∣∣∣sin πk
N

∣∣∣∣∣
[

1 + cos
(

2πk
N

)
0

0 1− cos
(

2πk
N

) ]

then

B −
N−1∑
k=1

CkR−k(j−1)

=
1

2

N−1∑
k=1

F ′

(
2rN

∣∣∣∣∣sin πkN
∣∣∣∣∣
) 1− cos

(
2πk
N

)
+ cos 2πk(j−1)

N − cos 2πk(j−2)
N 0

0 1 + cos
(

2πk
N

)
− cos 2πk(j−1)

N − cos 2πk(j−2)
N



+
1

2

F

(
2rN

∣∣∣∣∣sin πk
N

∣∣∣∣∣
)

2rN

∣∣∣∣∣sin πk
N

∣∣∣∣∣
 1 + cos

(
2πk
N

)
− cos 2πk(j−1)

N − cos 2πk(j−2)
N 0

0 1− cos
(

2πk
N

)
+ cos 2πk(j−1)

N − cos 2πk(j−2)
N

 .
Thus, Qj is symmetric, which allows us to apply step 2 to step 1.

For simplicity, denote

Qj := B −
N−1∑
k=1

CkR−k(j−1)
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then

Q1 =

N−1∑
k=1

F ′

(
2rN

∣∣∣∣∣sin πkN
∣∣∣∣∣
)[

1− cos
(

2πk
N

)
0

0 0

]

+

F

(
2rN

∣∣∣∣∣sin πk
N

∣∣∣∣∣
)

2rN

∣∣∣∣∣sin πk
N

∣∣∣∣∣
[

0 0

0 1− cos
(

2πk
N

) ]

trQj =

N−1∑
k=1

F ′

(
2rN

∣∣∣∣∣sin πkN
∣∣∣∣∣
)(

1− cos

(
2πk (j − 2)

N

))

+

N−1∑
k=1

F

(
2rN

∣∣∣∣∣sin πk
N

∣∣∣∣∣
)

2rN

∣∣∣∣∣sin πk
N

∣∣∣∣∣
(

1− cos

(
2πk (j − 2)

N

))
.

This completes the proof because by step 1,

(
STRTHRS

)
ij

=

N∑
h=1

RT(i−1)(h−1)

(
B −

N−1∑
k=1

CkR−k(j−1)

)
R(h−1)(j−1)

=

N∑
h=1

RT(i−1)(h−1)QjR(h−1)(j−1)

and because Qj is symmetric (shown in step 3), step 2 shows that

(
STRTHRS

)
ij

=

N∑
h=1

RT(i−1)(h−1)QjR(h−1)(j−1)

=


0 if i 6= j

NQ1 if i = j = 1

N
(

trQj
2

)
I if i = j 6= 1

and the computations at the end of step three further show that(
STRTHRS

)
ij
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=


0 if i 6= j

NQ1 if i = j = 1

N
(

trQj
2

)
I if i = j 6= 1

=



0 if i 6= j

N



∑N−1
k=1 F ′

(
2rN

∣∣∣∣∣sin πk
N

∣∣∣∣∣
) 1− cos

(
2πk
N

)
0

0 0



+

F

2rN

∣∣∣∣∣sin πk
N

∣∣∣∣∣


2rN

∣∣∣∣∣sin πk
N

∣∣∣∣∣
 0 0

0 1− cos
(

2πk
N

)



if i = j = 1

N
2

∑N−1
k=1

F ′
(

2rN

∣∣∣∣∣sin πk
N

∣∣∣∣∣
)

+

F

2rN

∣∣∣∣∣sin πk
N

∣∣∣∣∣


2rN

∣∣∣∣∣sin πk
N

∣∣∣∣∣


(

1− cos
(

2πk(j−2)
N

))
 I if i = j 6= 1.

Further note that, when denoting

1

N

(
STRTHRS

)
ii

=

[
λ

(1)
i 0

0 λ
(2)
i

]
that in fact, from the condition that the con�guration is a steady N-particle ring,

λ
(2)
1 =

N−1∑
k=1

F

(
2rN

∣∣∣∣∣sin πk
N

∣∣∣∣∣
)

2rN

∣∣∣∣∣sin πk
N

∣∣∣∣∣
(

1− cos

(
2πk

N

))
= 0.

Moreover, λ
(1)
i = λ

(2)
i for all i > 1, and in particular:

λ
(1)
2 = λ

(2)
2 = 0.

This completes the proof. �

Remark 32. This diagonalization of RTHR is distinct from that in [39] and [12]. That

is because they do not use the Fourier matrix S for their change-of-coordinates, but rather in

coordinates represented by S̃ where the ijthentry of S̃ is

S̃ij =

[
cos 2πij

N cos 2πij
N

sin 2πij
N − sin 2πij

N

]
.
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S̃ is neither invertible nor orthogonal, but most of its block entries invertible. What the authors

compute there are matrices M (m) such that, independently of j, satisfy(
RTHRS̃

)
jm

= S̃jmM(m).

Thus if S̃ were invertible, then one could compute the ijthentry of S̃−1RTHRS as(
S̃−1RTHRS

)
ij

=

N∑
k=1

(
S̃−1

)
ik

(
RTHRS̃

)
kj

=

(
N∑
k=1

(
S̃−1

)
ik
S̃kj

)
M(j)

=
(
S̃−1S̃

)
ij
M(j)

=

M(j) , if i = j

0 , if i 6= j

thus giving a block-diagonalization of the matrix H.

6.3.2. Spreading Stability of N-particle ring. As stated in the de�nition of spreading

stability, (4.3.20), it is necessary at at least one point x̄ ∈ suppµ̄ the values of HessW ∗ µ̄ (x̄).

Checking this at x̄ = rNe1 gives two entries on the diagonal of the matrix, λ1 and λ2 which

are

λ1 =
1

N

N∑
k=1

F ′
(
2rN sin πk

N

)
4 sin2 πk

N

(
1− 2 cos

(
2πk

N

)
+ cos2

(
2πk

N

))

+
1

N

N∑
k=1

F ′
(
2rN sin πk

N

)
8rN sin3 πk

N

(
2 cos

(
2πk

N

)
− cos2

(
2πk

N

))

λ2 =
1

N

N∑
k=1

F ′
(
2rN sin πk

N

)
4 sin2 πk

N

(
sin2

(
2πk

N

))

+
1

N

N∑
k=1

F ′
(
2rN sin πk

N

)
8rN sin3 πk

N

(
cos2

(
2πk

N

))
so if λ is the smaller of the two then the N-particle ring is 2λ spreading stable.
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