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Abstract

A Physical Unclonable Function (PUF) is a die specific random function that can be used in a

number of secure IC applications including die identification/authentication and key generation.

At the core of a silicon PUF is a circuit (the PUF core) that generates random bits. These bits

are like a silicon biometric, unique across dies, but can be reliably reproduced multiple times

on a die across voltage and temperature variations and aging. In this thesis, we discuss various

aspects of a PUF design, with a strong focus on circuit details. We describe the properties and

the figures of merit of a PUF and then compare various PUF core implementations. We identify

the biggest design challenges and provide several solutions. Results in this work are supported

by measurement data from testchips designed in 65nm bulk CMOS.

We provide an apples-to-apples comparison of various PUF implementations. We demon-

strate that while adequate randomness and uniqueness is achievable for most PUF implementa-

tions, achieving high reliability is a challenge. The conventional method to achieve high relia-

bility is to use error correcting codes (ECC). Unfortunately, the overheads associated with these

techniques grows very quickly with error correction capability. Alternately, researchers have pro-

posed several error reduction techniques to minimize the use of error correction. In this work,

we evaluate four orthogonal and complementary error reduction techniques. Two of these tech-

niques, categorized as extrinsic techniques, are multiple evaluation (ME) and activation control

(AC) and are able to reduce errors in PUF response by ∼70-80%. The other two techniques, cat-

egorized as intrinsic, are post-silicon selection (PSS) and directed accelerated aging (DAA) and

show∼100% correction of errors. As a proof of concept prototype, we describe a self-contained,

BIST-controlled key-generator that implements the PSS technique to autonomously generate bits

with a bit error rate < 5 ∗ 10−9, equivalent to a 128-bit key error rate < 10−6. We also describe a

realization of a strong-PUF that uses these highly reliable bits in conjunction with an Advanced

Encryption Standard (AES) primitive.
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Chapter 1

Introduction

1.1 What is a PUF?

A Physical Unclonable Function or a PUF is a die-specific random function or a silicon biometric

that is unique for every instance of the die. PUFs derive their randomness from the uncontrolled

random variations in the IC manufacturing process (usually undesirable) to create practically

unclonable functions even if the original design files are compromised.

PUFs are increasingly used as building blocks in many secure systems for applications such

as device identification/authentication [12, 13, 16, 17, 19, 23, 25, 27, 30, 31, 36, 65, 66] and

secret key generation [1, 2, 4, 19, 36, 38, 63, 65, 67]. PUFs provide an attractive alternate

to storing of random secret bits in volatile or non-volatile memory (which are vulnerable to

attacks [45]) by instead generating these random bits every time the PUFs are evaluated.

1.1.1 Challenge and Response

An input to a PUF is typically called the challenge and the generated output is typically called the

response. An applied challenge and its response are generally called a challenge-response pair

or a CRP. These terms are from the field of security, where challenge-response authentication is

a process that verifies an identity by requiring correct authentication information in response to

a challenge.
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1.1.2 Silicon PUFs and Non-Silicon PUFs

In this work, we focus only on the silicon based PUF designs which are designed and fabricated

just like any other CMOS circuit, allowing easy integration with existing silicon based security

system designs. Note that other non-silicon based PUF implementations have been proposed in

literature, e.g., optical PUFs [52], but difficulties in integration with standard CMOS design and

manufacturing flow limit their practicality.

1.1.3 The PUF Core

At the core of a silicon PUF is a circuit (the PUF core) that generates random bits. The PUF core

circuit leverages the typically small and uncontrolled random manufacturing process variations

to generate die-specific, unique, random set of bits. A PUF derives all its entropy from these

underlying PUF core bits and hence designing good PUF core bits is imperative in achieving

a PUF of high quality. Figure 1.1 shows how a PUF core circuit may be embedded in a PUF

system for the generation of the output (response) when provided with an input (challenge). As

shown in Figure 1.1, peripheral circuits may implement input or output scramblers to condition

the challenge and response for added security. Error correction may be implemented to correct

errors in the raw response from the PUF core. The response of a PUF should satisfy the following

security properties:

• Unique: die-specific, like a silicon biometric.

• Random: difficult/impossible to model the response.

• Reliable: consistent across environmental variations and aging.

Challenge Responseinput 
scrambler

output 
scrambler

error
correction

PUF core
Raw

Response

Figure 1.1: A typical PUF system generates a response when provided with a challenge. The PUF core is the

source of entropy for the PUF system. The challenge and response may be conditioned using scramblers. Error

correction may be implemented to increase the reliability of the generated response.
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In this thesis, as in most of the literature, the term “PUF” is often used to describe both

the “PUF core” that generates a single response bit as well as a complete system as shown in

Figure 1.1.

1.2 Physical Unclonable Functions: Metrics

In this section we discuss the figures of merit of a PUF implementation. We first discuss the

security metrics of uniqueness, randomness, and reliability followed by the conventional VLSI

metrics of area, power, and performance.

1.2.1 Security Metric: Uniqueness

Uniqueness (or inter-die randomness) is a measure of how uncorrelated the response bits are

across dies, and ideally the response bits should differ with a probability of 0.5. It is a measure

of how different a PUF instantiation on a die is from another such instantiation built using the

same design files and technology (Figure 1.2). Since each bit on a die should differ from that

on another with a probability of 0.5, the Hamming distance of a multi-bit response (say N=32)

across dies should follow a binomial distribution with parameters N=32 (response width) and

p=0.5. High uniqueness can be achieved by minimizing any systematic bias in the design that

can lead to a predictable or modelable bit response across chips. Various studies in literature have

demonstrated that a reasonably high degree of uniqueness across dies is achievable for most PUF

implementations [9, 13, 16, 17, 25, 26, 31, 39, 65, 67].

PUFPUFPUF
C

R1
R2
R3

Figure 1.2: PUF Uniqueness: The response (R) should be different/unique for every instantiation of a PUF even

when created from the same design files, and when provided with the same challenge(C).
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1.2.2 Security Metric: Randomness

Randomness (or intra-die randomness) is a measure of the unpredictability of the response. This

implies (i) unpredictability of a response for a new challenge despite the prior knowledge of a

large number of challenge-response pairs (CRPs) (Figure 1.3) as well as (ii) unpredictability of

every bit in the response even with a knowledge of all other response bits. Providing guarantees

about randomness is often non-trivial in practice. Various test suites exist that aim to find a

“pattern” (and hence non-randomness) in a sequence of bits under test [21, 29, 49, 58]. Note that

although a failure to find patterns in any set of tests can suggest randomness from a statistical

point of view, no set of finite empirical tests can guarantee absolute randomness. For this reason,

simply the application of a randomness test suite is not sufficient to verify the randomness of

the responses of a PUF. The design factors that may result in a bias in the PUF response must

therefore be carefully analyzed. A bias in the response of nominally equivalent PUFs is a result

of a systematic bias in the variations that are leveraged for the generation of the response bits. An

analysis of the potential systematic biases in the design may provide a better insight in designing

a PUF with high randomness. In this work, we analyze the randomness of PUF response in the

following two ways:

• Measuring any bias in the response (i.e., percentage of 1’s and percentage of 0’s) in the

entire response data set and in various slices of the data set. The slices are created to find

layout or structural dependent biases.

• Running the standard National Institute for Science and Technology (NIST) statistical

tests [58] on the responses.

High randomness can be achieved by using circuits with regular layout and minimum sized

devices. Regularity minimizes the impact of intra-die systematic variation [24] and small siz-

ing maximizes the impact of random variations [54] (e.g. random doping fluctuations and line

edge roughness). Various studies in literature have demonstrated that reasonably high degree of

randomness across dies is achievable for most PUF implementations [9, 13, 25, 26, 39, 65, 67].
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PUF
Random, 
cannot be 
modeled       

C1
C2
C3

R1
R2
R3

Figure 1.3: PUF Randomness: when a PUF is provided with different challenges (C), the responses (R) that are

generated should be random.

1.2.3 Security Metric: Reliability

Reliability is a measure of repeatability or consistency with which a PUF generates its response

across environmental variations, ambient noise, and aging. Although most of the response bits

of a PUF demonstrate high reliability, some (typically ∼1-20%, depending on the PUF type and

evaluation conditions) do not have a strong bias towards resolving to either of the two states.

High reliability is desirable in all applications but is absolutely critical in applications such as

encryption key generation. The conventional method to improve reliability is to use powerful

error correction codes (ECC) to correct the raw response from the PUF core [73]. Unfortu-

nately, these ECC blocks generally have high VLSI overheads, which scale up quickly as the

error correction capability increases. Moreover, some of the error correction techniques require

careful implementation to avoid introduction of any security vulnerability through leakage of

information about the response bits [73]. Researchers have also proposed the use of several or-

thogonal low-overhead error reduction techniques that will minimize the use of high-overhead

error correction techniques, resulting in a system with overall lower overheads and/or higher

security [10, 69].

1.2.4 VLSI Metrics: Area, Power, Delay

The conventional VLSI metrics of a VLSI design are area, power, and performance. Although

these metrics are often secondary to the security metrics for a PUF design, many PUF appli-

cations may impose strict area, power, and/or performance requirements. Area usually has a

direct impact on the cost of die and a smaller area may enable the use of PUFs even in low-cost

applications. Several implementations, e.g. RFID, are severely power-limited requiring PUFs
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to operate under a power budget. Higher performance may be required for high-performance

cryptographic applications. This study compares the area, power, and delay of the several PUF

implementations.

1.2.5 Testchips

All the results in this work are supported by measured silicon results. For this we fabricated

two testchips, both in 65nm bulk CMOS. A description of the testchips and the included test-

structures is given in Appendix A.

1.3 Outline of Thesis

In this thesis, we discuss various aspects of a PUF design, with a strong focus on circuit and

implementation details. The outline of this work is shown in Figure 1.4.

In Chapter 2 and Chapter 3, we discuss various PUF implementations and provide a compari-

son on security and VLSI metrics using hardware results. Based on the comparison, we conclude

that while randomness and uniqueness is achievable for most PUF implementations, achieving

high reliability has remained a challenge. We briefly discuss the two methods of achieving

high reliability. The conventional method is to use error correction codes (ECC) and significant

amount of work has been done in this field in the last decade [11, 14, 20, 37, 40, 44, 53, 73, 74].

We investigate the other method of reliability enhancement by error reduction. We categorize the

error reduction techniques as extrinsic and intrinsic.

In Chapter 4, we discuss two extrinsic techniques - multiple evaluation (ME) and activation

control (AC). These techniques show limited improvements in reliability. Measured results show

that they are able to reduce errors by 70-80%.

In Chapter 5, we describe our first intrinsic technique – post-silicon selection (PSS). The

technique, when applied to sense amplifier PUFs demonstrate ∼100% reduction in errors. We

designed a self-contained BIST-controlled key generator system which autonomously generates

highly reliable bits that can be used as a key. The measured failure rate of a 128-bit key using

this technique was < 10−6. We also describe the framework of a secure and reliable strong-PUF
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Comparison

Reliability hard 
to achieve

Error Correction Error Reduction

Extrinsic Techniques Intrinsic Techniques

- Key generator
- Strong PUF

Chapter 2 & 3

Chapter 3

Chapter 3 Chapter 4-6

Chapter 4 Chapter 5 & 6

Chapter 5

Figure 1.4: Organization of thesis.
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that uses the reliable bits from the key generator in conjunction with an AES primitive.

In Chapter 6, we describe our second intrinsic technique – directed accelerated aging (DAA).

We show how IC aging mechanisms can be used in a directed and accelerated manner to increase

the PUF reliability. Using the HCI-based DAA on a modified sense amplifier PUF, we were able

to show ∼100% error reduction. Measured results show that this technique is able to generate

bits with an equivalent 128-bit key error rate < 10−6.

In Chapter 7, we summarize the work and draw conclusions.
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Chapter 2

PUF Implementations and Design

Guidelines

2.1 Generation of a Random Bit

Over the last decade, several PUF core implementations have been proposed in literature. A

typical PUF core implementation generates its random bits by amplifying the difference in some

electrical characteristic of two identically designed circuits. Most PUF implementations can

be categorized as either delay-based or bi-stable element based, depending on this electrical

characteristic. Delay-based PUFs (or simply delay-PUFs) compare the nominally identical delay

paths to determine a response bit [16, 65]. Bi-stable element-based PUFs (or simply bi-stable

PUFs) use the activation state of a nominally balanced bi-stable element to determine a response

bit [8, 26]

For illustration, let us assume P is an electrical property of two identically designed circuits

in a PUF core (measured as P(1) and P(2)) such that the difference D = P(1) −P(2) is amplified

for the generation of a random bit in a PUF core. Since the property P can have both randomly

(PR) and systematically (PS) varying components, their differenceD will have a random (DR =

P(1)
R − P

(2)
R ) and a systematic component (DS = P(1)

S − P
(2)
S ).

Let us assume that the randomly varying component (PR) has a normal distributionN (µPR
, σPR

).

Hence, DR will have a normal distribution N (0,
√

2σPR
). Let us also assume (pessimistically

9
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Figure 2.1: (center) Probability density function of DR and D, where D is the difference in an electrical property

P when measured from two identically designed half-circuits in a PUF core. This difference D is amplified for the

generation of a random bit. A systematic component (DS) will result in a bias in the generated random bit (and

hence a lower than ideal entropy). The grey region represents noisy PUF outputs. (center) A typical scenario with

σP = 1 a.u. (σD =
√

2 a.u.), small DS ( = 0.3 a.u.), and noisy region represented by ±0.2 a.u. (right) A wider

distribution of P results in a reduced number of noisy outputs, even for the same DS and noisy region. (left) A

larger systematically varying component results in a increased bias in the PUF output.

from a security perspective) that the systematically varying component is completely understood

by an adversary andDS can be accurately modeled. For simplicity, assume thatDS is a constant.

Then D will have a normal distribution N (DS,
√

2σPR
). Figure 2.1 shows the distribution of

D, the quantity amplified for the generation of a random bit. The amplification of D for the

generation of the PUF response bit is assumed to be unbiased. However, due to the resolution

limit of the amplification process and due to any differential impact of ambient noise on P(1) and

P(2), circuits with D ≈ 0 will have non-deterministic (noisy) outputs. These noisy outputs are

represented by the grey region around the region D = 0. Therefore, bits that are generated by

amplifying a larger value of D are expected to be more reliable (consistent). Statistically, this

is shown in Figure 2.1 (right) where a wider distribution of P (and hence D) results in a lower

percentage of noisy bits. Also Figure 2.1 (left) shows that a small value of DS) would result in a

smaller bias, and hence a random bit with higher entropy.

This simple analysis suggests the following.

• For high randomness, the systematic component of D needs to be minimized. This min-

imizes any bias in the response and hence maximizes entropy. This can be achieved by
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high symmetricity in the design of the PUF core.

• For high reliability, the spread ofD needs to be maximized to ensure that a larger number of

random bit generating PUF cores are unaffected by environmental variations and ambient

noise and regenerate bits consistently. This can be achieved by using minimum sized

devices to maximize the impact of variations.

Please note the above analysis, if done accurately on any PUF circuit will be much more

complex. For example, P may not follow a normal distribution or it may not be possible to

model DS accurately as assumed in this analysis. This will result in quantitative differences,

however, the qualitative design guidelines will still hold true.

2.2 PUF Design vs. a Typical Digital Design

Silicon PUFs, just like typical digital circuits, generate an output (response) every time they are

provided with an input (challenge). Moreover, they have the same design flow and process flow

like any typical digital circuit. Yet, there are some fundamental differences in the way they are

designed. A digital circuit is typically designed with enough margin such that its output does not

depend on process variations and is entirely a deterministic function of its input. On the other

hand, a PUF is designed such that its output is entirely a function of the process variations and is

not a predictable function of its input at the time of design.

As described in the previous section, PUFs generate their random outputs by amplifying

some electrical property that is measured from two nominally identical circuits. It is important

to note that this difference in the electrical property is not inherent in the PUF design, but is only

due to process variations.

2.3 PUF Implementations

Most of the PUF implementations proposed in literature can be classified as either delay PUFs

or bi-stable PUFs, depending on the phenomenon of response generation. In this section, we

discuss the design and properties of two representative designs of the delay PUFs and bi-stable
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PUFs.

2.3.1 Delay PUFs

A delay-based PUF compares the delay of two nominally identical paths. The basic idea is as

shown in Figure 2.2. The two delay paths Path1 and Path2 have the same nominal delay Tnominal.

However, their delays, T1 and T2, are different because of different random delay components

Trandom1 and Trandom2. A response bit in a delay PUF is generated by comparing (directly or

indirectly) T1 and T2, which effectively is comparing Trandom1 and Trandom2. If Trandom1 and

Trandom2 are randomly and identically distributed, the response bit generated by comparing T1

and T2 will be a random bit. Arbiter and ring-oscillator PUFs are the most common implemen-

tations of delay based PUFs.

Path 1

T1 = Tnominal  + Trandom1

Path 2

T2 = Tnominal  + Trandom2

Figure 2.2: Two delay paths with same nominal delays but different random components of delays.

Arbiter PUFs. Arbiter PUFs are delay-based PUFs and generate their response bit by com-

paring the delay of two delay paths, nominally identical, but with slightly different delays due

to manufacturing process variations. The basic idea is as shown in Figure 2.3. The paths in

an arbiter PUF connect to a decision-making arbiter block, essentially a phase comparator, that

generates a 0 or 1 depending on which path is faster.

However, in practice, to allow a large challenge-response space, the inverters in the delay
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Path 1

Path 2
ARBITER

Response 
Bit

Figure 2.3: Simplified arbiter PUF

paths are replaced by configurable multiplexers as shown in Figure 2.4 [16]. The arbiter can be

implemented using digital latches or D-flops. Ideally, an arbiter PUF should be able to generate

2N unbiased and random response bits for each of the possible 2N combinations of challenges.

However, arbiter PUFs have two known issues.

1. Vulnerability to modeling attacks: Because of the additive nature of the delays of the

various stages, an arbiter PUF is vulnerable to modeling attacks. Several modifications to

the arbiter (e.g., feed-forward arbiter PUF) have been proposed to improve resistance to

modeling attacks [34, 36, 48]. Unfortunately, researchers have demonstrated that simple

machine learning algorithms can be used to build accurate models even in the modified

designs [36, 38, 47, 57]. These modeling attacks are typically able to learn from around

5000-10000 CRPs to predict the response to a new challenge with an accuracy >95%.

2. Bias in responses: Since a single arbiter PUF chain (as shown in Figure 2.4) is challenged

multiple times to generate responses, a bias in the arbiter will result in a bias in all the

generated bits from that chain.

Ring Oscillator (RO) PUFs. Ring oscillator (RO) PUFs compare the frequency of two

nominally identical ring oscillators for the generation of a response bit. The basic idea is as

shown in Figure 2.5. The frequency of the selected ROs is counted using a counter followed by

a comparison of the counter values for the generation of a response bit.

A typical implementation is shown in Figure 2.6 [65] and consists of multiple identical ROs,

followed by two wide muxes to select the two ROs for comparison. Conceptually, an RO PUF

works in a way that is very similar to an arbiter PUF. Where an arbiter PUF has a phase com-
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Figure 2.4: A Typical arbiter PUF with two nominally identical delay paths followed by an arbiter to generate a

response bit depending on which path is faster.

Path 1

Path 2

Counter

Counter

Response 
Bit

Figure 2.5: Simplified ring oscillator PUF
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parator (i.e., the arbiter) to amplify the difference of a pair of delay paths, the RO PUF amplifies

the difference of the frequency of the selected ROs by allowing them to oscillate for a time that

is long enough for the frequency measuring counters to generate at least one bit of difference.

M
U
X

Enable[1]
out[1]

Counte
Counter

Enable[2]
out[2]

Enable[256]
out[256]

Digital
Comparator

PUF 
Output

Figure 2.6: A typical implementation of ring oscillator PUF with multiple rings followed by two wide muxes to

select two rings for comparison. The frequency of the selected rings is counted in the two counters followed by a

comparison of the counter values for the generation of a response bit.

2.3.2 Bi-Stable PUFs

Bi-stable PUFs, as implemented by a cross-couple as shown in Figure 2.7 has two stable states

by construction: A=1 or A=0. To generate a random bit, the cross-couple is reset by forcing A

and B to be equi-potential and then allowing them to resolve. If the matched devices in the cross-

couple are sized and laid out symmetrically (i.e. MN1 and MN2 are symmetrically designed and

MP1 and MP2 are symmetrically designed), then the final state of the cross-couple is equally

likely to be A=1 or A=0 and depends on the differences in the devices strengths that originate

from process variations. If the process variations are pre-dominantly random in nature, the final

state of the cross-couple is random and unpredictable.

SRAM PUFs. SRAM PUFs have a bi-stable, symmetrically designed cross-couple element

as shown in blue Figure 2.8. The 6T SRAM cell also has two pass-gates (also called access

devices) that are used to read from and write to the cross-couple. To use as PUF, SRAMs are

typically completely discharged (i.e., supply voltage VDD = voltage at A = voltage at B = 0V)

and then the supply voltage VDD is slowly ramped up.
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MP1 MP2

MN1 MN2

A B

Figure 2.7: A bi-stable cross-couple with two stable states: (A,B)=(0,1) or (1,0).

MP1 MP2

MN1 MN2

A B
MN3

WL

BL MN4

WL

BLB

Figure 2.8: A typical 6T SRAM cell. The bi-stable cross-couple is shown in blue.
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Sense Amplifier (SA) PUFs. Sense amplifiers (SAs) are clocked circuits that amplify small

differential voltages into full swing digital values, and are commonly used in memory read paths

and as voltage comparators. Figure 2.9 shows the schematic of two popular topologies of sense

amplifiers - the latch style and the StrongARM. Under ideal conditions, an ideal SA would

correctly amplify even the smallest of input differential voltages. In practice, however, variations

in the devices of an SA may result in an offset (or bias), a measure of the natural tendency of the

SA to resolve to a particular polarity. To ensure correct operation, the SA inputs need to have a

difference larger a certain voltage, referred to as the offset voltage or VOFFSET .

MP1 MP2

MN1 MN2

A B
MP3

SE

BL MP4

SE

BLB

SE

(a) Latch style sense amplifier

MP1 MP2

MN1 MN2

A B

BL BLB

SE

MN3 MN4

MN0

(b) StrongARM sense amplifier

Figure 2.9: (a) A latch style sense amplifier. (b) A StrongARM sense amplifier. The bi-stable cross-couple is

shown in blue.

To use as a PUF core, SA inputs (BL and BLB in Figure 2.9) are shorted together (i.e., set

to the same voltage, zero differential input) and the SA is fired (SE goes high). A SA will then

resolve to a value determined by its individual VOFFSET [8]. We shall see later in Section 5

that the VOFFSET of a SA has a strong correlation with its reliability and a SA with higher

|VOFFSET | is more likely to be reliable. The VOFFSET of the latch style SA (Figure 2.9(a)) is a

strong function of the difference in threshold voltage (VTH) of devices MN1 and MN2 and the

VOFFSET of the StrongARM SA (Figure 2.9(b)) is a strong function of the differences in the
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VTH of MN1 and MN2 as well as the differences in the VTH of MN3 and MN4. The |VOFFSET |

(and hence the reliability) of a SA can be increased by increasing the difference in the VTH of

these pairs of devices. This can be achieved by using near-minimum sized devices to maximize

the variations in the VTH of these devices [54]. Moreover, to minimize systematic component of

offset, i.e., maximize the randomness of the response, these pairs of devices in the SA should be

designed as symmetrically as possible.

Offset of a SA results from a combination of systematic and random variations. System-

atic variations can be due to manufacturing gradients and layout asymmetries [5], and can be

minimized by symmetric layout of matched devices. Random variations are a result of random

uncertainties in the fabrication process such as random dopant fluctuation (fluctuations in the

number and location of dopants in the transistor channel) [28] and gate line-edge roughness [51].

The effects can be mitigated by using larger devices [54].

Other bi-stable PUFs. Many other PUF implementations exist in literature that can be

categorized as bi-stable PUFs. All the designs have a cross-coupled structure which is reset and

then evaluated to generate a response bit. Some of the main proposed implementations are as

follows.

• Latch PUF: The settling state of two cross-coupled NAND (or NOR) gates which con-

stitute a simple SR latch has been proposed as a PUF core [64]. The cross-couple is a

symmetric structure with nominally equivalent gates and equal capacitances and hence it

can generate unbiased responses with 50% 1’s and 50% 0’s.

• Flip-Flop PUF: The power-up state of a Flip-Flop has been proposed as a PUF core [43,

68]. The cross-coupled structure is inherently asymmetric – the cross-coupled gates are

typically a simple inverter and a tri-stated inverter with unequal strengths, and the capaci-

tance of the cross-coupled nodes (equivalent to A and B in Figure 2.7) is also not matched.

Hence, the power-up state of a Flip-Flip PUF can have a bias to either “1” or “0”. This

was confirmed from large-scale silicon measurements where the uniqueness across bits

generated from a Flip-Flop PUF was only 36% (as opposed to an ideal value of 50%) [68].

• Butterfly PUF: The settling state of two cross-coupled latches has been proposed as a

PUF core in FPGAs [33]. For FPGAs, ensuring symmetric capacitance of the cross-couple
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nodes is not easy and hence Butterfly PUFs can have generated bits with a strong bias to

either “1” or “0”.

• Buskeeper PUF: The settling state of a buskeeper i.e., an uncontrolled latch implemented

as cross-coupled inverters with weak drive strength, has been proposed as a PUF core [61].

Buskeeper PUFs can result in a biased response due to inherent mismatch in the capaci-

tance of the cross-coupled nodes.

2.4 Strong-PUFs vs. weak-PUFs

The distinction between a strong-PUF and a weak PUF was introduced in [20] and was later for-

mally defined in [56]. Basically, the distinction is based on the security properties of challenge-

response pairs (CRPs). Simply put, a PUF is called a strong-PUF if it has a large (often exponen-

tial to some system parameter) number of CRPs. The weak PUFs, on the other hand, can only

generate a few CRPs. From a security perspective, this means that for a strong-PUF, an adver-

sary cannot predict the response of a random challenge with high probability, even with the prior

knowledge of a large number of CRPs. Most PUF implementations, including RO PUF, SRAM

PUF, and SA PUF, only generate a small number of random bits and are therefore classified as

weak PUFs. Although, the arbiter PUF can be challenged by an exponentially large number of

inputs for the generation of response bits, it has been shown that simple machine learning algo-

rithms can be used to build accurate models for the response behavior with the knowledge of a

small number of CRPs (∼5000-10000) [36, 38, 47, 57].

Properties of a truly secure and reliable strong-PUF have been discussed in [41, 56] and

designing a silicon strong-PUF is generally considered an open problem. In Section 5.2, we pro-

pose and describe the framework of a strong-PUF that uses our proposed reliable key generator

in conjunction with an AES block, a standard cryptographic primitive. Our strong-PUF lever-

ages the randomness properties of the AES to generate one-way, non-invertible responses. The

reliability of the key generator ensures that the strong-PUF is reliable.
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2.5 Summary of Chapter

In this chapter we have discussed how a typical PUF implementation generates its random bits by

amplifying some electrical property from two nominally identical circuits in the PUF core. We

provide a simplified illustration to show how characteristics of this electrical property impacts

the security metrics of a PUF. We then discuss the design and properties of the two main cate-

gories of PUF implementations, the delay PUFs and bi-stable PUFs. There are several studies

in literature that evaluate the security and/or VLSI metrics of a single PUF core implementation.

A comparison of various PUF implementations that is based on the results from these studies is

both difficult and inaccurate because of differences in metrology and process technologies used.

In the next chapter, we provide an apples-to-apples comparison of the security and VLSI

metrics (as discussed in Section 1.2) of several PUF implementations that we fabricated on the

same platform.
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Chapter 3

Comparison of PUF Implementations

As discussed in Section 2, PUFs derive their security properties from the bits generated by the

underlying PUF core. There are several studies in literature that evaluate the security and/or

VLSI metrics of a single PUF core implementation. However, using the results from different

studies for a comparative analysis is not possible for various reasons. First, these studies do not

use a standard test methodology or a common definition of the metrics for comparison. Second,

some of the published results are from simulation-based analysis while some are from silicon-

based measurements. Even for the publications that provide silicon measurements, some are

from FPGA based designs and some are from ASIC designs. Third, the results are from different

CMOS process technologies and/or using different manufacturers/technology models making it

even harder to compare the results across studies.

Hence, in order to provide an apples-to-apples comparison, we designed a testchip that con-

tained several PUF implementations on the same platform. The testchip is built in 65nm bulk

CMOS technology and is described in Appendix A.1 (Generation I testchip). In this chapter we

describe the test structures that we built on our Generation I testchip followed by a comparative

analysis of the security and VLSI metrics from the measured results.
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3.1 Arbiter PUFs

3.1.1 Test structure on chip

As described earlier in Section 2.3.1, arbiter PUFs are delay-based PUFs and generate their

response bit by comparing the delay of two nominally identical delay paths. On the testchip we

built 12 instances of arbiter delay chains, each consisting of two configurable delay paths, in a

total area of 42kµm2 (Figure 3.1). The delay paths are configured using a 64-bit challenge. The

test-structures are a slight modification of the original proposed arbiter PUF structure in that the

final arbiter block is removed and the chains are looped back on themselves, which allows them

to oscillate (Figure 3.2). Measurement of the oscillation frequency enables precise path delay

measurement and phase detection with arbitrary resolution. The modification also enables the

study of loss in entropy as a function of a bias in the phase detector.

3.1.2 Loss of entropy as a function of arbiter bias

A large bias in the phase detector will result in a significant loss in entropy. This is of special

concern when the same chain, and hence the same biased phase comparator is re-used for re-

sponse generation for multiple challenges (as is proposed in [36, 38]). Figure 3.3 shows the loss

in entropy as a function of a bias in the phase comparator. The delay difference in the chains

(rings in the modified design) are measured on a testchip at nominal conditions (1.2V and 27◦C).

Arbiter PUFs have been shown to be vulnerable to modeling attacks [57] and a lowered entropy

of the response bits potentially makes them even more vulnerable to such attacks.

3.2 Ring Oscillator PUF

3.2.1 Test structure on chip

As described in Section 2.3.1, RO PUFs compare the frequency of two nominally identical ring

oscillators for the generation of a response bit. The test structures on the testchip were modified

from the typical implementation by replacing the two wide muxes, the two counters, and the
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Figure 3.1: Layout of arbiter PUF test structures
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Figure 3.2: Modified arbiter PUF test structure on the testchip with the final arbiter block removed and the delay

chains looped back on themselves, allowing them to oscillate for precise delay measurements.
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Figure 3.3: Arbiter PUF loss of entropy as a function of a fixed bias in the phase comparator. Ideal % bias and

ideal entropy of the response bit is 50% and 1 respectively.
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comparator by a single wide mux followed by a frequency down converter (Figure 3.4). This

signal after the frequency down conversion enables accurate off-chip frequency measurements.

The testchip contains 256 ROs built using a variety of ring sizes (13, 17, and 31 inverter chains)

and device types (all combinations of ‘Low Power’ and ‘General Purpose’ process devices with

high, low, and standard VTH doped devices) in an area of 30kµm2 (Figure 3.5). Measurements

from different design options are presented next.

M
U
X

Enable[1]
out[1]

÷4096
PADEnable[2]

out[2]

Enable[256]
out[256]

Modified Design

Figure 3.4: Modified ring oscillator PUF test structure on the testchip. The test structures are modified by replacing

the two wide muxes, the two counters, and the comparator by a single wide mux followed by a frequency down

converter to measure the oscillations accurately off-chip.

3.2.2 RO PUF measurements from a variety of ROs

A description of all the 256 rings on a die is provided in Table A.2. Relevant results from the

rings is presented here. Figure 3.6(a) shows the frequency of 32 ROs built using GPsvt devices

(i.e., GP process and standard-VTH doping) across temperature. Figure 3.6(b) and 3.6(c) show

the mean frequency of ROs built using various types of devices across VDDs (at nominal tem-

perature 27◦C) and across temperature (at nominal VDD 1.2V for LP, 1.0V for GP) respectively.

Figure 3.6(d) shows mean cycle time (i.e., 1/frequency) of ROs of different lengths. Figure 3.6(g)

and 3.6(h) show the standard deviation of frequency across VDDs (at nominal temperature) and

across temperature (at nominal VDD) respectively. Figure 3.6(e) and Figure 3.6(f) show the

standard deviation of the cycle time and frequency, respectively, of ROs of different lengths.

Figure 3.6(a), 3.6(b), and 3.6(c) show that, as expected, the frequency of ROs increase for
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Figure 3.5: Layout of ring oscillator PUF test structures
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higher VDD and at lower temperatures. Moreover, as expected ROs built using GP process are

faster than those built using LP process. Further, within a process option, the low-VTH devices

(lvt) have a higher frequency compared to standard-VTH devices (svt) followed by high-VTH

devices (hvt).
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(a) Freq of 32 ROs (GPsvt) across T (VDD=1V) (b) Mean freq across VDD (27◦C)

(c) Mean freq across T (VDD=1V) (d) Mean cycle time (1/freq) across VDD (27◦C)

Figure 3.6: Measured results from various ROs. (a),(b),(c) show measurements from rings designed using a variety

of device types. (continued on next page...)

Figure 3.6(d) shows ROs of longer lengths take more time to oscillate and have a higher cycle

time. The delay of a RO can be approximated to be the sum of the delay of all the individual gates

in the rings. Under this approximation, we would expect the mean cycle times of the 17-gate RO

and the 31-gate RO to be 17/13 times (=1.31x) and 31/13 times (=2.38x) respectively of that of

the cycle time of the 13-gate RO. For ROs built in LP, the ratios were found to be ∼1.33 and

∼2.31 and for ROs built in GP, the ratios were found to be ∼1.36 and ∼2.30. From this we can
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(e) Std. dev. of cycle time across VDD (27◦C) (f) Std. dev. of freq across VDD (27◦C)

(g) Std. dev. of freq across VDD (27◦C) (h) Std. dev. of freq across T (VDD=1V)

Figure 3.6: (...continued from previous page) Measured results from various ROs. (d),(e),(f) show measurements

from rings of different lengths. (g) and (h) show the dependency of standard deviation of frequency (and hence the

evaluation time of RO PUFs) on VDD and temperature.
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conclude that RO delays can be modeled as the additive delay of the individual gates in the ring.

Additive delay approximation would suggest that the standard deviation of cycle times of the

17-gate RO and the 31-gate RO would be
√

17/13 times (=1.14x) and
√

31/13 times (=1.54x)

respectively, under the assumption that each gate delay is independent and identically distributed

with a normal spread. The measured ratios, however, deviated from these numbers. For example,

the ratios for rings built in GP and delays measured at nominal voltage and temperature were

found to be 1.18 and 1.33. One reason for this could be that we have only 16 rings of size 17 and

31 per die and empirically measured standard deviation requires much larger number of samples

to converge as compared to the mean.

Figure 3.6(f), 3.6(g), and 3.6(h) show measurements of the standard deviation of the mea-

sured frequency for various cases. The evaluation time of an RO PUF is the time a pair of rings

is expected to take to generate at least a 1-bit difference in their frequency count and hence

the evaluation time is a function of the frequency difference of the selected rings. The larger the

spread of the frequency of a sample of rings, the better the chances of having a large difference in

the frequency of the two arbitrary selected rings. In other words, the time to wait for rings with

larger spread is less and hence RO PUFs that use rings with large frequency distribution have

faster evaluation times. The RO PUF evaluation time is inversely proportional to the standard

deviation of the frequency of the rings.

From Figure 3.6(f), we can conclude that RO PUFs that use smaller rings have faster evalu-

ation times. From Figure 3.6(g) and Figure 3.6(h), we can conclude that RO PUFs built using

GP devices have faster evaluation time than ones built using LP devices. Figure 3.6(b) show that

by increasing the supply voltage from 0.8V to 1.2V for GPsvt rings and from 1.0V to 1.4V for

LPsvt rings, the mean frequency of the GPsvt rings and LPsvt rings increase by 63% and 81%

respectively. However, for the same increase in voltage, the standard deviation of frequency of

GPsvt and LPsvt rings increases (and hence the RO PUF evaluation time decreases) by only 3%

and 18% respectively (Figure 3.6(g)). Since the dynamic power is approximately proportional to

the square of VDD, increasing VDD will result in a significant increase in dynamic power while

the RO PUF evaluation time improves only slightly. Hence, this suggests that RO PUFs should

be evaluated at lower voltage for an optimal power-delay product. Figure 3.6(h) also shows that
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the RO PUF evaluation time not have a strong dependency on the temperature of operation.

3.3 Bi-stable PUFs: SRAM and sense amplifiers

3.3.1 Test structure on chip

As described in Section 2.3.2, SRAM and sense amplifier (SA) PUFs have bi-stable elements

that evaluate to one of the two stable states. The SRAM PUF is typically activated by powering-

up the supply. The SA PUF is activated by firing the sense enable. As seen in Figure 3.7, the

SRAM and SA implementations have essentially the same core circuit (cross coupled inverter

pair). For the SRAM, the source of the PMOS pair is directly controlled whereas for the SA

implementations, the source of the NMOS pair is controlled via a gate-controlled NMOS device.

The testchip contains two 64x64 SRAM arrays in a total area of 21.0kµm2 (Figure 3.8) and two

64x64 SA arrays in a total area of 26.9kµm2 (Figure 3.9), one using latch-style SAs and one

using StrongARM SAs. The SA arrays are arranged and accessed like the SRAM array. When

used as a PUF, the inputs are shorted and a row of SAs is triggered by sense enable (implemented

like a wordline in a SRAM).

3.4 Comparison of security metrics

In this section we discuss how the PUF core bits generated from different PUF implementations

evaluate on the security metrics of uniqueness, randomness, and reliability.

3.4.1 Uniqueness

Uniqueness (or inter-die randomness) of a PUF is a measure of how uncorrelated the response

bits are across dies and is typically evaluated by measuring the distribution of Hamming distance

of multi-bit responses across dies. Ideally, the distribution should follow a binomial distribution

with parameters N = response width and p = 0.5. Figure 3.10 shows the histogram of Ham-

ming distance of PUF responses from two chips for all PUFs. The response for the SRAM and
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Figure 3.7: 6T SRAM, latch-style, and StrongARM SA schematics. In the shown implementations, SRAM PUFs

are typically activated by raising the power supply after the internal nodes are completely discharged. Sense ampli-

fier PUFs are activated by a rising sense enable signal (SE) after the internal nodes are reset. The core of all cells

is a cross-couple inverter bi-stable (shown in blue) with very similar mode of operation. Where the SRAM is VDD

referenced, the sense amplifier imlementations shown are GND referenced.

Figure 3.8: Layout of ring oscillator PUF test structures
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Figure 3.9: Layout of ring oscillator PUF test structures

SA PUFs were created using a 16-bit word (4 responses per row). A single arbiter chain was

randomly challenged 16 times to create a 16-bit response. The small number of ROs of the same

design type allowed a maximum of 4-bit response width for the RO PUF. The responses for all

the PUFs were found to be close to the behavior of perfectly unique PUFs. Measurements from

all other pairs of chips showed similar results.

3.4.2 Randomness

Randomness (or intra-die randomness) is a measure of the unpredictability of the response. This

implies (i) unpredictability of a response for a new challenge despite the prior knowledge of a

large number of challenge-response pairs (CRPs) as well as (ii) unpredictability of every bit in

the response even with a knowledge of all other response bits. Many test suites like the NIST

test suite [58], Knuth’s empirical tests [29], the Diehard test suite [49], and Gustafson’s tests [21]

exist to statistically analyze the randomness of a binary sequence. These randomness tests can

be used to identify patterns (and hence non-randomness) in the response bits. Note that although

a failure to find patterns in any set of tests can suggest randomness from a statistical point of

view, no set of finite empirical tests can guarantee absolute randomness. The NIST test suite

document [58] states that the statistical tests may be a “useful first step” but “cannot serve as a

substitute for cryptanalysis.” For this reason, simply the application of a randomness test suite

is not sufficient to verify the randomness of the responses of a PUF. The design factors that may

result in a bias in the PUF response must therefore be carefully analyzed.
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Figure 3.10: Histogram of Hamming distance (HD) of response words across dies for all PUF types. Also shown

is the probability mass function of HD in responses from ideally unique dies. The SRAM, SA, and RO PUFs show

very close to ideal behavior with mean(µ) and std. dev. (σ) closely matching the ideal behavior. Arbiter PUFs were

found to deviate significantly from the ideal behavior which could potentially be because of a bias in their layout.
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For measuring randomness, we first ran the NIST statistical tests on the response bits from

various PUF types. Next, for the bi-stable PUFs, we measured the percentage of 1’s and 0’s

across the responses across layout orientations and across rows/columns to check for any layout

or structure dependent bias. The response of a random, unbiased PUF should have 50% 1’s and

50% 0’s.

Randomness (NIST tests). To evaluate randomness, we ran the standard National Institute

for Science and Technology (NIST) statistical tests [58] on the responses generated from the

different PUF types. Note that NIST tests, like other statistical tests for randomness, are designed

to test randomness of binary sequences as generated by a random number generator (RNG)

under test. Since PUF cores are more like a pool of random bits and do not naturally generate

a unique sequence of bits, we generate a sequence of bits from different implementations in

the following ways. Arbiter PUFs and ring oscillator PUFs are evaluated using a sequence of

random challenges to generate a sequence of bits. SRAM and sense amplifier PUFs are arrayed

and a sequence of bits is generated by accessing the arrays in order of the physical location of

the cells (first row, followed by the next, and so on). Note that there is no finite set of tests that

can guarantee that a sequence under test is truly random. Each test looks for a “pattern”, which

if detected would indicate that a sequence is non-random.

NIST tests are constructed such that they compare and evaluate a sequence under test to

a truly random sequence. The NIST approach involves computing a test statistic (s) and its

corresponding probability value (P-value). Typically the test statistic is constructed such that

large values of a statistic suggest a non-random sequence. The P-value is then the probability

of obtaining a test statistic as large or larger than the one observed if the sequence is random.

Hence, small values (conventionally, P-values < 0.05 or P-values < 0.01) are interpreted as

evidence that a sequence is unlikely to be random. The decision rule in this case states that “for a

fixed significance value α, s fails the statistical test if its P-value < α”. For a binary sequence to

pass a test, the P-value must be above a significance level (α), which is the probability of Type I

error (i.e., the probability of a random sequence failing a test). For example, if the test statistic is

constructed such that for an α of 0.001, one would expect 0.1% of all truly random sequences to

be rejected by the test and for an α of 0.01, one would expect 1% of all truly random sequences
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to be rejected by the test.

The results of the NIST tests are interpreted as follows. For example, the tests are run on 1000

binary sequences (i.e., m=1000), each having 5000 bits (i.e., n=5000), the level of significance

is 0.01 (i.e., α=0.01), and 996 out of 1000 binary sequences have a P-value ≥ 0.01. Statistically,

the acceptable range of the % of sequences that pass the test is determined using the confidence

interval defined as, 100*
{
p̂± 3

√
(p̂(1− p̂))/m

}
where p̂ =1-α. This range, for the example

above, computes to 99%±0.94%, i.e. the % of sequences passing (i.e. with P-value ≥ 0.01)

should be above 98.06%. In our example, 99.6% of sequences pass the test, which is greater

than the lower limit of the range and hence the sequences under test are said to have passed the

particular NIST test. The conclusion that can be drawn is that the NIST test was unable to find

a pattern that would have suggested non-randomness. If a binary sequence passes all the NIST

tests, the sequence is “likely” to be a random sequence.

Table 3.1 and Table 3.2 show the result of the application of the NIST test suite on the

binary sequences as generated from the various PUF types. The standard NIST test suite has 15

tests, each with its recommended minimum length of the binary sequence under test (nmin) for

meaningful statistical conclusions. For some of these tests, nmin is 106. Because of the limited

number of samples we could generate from our limited number of testchips, only 7 out of the

15 tests could be run on our data set. For the purpose of testing, mtotal binary sequences, each

of length nmin were created from a total of N bits of response from each PUF type (mtotal =

bN/nminc). The level of significance (α) was chosen to be 0.01. The statistically acceptable

number of sequences for each test, as per the confidence interval described above, is given by

mmin and the number of sequences that have their P-value ≥ 0.01 is given by mpass. The set of

sequences is said to have passed a particular test if mpass ≥ mmin.

Table 3.1 and Table 3.2 show that all PUF types pass all the 7 NIST tests. Also note that

while the binary sequence for SRAM and the sense amplifiers are generated by measuring the

cells in the array in physical order, the sequences for the Arbiter and ring oscillator PUFs are

generated by using a sequence of random challenges (using randperm function in MATLAB).

The arbiter and ring oscillator PUFs have known vulnerabilities to modeling attacks when used

without any post-processing on the challenges [57]. For example, consider an arbiter PUF with
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PUF Types⇒ Arbiter Ring Oscillator

Total Samples (N)⇒ 4704 11873

← # Sequences (m)→ ← # Sequences (m)→

Test nmin mtotal mmin mpass pass? mtotal mmin mpass pass?

Freq 100 47 44 46 4 118 113 118 4

Block Freq 100 47 44 47 4 118 113 118 4

Cusums (f) 100 47 44 46 4 118 113 118 4

Cusums (b) 100 47 44 47 4 118 113 118 4

Runs 100 47 44 47 4 118 113 116 4

Entropy 100 47 44 47 4 118 113 118 4

Longest Run 128 36 33 36 4 92 88 91 4

Spectral 1000 4 3 4 4 11 9 11 4

Table 3.1: NIST randomness test results for delay based PUFs.

PUF Types⇒ SRAM SA-S SA-L

Total Samples (N)⇒ 28672 8192 8192

← # Sequences (m)→ ← # Sequences (m)→ ← # Sequences (m)→

Test nmin mtotal mmin mpass pass? mtotal mmin mpass pass? mtotal mmin mpass pass?

Freq 100 286 278 284 4 81 77 77 4 81 77 77 4

Block Freq 100 286 278 282 4 81 77 81 4 81 77 80 4

Cusums (f) 100 286 278 286 4 81 77 79 4 81 77 77 4

Cusums (b) 100 286 278 286 4 81 77 78 4 81 77 79 4

Runs 100 286 278 284 4 81 77 80 4 81 77 81 4

Entropy 100 286 278 286 4 81 77 80 4 81 77 80 4

Longest Run 128 224 217 222 4 64 60 62 4 64 60 64 4

Spectral 1000 28 26 27 4 8 7 8 4 8 7 8 4

Table 3.2: NIST randomness test results for bi-stable based PUFs.
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a challenge that is flipped in two consecutive bit locations. The responses in the two cases are

very likely to be the same as the two challenges activate and compare nearly the same delay

paths. Also, consider a ring oscillator PUF where the raw challenges are decoded to generate the

combinations of rings for comparison. A sequence of incremental challenges could decode into

a sequence of comparisons of the frequency of several rings with that of a particular ring, which

say has a higher than average frequency. Thus, the responses from these sequence of challenges

will not be independent and the generated response sequence will be biased. For these reasons,

secure implementations of arbiter and ring oscillator PUFs would require some processing of the

challenges before they are used internally. To confirm this, we tested responses for the arbiter

and ring oscillator PUF when they are activated using a set of unprocessed challenges. Each

challenge in this set is generated by incrementing the previous challenge by one. These responses

failed all the NIST randomness tests (except Spectral), stressing the necessity of randomizing the

challenges for the arbiter and the RO PUF for the generation of random responses.

Table 3.1 shows the results for the NIST tests using randomized challenges. All PUF types

pass all the randomness tests. Strictly speaking, these results do not conclude that the PUF

response are random. Instead, these results conclude that NIST tests were unable to find any

non-randomness in the response of the PUF types.

Randomness (layout dependent bias). Figure 3.11 shows the bias in the measured response

from all PUF types from several testchips. The overall bias (i.e., measured over all bits from a

PUF type on a die) across all chips was found to be close to ideal (50%). The measurements for

arbiter and RO PUFs are taken across 4 dies, for SRAM across 7 dies, and for SA PUFs across 3

dies (a bonding issue prevented some designs from being tested in all dies).

Since PUF cores derive all their randomness by capturing process variations in their physical

implementations, there could be layout or structural dependent patterns, which get masked when

we measure the overall bias. For example, a potential source of bias in the array-based PUFs

could be the mismatch in the environment of the rows and columns on the periphery as compared

to those in the middle of the array. Another potential source of bias could be the layout orientation

of the PUF core cell. Hence we measure the bias across rows, columns, and each of the layout

orientations for the arrayed bi-stable PUFs to test for systematic biases. Figure 3.12 shows
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the measured bias across layout orientations for SRAM and both structures of sense amplifiers

from multiple testchips. SRAMs and sense amplifiers are laid out in four orientations for area

efficiency. These are R0 (default orientation), MX (default mirrored along X-axis), MY (default

mirrored across Y-axis), and R180 (default mirrored along both X-axis and Y-axis). The SRAM

measurements are taken from 7 chips and the SA measurements are taken from 3 chips. The bias

in each orientation and across all chips for SRAM and SA PUFs is shown in Figure 3.13. Figure

3.14 shows the bias computed across row and columns of the SRAM and sense amplifier PUFs.

The results of these tests indicate a close to ideally random behavior for all PUF types.
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3.4.3 Reliability

Reliability of the PUF cores was measured as follows.

1. All PUFs cores from a chip were evaluated once at 9 different environmental condi-

tions, a combination of supply voltage VDD = 1.2V (nominal) ±200mV and temperature:

−20◦C, 27◦C, 85◦C. The temperature was controlled using a temperature controlled cham-
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ber (TestEquity Model 107 [3]). For the SRAM PUF, we consider 4096 bits – one bit for

each location of the SRAM array. For the SA PUFs, we have 4096 bits each for the latch

style and StrongARM types – one bit each for each location of the SA arrays. For the

RO PUF, we measured the frequency of all 32 ROs of type LPsvt (see Figure 3.5 and Ta-

ble A.2) and generated
(
32
2

)
, i.e., 496 bits by comparing the frequencies of all combinations

of 2 ROs. For the arbiter PUF, we challenge a arbiter chain with 1000 randomly chosen

64-bit binary strings. The frequencies of the two rings (see Figure 3.2) were compared to

generate 1000 response bits for the arbiter PUF.

2. The response bits for each PUF were compared across the 9 conditions and if a bit was

found to be inconsistent in even one of the 9 measurements, it was considered an erroneous

behavior and the corresponding PUF core was marked as unreliable.

3. The final metric of reliability is expressed in terms of errors and represents the percentage

of PUF cores that show an erroneous behavior.

4. We also compute the errors across voltage-only variations (V-only) and across temperature-

only variations (T-only) to understand which of the two variations has a stronger impact

on reliability.

Figure 3.15 shows the reliability expressed as percentage of errors. For example, an error

of 16% (as observed for RO PUFs across V&T variations) implies that 84% of the PUF cores

generated response bits that evaluated consistently across all V&T evaluations. Reliability of

response of all PUFs was found to be in the range∼73-87% for all PUFs across V&T variations.

Further, we find that voltage variations (V-only) have a larger impact on reliability as compared

to temperature variations (T-only) for all PUF types except SRAM. For the SRAM, as discussed

later in Section 4.2, the power-up values of SRAM does not depend on the voltage to which the

VDD is powered-up to. The SRAM bits lock to their preferred state much earlier (∼ 200mV) and

whether the VDD is ramped up to 1.0V, 1.2V, or 1.4V does not impact the SRAM power-up state

in any way. Hence, we do not see any significant V-only errors for the SRAM PUF. However,

the SRAM power-up state does depend on the ramp-rate of supply during power-up and thus if

the supply voltage is ramped up to different values in the same time, i.e., same time to rise from

0V to the final voltage (and hence resulting in different supply ramp rates), it would impact the
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Figure 3.15: Reliability comparison of PUF types across voltage (V-only), temperature (T-only), and voltage and

temperature (V&T) variations. The percentage error of all PUF types considered ranges from 13.3% to 26.4%.

reliability of the SRAM PUF.

Note that the measure of reliability as defined above is more conservative than how it is

conventionally defined. Conventionally, errors across environmental conditions are computed as

the maximum of the errors seen in the response bits, measured at all environmental conditions,

and when computed by comparing it to the “golden” reference response (typically measured

at the nominal conditions), . Our definition is more conservative and would result in a higher

error count. For example, say we had to measure the errors at just at just 2 environmental

conditions and we just had 10 bits of response. For the measurements at condition#1, say we

see an inconsistent behavior for bit#1 and bit#2 (compared to nominal behavior) and for the

measurements at condition#2, we see an inconsistent behavior for bit#2,bit#5, and bit#6. The

conventional measure of reliability would count 2 and 3 errors respectively in the two cases and

the worst case error count as 3 (or 30% errors) across the 2 environmental conditions. In our

definition, we would count the number of bit locations that exhibit an erroneous behavior across

any of the conditions. Hence, with our conservative definition, we would count the errors across

the conditions to be 4 (one count each for bit#1, bit#2, bit#5, and bit#6), i.e., 40% errors.
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The conventional metric of reliability is more suited for applications that would implement

ECC for error correction and hence it is important to know the maximum errors seen across

any environmental condition to estimate the error correction capability for the ECC design. Our

metric of reliability provides a better estimate of the percentage of PUF core bits that are vul-

nerable to errors across environmental conditions. This number is important to implement the

post-silicon selection scheme for reliability enhancement (as discussed later in Section 5).

3.5 Comparison of VLSI Metrics

The baseline VLSI metrics (area, energy, and delay) of the PUFs were evaluated by comparing

the cost of generating one response bit.

3.5.1 Area

The area measurements are obtained from the layout of the fabricated design (Figure 3.16. For

the arbiter, the area can be amortized by re-using a chain for multiple challenges, but at the cost

of increased delay and an increased vulnerability of modeling attacks [57]. The area of SRAM

and SA reported is for the 64x64 arrays that include the peripheral circuitry (decoder, I/O, etc.).

For a larger array, the effective area of a single SRAM or SA will reduce further. The area of RO

includes the area of two rings, and a 25-bit counter to keep track of the frequency of the ROs. RO

PUF has an area over 500x higher than a SRAM PUF and over 400x higher than both SA PUF

types. Arbiter PUF has an area of over 1300x higher than the SRAM PUF and ∼1000x higher

than SA PUFs.

3.5.2 Delay

The delays of the arbiter and RO PUFs are measured directly from the chip after on-chip fre-

quency division. The delay of a RO PUF to generate a bit depends on the frequency difference

of the selected RO pair. More precisely, a RO PUF response can be sampled only after the dif-

ferential frequency results in a 1-bit change in the counter values. Assuming a group of ROs

oscillating at frequencies that follow a normal distribution (standard deviation = σF ), it can be
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Figure 3.16: Area for the generation of one response bit. Compared PUF implementations are ring oscillator (RO),

arbiter, SRAM, StrongARM sense amplifier (SA-SA), and latch style sense amplifier (SA-L). Compared to the area

of bi-stable PUFs, the area of RO PUF and arbiter PUF is over 400x and ∼1000x higher respectively. The effective

area of the arbiter can be amortized by re-using the chain for multiple challenges, but at the cost of delay and an

increased vulnerability to modeling attacks.
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shown that when allowed to oscillate for time T99.9 = 555.5/σF or T99 = 55.55/σF , 99.9% and

99% ROs, respectively, can be expected to have at least 1 bit difference in the counter value. The

oscillation frequency of rings was measured from chip to compute σF . The delay reported for

RO in Figure 3.17 corresponds to T99.9, Due to test setup limitations, the SRAM and SA arrays

could not be tested at-speed for access time measurements. Their reported delays are based on

simulation of post-layout extracted netlists. They were, however, tested for functionality at a

lower clock speed of 10MHz making them still much faster than RO PUF and comparable to the

arbiter PUF delays. As seen in Figure 3.17, RO PUF has a delay of ∼7.5*104 higher than the

bi-stable PUFs and the arbiter PUF has a delay of over 10x higher than the bi-stable PUFs.
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Figure 3.17: Delay for the generation of one response bit. Compared PUF implementations are ring oscillator (RO),

arbiter, SRAM, StrongARM sense amplifier (SA-SA), and latch style sense amplifier (SA-L). Compared to the delay

of bi-stable PUFs, the delay of RO PUF (T99.9) and arbiter PUF is 7.5*104x and ∼10x higher respectively.

3.5.3 Energy

The energy results for the PUFs are generated from similar simulations of post-layout extracted

netlists (Figure 3.18). The RO and arbiter PUFs have∼105x and∼8x higher energy consumption

as compared to the bi-stable PUFs.
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Figure 3.18: Energy for the generation of one response bit. Compared PUF implementations are ring oscillator

(RO), arbiter, SRAM, StrongARM sense amplifier (SA-SA), and latch style sense amplifier (SA-L). Compared to

the energy consumption of bi-stable PUFs, the energy consumed by RO PUF and arbiter PUF is ∼105x and ∼8x

respectively.

3.6 Summary of Comparison

From the measurements, we can conclude that all PUF cores, when designed carefully, generate

response bits that have good randomness and uniqueness properties. However, the reliability of

the raw PUF response bits is insufficient for direct use in applications that require high/perfect

reliability. The errors in responses for various PUF implementations were found to be in the

range 13-26% when responses were measured across ±200mV VDD variations and across a

temperature range of −20◦C to 85◦C. We also conclude from the comparison that the bi-stable

PUFs have superior VLSI metrics. These conclusions are summarized in Figure 3.19.

3.7 Reliability, a Hard Problem

In the remainder of this chapter, we discuss techniques to achieve high reliability in PUFs. First

we provide a brief overview of the conventional technique of using error correction codes (ECC)
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Figure 3.19: PUF comparison summary

that correct the errors in the PUF response. It turns out that the ECC techniques can have high

overheads that grow quickly with higher error correction capabilities. Also, several studies

have indicated that many of the ECC techniques have security vulnerabilities that require fur-

ther investigation. After a brief overhead analysis of the ECC techniques, we describe several

low-overhead error reduction techniques. In Section 3.7.2, we categorize these error reduction

techniques as either extrinsic or intrinsic.

3.7.1 Conventional Error Correction

The conventional method to improve PUF reliability is to use powerful error correction codes

(ECC) to correct the raw response from the PUF core. In [14], the authors describe a theoretical

framework using code-offset based syndrome generation (fuzzy extractors) for error correction

in a noisy response. Key extraction from a SRAM PUF using linear block codes was described

in [20]. In [11], the authors use concatenated block codes for improved hardware efficiency

and correction capability. In [40, 44], the authors propose the use of conventional soft-decision

decoder and show its coding gains over their hard-decision counterparts. This, however, results

in additional evaluation time and computational steps and a significant increase in the size of

helper data. An alternate soft-decision decoder that requires only one evaluation and a smaller
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helper data footprint was proposed in [37]. All these error correction implementations require

careful design as the helper data that is generated for error correction (typically assumed to be

publically stored or transmitted in the clear) can be a potential source of information leakage.

This vulnerability is discussed in [73] where the authors also propose an alternate and more

secure technique for error correction which was further improved in [74]. Yet another alternate

method for error correction based on pattern matching was proposed in [53].

Unfortunately, these error correction implementations have significant VLSI overheads. For

instance, and assuming a bit error rate (ber) = 0.15, typical implementations would require

∼3000–10000 raw response bits to generate a reliable 128-bit key, i.e., ∼20-80 bits for the gen-

eration of a single reliable bit [37]. Further, there is an additional area overhead because of the

correction logic circuitry. Note that [37] and many of the other implementations have assumed a

secrecy rate of ∼0.75 (first used in [18]) and hence their reported overheads are for the genera-

tion of 171, i.e., d128/0.75e bits which is later compressed (privacy amplification) to 128-bits of

perfect entropy. Privacy amplification amounts to applying a universal hash function and is not a

focus of our work.

The cost of error correction scales up very quickly with correction capability. For example

the BCH coding in [18] requires ∼26.7 raw response bits for the generation of a single reliable

bit if the ber = 0.15 and requires only ∼3.68 raw response bits if ber was reduced to 0.06.

Another concern with most ECC implementations is that the size of helper data generated is

proportional to the size of the raw response bits required. This helper data needs to be stored on

a non-volatile memory (NVM) along with PUF or transmitted in the clear, adding to the NVM

storage costs or the transmission costs. For the hard-decoder ECC implementations, the size

of helper data is close to the size of the raw response bits required. But for the soft-decoder

implementations, the size of helper data can be significantly larger (e.g., ∼10-20x of the size of

raw response bits required) depending on the amount of soft-information stored per bit [44].

This helper data needs to be loaded on the die at the time of decode. This can be done in

two ways. One way is to load the entire helper data to an on-die memory, say a SRAM. Hence,

the decoder can quickly access the words of the helper data at a high speed (∼ access time of

SRAM). However, this would require a SRAM on die equal to the size of the helper data, which
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is significant, as we discussed above. The other way is to load only a few words at a time on-die,

say to a register file. This will minimize the on-die memory requirements but would limit the

speed at which the decoder can be clocked. This is because the register file has to be updated

with more words of helper data from the off-chip NVM and therefore the decoder speed will be

limited by the access time of the off-chip NVM, which can be a few orders of magnitude higher

than a typical on-chip memory access time.

Another concern is the amount of entropy left in the PUF bits after encoding. An argument

against the typical code-offset based ECC implementations was made in [73] where it is shown

that if a 33x repetition code is used with a PUF that has a bias of 0.5152, then statistically, ev-

ery single bit is leaked out, i.e., no entropy is left in the generated bits after decoding. Another

example is the key generator implementation presented in [42]. They extract bits from the fre-

quency ordering of ROs in a RO PUF as was first proposed by [71]. They assume that the secrecy

rate (i.e., amount of entropy per bit) in the encoded bits is 97.95%. This comes from the ideal

case assumption that all RO frequencies are i.i.d.’s. Their implementation generates 2226 bits

which is equivalent to 2226*97.95/100 = 2180.4 bits of entropy. Their implementation of helper

data leaks 2052 bits of information and hence the the remaining entropy in the decoded bits =

2180.4-2052 = 128.4 bits. However, if there is any systematic bias in the ROs that result in a

non-uniform frequency distribution, the secrecy rate will be lower. If the secrecy rate is even 6%

off from the assumed ideal case assumed, there would be no entropy left in the generated bits.

Finally, these implementations take a large number of cycles to decode the bits. For example,

the implementation in [11] takes 25-30k cycles to generate 128 reliable bits and the key generator

implementation in [42] takes ∼300k cycles to generate a 128-bit key.

To summarize, the concerns with typical ECC schemes are as follows.

• Cost of ECC scales quickly with error correction capabilities.

• Almost 20-80 source bits required per bit of reliable bit generation.

• Large helper data results in large off-chip NVM storage or increased transmission costs.

• Depending on the loading scheme of helper data on die during decode, either a large on-die

memory is required or the decoder speed is significantly bottlenecked.
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• Entropy left in the decoded bits is very sensitive to the ECC scheme and the randomness

of the source bits.

• Decoding requires a lot of cycles.

Because of these reasons, it is desirable if raw bits from a PUF have high baseline reliabil-

ity. Hence, researchers have proposed various techniques to reduce the number of errors in the

baseline PUF response. These schemes are introduced next in this chapter and our work on these

techniques is presented in the next 3 chapters.

3.7.2 Error Reduction Techniques

Researchers have proposed several techniques to reduce the errors in the raw PUF response.

Most of these reliability enhancement techniques for error reduction can be categorized as either

extrinsic or intrinsic. Extrinsic techniques only leverage the external control to the PUF core and

the fundamental structure of the PUF core remains unchanged. In general, extrinsic techniques

are easier to implement and can reduce errors by 70-80%. Intrinsic techniques, on the other

hand make more fundamental changes to the set of PUF core bits. They either involve making

changes to the PUF core devices or to the selection criteria of bits from a set of PUF core bits.

Their implementations have slightly higher overheads compared to extrinsic implementations,

but are able to achieve∼100% reduction of errors requiring very low or no ECC implementation

to achieve a desired level of reliability.

3.8 Summary of Chapter

In this chapter, we have presented an apples-to-apples comparison of several PUF implementa-

tions using measurements from test-structures built in a 65nm bulk CMOS testchip. The com-

parison results are summarized in Section 3.6. Measurements show that while uniqueness and

randomness is achievable, reliability of the raw PUF response is insufficient for applications that

require perfect reliability. We then discuss the techniques to achieve high reliability. We provide

an overview of the conventional techniques of error correction, along with a discussion of the

associated overheads. Alternately, there are several error reduction techniques that can minimize
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or completely eliminate the use of high-overhead ECC techniques. These techniques can be cate-

gorized as either extrinsic or intrinsic. In the next chapter, we discuss our work on extrinsic error

correction techniques, followed by a discussion on our work on intrinsic techniques in Chapter 5

and Chapter 6.
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Chapter 4

Extrinsic Techniques for Reliability

Enhancement

In the previous chapter, we provided an analysis of security metrics of various PUF implemen-

tations. We saw that achieving high reliability in the raw response is a challenge for most PUF

implementations. Conventional method to achieve high reliability is to correct the errors in the

raw PUF response using error correction codes (ECC). As discussed in the previous chapter, the

overheads associated with ECC can grow quickly with error correction capabilities. Several er-

ror reduction techniques exist that can minimize the use of error correction techniques. These

error reduction techniques (or reliability enhancement techniques) have been categorized as ei-

ther extrinsic or intrinsic. In this chapter, we will discuss our work on the extrinsic reliability

enhancement techniques. We categorize a reliability enhancement technique as extrinsic if it

involves no change to the fundamental structure of the PUF core. It only leverages the exter-

nal control signals to the PUF to improve its reliability. We study the following two extrinsic

reliability enhancement techniques - multiple evaluation (ME) and activation control (AC).
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4.1 Multiple Evaluation (ME)

4.1.1 Introduction

The response of a particular PUF instance each time it is evaluated has a finite probability of

being different, even at the same environmental conditions, due to random noise in the sys-

tem (e.g., Johnson-Nyquist noise, random telegraph noise, uncorrelated crosstalk). One way to

increase the reliability is to evaluate the PUF multiple times, and then combining the “soft” re-

sponses to determine the final “hard” binary response. In this section, we evaluate the efficacy

of such a Multiple Evaluation (ME) scheme for increasing PUF reliability. This technique, how-

ever, is limited to canceling noise and cannot correct errors that are due to any nominal shift in

performance at a different operating environment or due to aging of devices. In this work, we

study the error reduction capabilities of ME at the nominal conditions.

4.1.2 Delay-based PUFs

Due to the inherent nature of the ring-oscillator PUF and the nature of the modified test-structures

for the arbiter PUF on our testchip (which allows the delay chains to oscillate), there in an

inherent averaging of delays over multiple cycles. Hence, ME is not expected to result in any

significant reduction in errors for RO PUFs. We ran 50 frequency measurements on all the 256

ring-oscillators on chip and the maximum variation in frequency (i.e., difference in the maximum

and the minimum measured frequency) for each of the 256 RO was less than 0.2% of its mean

frequency. These variations could be due to temporal fluctuations in the VDD, which would then

have a similar impact on the other ROs in a typical RO PUF implementation (Figure 2.6). Hence,

such frequency fluctuations may not contribute to errors in the response bits from a RO PUF. As

a comparison, the standard deviation of frequency of LPsvt and GPsvt ROs as a percentage of

their means was found to be ∼1% and ∼1.4% respectively (see Figure 3.6). To summarize, we

can say that ME is not an efficient technique to reduce errors in a RO PUF.
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4.1.3 Bi-stable PUFs

Figure 4.1 shows the evaluation maps of a 64x64 SRAM PUF array (1000 power-ups) and a

64x64 SA PUF array (10 enables) from one testchip. The “soft” evaluation data is represented

by the greyscale coloring of each square indicating the number of times the site evaluated to 1

versus 0.

Generating the Golden Map. At time 0 manufacturing testing of a PUF, it is often desirable

to dump a “golden” evaluation map of the PUF core random bits as a compact way to store the

challenge-response behavior, rather than generate and store the entire (huge) CRP database [32].

This is typically done via some form of “backdoor” access path that is disabled (e.g., via e-fuse,

laser, or FIB) before the product is deployed. By using multiple evaluations, we can ensure

that the golden evaluation map is as representative as possible of the highest probability PUF

behavior.

In Figure 4.2 we compare the initial evaluation map generated with N evaluations and com-

pare it with a golden evaluation map as generated from 1000 power-ups. The average one-time

evaluated evaluation map differs ∼2-2.5% from the golden bitmap. To get errors below 1%, ∼7-

9 power-ups are required, and for below 0.5%, ∼30 power-ups are required. Also, the % errors

go down to 0 as expected when power-ups approach 999, since it is what it’s compared against

for error calculations. This measured data is gathered from 7 testchips.

Number of In-the-Field Evaluations. In a ME scheme, one of the key design decisions is

how many evaluations are needed to generate a reliable final response. Figure 4.3 shows how

the percent error decreases with the number of evaluations for an SRAM PUF using a majority

vote combining stage for 7 different 65nm testchips. The assumed correct “golden” response is

generated using 100 evaluations performed separately. It was seen that for 10 evaluations, errors

were below 1%, and for 40 evaluations, errors were below 0.5%.

Implementation Overheads Multiple evaluations in-the-field will have overhead costs in area,

delay, and energy. Designing a PUF for N evaluations in-the-field will require at least N times the

evaluation time, not counting any fixed overheads for start-up. For SRAM PUFs, once powered

up, the response generation time for multiple challenges is reasonably small (typically <10 ns).
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Figure 4.1: Greyscale bitmap showing the power-up values of a 64x64 SRAM array (a) and latch-style SA array

(b) as generated from 1000 power-up/10 enable measurements at 27◦C and nominal VDD of 1.2V. A zoomed in

section of the array is shown with percentage of times the element resolved to ’1’. In the bitmap, a white pixel

represents an element always resolving to a ’1’, and black pixel represents an element always resolving to a ’0’. A

grey pixel represents an element that sometime resolves to ’1’ and sometimes to ’0’ with the relative ratio indicated

by greyscale value.
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Figure 4.2: Percentage errors in initial response bitmap generation when majority voting done after N evaluations (1

to 999). Errors are calculated against a bitmap generated from 999 power-ups followed by majority voting. The data

shown is for 7 different chips. The one-time evaluated bitmap differs by ∼2-2.5% on average from that generated

from 1000 power-ups for all chips. Further, to get the error below 1%, around 7-9 power-ups are required, and for

error below 0.5%, around 30 power-ups are required. % errors go down to 0 as expected when power-ups reach
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Figure 4.3: Percent errors in response bitmap generated in-the-field when majority voting done after N evaluations.

N ranges from 1 to 899 and errors are calculated against a golden response bitmap generated from 100 power-ups

followed by majority voting. The data shown for 7 different chips. The average one-time evaluated bitmap differs

∼2-2.5% from the golden response. Further, to get the error below 1%, around 7-9 power-ups are required, and for

error below 0.5%, around 40 power-ups are required. Also, the percent errors improvement is significantly slower

after the initial few evaluations.

58



However, multiple evaluations would necessitate multiple power-ups each of which can take up

to 1 ms each, since after each power-down we need to wait for the previously stored state to

discharge. The SRAM data retention time was 1 ms at 27◦C, 100 ms at -40◦C, and 0.04 ms at

85◦C from measurement of the testchip. SA PUFs can have a faster evaluation time (typically

∼1-10 ns), since smaller sections of the design are being activated versus an entire block power-

up/down. Note that a SRAM PUF could be re-designed such that only the SRAM cell array or a

portion of the array is powered-up/down per evaluation and could achieve low evaluation times

similar to the SA PUF, but current SRAM PUFs that use generic compiled SRAM macro, not

specifically designed for PUF use, do not have this capability.

Another key design decision is the type of evaluation combining function to use. We can

simply use a 50% threshold majority function. Or the voting threshold could be adjusted to

compensate for any systematic skew in the evaluation value distribution. For example, if the cells

systematically skewed more towards evaluating to 1 due to a layout asymmetry, the threshold

could be adjusted up to compensate.

A majority function can be built using an up-down counter to count the resolved polarity of

a bit for every evaluation. An N-bit counter, with non-saturating counting, can at most count for

2N − 1 evaluations. Any more evaluations would require a larger counter. These overheads in

area and/or delay could offset some of the area and delay advantages of bi-stable PUFs over the

delay PUFs. However, the overhead for a majority function for in-the-field multiple evaluation

may be significant, since it requires storage of all the evaluation values in counter registers for

each bi-stable element and thus would require at a minimum 2 · log2N bits to store.

The PUF could be evaluated in K sections, thus reducing the storage overhead by roughly

K, but this would also increase the delay by a factor of K. Additionally, we could use saturating

counters and store fewer bits, but at the cost of loss of accuracy in evaluating the majority vote.

Finally, we note that while ME could also be used with delay-based PUFs, it is best suited for

bi-stable PUF designs, due to their short evaluation times, rather than delay-based PUFs which

require comparatively longer evaluation times.
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4.2 Activation Control (AC)

4.2.1 Introduction

Activation control refers to controlling external signals (e.g., voltage level, slope) during the

activation of a PUF with the aim of creating conditions that result in minimum errors in PUF

response. In [69], propose that lowering supply voltage and tuning of body bias can result in a

significant increase in reliability of ring oscillator PUFs. Since the results are based on simula-

tions (in 90nm technology) and a very limited number of Monte Carlo runs (only 20), the claim

of 100% reliability needs further analysis.

SRAM PUFs are typically activated by ramping up the VDD power supply after resetting

the internal nodes to ground. It is known that the reliability SRAM PUF is independent of the

value of VDD [59], but depends on the VDD power-on ramp [26, 60]. Most studies suggest that

a slower ramp rate will result in increased errors in SRAM PUF. The results we arrive at are, at

least at the face value, different from this conclusion. However, a deeper analysis shows that this

conclusion is a special case for which our results are consistent with those in the literature. In

this section, we provide an extensive evaluation of the effects of VDD ramp rate on the reliability

of the SRAM PUF using 3 different voltage sources. The results are based on measurements on

the SRAM PUF test-structures on our Generation I testchip (Section 3.3.1).

We performed Monte Carlo simulations on a SRAM cell using 65nm models. We discharged

the cell to ground and then provided a ramp of 100µs. We found that most cells have already

resolved, as can be seen by the voltage differential generated in the internal nodes, by the time

the VDD has risen to ∼200mV (Figure 4.4). This was also confirmed from our measurements,

as well as results already published in literature, as discussed earlier.

4.2.2 SRAM PUFs: VDD Power-up Ramp Control

Figure 4.5 shows the average percent errors across 1000 power-ups for different VDD ramp rates

when swept from 0V to 1.2V. For these error calculations, the golden bitmap for reference was

generated by majority voting from the 1000 power-up measurements at the particular ramp rate.

The figure shows a steady decrease in the percentage of errors, from 3.5% to 0.67%, with an
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Figure 4.4: Waveform showing internal nodes of a SRAM with VDD ramp rate of 100µs from 0-1.2V for a 1000

run Monte Carlo simulation in 65nm. As seen, most of the decisions of bit polarity are taken at quite a low voltage

of VDD. Simulations show that most internal nodes have already started generating a voltage difference, indicating

a move from the meta-stable state to one of the stable states, at VDD as low as 150-200mV.

increase in the ramp rate from 0.8ms to 14s. We used three different sources of ramp generation

(with different range capabilities) and found a similar trend for all the sources. For two of the

sources, we used external resistors in series with the power supply to reduce the ramp rate. This

resistor, along with the on-chip parasitic capacitance of VDD, acts as a low-pass RC filter and

potentially reduces the high frequency noise in the supply voltage to the SRAM. Figure 4.5

shows a significant reduction in errors for measurements with resistance in series, suggesting

that a lower supply noise results in a more reliable PUF. This analysis can assist a designer in

choosing a ramp rate when designing in a system that generates VDD ramp rate using internal

circuitry.

Figure 4.6 also shows percentage error results where instead of generating the golden bitmap

at every ramp rate, this reference is generated at a particular chosen ramp rate. This analysis is

pertinent in cases where the PUF is characterized at a particular ramp rate, but is evaluated in

field (maliciously or otherwise) at different ramp rates. For Figure 4.6(a), the reference bitmap

is generated for our highest ramp rate point of 0.8ms. The percentage errors for all lower ramp

rates in this case is higher than that at the reference point, which is consistent with previously
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Figure 4.5: Reliability of a SRAM array when the golden reference bitmap is also generated at the same ramp rate

as the evaluated array. The % errors at every ramp rate were computed as an average over 1000 SRAM power-up

measurements at 27◦C. We used three different sources of ramp generation (with different range capabilities and

noise characteristics). A steady decrease in the percentage of errors, from 3.5% to 0.67%, was seen when the ramp

rate was swept (0V to 1.2V) from 0.8 ms to 14 s.
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Figure 4.6: Reliability of a SRAM array across various ramp rates but when the reference bitmap is generated

at a given ramp rate. (a) shows the average percentage errors for 1000 power-up measurements taken at 27◦C at

various ramps and when compared against a golden bitmap generated by a majority voting of 1000 power-ups at the

reference ramp rate of 0.8 ms. (b)-(d) show similar results for other reference ramp rates.

reported reliability data [60]. However, if the reference bitmap was generated at an intermediate

ramp rate, as shown in Figure 4.6(d), the percentage errors at all ramps, with both higher and

lower rates, were higher than that for the reference ramp. Moreover, larger the difference in the

ramp rate from the reference ramp, larger were the observed percentage errors.

Summarizing the results from Figure 4.5 and Figure 4.6, we can conclude the following to

achieve high reliability.

1. The VDD ramp rate for in-field evaluation should be equal or as close as possible to the

ramp rate that was used for the evaluation of the golden bitmap (Figure 4.6). For example,
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if the golden bitmap is generated at 100ms, then in-field evaluation at ramp times both

>100ms or <100ms will have higher errors compared to the case when the ramp time is

exactly 100ms. Also, errors seem to be higher for the case when in-field ramp time is

smaller (faster ramp) compared to the golden ramp time.

2. If it can ensured that the ramp rate at in-field evaluation is consistent with that during

golden bitmap evaluation, then the ramp time should be chosen as high as possible (Fig-

ure 4.5).

3. A less noisy source results in lower errors (Figure 4.5).

A possible explanation of these results is that the SRAM power-up state is function of the rel-

ative strengths of the devices in the cross-couple as well as any differential coupling capacitance

of the internal nodes with the VDD. A slower ramp rate results in slower charge injection and a

faster rate results in a faster charge injection. At an extremely high ramp time, the cross-couple

devices have enough time to discharge any differential injected charge and the resolved bit value

will be a function of only their relative strengths. However, as the ramp rate increases, the time

to discharge the injected charge may be insufficient and this residual charge may play a role in

the final polarity of the power-up value. This residual charge will be different for different ramp

rates and hence the preferred power-up state can differ from one ramp rate to another.

We believe a more complete understanding of the phenomena is still required, including a

better theoretical analysis of the power-on behavior of bi-stables and further experimental eval-

uations. But from our measurements and existing results from literature we can conclude that it

is critical that the activation of the supply voltage power-on ramp needs to be tightly regulated

to assure maximum reliability during normal operation and to prevent a malicious activation

resulting in increased errors.

SA Activation. The reliability of an SA PUF is a function of the offset of the SA elements[8].

Since the ramp rate of the activation signal (sense enable) impacts the effective offset of a SA

[62], it is critical to have a tight control on the ramp rate of the sense enable to prevent malicious

activation of the SA PUF that could potentially reduce its reliability.

Ramp Control Implementation. There are a number of known methods of generating a

controlled voltage ramp on-die including a simple counter and analog-to-digital converter or a
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more complex direct digital synthesis block. Paired with an on-die voltage regulator and BIST

logic, this would enable tight PUF activation control independent of external voltage sources.

4.3 Summary of Chapter

We have presented our results on two extrinsic reliability enhancement techniques – multiple

evaluation (ME) and activation control (AC). Measured results from the application of these tech-

niques on bi-stable PUFs show a reduction of∼70-80% errors in the PUF response. Hence, these

techniques can at best be treated as small-scale reliability enhancement solutions and would still

require other techniques to achieve∼100% reliability. However, these techniques are orthogonal

to other error correction/reduction techniques and can be implemented with low overheads.
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Chapter 5

Intrinsic Reliability Enhancement by

Post-Silicon Selection (PSS)

We categorize a reliability enhancement technique as intrinsic if it makes a fundamental change

to the set of PUF core bits. In this chapter we discuss the first intrinsic technique for reliability

enhancement – Post-Silicon Selection (PSS) – which changes the selection criteria of the selected

PUF cores from the fabricated pool of PUF cores.

Errors in a PUF response can be reduced by pre-characterizing the PUF cores for reliability

and selecting only the ones with the expected reliability higher than a chosen threshold. The PSS

flow is shown in Figure 5.1. Before in-field use as a PUF, the PUF cores have their reliability

estimated in the enrollment phase. The enrollment phase generates a reliability bitmap which

identifies the PUF cores with higher expected reliability. This reliability bitmap is then stored off-

chip, typically in a non-volatile memory (NVM). During field evaluation, the reliability bitmap

is loaded and responses from only the selected PUF cores are used for the generation of the PUF

response.

One way to pre-characterize the PUF cores for reliability in the enrollment stage is to evaluate

them multiple times across multiple voltage and temperature combinations and determine which

bits are inconsistent and mark them as unusable[15]. However, this may result in unacceptable

tester costs and still may not be able to provide any statistical insights about the safety margin

in the chosen bits. This method may not be able to predict the PUF reliability at a new untested
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of all the fabricated PUF cores is estimated. This reliability information is stored as a reliability bitmap off-chip.

The reliability bitmap is loaded during the in-field PUF evaluation and the responses from only the PUF cores with

expected high reliability is used.
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voltage-temperature corner of operation, under a different noisy environment, or over aging of

the PUF. A more efficient way to pre-characterize reliability is to obtain some analog “soft”

information from the PUF that has a strong correlation with its reliability. As noted earlier in

Section 2, most PUFs amplify some electrical differences to generate their “hard” response bits.

Hence, these electrical differences can be good metrics for reliability estimation.

Studies have shown how such “soft” information can be extracted efficiently from the ring os-

cillator PUFs [65] from their frequency measures. An improved reliability can then be achieved

by ensuring that only the ROs with large differences in frequency (typically measured just once

at nominal operating conditions) are compared for the generation of the PUF response [46, 65,

71, 72].

We propose the use of sense amplifier PUFs for post-silicon selection [8, 9] and a measure

of their offset voltage (VOFFSET ) as the “soft” information. As discussed later in this chapter,

the VOFFSET of sense amplifiers (i.e., a measure of the inherent bias to resolve to a particular

polarity) is a very good metric of their reliability [9]. Use of only the SAs with high magnitude

of offset (i.e., the ones with a stronger bias to resolve to one of the polarities) will result in a

collection of bits that are more reliable. It must be noted that as shown by our analysis on the

comparison of PUF types in Section 3.5, SA-PUFs are superior to RO-PUFs in terms of area,

power, and delay per bit of response generation.

In the following sections, we first describe how reliability of a SA PUF can be estimated

from its offset voltage measurement. We then describe our implementation of PSS-based key

generator followed by experimental results from our Generation II testchip. The key generator is

an autonomous and BIST controlled system that implements PSS on SA PUF and generates bits

with a bit error rate <5*10−9 which is equivalent to a 128-bit key error rate <10−6 without using

any error correction codes. A 128-bit key failure rate <10−6 is a typical targeted failure rate for

error correction code (ECC) implementations used in several ECC studies [11, 20, 37, 40, 44].

Finally, as an application of the reliable key generator, we present the framework of a strong-PUF

that uses the reliable bits from the key generator in conjunction with an Advanced Encryption

Standard (AES), a standard cryptographic primitive.
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5.1 PSS in Sense Amplifier PUFs

5.1.1 Sense Amplifier Offset Voltage

As described earlier in Section 2.3.2, sense amplifiers amplify small differential voltages to

full swing digital values. In typical memory-based implementations of SAs, correct operation

is ensured by providing the SA inputs with a voltage difference larger than the offset voltage

(|VOFFSET |). Sense amplifiers can be used as PUFs by evaluating them while providing a zero

differential input voltage. Under no-noise scenario, and when used as a PUF, it can be expected

that a SA with VOFFSET > 0 will resolve to a “1” and a SA with VOFFSET < 0 will resolve to a

“0”.

Figure 5.2 shows the histogram of measured offset of 4096 SAs of the latch-style and Stron-

gARM sense amplifiers from our Generation I testchip. The distribution of offset is close to a

normal distribution with a mean close to 0mV.

Mean = -1.0 mV
Std. Dev. = 74.1mV

Mean = 3.1 mV
Std. Dev. = 60.1mV

−300 −200 −100 0 100 200 300
0

100

200

300

400
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Measured SA Offset (mV)

Figure 5.2: Histogram of measured offset from 4096 SAs each of both the latch style and StrongARM sense

amplifiers on a chip. The distribution of offset is close to a normal distribution for both the SA types. Measurements

from other chips showed similar behavior.
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5.1.2 SA Offset Voltage as a Reliability Estimator

The magnitude of the offset of a SA (|VOFFSET |) is a strong indicator of its reliability. This

insight follows the observation that SA output depends on the polarity of VOFFSET and the

measured VOFFSET changes only slightly across temperature and voltage variations as shown

in Figure 5.3. Hence, pre-characterizing SAs for their offset and using only SAs with high

|VOFFSET | can result in a significant improvement in the reliability of the selected SAs.

Based on this insight, we measured the improvement in reliability in a set of SAs selected

based on their |VOFFSET |. In Section 5.1.4, we present the measured results from our Genera-

tion I testchip. Here, the VOFFSET of each sense amplifier was measured using a procedure as

detailed in Appendix B. The estimation of reliability enhancement is done by post-processing of

the results in software. Promising results from the Generation I testchip encouraged us to build an

autonomous, BIST controlled key generator system in our Generation II testchip that generates

the reliability bitmap in hardware (during enrollment) and autonomously aggregates reliable bits

using the reliability bitmap (during runtime). This key generator system is detailed in Section 5.2

and large-scale experimental results from the system are presented in Section 5.2.2.

5.1.3 Efficient Reliability Characterization

One way of characterizing reliability of SA PUFs is to measure the VOFFSET of each SA (as

detailed in Appendix B) and then selecting the SAs with |VOFFSET | > ∆VIN where ∆VIN is

a threshold that provides sufficient reliability across different and noisy environmental condi-

tions. This method would require a large number of cycles depending on the resolution of offset

measurement. A more efficient method to characterize reliability is as follows.

Figure 5.4(b) shows the two-phase enrollment operation used to characterize the reliability of

a SA PUF. If a large number of SAs are arrayed with their inputs shorted across all of them (i.e.,

a common V+ and a common V−), then the entire array of SAs can be characterized together.

In the first phase (POS), the inputs are configured such that ∆VIN = (V+) − (V−) and in the

second phase (NEG), the connections are reversed so ∆VIN = (V−) − (V+). As shown in

Figure 5.4(b), at the end of enrollment, a SA is selected as a potentially reliable one if the output
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Figure 5.3: Measured VOFFSET for a sample of latch-style sense amplifiers at different (a) temperatures and

(b) voltages. VOFFSET does not show a significant variation across voltage or temperature variations and hence,

when VOFFSET measured at nominal conditions (27◦C and 1.0V for GP devices) has a large magnitude, it is more

likely that the VOFFSET and hence the SA PUF response bits will have the same polarity across all voltage and

temperature variations.
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of the SA is consistent (either 1 or 0) for both the phases. A consistent output of a SA is an

indicator that its |VOFFSET | > ∆VIN (i.e., an external ∆VIN was insufficient to make a SA flip

its preferred polarity) and hence the SA has a high probability to resolve to a consistent polarity

when ∆VIN = 0 across different and noisy environmental conditions. V+ and V− are kept fixed

at a voltage differential (∆VIN ) that provides sufficient robustness over environmental variations.

Our experiments from our Generation I testchip show that a ∆VIN ∼50mV results in selec-

tion of ∼50% of SAs which have extremely high reliability [9]. These results are shown next

in Section 5.1.4. Note that this threshold of ∆VIN can vary for different SA designs (topology,

sizing, or layout), for different process technologies, and for different measurement conditions.

5.1.4 Reliability Enhancement (Results from Generation I Testchip)

Figure 5.5 shows the reduction in errors in selected SAs with a more restrictive thresholds of

selection. The increased threshold will, however, result in the rejection of a higher percentage

of all the SAs fabricated, and hence a lower percentage utilization of SAs on chip. Higher the

threshold of selection, higher will be the overall reliability of the selected SAs, but at the cost

of a reduced percentage utilization of SAs. This tradeoff is shown in Figure 5.6. For example,

with a |VOFFSET | threshold of 20mV, the percentage of errors reduced from 18.8% to 4.1% for

latch-style SAs after rejecting 33% of SAs (67% SA utilization). The reliability-to-VOFFSET

correlation enables a PUF designer to have an efficient and deterministic method of selecting

reliable SA elements based on the expected noise and environmental variations.

Note that the results presented in Figure 5.5 are using one evaluation at every voltage/temperature

corner. Applications that require high reliability, e.g., key generation, require the final key to have

a key error rate < 10−6 or an equivalent bit error rate < 7.8 ∗ 10−9. To demonstrate such low

error rates in a PUF that uses PSS, large-scale measurements would be required. We present such

large-scale silicon measurements in Section 5.2.2 to demonstrate that using PSS in SA PUFs can

achieve the desired key error rates without using any ECC.
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5.2 Autonomous Key Generator and Secure Strong-PUF

5.2.1 Design

Figure 5.7 shows the top-level schematic of our self-contained BIST-controlled key generator.

It consists of a 64x64 SA PUF array and two 64x64 SRAM arrays. The layout snapshot of the

implementation of the key generator and the AES is shown in Figure 5.8. The SA PUF array is

arranged and designed much like a typical SRAM array and each row of the SA array is activated

by a rising sense enable (SE) signal (Figure 5.4(a)) which is implemented like the word-line (WL)

signal in a SRAM array. Figure 5.9 describes the key generator operation. During the first phase

(POS) of enrollment (pre-characterization), the values from the SA PUF array (OUTPOS in Fig-

ure 5.4(b)) are read and temporarily stored in the SRAM array named ‘Value Array’. In the

second phase (NEG), the values from the SA PUF array (OUTNEG in Figure 5.4(b)) are com-

pared with OUTPOS) by simultaneously accessing the ‘Value Array’. If OUTPOS = OUTNEG

for a SA, suggesting that |VOFFSET | > ∆VIN , its location is marked as potentially reliable by

storing a ‘1’ at the corresponding location in the Reliability Bitmap SRAM array. The written

word into the Reliability Bitmap is generated by a bit-wise XNOR of OUTPOS and OUTNEG.

The end product of enrollment is the completely filled Reliability Bitmap array which is equiv-

alent to the helper data of typical ECC schemes. This reliability bitmap needs to be stored in a

non-volatile memory with the PUF or needs to be sent to the PUF from a server before it needs

to generate its key in the field.

Figure 5.9 shows the execution steps at run-time when the key generator is used in the field.

First, the reliability information is loaded into the Reliability Bitmap array. Then the SA PUF

array is activated with ∆VIN = 0 (Figure 5.4(b)) while the corresponding reliability information

is also read from the Reliability Bitmap array. The Reliable Bit Aggregator aggregates the SA

values from the first N reliable locations (as per the Reliability Bitmap) to generate and stores a

reliable N-bit key in registers (Figure 5.10). In our design, we chose N=512 and the first 128 bits

are used as a key to an AES.

Note that the helper data (Reliability Bitmap block) carries no information about polarity of

the bits but only the physical location of the potentially more reliable bits. Hence they do not leak
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Figure 5.7: Key generator and strong-PUF design. A self-contained BIST controlled sense amplifier (SA) PUF

based key generator. The BIST automatically generates the reliability bitmap in the enrollment phase which is then

used at run-time to select reliable bits from the SA PUF array. The first 128 of these bits are used as the key in an

AES primitive to realize a reliable and secure strong-PUF. The input and output of the AES primitive are treated as

the challenge and response respectively.
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Figure 5.8: Layout snapshot of key generator and AES for strong PUF realization.
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Figure 5.9: Flowchart of key generation and strong-PUF realization.
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Figure 5.10: Demonstration of the repeated aggregation of reliable PUF bits into the AES key. Letters used instead

of bits in value for clarity. 512 bits stored in key register for analysis purposes; the first 128 of these are used as the

AES key.

any information about the bits unless there was any correlation found in the bits generated from

the SA PUFs in the array. However, the biggest contributor of VOFFSET (and hence the polarity

of bit) is local random variations in the devices of a SA (e.g., random dopant fluctuations and

line edge roughness) and hence the bits of the array can be assumed to be largely independent.

5.2.2 Experimental Results (Generation II testchip)

In this section we provide measured results of the key generator from our Generation II 65nm

CMOS testchip (Appendix A.2). First, we present the reliability measures followed by the area

and speed measurements of the key generator as well as for our strong-PUF realization.

5.2.3 Reliability of Generated Key

Depending on the choice of ∆VIN , the key generator creates a Reliability Bitmap that is used to

select a set of bits for use in-field. A higher ∆VIN will result in a smaller set of selected SAs, but

one with higher expected reliability. Hence, reliability for our design will be a function of ∆VIN .

Figure 5.11(a),(b) show the measured outputs from the SA PUF array after the POS and the NEG
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phases in enrollment for different values of ∆VIN . Figure 5.11(c) shows the reliability bitmap

that is generated after the two phases. Each square in Figure 5.11 consists of 64x64 pixels that

represent the contents of a 64x64 array. A ‘1’ in the SA PUF output is represented by a white

pixel and a ‘0’ in the PUF output is represented by a black pixel. We repeated the POS and

NEG phases 100 times, and some of the PUF outputs are noisy, i.e., they sometimes resolve to a

‘0’ and sometimes to a ‘1’. For illustration, such SA PUFs are represented by a grey pixel and

the ratio of ‘1’s and ‘0’s is indicated by the greyscale value. However, the reliability bitmap is

generated using only the first evaluation of the SA PUF. A white pixel in the Reliability Bitmap

represents a bit location to be selected (as potentially reliable) and a black pixels represent the

locations of the unselected bits. We see that for a higher ∆VIN , the SA PUFs tend to generate

more 1’s in the POS phase (more white pixels in Figure 5.11(a)) and more 0’s in the NEG phase

(more black pixels in Figure 5.11(b)). Also, for higher ∆VIN , there is a more rigorous selection

criterion for reliability, as is seen by the less number of white pixels in the Reliability Bitmap.

This is further illustrated in Figure 5.12 which shows the percentage of SA locations that are

selected during enrollment for different values of ∆VIN . For example, for ∆VIN=50mV, 38.4%

of 4096 bits (=1573) bits were selected in the reliability bitmap and for ∆VIN=120mV, 3.7% of

4096 bits (=151) bits were selected in the reliability bitmap.

For reliability, we first take 10,000 measurements (run-time operation as shown in Fig-

ure 5.4(b) and Figure 5.9) at all combinations of voltage: 1.0V, 1.2V, 1.4V and temperature:

-20◦C, 27◦C, 85◦C. We then take 180,000 measurements at the corner with worst reliability as

measured from the initial 10,000 runs (found to be 1.0V, 85◦C). We also take 100,000 measure-

ments at the nominal corner (1.2V, 27◦C). The bit error rate (BER) and the key error rate (KER)

is computed as follows. Any selected SA that resolves inconsistently in any of the measurements

is considered an unreliable SA and every inconsistent SA increases the bit error count by 1. The

BER is then ratio of bit error count, averaged across all runs, to the total number of selected

bits. For a key to be error free, all the bits of the key must be error free. We assume the secrecy

rate to be 0.75 (i.e., entropy per bit = 0.75), using the results from previous studies on bi-stable

based PUFs [18, 37]. Hence, to obtain a 128-bit key, d128/0.75e = 171 bits need to be generated

which can be later compressed (privacy amplification) to 128-bits of perfect entropy. Hence for
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Figure 5.11: SA PUF response map in the (a) POS and the (b) NEG phases.The percentage of ‘1’s and ‘0’s is ∼

50% for ∆VIN =0mV. With an increasing ∆VIN , the response maps in the two phases show a bias towards a higher

percentage of ‘1’s and ‘0’s in the POS and the NEG phase respectively. (c) The reliability bitmap shows a reduced

number of selected SAs for higher ∆VIN .
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Figure 5.12: Percentage of bits (of the 4096 bits in the SA PUF array) that are selected in the enrollment stage i.e.

percentage of 1’s in the Reliability Bitmap for various ∆VIN

this study, we define the key error rate KER = 1− (1−BER)171.

Figure 5.13 shows the measured errors in the selected set of SAs for different ∆VIN . As

expected, a higher ∆VIN results in reduced number of errors. Figure 5.13(a) shows the errors

across temperature variations at constant voltages of operation. Figure 5.13(b) shows the er-

rors across voltage variations when operated at constant temperatures. Figure 5.13(c) shows the

errors across all voltage and temperature variations as measured from the first batch of 10,000

measurements across all corners. We find that when enrollment is done using ∆VIN = 60mV ,

no errors were found in any of the 1213 selected bits in 90,000 measurements.

Large-scale silicon measurements. The measurements from the additional 180,000 and 100,000

measurements at the worst case corner (1.0V, 85◦C) and the nominal corner respectively, found

no errors in any of the runs. We define worst case bit error rate (BERWC) as follows. If no

errors were found in N runs of S selected bits, then we conservatively assume that the first error

would occur in the very next measurement and define our BERWC = 1/(N ∗ S + 1). Due

to the pessimistic definition we can safely claim that for our design the measured BER is at

least lower than BERWC . Since no error were observed in any of the 1213 SAs in the 180,000

measurements at worst case, our BERWC = 4.6 ∗ 10−9 and we can claim that experimentally

observed BER < 4.6 ∗ 10−9. This is equivalent to a KER < 0.8 ∗ 10−6.
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Figure 5.13: Percentage Error bits in the selected set of SAs. For the error measurements, the SA PUF array was

evaluated 10,000 times at all combination of voltage (1.0V, 1.2V, 1.4V) and temperature (-20◦C, 27◦C, and 85◦C)

(nominal: voltage=1.2V; temperature = 27◦C), hence a total of 90,000 evaluations. (a) Errors across temperature

variations while keeping the voltage constant. (b) Errors across voltage variations while keeping the temperature

constant. (c) Errors across all voltage and temperature variations.
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5.2.4 Error Modeling

We model-fit the measured error rates to the various values of ∆VIN . For all the 9 environment

corners, we found that the rate of reduction of BER was super-exponential w.r.t. an increasing

∆VIN . We were able to achieve a good fit by choosing the following model: log(y) = aebx

where y = BER and x = ∆VIN . The model fits very well for all the observed errors at all

the 9 corners. The measured BER, the model, and the worst case bit error rate (BERWC) are

shown in Figure 5.14. The model predicts that the BER, for the worst case corner and with a

∆VIN=65mV is 7*10−12 or an equivalent KER ∼1.2*10−9. Clearly, there must exist an error

floor due to various error phenomena including soft particle strikes that would result in errors.

However, at such error levels, the PUF would then be just as unreliable as any other part of the

digital circuitry.

5.2.5 Uniqueness

Uniqueness is a measure of how uncorrelated the response bits are across chips, and ideally

the response bits should differ with a probability of 0.5. The Hamming distance (HD) of a k-

bit response from ideally unique chips should follow a binomial distribution with parameters

N = k and p = 0.5 and the mean of the HD distribution should be equal to k/2. For uniqueness

measurements, we create 256 16-bit words from the 4096 SA raw bits from 15 different chips for

HD computation. Figure 5.15 shows that the pair-wise HD of response bits from three arbitrarily

chosen chips. The HD distribution is close to ideal and the mean of HD (ideally 8.00 for k=16)

for all pair-wise combinations taken from 15 measured chips (i.e., total 105 combinations) was

found to be in the range 7.69–8.26.

5.2.6 Randomness of the Selected Bits

We compute the percentage of 1’s in the selected set of bits for various ∆VIN just to ensure that

the selection process does not favor bits with a certain polarity. We find that the percentage of

1’s are within the range 43%–50% (Figure 5.16).

85



Worst Case
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Figure 5.14: Measured bit error rate (BER) and modeling of errors beyond the measured range. The measured

errors are from 180,000 measurements in the worst case corner, 100,000 measurements in the nominal corner, and

10,000 measurements at all other corners. If no errors are observed in N measurements of S selected bits, then the

worst case bit error rate is pessimistically defined as 1 error in N*S measurements. The following error model was

a very good fit: log(y) = aebx where y = BER and x = ∆VIN .
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Figure 5.15: Histogram of Hamming distance (HD) of response words from the SAs across three chips. Also

shown is the probability mass function of the HD in responses from ideally unique chips. For the HD comparison,

256 16-bit words are created from 4096 bits of the SA arrays. The pair-wise HD of response bits from the three

chips is close to ideal with means of 8.16 7.93, and 7.99.
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Figure 5.16: Percentage of 1’s in the selected bits for various ∆VIN for 3 different chips.

5.2.7 Speed

Speed of Enrollment of SA PUFs. The enrollment needs to be done just once to extract the

reliability bitmap of the SA PUF array. For this design, the enrollment is a completely self-

contained operation and requires no configuration except fixing the two signal pins V+ and V−

to provide a sufficient ∆VIN which could be done with an internal resistive ladder or other bias

generator circuits. Enrollment takes 1024 cycles each for the POS and the NEG phase with a

pause of K cycles between to allow the inputs of the SAs to settle to the switched voltage. From

simulations of the design with parasitic capacitance extracted, we estimated that the SA inputs

take ∼250ns to settle. We ran our design at 10 MHz and K was set to 16 pessimistically to allow

1600ns for the inputs to settle. Although we tested our design in silicon at only 10 MHz due

to test equipment limitations, in simulations the key generator is able to run at up to 250 MHz.

At the tested frequency of 10 MHz, the enrollment is achieved in 206.4 µs. At the simulation

frequency of 250 MHz, and still allowing 1600ns for the inputs the settle, the enrollment delay

is 9.8 µs. Further, if the word-size of the SA PUF and the SRAM arrays is increased from 4,

88



to say 32, the number of cycles would reduce by a factor of 32/4 = 8. However, increasing the

word-size would require more I/O pins since this reliability information has to be sent off chip

for storage.

Speed of Key Generation. At run-time, the key generator first loads the Reliability Bitmap

Block (generated during enrollment and stored off-chip). Then the SA PUF is evaluated while the

Reliable Bit Aggregator accumulates the reliable bits of the key by processing the output words

from the SA PUF array and the Reliability Bitmap array, one word at a time (Figure 5.10). The

run-time operation for the key generation takes 2048 cycles in the worst case: 1024 cycles to load

the Reliability Bitmap Block, and 1024 cycles to aggregate 171 reliable bits from the SA PUF

assuming there are exactly 171 reliable bits in the PUF. Note that we are assuming a secrecy rate

of 0.75 and hence a total of 171 bits required to generate high entropy 128 bits. If the required

171 reliable bits can be extracted from the first N bits of the SA PUF, then this information can

also be stored during enrollment to limit the bits loaded and then processed for the generation of

the required number of reliable bits. For the worst case (loading and processing all 4096 bits),

it takes 204.8µs at the measured frequency of 10 MHz and 8.2µs at the simulated frequency of

250 MHz. From data gathered from the our test chips, we see that ∼1200 of the 4096 bits (i.e.,

∼30%) bits show extremely high reliability for ∆VIN = 60mV (as shown in Figure 5.12 and

Figure 5.13). Thus the estimated number of bits to be read to generate 171 reliable bits is 570

and that would require 143 cycles each for loading and processing the required number of bits.

Hence, in this case, the generation of the key would take 28.6µs at the test frequency of 10 MHz

and 1.14µs at the simulated frequency of 250 MHz. These delay numbers compare favorably to a

recently published FPGA implementation which has a PUF key-generation time of 5 ms (running

at 54 MHz) [42].

Speed of the strong-PUF (response time). The AES primitive implemented in our sys-

tem requires 10 cycles to generate a 128-bit response for a 128-bit challenge. At the simulated

frequency of 250 MHz, this is 40 ns per challenge/response pair (CRP).
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Design Block GE Area on Chip

Synthesized logic 14,452 93,700 µm2†

→AES 10,487 34,436 µm2

→IO-Ctrl 1,493 10,844 µm2

→Test-Ctrl 2,470 13,198 µm2

Value/Reliability SRAMs – 2 x 7,700 µm2

Sense Amp PUF – 9,700 µm2

Total area – 118,800 µm2

Table 5.1: Area of the key generator. † The total area of the synthesized logic is more than the sum of the area

of different synthesized blocks as it includes the place and route overhead as well as several scan-flops for test

purposes.

5.2.8 Area

Table 5.1 shows the area consumption of the key generator and the realized strong-PUF and

the gate equivalents (GE) for the synthesized blocks. The total on-die area of the design is

118.8k µm2. The custom designed 4096 bit SA PUF and two SRAM arrays (both 64x64 column-

mux 16 arrays) take 8.1% (9.7k µm2) and 13.0% (15.4k µm2) of the overall area respectively.

The remaining 78.9% of area is synthesized logic. The synthesized logic is composed of the

key-generator logic (IO-Ctrl and Test Ctrl) and the AES block. The key-generator logic fits in

a total of 3963 GEs and in an area of 24k µm2. The total area of the key generator (SA/SRAM

arrays and control/IO logic) is 49.1k µm2. The AES was built using 10487 GEs in an area of

34.4k µm2. The total on-die area of the synthesized logic is more than the sum of the area of

individual synthesized blocks because of placement and routing overhead as well as because of

many scan-flops that are implemented for back-door access to the SRAM and AES internals (for

test purposes) which will not be a part of a final implementation.
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5.3 PSS in SRAM and delay-based PUFs

A similar “soft”-information based efficient estimation of reliability should be possible even

for the SRAM PUF but would require circuits to control the voltage of bitlines at power-up. RO

PUFs have been shown to use frequency measures as the “soft”-information to estimate reliability

(as discussed earlier in Section 5). For the arbiter PUFs, where the response depends on the

electrical characteristics of many devices, a similar estimation would require a measurement of

properties of all those devices, followed by post-processing which may have high overheads.

A more efficient method would be multiple evaluations across voltage and temperature, and

choosing only the configurations that generate consistent response [10]. This, as we have pointed

out earlier in Section 5, may result in an unacceptable increase in tester time and still may not

provide any statistical insights about the safety margin in the chosen elements.

5.4 Discussion of Results

We have shown that PSS is an effective way to reduce the errors in the PUF response. The bit

error rate (ber) achieved is < 5 ∗ 10−9. This is equivalent to a 128-bit key failure rate < 10−6

which is the typical targeted failure rate for ECC implementations.

This is how PSS implementation compares to the conventional error correction techniques on

metrics discussed in Section 3.7.1.

• For the ∆VIN that provides a ber < 5 ∗ 10−9, the percentage of selected bits is ∼30%.

Hence, the PSS technique on SA PUFs requires ∼3.3x SA bits for the generation of 1

reliable bit. The current implementation is capable of generating >1200 reliable bits from

a pool of 4096 bits. Generation of 128 bits (or 171 bits if the secrecy rate of 0.75 is

assumed) would result in a much smaller SA and SRAM array ( 570 bits for the generation

of 171 bits) and smaller peripheral logic.

• The reliability bitmap generated is equivalent to the helper data of conventional ECC tech-

niques in some respects. It is generated at the time of enrollment, stored off-die possibly in

the clear, and needs to be imported on-die for generation of the reliable bits. The reliability

91



bitmap, however, carries no information about polarity of the bits but only the physical lo-

cation of the potentially more reliable bits. Hence they do not leak any information about

the bits unless there was any correlation found in the bits generated from the SA PUFs in

the array. However, the biggest contributor of VOFFSET (and hence the polarity of bit) is

local random variations in the devices of a SA (e.g., random dopant fluctuations and line

edge roughness) and hence the bits of the array can be assumed to be largely independent.

• Our bit generator would take ∼300 cycles to generate the key and run at high speeds

(250 MHz as seen in our 65nm simulations).

• The key generator is able to generate bits with even higher reliability by rejecting more of

the raw bits (see Section 5.2.4).

5.4.1 Strong PUF

We describe the framework of a strong PUF realization that was fabricated on our Generation II

testchip. The strong PUF leverages the security guarantees of an Advanced Encryption Standard

(AES), a standard cryptographic primitive and the reliability of the bits generated by the key

generator to realize a secure and reliable strong-PUF. Our proof-of-concept implementation of

AES can be optimized from the current >10.5k GE to ∼2.4k GE [50]. In fact, the reliable bits

can be used with any standard keyed one-way cryptographic primitive to realize a strong-PUF.

5.5 Summary of Chapter

In this chapter, we described the post-silicon selection (PSS) technique to improve the reliability

of a PUF. We propose the use of the sense amplifiers offset voltage measurement as a metric to

pre-characterize the reliability of sense amplifier PUFs. We then present the design of a highly

reliable, self-contained, efficient key generator based on PSS of SA PUF elements. Measure-

ments from our 65nm Generation II testchip show that our key generator operates with a bit error

rate BER < 5 ∗ 10−9, equivalent to a 128-bit key error rate of < 10−6. Such low BER is con-

ventionally only achievable using powerful error correction codes (ECC). We leverage this high

reliability of the key generator, in conjunction with an AES cryptographic primitive, to build a
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reliable, efficient, and secure strong PUF.
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Chapter 6

Intrinsic Reliability Enhancement by

Directed Accelerated Aging (DAA)

As mentioned earlier, we categorize a reliability enhancement technique as intrinsic if it makes

a fundamental change to the set of PUF core bits. In this chapter we discuss the second intrinsic

technique for reliability enhancement – Directed Accelerated Aging (DAA) – which results in a

permanent change to the properties of the PUF core bits.

Integrated circuits suffer from a number of aging phenomena that can affect device perfor-

mance and characteristics over time. Among these, the most prevalent are negative bias tem-

perature instability (NBTI), hot carrier injection (HCI), time dependent dielectric breakdown

(TDDB), and electromigration (EM). These aging phenomena can generally degrade the circuit

performance and also cause memory remanence in even supposedly volatile memory structures

such as SRAM and DRAM [22]. Previous work has evaluated how aging may reduce the PUF re-

liability (similar to how it would degrade the performance of any regular circuit) [60], but to our

knowledge, this is the first work to propose purposely using an aging phenomenon in a directed

manner to enhance the PUF reliability.

DAA uses an IC stress phenomenon (e.g., HCI, NBTI) in a directed manner such that it

creates a permanent and desired change in the device(s) of the PUF core. Using measurements

from our Generation I and Generation II testchips (Appendix A), we are able to demonstrate

that both NBTI and HCI based DAA can increase PUF reliability. Measured results show that
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HCI-based DAA can generate response bits with a bit error rate <5*10−9. This is equivalent to

a 128-bit key failure rate <10−6 which is a typical targeted failure rate for error correction code

(ECC) implementations [11, 20, 37, 40, 44].

We propose the use of NBTI-based DAA in SRAM PUF cores and HCI-based DAA in sense

amplifier PUF cores. As we shall see later in this section, NBTI-based DAA (or NBTI-DAA)

is able to reduce errors by only ∼40%. The HCI-based DAA (or HCI-DAA) shows a ∼100%

reduction in errors. Apart from efficacy, there are several other advantages of HCI-DAA over

NBTI-DAA as discussed later in Section 6.4. But for completeness, we discuss both the propos-

als. First, we discuss the aging phenomena - NBTI and HCI.

6.1 Aging Phenomena used for DAA

6.1.1 Negative Bias Temperature Instability (NBTI)

NBTI is a dominant failure mechanism for PMOS devices in modern nanometer IC technolo-

gies [70]. NBTI results in an increase in the threshold voltage (VTH) of PMOS devices that are

subjected to a negative gate-to-source (VGS) biasing over a long duration (Figure 6.1). The ex-

act mechanism of NBTI degradation is not well understood, however, it is known that the VTH

degradation has both a dynamic (temporary) and a static (permanent) component. Studies have

shown that the permanent shift in VTH because of NBTI is typically in the range ∼10–40mV.

(a) PMOS device with negative VGS (b) Holes trapped in gate oxide over time

Figure 6.1: NBTI phenomenon in PMOS devices
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6.1.2 Hot Carrier Injection (HCI)

Figure 6.2 gives an overview of the HCI phenomenon for an NMOS transistor. Figure 6.2(a)

shows an NMOS transistor under normal biasing. The gate-to-source voltage (VGS) and the

drain-to-source voltage (VDS) are at nominal supply voltage (assumed to be 1V) and the tran-

sistor operates in saturation. As VDS increases, as shown in Figure 6.2(b), velocity saturation

occurs and for today’s short channels, it can occur for much of the channel. Electrons moving at

saturation velocity continue to acquire kinetic energy, but their velocity is randomized by exces-

sive collisions such that their average velocity along the field direction no longer increases but

their random kinetic energy does. These high energy electrons are called hot carriers and their

population increases for higher VDS . A small fraction of these hot carriers acquire enough en-

ergy to overcome the silicon-oxide barrier energy and get injected into the gate oxide (the brown

square in Figure 6.2(b)).

Transistors with carriers trapped in the oxide require a higher VGS for inversion, effectively

increasing their VTH . When this stressed NMOS transistor, with trapped electrons, is used under

normal VDS biasing as shown in Figure 6.2(c), the NMOS transistor behaves asymmetrically

under the two source-drain biasing directions. When the current flows in the same direction

under normal biasing, as in the stressed biasing, such that the trapped electrons are near the drain,

the NMOS transistor sees only a slight increase in VTH . However, when used with the source-

drain directionality reversed, such that the trapped electrons are near the source, the NMOS

transistor will see a much higher increase in VTH . This is because for inversion, most of the

charge accumulates in the channel near the source and with trapped carriers near the source, it

requires a larger VGS to attract electrons for inversion. Since the electrons are trapped deep into

the oxide, most of the increase in VTH is permanent, making HCI an attractive mechanism to

reinforce the PUF response.

6.2 DAA using NBTI in SRAM PUFs (NBTI-DAA)

Figure 6.3 shows a typical 6T SRAM cell. Under prolonged storage of the same bit value, VTH

of the two PMOS devices in a 6T SRAM cell undergo a differential shift due to NBTI [6]. When
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Figure 6.2: (a) Pre-stress NMOS transistor with normal biasing. (b) NMOS transistor under HCI stress conditions.

A high VDS generates a large current resulting in some hot electrons getting injected deep into the gate oxide (shown

as the brown square). (c) After HCI stress, when the NMOS transistor is biased normally, it sees an increased

threshold voltage (VTH ). The increase is significant (>100mV) when current is in the opposite direction as during

the stress conditions. The increase in VTH , however, is small when current flows is the same direction as during the

stress conditions.
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a 6T cell is in equilibrium, only one of the PMOS devices is turned on and subjected to negative

gate to source bias. VTH of the on device increases due to NBTI whereas the VTH of the other

PMOS device does not change. This effect can be leveraged to reinforce a preferred value in

bi-stable PUF elements since the polarity of the resolved bit is a strong function of the relative

VTH of the devices. When the opposite of the preferred value is stored in the cell, the PMOS

device with higher VTH is turned on and it gets weaker because of NBTI degradation. Therefore,

the VTH difference between the PMOS devices increases which in return makes the cell more

reliable. Accelerated aging can be induced by subjecting the circuit to an elevated temperature

and VDD.

MN2MN1

MP1 MP2

MN3 MN4

WL

BL BLB

Q	=	1 QB	=	0

NBTI		effect
(increases	Vth)
0

Figure 6.3: How NBTI affects a 6T SRAM cell. If ‘1’ is stored in the SRAM (Q=1 and QB=0), then the gate of the

PMOS transistor MP1 is subjected to negative gate to source bias. This results in a slow increase in the threshold

voltage of the device because of NBTI. Hence, if the cell stores a ‘1’ for a long duration, MP1 becomes weaker over

time. If the cell is powered-up after this effect has taken place, it is less likely to power-up to a ‘1’ than it was before

this effect had impacted the PMOS characteristics.

6.2.1 Example Procedure

To use NBTI-DAA in a SRAM PUF, the procedure for reliability reinforcing would be as follows:

• Determine the preferred state of each SRAM cell. For example, an SRAM PUF could be

read out multiple times, and each bit assigned a probability based on how often it powered-

up to 1.
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• Set the state of each SRAM cell to reinforce the preferred value of the cell. As explained

earlier, this would require writing the opposite value of their preferred state to reinforce

their preferred state.

• Stress the SRAM PUF to induce accelerated aging. This typically involves increasing

the temperature of the die using a burn-in oven or temperature controlled chamber and

increasing the supply voltage.

• Return to normal PUF operating conditions.

6.2.2 Reliability Enhancement: Experimental Results

To evaluate the efficacy of NBTI-DAA, the testchip SRAM arrays were subjected to directed burn

in stress for a total of 120 hours when data 0 was written to all memory locations, which should

bias the cells to resolve to the 1 state. The applied stress conditions were ambient temperature of

100◦C and supply voltage of 1.3V (the nominal supply voltage is 1.2V). Before burn-in, we read

and record the 1000 power-up values of every cell in the arrays, and repeat this data collection

after multiple stress times ranging from 6 hours to 120 hours. Figure 6.4 shows how 120 hours of

NBTI-DAA reinforces the cells that showed a preferential bias towards 1. Since the SRAM cells

are symmetric, the same behavior is seen when stressing the cells with data 1 (i.e., biasing the

cells towards the 0 state). Figure 6.5 shows the percent errors as a function of number of hours

of burn-in aging. Across 120 hours of directed aging, the unreliable bit percentage was reduced

from 2.5% to under 1.5%, a reduction of over 40% in bit errors due to DAA.

6.2.3 NBTI-DAA as an Attack

Just like NBTI-DAA can be used to increase the reliability of a PUF, it can also be maliciously

used to decrease the reliability by aging the cells in the opposite direction as their preferred value.

This possibility underscore the importance of not allowing users the ability to write to SRAMs

used as PUFs. A malicious user could determine the preferred power-up value of a SRAM PUF,

and if allowed write access, could use NBTI-DAA to reduce the PUF reliability or in an extreme

case completely alter the response values.
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Figure 6.4: Biasing the cells toward 1 via NBTI-DAA. The empirical probability of a bit powering up to a ‘1’

is measured over 1000 power-ups before and after directed aging for 120 hours at 100◦C and 1.3V VDD which is

equivalent to 0.8 years of aging under nominal conditions (1.2V and 27◦C). Of all the bits that were considered

‘1’ (majority voting in 1000 power-ups) before aging, the % of bits that powered up to ‘1’ in all of 1000 power-up

measurements (100% reliable) increased from 83.3% to 89.3% by NBTI-DAA.
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40% Error
Reduction

Figure 6.5: Reduction in percent errors with NBTI-DAA burn-in time for one of the testchips. Errors reduced from

2.5% to under 1.5% with DAA for 120 hours at 100◦C and 1.3V power supply which is equivalent to 0.8 years of

aging under nominal conditions (27◦C and 1.2V).

6.2.4 Implementation Options

While control of this procedure can be performed outside of the chip, this would require the chip

to be able to output its PUF core bits as well as accept external data inputs to be written into the

PUF core. These output and input access points must be disabled before the chip is sent into the

field via fuse, laser, focused ion beam (FIB), or similar destructive measures. Even so, such paths

may be recoverable by an attacker, as researchers have done with commercial microprocessor test

access port scan chains [35].

Alternately, we could implement value reinforcement using a built-in self-test (BIST) block.

This block would orchestrate the reinforcement procedure described above, but since it would

be on-die, the PUF core bits would not need to be exported off-die. This would dramatically in-

creasing the difficulty for an attacker to access those bits. The BIST block would need to contain

a small amount of sequencing logic and a memory large enough to hold the soft information for

the entire PUF core. For each PUF core bit, the BIST block would need to store a number of bits
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of soft information depending on the desired resolution. Since this would require a large amount

of memory, we could reinforce the PUF in stages, thus reducing the amount of needed memory

by a factor equal to the number of stages. Additionally, this could be shared with the multiple

evaluation memory as discussed in Section 4.1.

6.3 DAA using HCI in SA PUFs (HCI-DAA)

In this section we describe a PUF circuit that uses HCI-based DAA to increase reliability. The

PUF is based on a StrongARM type sense amplifiers as the core element (as described in Sec-

tion 2.3.2. Figure 2.9 shows a StrongARM sense amplifier circuit topology, which we use as the

basis of our PUF. Under ideal conditions, an ideal SA would correctly amplify even the smallest

of input differential voltages. In practice, however, variations in the devices of an SA may re-

sult in an offset (or bias), a measure of the natural tendency of the SA to resolve to a particular

polarity. To ensure correct operation, the SA inputs need to have a difference larger than the

offset.

To use as a PUF core, SA inputs (BL and BLB in Figure 2.9) are shorted together (i.e., set to

the same voltage, zero differential input) and the SA is fired. The SA will then resolve to a value

determined by its individual offset [8]. The offset of the StrongARM SA (Figure 2.9) is a strong

function of the difference in VTH of devices MN1 and MN2. The offset (and hence the reliability)

of the SA can be increased by increasing the difference in the VTH of MN1 and MN2.

As we have seen in the previous chapter, the offset of a SA is strong indicator of its reliability

as a PUF [8, 9]. A SA with high offset (i.e., a strong bias to resolve to a particular polarity) will

likely resolve to the same polarity across environmental variations and over aging. The exact

offset cutoff for such high reliability may vary with technology, design specifics, or measurement

conditions but the key idea here is that use of SAs with higher offsets will result in PUFs of higher

reliability.
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6.3.1 HCI-Enabled Sense Amplifier (HCI-SA) PUF Structure

We modified the StrongARM SA described above to enable the use of HCI to reinforce the

individual offset of each SA (Figure 6.6 and Figure 6.7). The measurement of the offset polarity

and reinforcement is done completely autonomously by the circuit. The basic StrongARM SA is

shown in black, while the additionally HCI reinforcement circuitry is shown in blue.

StrongARM 
SA

OUT1 OUT2

SAEN

Devices 
stressed

IN1 IN2

HCIMODEHCIMODE s0

HCIMODEB

VDDH

HCIMODE

OUT1

OUT2 OUT

x1

x2

HCIMODE

x1

OUTB

HCIMODE

x2

HCIMODE

SAEN

1.2V

HCIMODE

SAEN

1.2V

1.2V

HCIMODE

High current 
during HCIMODE

Current during 
normal operation

vVDD

IN1x IN2x

P1 P2

N1 N2

N3 N4

N0

P0

P3 P4

N5 N6

Tx1
Tx2

Thick Gate
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Figure 6.6: HCI-enabled sense amplifier PUF (HCI-SAPUF) core schematic. The baseline StrongARM sense

amplifier (shown in black) has been modified with peripheral circuits (blue) to enable HCI aging. Note the use of

high oxide device to interface with the high 3V VDDH.

Post-manufacturing, and before first use as a PUF, the HCI-SAs can be programmed for
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4.605u

4.52u

Figure 6.7: HCI-SA PUF was laid out symmetrically in an area of 20.8µm2 (4.52µmx4.605µm).
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higher reliability by stressing either of N1 or N2 (Figure 6.6). This is done individually for

each SA, but since the offset reinforcement circuitry is self-contained for each SA, all SAs are

reinforced in parallel. If offset0 is the offset before stress, then the offset after stress (offsetS)

should have the same sign as offset0 and a higher magnitude.

The HCI-SAs operates in two modes, normal mode and HCI mode, controlled by the signal

HCIMODE. In the normal mode (HCIMODE=0), the HCI-SAs act as normal StrongARM SAs.

In the HCI mode (HCIMODE=1), one of N1 or N2 is stressed.

The reinforcement of offset is done in two steps: 1) offset polarity measurement and storage,

and 2) HCI offset reinforcement.

Offset polarity measurement and storage. Which of N1 or N2 is stressed is determined by

nodes x1 and x2. The values of x1 and x2 are internally generated normal mode during the first

step of offset reinforcement (Figure 6.8). For example, if VTH of N1 is higher than VTH of N2

for a particular HCI-SA, and all other devices are matched, then in this step, the HCI-SA, when

fired, will resolve to a 1 (OUT1=1,OUT2=0) and this value is latched as x1=1, x2=0.

HCI offset reinforcement. During the second step of offset reinforcement, HCIMODE=1

and P3 and P4 are disabled and the tri-state buffers Tx1 and Tx2 are enabled. The values at x1

and x2 force IN1x=1 and IN2x=0. This is followed by a pulse of high voltage (∼3V) at VDDH

resulting in a high current path through P0, N1, and N5. The devices are sized such that most of

the voltage drop (∼2.5-2.8V when provided with a pulse of 3V) is seen across the drain-source

of N1. This creates the stress conditions for N1 as described earlier in Section 6.1.2 and results

in an increased VTH of N1 when the SA is used later as a PUF in the normal mode. Note that

the high voltage (VDDH) is connected only to a single thick gate oxide PMOS device (P0) per

HCI-SA. A thick gate oxide device can withstand a higher VGS without gate oxide breakdown

and is a common process technology option since thick oxide devices are needed in the pads.

The amount of stress (i.e., the extent of offset reinforcement) is controlled by the pulse width

and the voltage of VDDH. A supply of ∼2.5-3V should be readily available on die as the I/O

pad supply and hence the offset reinforcement step does not require a separate dedicated voltage

supply.
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Figure 6.8: Steps of operation of HCI-SA.
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6.3.2 Use case

The proposed use case for the HCI-SA PUF is for it to undergo a one-time HCI reinforcement

step immediately post-manufacturing as detailed earlier in this section. This one-time step re-

quires a few tens of seconds of HCI stress resulting in a permanent offset shift in each of the

HCI-SA PUF core circuits in the direction determined by random process variations. After this

one-time stress, the HCI-SA PUF is used just like a regular SA PUF by activating it in the normal

mode. HCI is only applied to the devices at this initial reinforcement, and devices in the field are

not subjected to any additional HCI stress.

6.3.3 Shift in Offset by HCI Stress: Experimental Results

Using the testchip implementation as explained later in Section A.2, we measured the HCI-SA

PUF element offset, reliability across environmental variations and aging, uniqueness, and ran-

domness. The measurements are taken across a voltage range of ±20% of the nominal 1V VDD

(i.e., 0.8V to 1.2V) and temperatures of −20◦C, 27◦C, and 85◦C. We used a TestEquity Model

107 temperature chamber to fully enclose the test PCB during temperature variation testing.

The HCI-SAs were incrementally stressed using 3V VDDH pulses of width 1s, 4s, 20s, and

100s which resulted in a cumulative stress of 1s, 5s, 25s, and 125s. As mentioned earlier, the

3V supply is connected only to a thick gate oxide PMOS transistor per HCI-SA to avoid oxide

breakdown of other devices in the circuit. Offset reinforcement only requires firing the HCI-SAs

once (all fire together, since SAEN, IN1, and IN2 are shared across all HCI-SAs in an array) in

the normal mode followed by a pulse of high voltage at VDDH in HCI mode.

Offsets before and after stress. To evaluate the efficacy of HCI in altering the SA offset,

we measure the offset of each of the 1600 HCI-SAs before and after HCI offset reinforcement.

To measure the offset (either before or after HCI stress), the input differential (i.e., the voltage

difference between IN1 and IN2) is swept from -400mV to 400mV in steps of 10mV. At each

step, the HCI-SAs are fired multiple times. The outputs after every activation are read out of

the output scan chain. These are then post-processed to measure the offset of each HCI-SA in

the array. Figure 6.9 shows the measured offset of all HCI-SAs of a chip, before and after HCI
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stress, when arranged in order of their offset0 in ascending order. As expected, the shift in offset

is higher for longer stress durations. For a 1s stress, the shift in offset is ∼ 10− 50mV and for a

stress of 125s, the shift is ∼ 150− 300mV .

Figure 6.10 shows the scatter plot of the magnitude of the shift in offset (|∆offset|) vs.|offset0|

for different stress durations. As expected, |∆offset| is higher for longer stress durations. For a 1s

stress, |∆offset| is∼ 10−50mV and for a stress of 125s, |∆offset| is∼ 150−300mV . Moreover,

on average (bold lines in Figure 6.10), |∆offset| is slightly larger for SAs with low magnitude of

offset0, which is desirable since SAs with low magnitude of offset would need a larger shift for

reliability.

Figure 6.9: Measured offset of all 1600 HCI-SAs on a die before and after HCI stress. The SAs are arranged in

order of their offset before stress in ascending order. The minimum magnitude of offset after stress of 1s, 5s, 25s,

and 125s was found to be 5mV, 28mV, 92mV, and 158mV respectively.

Figure 6.11 shows the measured distribution of the offset for one chip before and after HCI

stress at 1.0V and 27◦C. The offset0 has a typical normal spread as expected. The mean is slightly

skewed (µ0 = −23mV ) and may be due to a layout systematic bias. The standard deviation of
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Average

Figure 6.10: Scatter plot of shift in measured offset after HCI stress vs. the measured offset before stress. The

average shift in offset is plotted in bold lines.
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offset0 is 79mV. After stress, we see that the distribution splits into two groups. SAs with negative

offset0 have their offset shifted to the left (more negative) and SAs with positive offset0 have their

offset shifted to the right (more positive). The minimum magnitude of offset after stress of 1s,

5s, 25s, and 125s was found to be 5mV, 28mV, 92mV, and 158mV respectively.

Distribution of Offset

Figure 6.11: Distribution of measured offset of all of 1600 self-programmable HCI-SAs on a die before and after

HCI stress (measured at 1.2V and 27◦C). After stress, we see that the distribution splits into two groups. SAs with

negative offset0 have their offset shifted to the left (more negative) and SAs with positive offset0 have their offset

shifted to the right (more positive).
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6.3.4 Reliability Enhancement: Experimental Results

Figures 6.9 and Figure 6.11 show that HCI stress can increase offset in SA. However, offset is an

indirect measure of reliability and PUF reliability can be directly measured by multiple evalua-

tions across environmental variations and over aging. For direct measurement of reliability, we

first perform small-scale measurements to identify the worst-case corner for reliability and then

perform large-scale measurements on the nominal and the worst case corners.

Small-scale measurements. For small-scale measurements for reliability across environ-

mental variation we do the following.

1. Perform 100 PUF evaluations at each possible combination of voltage (0.8V, 1.0V, 1.2V)

and temperature (−20◦C, 27◦C, 85◦C). Each PUF evaluation generates 1600 response bits

corresponding to the 1600 HCI-SA elements in the array. The majority vote of the 100

responses at the nominal conditions (27◦C and 1.0V) is considered the golden response

against which the response at other conditions will be compared.

2. At every combination of voltage and temperature, each of the 100 evaluations is compared

to the golden response. We define Errori,V1,T1 as the number of bits out of the 1600 HCI-

SA outputs that do not match the golden response in the ith evaluation at voltage=V1 V and

temperature=T ◦1 C.

3. We define % errors at a voltage-temperature combination (ErrorV1,T1) as the maximum

Errori,V1,T1 across the 100 evaluations. The % errors across voltage-only variations (ErrorV only)

is defined as the maximum errors across the 100 evaluations at all voltage variations and

at nominal temperature i.e., maximum of Error0.8,27, Error1.0,27, and Error1.2,27. Similarly,

% errors across temperature-only variations (ErrorTonly) is defined as the maximum er-

rors across the 100 evaluations at all temperature variations and at nominal voltage i.e.,

maximum of Error1.0,−20, Error1.0,27, and Error1.0,85. The overall % errors (ErrorV &T ) is

defined as the maximum errors across the 100 evaluations at all voltage and temperature

combinations. Using this methodology, the reported % errors is the largest % of bits that

were erroneous for any of the voltage/temperature conditions in any of the 100 PUF eval-

uations performed at that voltage/temperature. In other words, if we had an ECC that had
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Figure 6.12: Reliability of HCI-SAPUFs shown as a percentage of errors (100 - % reliability). % Errors shown

are the maximum errors across 100 evaluations. (a) Errors across all the environmental conditions. Errors were

measured for voltage variations of±20% from nominal 1V and temperatures of−20◦C, 27◦C, and 85◦C. (b) Errors

across only voltage, only temperature, and all voltage and temperature variations.

112



the capability to correct that % of the bits, we would have a perfect response (i.e., matching

the golden response) every evaluation.

These measures of reliability were taken for a die before and after different stress durations.

Figure 6.12 shows the improvement in reliability for SAs with different stress durations and when

expressed as % errors. Figure 6.12(b) shows the overall errors (across all voltage and temper-

ature variations considered) reduce from 20.3% to 13.5%, 4.0%, 0.43%, and 0% when stressed

for 1s, 5s, 25s, and 125s respectively. Note that this means that with 125s stress, there were no

errors for any of the 1600 SAs, across all of 100 evaluations at all voltage and temperature com-

binations. Variations in voltage have a stronger impact on reliability as compared to temperature

variations. For temperature only variations, the % errors reduce from 3.8% to 1.4%, 0.19%, 0%,

and 0% when stressed for 1s, 5s, 25s, and 125s respectively; and for voltage only variations, the

% errors reduce from 16.5% to 10.6%, 3.1%, 0%, and 0% when stressed for 1s, 5s, 25s, and 125s

respectively. Figure 6.12(a) shows that highest number of errors are seen at low-temperature and

low-voltage (0.8V and −20◦C).

Large-scale measurements. Once we have identified the worst case corner for reliability as

low-temperature and low-voltage (0.8V and −20◦C), we perform large scale measurements at

the corner. We ran 125,000 measurements at both worst case corner and the nominal conditions.

As defined earlier in Section 5.2.3, we define our key error rate KER = 1 − (1 − BER)171

(where BER is the bit error rate) and the worst case bit error rate (BERWC) as follows. If

no errors were found in N runs of S bits, then we conservatively assume that the first error

would occur in the very next measurement and define our BERWC = 1/(N ∗ S + 1). Due

to the pessimistic definition we can safely claim that for our design the measured BER is at

least lower than BERWC . Since no error were observed in any of the 1600 SAs in the 125,000

measurements at worst case, our BERWC = 5 ∗ 10−9 and we can claim that experimentally

observed BER < 5 ∗ 10−9. This is equivalent to a KER < 10−6.

6.3.5 Permanence of Reliability Reinforcement

To measure permanence of HCI-stress over aging, we measure the reliability of a HCI-stressed

chip before and after aging, simulated in a shorter duration using elevated temperature and volt-
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age. We bake a chip, originally HCI-stressed for 125s, at 150% of nominal 1V (= 1.5V) and

100◦C for 93 hours, resulting in an Acceleration Factor of 161.4 and hence an aging of ∼1.7

years for a chip operating at nominal conditions (1.0V and 27 ◦C) [39]. Measurements showed

0% errors before and after accelerated aging, suggesting that the impact of HCI-stress is not

significantly reversed with aging.

Further, to understand subjectively the impact of aging on reliability reinforcement, we mea-

sured the offset of each of the 1600 HCI-SAs immediately after 125s HCI-stress and then after

18 hours and 93 hours of baking the chip in the conditions noted above (Figure 6.13). This is

equivalent to an aging of 0.33 years and 1.7 years for a chip operating at nominal conditions.

We found that the mean reversal of offset for these aging times was 27.9mV and 35.4mV re-

spectively. This suggests that although some offset reversal happens, there is still a significant

percentage of the offset shift that is permanent. Offset reversal would be most concerning for

HCI-SAs with lower magnitude of offset before aging. Fortunately, it was observed that the

reversal of offset was lower for such HCI-SAs. A possible explanation for this could be that

a smaller number of charge traps exist for such HCI-SAs and offset reversal would happen by

releasing a percentage of these charge traps. Hence, the offset reversal was much higher for

HCI-SAs with larger magnitude of offsets (and hence a higher number of charge traps) but this is

of lesser concern, since the resulting offset is still of high magnitude. Also, the measured offsets

at two aging times show that of the 35.4mV of the mean offset reversal seen with 1.7 years of

aging, nearly 80% happened in the first 0.33 years and only 20% in the next 1.37 years. This

suggests that offset reversal saturates quickly and only a small amount of offset reversal can be

expected to happen beyond 1.7 years of aging.

6.3.6 Uniqueness and Randomness of HCI-SAs

Uniqueness. Uniqueness is a measure of how uncorrelated the response bits are across chips,

and ideally the response bits should differ with a probability of 0.5. The Hamming distance of a

k-bit response from ideally unique chips should follow a binomial distribution with parameters

N = k and p = 0.5 and the mean of the HD distribution should be equal to k/2. For our case, we

create 100 16-bit response words (i.e., k=16) from the measured outputs of the 1600 HCI-SAs on
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Figure 6.13: Measure of the permanence of reliability reinforcement (offset shift due to HCI-stress). Figure shows

the measured offset of all 1600 125s HCI-stressed HCI-SAs before and after simulated aging of 0.33 and 1.7 years.

three chips. These words are generated at 27◦C and 1.0V after the HCI-SAs have been stressed

for 25s. Figure 6.14 shows that the the pair-wise HD of response bits from the three chips is

close to ideal with means of 7.32, 7.36, and 7.50.

Randomness. PUF randomness is a measure of the unpredictability of the response bits. In

an ideal random response, the %1’s and %0’s in the response should be equal. In our measured

response of 1600 HCI-SAs from three chips, after a 25s stress, the %1’s were found to be 60.6%,

63.6%, and 61.4% which corresponds to entropy of 0.967, 0.946, and 0.962 respectively. The

HCI-SAs were designed and laid out symmetrically (Figure 6.6 and Figure 6.7) and we suspect

this small but consistent bias across chips to be due to some undesired systematic bias in the

layout. We note that our HCI-SAs are based on simple StrongARM SAs and our study of the bias

of simple StrongARM SAs have concluded that their uniqueness and randomness characteristics

are equal to or better than other PUF types (Section 3.4).
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Figure 6.14: Histogram of Hamming distance (HD) of response words from the HCI-SAs across three chips. Also

shown is the probability mass function of the HD in responses from ideally unique chips. For the HD comparison,

the response bits from 1600 HCI-SAs on a die are grouped to create 100 words of size 16 each. The pair-wise HD

of response bits from the three chips is close to ideal with means of 7.32, 7.36, and 7.50.

6.4 Comparing DAA-NBTI and DAA-HCI

We compare the two DAA techniques based on the analysis presented in Section 6.2 and Sec-

tion 6.3. First, in terms of efficacy, DAA-NBTI in SRAMs is able to achieve only ∼40% re-

duction in response errors. In comparison, DAA-HCI can achieve ∼100% reduction in response

errors. Hence, DAA-NBTI can at best be seen as a small-scale reliability enhancement solution

and would still require ECC blocks to correct errors for application that require high reliabil-

ity. Results from Section 6.3.4 suggest that DAA-HCI can be used as a stand-alone solution

to achieve a desired reliability without any ECC blocks. Second, the response reinforcement in

DAA-NBTI requires long baking times (e.g.,> 20 hours) that are incompatible with an industrial

high-volume-production manufacture and test flow. DAA-HCI requires only a very short (1-2

minutes), one-time reinforcement stress which can be achieved at any time during manufacture

test or by the end user. Third, NBTI-stress usually requires elevated voltage and temperature and

results in stressing the entire chip. DAA-HCI for HCI-SAs is a very localized phenomenon and
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impacts only a few thick-gate oxide devices. DAA-NBTI stress, however, can be localized by

decoupling the VDD of the SRAM from other VDDs on chip, and applying NBTI stress only

by elevating the decoupled SRAM VDD while keeping the temperature at nominal. Fourth, off-

set reinforcement due to HCI-stress has high permanence as discussed in Section 6.3.5. On the

other hand, VTH shifts due to NBTI are not permanent, and transistors return to near their initial

characteristics over time [7, 55].

Overall, DAA-HCI is a clear winner compared to DAA-NBTI on several fronts. The only

positive for DAA-NBTI is that it does not require a modified cell and can provide a small scale

improvement on the traditional 6T SRAM circuits. DAA-HCI application, on the other hand,

required a modified StrongARM sense amplifier structure which is∼8.4x larger than the smallest

StrongARM sense amplifier structure that we have built. However, these modified cells are

capable of parallel, autonomous reinforcement. If we allow a serial and externally controlled

reinforcement (similar to what would be required for DAA-NBTI in SRAMs) and sharing of

the thick-gate oxide device (the single largest device in the cell), we can reduce the area of the

HCI-SA to under 10µm2 which is 4x the size of the smallest StrongARM sense amplifier.

6.5 DAA in Other PUF Types

The PUF core response depends on the electrical characteristics of much fewer devices in bi-

stable PUF cores compared to the case of a delay based PUF cores. For example, the SRAM and

SA PUF core response depends on the electrical characteristics of 4-6 devices. On the other hand,

a 7-stage ring oscillator pair that is compared for their frequencies for the generation of a response

bit has at least 28 critical devices (one NMOS and one PMOS per stage per ring). Hence, even

though it should be possible to apply DAA in delay PUFs, it may have high overheads.

6.6 Discussion of Results

We have shown that DAA-HCI is an effective way to reduce the errors in the PUF response. The

bit error rate (ber) achieved is < 5 ∗ 10−9. This is equivalent to a 128-bit key failure rate < 10−6
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which is the typical targeted failure rate for ECC implementations.

This is how DAA-HCI compares to the conventional error correction techniques on the met-

rics discussed in Section 3.7.1.

• HCI-SA cell proposed is∼20x the area of a SRAM or∼10x the area of a SA. However, the

core HCI-SA cell has much fewer devices. Many of the devices exist to enable a parallel,

autonomous reinforcement of each cell. If we allow a serial and externally controlled

reinforcement by removing the offset polarity storage circuitry (20 transistors), and sharing

the thick gate oxide device (single largest transistor) across cells, we can reduce the HCI-

SA cell to < 10µm2 (from the current 20.8µm2), equivalent to 10x SRAM cell area or 5x

SA area.

• No helper data is generated and hence this eliminates all overheads and security vulnera-

bilities associated with helper data.

• Bit generation takes 1 cycle and can be achieved in ∼ access time of a SRAM (<1 ns for

HCI-SAs in 65nm from our simulations).

• The reinforcement is a one-time step. This step is self-contained, does not require con-

nection to an IC tester, and only requires that the chip be powered. It does not require

any additional power supply and uses the available I/O pad supply for reinforcement. Re-

inforcement can be done at any time during manufacture test or even in-the-field after

deployment. The required HCI stress time of 1-2 minutes, and could be done during IC

burn-in or in-system-test, both of which are typically longer than the time needed for HCI

stressing.

6.7 Summary of Chapter

We presented novel techniques to improve the reliability of bi-stable PUFs using IC aging phe-

nomena. We described the use of NBTI in SRAM PUF for a limited improvement in reliabil-

ity (40% reduction in errors). We then describe the use of HCI in modified SA PUF and present

measured results that show that HCI-based DAA can generate response bits with a bit error rate

<5*10−9. This is equivalent to a 128-bit key failure rate <10−6 which is typical targeted failure
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rate for error correction code (ECC) implementations.
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Chapter 7

Conclusion and Future Work

7.1 Summary

In this work, we have discussed various aspects of the design of a Physical Unclonable Func-

tion (PUF). Based on measurement results, we provide an apples-to-apples comparison of se-

curity and VLSI metrics of two delay-based PUFs and two bi-stable based PUFs, including our

proposed sense amplifier based PUFs. In the process of design and comparison, we have iden-

tified good design practices and have proposed several PUF design guidelines. We demonstrate

that while randomness and uniqueness are relatively easy to achieve in most well designed PUF

implementations, achieving high reliability of response is a challenge. Further, we find that the

bi-stable PUFs are superior to delay-based PUFs in terms of VLSI metrics. We provide a brief

overview of the overheads associated with conventional techniques of error correction (ECC)

to achieve high reliability and then describe four techniques of reliability enhancement – multi-

ple evaluation (ME), activation control (AC), directed accelerated aging (DAA), and post-silicon

selection (PSS) – that aim to reduce the errors in the raw PUF response. To the best of our knowl-

edge, we are the first to propose the use of aging phenomena to improve PUF reliability (DAA

technique). We have also proposed the use of PSS in sense amplifier PUFs. Based on measured

results, we demonstrate that both DAA and PSS can reduce PUF response errors to the extent

that they can be achieve a 128-bit key error rate < 10−6, the typical targeted failure rate of ECC

implementations. We describe an autonomous and self-contained BIST controlled key generator
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that implements PSS on a sense amplifier PUF to generate a key with error rate < 10−6 without

using ECC. The key generator is fast, efficient, and unlike helper data generated in many ECC

implementations, does not leak any information about the generated key bits. We describe the

framework of a strong-PUF that is fast, reliable, and secure that uses the highly reliable bits from

our key generator in conjunction with an AES cryptographic primitive to realize the strong-PUF.

7.2 Conclusions

Research on Physical Unclonable Functions (PUFs) is highly interdisciplinary by nature and re-

searchers from the fields of circuit design theory, physics, mathematics, statistics, cryptography,

and coding theory have made significant contributions. In this work, we address the challenges

in the design of the PUF core, with a strong focus on circuit and implementation details.

PUFs are promising cryptographic primitives, but their use in commercial security applica-

tions is still limited, especially in the applications that require high reliability. We have presented

several reliability enhancement techniques (by reducing errors in the raw PUF core) that are

orthogonal to the conventional error correction techniques. With benefits over using the conven-

tional error correction techniques alone, the use of error reduction techniques can result in more

affordable designs, especially in resource limited systems like RFIDs.

7.3 Future Research Directions

The field of Physical Unclonable Functions is relatively new and most of the research in the field

has happened in the last decade. A significant amount of work has been done to investigate vari-

ous PUF core structures for the generation of random bits. However, proposals of new PUF core

structures has slowed down over the last few years and it seems that simple and symmetric struc-

tures (e.g., SRAM, SA, ring oscillators) are able to generate bits with the desired properties. In

principle, PUF core bits can be generated by leveraging uncertainties in a variety of IC manufac-

turing steps. However, for these bits to have good randomness properties, the PUF core should

use phenomena that are well characterizable and are ideally perfectly random. Some of the most
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well researched and characterized PUF cores (e.g., SRAM, RO) derive randomness from de-

vice variations. These device variations, in turn, originate from phenomena like random dopant

fluctuations and line edge roughness. These phenomena are heavily researched and well char-

acterized by the IC process technology community and are generally considered to have nearly

perfect random characteristics, making them the ideal phenomena to be leveraged for random bit

generation. Overall, we feel that the design of PUF cores has been reasonably well understood

and the main focus of research in the in the coming years would be in addressing issues that are

preventing PUFs from large-scale use in security applications.

One of the main challenges is the provability of the randomness and reliability properties of

PUFs. A good amount work has been done across research groups for randomness characteriza-

tion and a more limited amount of work has been done for reliability characterization. However,

most of the published work is based on small-scale emperical measurements or SPICE-like sim-

ulation results, and generally in slightly older technology nodes. A large-scale characterization

of these properties in PUFs built in advanced technology nodes, and that is backed up by rig-

orous analytical modeling, will go a long way in making PUFs more trustworthy cryptographic

primitives in security systems.

If PUFs are to be used in high volume manufacturing, it will be necessary to ensure that they

are efficiently testable for their security metrics. The field of in-situ BIST-like testability of PUFs

is yet largely unexplored and this needs to be addressed to make PUFs practically implementable.
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Appendix A

Description of Testchips

A.1 Generation I Testchip

The Generation I testchip was designed in November 2010 with test structures of several PUF

implementations to enable an apples-to-apples comparison. It was built using 65nm bulk CMOS

technology from ST. The technology used had 7 metal layers, with top 2 used only for power

routing. The technology provided two device processes: “Low-Power” or LP and “General-

Purpose” or GP. Within each process, there were devices in three doping options: high-VTH (hvt),

low-VTH (lvt), and standard-VTH (svt). All the PUFs for comparison were built using LP-svt de-

vices. Figure A.1 shows the dieshot of the testchip. On the 2mm2 (1.4mmx1.4mm) testchip,

we fabricated full custom implementations of arbiter, ring-oscillator, SRAM, and sense amplifier

(SA) based PUFs, along with several unrelated projects. The details of the PUF types are summa-

rized in Table A.1. The top-level layout snapshot of the PUF structures is shown in Figure A.2.

The chips were packaged in a 132-pin PGA package and tested using a custom designed 4-layer

printed circuit board (PCB) (Figure A.3). All PUFs were built using a symmetric design and

layout to minimize any systematic variations (and hence maximize randomness and uniqueness)

and by using near-minimum sized device sizes to maximize the spread of device characteristics

(and hence maximize reliability), as explained in Section1.2.

A brief explanation of the structures on the testchip is provided in Section 3. A description

of all the RO types built is shown in Table A.2. Relevant results from the various types of rings
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are discussed in Section 3.2.2.

Table A.1: Generation I Testchip

PUF Type Area (µm2) Device Type Remarks

Ring Oscillator 30k all 256 rings

Arbiter 42k LPsvt 12 64-bit chains

Sense amplifier 17k LPsvt Two 64x64 arrays (Latch-style + StrongARM)

SRAM 21k LPsvt Two 64x64 arrays

A.2 Generation II Testchip

The Generation II testchip was built in May 2012 that primarily contained novel circuits that

implement reliability enhancement techniques and as well improved implementations of several

test-structures from Generation I testchip. We used the same technology and manufacturer as in

the Generation I testchip to be able to compare results across testchips and be able to re-use the

already designed IPs (e.g., scan flops, buffers). Figure A.4 shows the dieshot of the testchip. The

Generation II testchip is built in an area of 5.5mm2 (2.5mm x 2.2mm) that contained several non-

related projects. The PUF test-structures are designed in the area of 2.5mm x 1mm and use 80

pads of the total 130 I/O pads. It contains test-structures for the HCI-based DAA (Section 6.3)

and a key generator that implements PSS on SA PUFs (Section 5) that are built in an area of

0.32mm2 and 0.125mm2 respectively.

The details of the PUF types are summarized in Table A.3. The top-level layout snapshot of

the PUF structures is shown in Figure A.5. The chips were packaged in a 132-pin PGA package

and tested using a custom designed 4-layer printed circuit board (PCB) (Figure A.6).
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Figure A.1: Die micrograph of our Generation I PUF testchip. It is a 1.4mm x 1.4mm testchip built in 65nm bulk

CMOS. The testchip has 114 I/O pins and contains PUF test structures that are built using LP and GP process options

and various doping options (hvt, svt, lvt). The die includes other unrelated projects.
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Figure A.2: Top-level layout snapshot of PUF structures on Generation I testchip
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Table A.2: Description of 256 ROs on a die. Sizing1 ≡(W=150nm|L=60nm). Sizing2 ≡(W=280nm|L=120nm).

Sizing3 ≡(W=750nm|L=60nm). All rings have a 2-input NAND with Sizing1.

Design# #ROs/die Device Doping #stages/RO Remarks

1 32x2 SVT 13 Sizing1

2 16x2 SVT 13 Sizing2

3 16x2 SVT 13 Like #2,but 1 inv like #1

4 4x2 LVT 13 Like #1,but 1 tristated-inv

5 8x2 SVT 13 like #4

6 4x2 HVT 13 like #4

7 4x2 LVT 13 like #4, with tristate Sizing3

8 8x2 SVT 13 like #7

9 4x2 HVT 13 like #7

10 16x2 SVT 17 like #1

11 16x2 SVT 31 like #1

TOTAL: 256 128 each built in LP and GP process devices

Table A.3: Generation II Testchip

PUF Type Area (µm2) Device Type Remarks

HCI SAs 320k GPsvt 3200 HCI-SAs

HCI test structures 220k All To study HCI-stress impact

Sense amplifier 259k All Six 64x64 arrays each (Latch-style + StrongARM)

SRAM 189k All Eight 64x64 arrays

Key Generator 125k LPsvt Implements PSS on SA PUFs
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Figure A.3: Printed circuit board (PCB) to test Generation I Testchip
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Figure A.4: Die micrograph of 2.5mm x 2.2mm, 130 I/O, Generation II testchip in 65nm bulk CMOS. There are

3200 HCI-SA PUF elements on each die in a total area of 0.32mm2. The die included a number of other unrelated

projects.

Figure A.5: Top-level layout snapshot of PUF structures on Generation II testchip
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Figure A.6: Printed circuit board (PCB) to test Generation II Testchip
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Appendix B

Sense Amplifier Offset Measurement

Methodology

B.1 Sense Amplifier Array

For our measurements, we have implemented sense amplifiers (SA) in an array. These SAs are

activated and accessed much like a SRAM. The inputs BLin and BLBin of each SA cell are tied

together such the entire array has a single BLin and a BLBin signal. These are controlled directly

from pads for the measurement of SA offsets.

B.2 Offset Measurement

To measure the offset, the input differential (i.e., the voltage difference between BLin and BLBin)

is swept from -VOFFSET MAX to VOFFSET MAX in steps of VSTEP . At each step, all the SAs in

the array are activated. This is done by activating one row of SAs at a time by sending a rising

sense enable signal that is shared across SAs in a row (implemented like the wordline in a SRAM

array). The activated SAs transfer their resolved values on BLout and BLBout, signals that are

shared across SAs in a column (just like bitlines in a SRAM). In our design, BLout and BLBout

generate full swing signals that are read out and post-processed to measure the offset of each SA

in the array. For example, for a voltage sweep using VSTEP = 10mV , if the output of a particular
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SA is “0” at−30mV and “1” at−20mV , then we can say the SA has an offset between−30mV

and−20mV . Unless the measurements are repeated with a smaller VSTEP , we estimate the offset

of the particular SA to be 1
2
∗ {(−30mV ) + (−20mV )} = −25mV .

For our SAs, we chose VOFFSET MAX = 300mV and VSTEP = 10mV .
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Appendix C

Test Infrastructure

C.1 Design

The test-structures were designed using the Cadence Virtuoso design platform and using 65nm

bulk CMOS models and technology files from ST. The fabricated chips were packaged in a 132-

pin PGA package and tested on a custom designed printed circuit board (PCB). The chips were

fabricated through CMP. The packaging was done through Spectrum Semiconductor Materials,

Inc. and the PCB was manufactured by Sierra Circuits, Inc. (Sierra Proto Express).

C.2 Testing

For testing, we used a National Instrument DAQ that acts as an interface between the test soft-

ware (written in C) and the chip residing on the PCB. Agilent and Keithley power sources were

used as power supplies. We used a TestEquity Model 107 temperature chamber to fully enclose

the test PCB during temperature variation testing [3]. The generated data was processed using

MATLAB.
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