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Abstract

This thesis presents a search for anomalous production of events with at least one
photon, one electron or muon, and large missing transverse energy in proton-proton
collisions at a center-of-mass energy of 8 TeV. A data set corresponding to an in-
tegrated luminosity of 19.7 fb−1 recorded in 2012 by the Compact Muon Solenoid
detector at the CERN Large Hadron Collider is analyzed. The search is motivated
by a class of supersymmetric extensions of the standard model with gauge-mediated
supersymmetry breaking, which predicts decays of supersymmetric particles into a
W boson, a photon, and highly energetic gravitinos, which are undetected and lead
to a momentum imbalance in the plane transverse to the proton beams. The ex-
pected standard model background contributions of events featuring the same final
state signature is estimated by separating the background processes into categories
and applying estimation techniques tailored for each category. No excess of events
with large missing transverse energy is observed beyond the expectations from stan-
dard model processes. The result of this search is interpreted as 95% confidence level
upper limits on the production cross section of supersymmetric particles as well as
generic new-physics particles in two simplified models. The cross section upper lim-
its set by this search pose the most stringent constraint to date on the considered
supersymmetric models.
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Chapter 1

Introduction

Particle physics is an endeavor to explain the natural world from a single principle.
It is often said that the discipline takes root in the classic question: “What are we
made of?”

The standard model of particle physics in its current form, which has been known
for more than 40 years, already answers this question to some extent. According to
the model, “we” are made of matter particles, which are the electrons, up quarks,
and down quarks that interact via the photon and gluon fields. The quarks form
the nucleons, which then bind together to form nuclei. Nuclei and the electrons
form atoms, from which molecules are made. The mass of the electron is due to its
interaction with the Higgs field. The quarks are also made massive by the Higgs field,
but the nucleons owe most of its mass to the self-interaction energy of the quarks and
gluons. The standard model has been subjected to numerous experimental tests [1],
and each time it has proven to be consistent with observation. The most notable of
its confirmations in the recent years is the discovery of the Higgs boson [2, 3] in 2012.

Despite the remarkable success of the standard model, the fundamental structure
of nature is far from explained. Why are the constituents of the standard model
what they are? How are the parameters of the model determined? And perhaps
most pressingly, what is out there, i.e., what is the dark matter that constitutes
about a quarter of the mass-energy of the universe? There is mounting evidence of
the existence of dark matter from astronomy, yet there is none so far in the realm
of particle physics. A clue to these problems could come from an observation of
an unexplained phenomenon, yet the results of experiment after experiment keep
confirming the standard model.

While lacking concrete guidance on how particle physics should proceed, the pre-
vailing assumption is that the standard model is an effective theory valid for the length
and energy scales that have been probed so far, and a more fundamental description of
nature exists for a shorter-length and higher-energy scale. Such a hierarchy of scales
is seen everywhere in nature; the details of molecular interactions are not necessary
to describe the general properties of a fluid, and in chemistry, which is the theory of
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molecular interactions, the nucleons don’t play an active role.

The supersymmetric extension of the standard model is one candidate of such a
higher-scale theory. In this extension, particles of the standard model are elevated
to multiplets of particles sharing the same quantum numbers but with spins differing
by a half-unit. The supersymmetric standard model does not only offer a natural
candidate for a dark matter particle, but it also solves another important problem of
the standard model, namely the naturalness of the Higgs boson mass. The naturalness
problem is a conflict of the observed Higgs boson mass, at about 126 GeV, with the
fact that there is no mechanism in the standard model to stop the Higgs field from
acquiring mass at much higher energy scales. The supersymmetric standard model is
equipped with such a mechanism quite independently from the details of the specific
model. There are many more virtues of supersymmetry aside from those mentioned,
making it one of the most favored scenarios for physics beyond the standard model.

A separation of energy scales often implies the existence of a massive particle.
At the lower-energy scale, the strength of the interaction involving such a particle is
suppressed by powers of the typical momentum exchanged in the interaction divided
by its mass, thus hiding the particle and, with it, the higher energy scale from the
lower-scale description of nature. If, then, it is possible to produce and study particles
of an energy scale higher than the electroweak scale, i.e., the scale of the standard
model, particle physics can break through into new territory.

The CERN Large Hadron Collider (LHC) was indeed built with the goal of produc-
ing such unknown particles. With the capability of delivering proton-proton collisions
at a center-of-mass energy of 14 TeV, it is the highest-energy particle collider to date.
The high-energy, high-intensity proton-proton interactions at the LHC open a window
to the phenomena beyond the electroweak scale. A general-purpose particle detector,
the Compact Muon Solenoid (CMS), is located at one of the LHC collision points
to study the results of the proton-proton hard scattering. Its excellent energy and
momentum resolution in observing particles emerging from the collision point enables
an almost complete reconstruction of the scattering. By recording the collision events
and studying the outgoing particles, or the final states, through statistical analyses,
it is possible to infer the production of unknown heavy particles, which can signify
the correctness of the supersymmetric standard model or some other theory of new
physics.

This thesis presents a search for supersymmetry in a final state including a photon,
an electron or a muon, and an undetected high-energy particle. This final-state
signature is simple and robust, and yet is highly discriminating against typical signals
from proton-proton scattering emerging from interactions of the standard model.
Therefore, this search is able to probe a region of the parameter space for a broad
class of supersymmetric standard models that are otherwise not reachable.

The organization of this thesis is as follows. Chapter 2 gives an overview of the
theory of the standard model and its supersymmetric extension, with an emphasis
on models based on gauge-mediated supersymmetry breaking. A brief survey of the
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current status of the searches for supersymmetry is given at the end of the chapter.
The experimental apparatuses, i.e., the LHC and CMS, are described in Chapter 3,
while Chapter 4 details the collection of the data. Chapter 5 discusses the analysis
methods. The results of the search and its interpretations are presented in Chapter 6.
Finally, the thesis is concluded in Chapter 7.
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Chapter 2

The Standard Model and Its
Supersymmetric Extension

2.1 The Lagrangian of the Standard Model

The standard model of particle physics (SM) is a Lorentz-invariant quantum field the-
ory (QFT) that is highly successful in describing the properties of subatomic particles
and their interactions. The Lagrangian of the theory can be split into four distinct
sectors:

LSM = Lkin. + LY + LYM + LV. (2.1)

The first term of Eq. (2.1) describes propagating fields, with

Lkin. = iq†σµ∇µq+iū
†σµ∇µū+id̄†σµ∇µd̄+i`†σµ∇µ`+iē

†σµ∇µē+(∇µh)∗(∇µh), (2.2)

where fermions q, ū, d̄, `, and ē are all two-component left-chiral spinor fields, and the
Higgs field h is a scalar. The bar in the field names are conventional and does not im-
ply any mathematical operation. The set of 2× 2 matrices σµ = (I2,−σ1,−σ2,−σ3),
where σi are Pauli matrices, combines left- and right-chiral representations of the
Lorentz group to form a vector representation. In this expression and all that fol-
lows, summation over paired indices is implies unless otherwise stated. Spinors are
contraction following the convention, e.g. q†σµ∇µq := (q†)α̇(σµ)α̇β(∇µq)β.

A gauge transformation with gauge group GSM = U(1) × SU(2) × SU(3) acts on
the fields in Eq. (2.2). The fields are distinguished by the representation of GSM

they are in, as given in Tab. 2.1. Representations are denoted by 3-tuples. The first
element of the 3-tuple is either 3, 3̄, or 1 and indicates respectively the fundamental
representation, its conjugate, and the singlet (trivial) representation of SU(3). The
second element is for SU(2) and is either 2 or 1, corresponding to the fundamental
and the singlet representations. The last element is the hypercharge, or the scale
factor on the phase that each field gains under U(1) transformation. Note that the
hypercharge assignments differ from what are used in some literatures by a factor 2.
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Table 2.1: Fermion and Higgs fields of the standard model. See text for the notation.

Field Name GSM representation

q Quark doublet (3,2, 1
6
)

ū Up singlet (3̄,1,−2
3
)

d̄ Down singlet (3̄,1, 1
3
)

` Lepton doublet (1,2,−1
2
)

ē Lepton singlet (1,1, 1)

h Higgs (1,2, 1
2
)

From Tab. 2.1 it is evident that only q is in nontrivial representations of all three
component groups of GSM. The covariant derivative of q is defined as

∇µqai = ∂µqai + ig3G
A
µ

(λA)ab
2

qbi + ig2W
I
µ

(σI)ij
2

qaj + ig1Y Bµqai (2.3)

where a, b = 1, 2, 3; i, j = 1, 2; A = 1, · · · , 8; and I = 1, 2, 3. λA and σI are Gell-Mann
and Pauli matrices normalized so that Tr(λAλB) = 2δAB, Tr(σIσJ) = 2δIJ . Y = 1

6

is the hypercharge of q. All other covariant derivatives can be constructed similarly
using coupling constants g1, g2 and g3 and vector potentials GA

µ ,W
I
µ , and Bµ. The fact

that the vector potentials are common among different covariant derivatives causes
the interactions between the fields in the SM. Vector potentials are collectively called
gauge bosons and are said to mediate gauge interactions; GA

µ , the gluon, is responsible
for the strong interaction, and W I

µ and Bµ for the electroweak interaction.
The second term of Eq. (2.1) defines the Yukawa interactions between the fermions

and the Higgs field:

LY = yuh ◦ qū− ydh∗qd̄− yeh∗`ē+ c.c. (2.4)

The operator ◦ is the invariant contraction of two fundamental representations of
SU(2): h ◦ q = h1q2 − h2q1. Given the specific combinations of the fields, it is useful
to assign additive quantum numbers B and L, respectively called baryon and lepton
numbers, to the fermion fields. By convention, (B,L) = (1/3, 0) for q, (−1/3, 0) for ū
and d̄, (0, 1) for ` and (0,−1) for ē, which makes the sum of B and L vanish for each
term in Eq. (2.4). The sign-inverted values are assigned to the hermitian conjugates.

The fermion fields actually come in three “generations”; for each of q, ū, d̄, `, and
ē, there are two more fields with identical representation of GSM. Since the covariant
derivatives do not mix generations but the Yukawa couplings do, yu, yd, and ye in
Eq. (2.4) should be regarded as 3× 3 matrices summing over three generations of the
two fermions in each term.

The third term of Eq. (2.1) contains field-strength tensors of the gauge bosons,

LYM = −1

4
GA
µνG

Aµν − 1

4
W I
µνW

Iµν − 1

4
BµνB

µν , (2.5)
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where

GA
µν = ∂µG

A
ν − ∂νGA

µ − g3f
ABCGB

µG
C
ν , (2.6)

W I
µν = ∂µW

I
ν − ∂νW I

µ − g2ε
IJKW J

µW
K
ν , (2.7)

BI
µν = ∂µB

I
ν − ∂νBI

µ. (2.8)

fABC is the structure constant of the Gell-Mann matrices, and εIJK is the Levi-Civita
tensor.

The last term of Eq. (2.1) is the Higgs potential

LV = −V (h), (2.9)

which will be discussed in detail in Sec. 2.2.

2.2 Electroweak Symmetry Breaking

While the Lagrangian of the SM is invariant under GSM gauge transformation, the
observed physical states in the universe do not seem to be SU(2)-symmetric. For
instance, neutrinos, which can be regarded as excitations of one component of `, are
states distinct from charged leptons, the excitations of the other component. Since
observed physical phenomena are described as fluctuations about the vacuum, the
implication is that the SU(2) symmetry is spontaneously broken. In fact, it is the
larger subgroup SU(2)×U(1) of GSM, electroweak symmetry, that is broken, leaving
another U(1) as the electromagnetic gauge symmetry of the vacuum.

The breaking of electroweak symmetry is caused by the vacuum condensation of
the Higgs field. The Higgs potential V (h) contains quadratic and quartic terms of h.
Denoting these terms as

V (h) = µ2h∗h+ λ(h∗h)2, (2.10)

if µ2 < 0, the classical vacuum expectation value (VEV) of h is

|〈h〉| =
√
−µ2

2λ
. (2.11)

With a choice of the basis of the SU(2) representation such that the VEV of h is
along the real axis of the lower component,

〈h〉 =
1√
2

(
0
v

)
, (2.12)

where v/
√

2 is the VEV in the full quantum theory. The Higgs field h can be expressed
in a polar representation with radial and phase degrees of freedom as

h =
1√
2
U(ϕ)

(
0

v + s

)
:=

1√
2
eiϕ

IσI

(
0

v + s

)
, (2.13)
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where ϕ and s are now the propagating degrees of freedom about the vacuum. Sub-
stituting this expression into the kinetic part of Eq. (2.9) and redefining the weak
gauge fields as

W ′I
µσI := W I

µσI +
2i

g2

U(ϕ)∂µU
†(ϕ), (2.14)

the kinetic term for the Higgs field is

(∇µh)∗(∇µh) =
1

2
∂µs∂

µs+
1

4
(v + s)2

[
g2

2W+
µ W

−µ +
g1

2 + g2
2

2
ZµZ

µ

]
, (2.15)

where

W±
µ :=

1√
2

(W ′1
µ ∓ iW ′2

µ) (2.16)

and
Zµ := cos θWW

′3
µ − sin θWBµ (2.17)

with the weak mixing angle or Weinberg angle θW defined by tan θW := g1/g2.
To understand the implications on LY of this re-expression of the Higgs La-

grangian, it is instructive to interpret Eq. (2.14) as an actual gauge transformation.
From this perspective, each configuration of h defines the so-called unitary gauge, in
which weak bosons are manifestly massive and the goldstone bosons ϕI in Eq. (2.13)
disappear from the expressions. Then the Yukawa terms are

LY = − 1√
2

(v + s)
(
yuq1u+ ydq2d+ ye`2e+ c.c.

)
, (2.18)

where the components of q and ` are evaluated in the unitary gauge. Combining the
fields appearing in each term of Eq. (2.18) into Dirac spinors

ψu :=

(
q1

ū†

)
, ψd :=

(
q2

d̄†

)
, ψν :=

(
`1

0

)
, ψe :=

(
`2

ē†

)
, (2.19)

LY defines the Dirac fermion masses and their interactions with the Higgs boson.
The SM Lagrangian reorganized to reflect electroweak symmetry breaking (EWSB)

is thus written in terms of the mass eigenfields of the fermions1, Higgs boson, and

1 The fermion mass matrices

Mf :=
vyf√

2
f = u, d, e

can be diagonalized by biunitary transformations. This amounts to a change of basis in the three-
dimensional generation space. While such a change can be rotated away by field redefinitions for
the ū, d̄, `, and ē fields, the charged current terms (2.26) imply that the change of basis is physical
for q. In other words, there exist direct inter-generational interactions for ψu and ψd, encoded
in the Cabbibo-Kobayashi-Maskawa (CKM) quark-mixing matrix UCKM. Nevertheless, the CKM
matrix is known to be close to identity, i.e., |UCKM

ii | � |UCKM
jk | for j 6= k, such that generation, or

equivalently flavor, mixing of quarks is possible but rare. The CKM matrix is also responsible for
so-called CP-violating interactions, where the rate of one process occurring is not equal to that of
the CP-conjugate process. However, again due to the closeness of the CKM matrix to identity, CP
violation is a small effect in the SM.

7



gauge bosons. The fermions and Higgs mass eigenfields are each assigned a quantum
number called isospin T3, whose value is +1

2
for fields that are the first component

of the SU(2) fundamental representation in the unitary gauge, −1
2

for those that are
the second component, and 0 for those that are an SU(2) singlet. Returning to the
example given in the beginning of this section, the neutrinos, which remain massless
and have isospin T3 = 1

2
, are now clearly distinct from charged leptons, which have

now acquired mass as Dirac spinors.
The employment of the unitary gauge in Eq. (2.14) does not fix the U(1) gauge,

implying that there is a U(1) gauge symmetry left after EWSB. In fact, gauge trans-
formation of the form

Bµ → Bµ + cos θW∂µχ, (2.20)

W ′3
µ → W ′3

µ + sin θW∂µχ, (2.21)

where χ is any scalar function, leaves Zµ unchanged, but transforms the orthogonal
combination of Bµ and W ′3

µ,

Aµ := sin θWW
′3
µ + cos θWBµ, (2.22)

as

Aµ → Aµ + ∂µχ. (2.23)

The vector potential Aµ, which represents the photon field, does not have a mass
term and thus is the gauge boson of the remaining U(1) gauge interaction, which is
the electromagnetic force. The electromagnetic charge Q, the phase scale factor of
the new U(1) symmetry, can be calculated as

Q = T3 + Y. (2.24)

The electromagnetic interaction of fermions has the form

LEM = −QeAµψγµψ, (2.25)

where ψ := ψ†γ0 and e := g1cos θW. The Dirac matrices γµ are given by γµ :=
(

σµ
σµ

)
.

The massive W and Z bosons, single-particle states of W± and Z fields, mediate
the short-range weak interaction. The part of the Lagrangian containing the W±

terms is called the charged current

Lc.c. = − g2√
2
W+
µ ψ
′
γµ

1

2
(1− γ5)ψ + c.c., (2.26)

where γ5 = iγ0γ1γ2γ3. The charged current causes direct interactions between dif-
ferent mass eigenfields, also called particle flavors. Even after EWSB, the charged
current interactions connect only the fermion fields in the doublet representation of
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SU(2), i.e., the left-handed components of the Dirac fermions, and is said to maxi-
mally violate parity. The operator 1

2
(1− γ5) projects the left-handed component out.

The interaction with Z is called the neutral current and has the form

Ln.c. = − g2

2cos θW

Zµψγ
µ1

2
(gV − gAγ5)ψ, (2.27)

where gV and gA are respectively called the vector and axial vector couplings. They
can be calculated from the isospin and hypercharge of the respective fields.

2.3 Renormalizations in the Standard Model

A renormalizable QFT that permits perturbative calculations can only possess a finite
number of divergent terms in its perturbative expansion. All of such divergences can
then be absorbed by the input parameters of the Lagrangian, leaving the physical
observables finite in all orders of perturbation. The SM is such a renormalizable
theory. Its interaction Lagrangian consists only of terms where the mass dimension
of the coupling constant is non-negative.

In the language of renormalization group (RG), a renormalizable Lagrangian is one
that contains only relevant and marginal terms, or terms whose coefficients may grow
as the length scale of the system increases. Accordingly, a non-renormalizable La-
grangian contains irrelevant terms, i.e., terms whose coefficients shrink as the length
scale increases. However, the shrinking of the coefficients of the irrelevant terms
implies that a theory that is non-renormalizable at a high energy scale can appear
renormalizable in a lower energy scale. Conversely, a renormalizable theory can be
an effective low-energy limit of some other fundamental theory, which might contain
coupling constants with negative mass dimensions. In fact, the current general con-
sensus is that the SM must be such an effective theory that is valid only up to some
energy scale higher than the electroweak scale of O(100) GeV. This belief emerges
from the existence of observations that are not explained by the SM, discussed in
Sec. 2.5.

In the SM Lagrangian introduced in Sec. 2.1, gauge coupling constants {gi},
Yukawa matrix elements {yXij }, and the parameter λ in the Higgs potential are the
coefficients of marginal terms. These parameters may or may not grow under RG
evolution, or “running,” from a high energy scale to lower. The most consequential is
the running of the strong coupling constant g3 which, due to the specific field content
of the SM, runs upward rapidly with decreasing energy scale. In other words, the
SU(3) gauge interaction, called quantum chromodymamics (QCD), is an asymptot-
ically free theory; it permits perturbative calculation in the high-energy regime but
becomes strongly coupled below ∼1 GeV. In contrast, the electromagnetic coupling
constant e = g1g2/

√
g1

2 + g2
2 runs in the opposite direction, with the low-energy

asymptotic value for α = e2/4π of ∼1/137.
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The only relevant term, i.e., the term whose coefficient always grows when evolved
down in energy scale, is the quadratic term of the Higgs potential. Its coefficient µ2

in Eq. (2.10) thus is a peculiar parameter of the SM. The implication of the running
of µ2 is also discussed in Sec. 2.5.

2.4 Observed Particles

The basic observables of the SM are single-particle states of the various mass eigen-
fields and the rates of their interactions. To summarize the mass eigenfields, there are
three generations each of ψu, ψd, ψν , and ψe in Eq. (2.19), the Higgs boson, photon,
gluon, and the weak bosons W± and Z. Of those, the neutrinos, the photon, and the
gluon are massless in the SM, although it is experimentally well-established that at
least two of the neutrinos have nonzero mass. The mass spectrum of the rest of the
particles has a large dynamic range, spanning six orders of magnitude. The names
and masses of SM particles are listed in Fig. 2.1 along with their interactions. Note
that each of the leptons and quarks has an antiparticle with a sign-inverted electro-
magnetic charge. The naming convention of the antiparticles is to prefix the particle
names with anti-, except for the electron whose antiparticle is called the positron.
However, in most contexts, a mention of a particle implies its antiparticle as well.

The single particle state of the photon (γ), historically known as gamma ray,
appears in interactions involving electromagnetically charged particles. This includes
not only the charged fermions but also the weak bosons W±; the self-interaction term
in the SU(2) field-strength in Eq. (2.7) predicts interactions such as W+

µ Aν∂
µW−ν

after EWSB.
The charged leptons ψe have well-defined masses which are precisely measured.

Their electromagnetic charge Q is -1. The first generation, i.e., the lightest in mass,
is the electron (e) with a mass of 511 keV. It was the first elementary particle to be
experimentally recognized, by the observation that the cathode ray consists of parti-
cles whose charge-to-mass ratio was far higher than any ions. The second generation,
muon (µ), whose mass is 106 MeV, was found in cosmic rays in 1936, but was recog-
nized as “a heavier version of the electron” only much later. The heaviest charged
lepton is the tau lepton (τ) with a mass of 1.78 GeV.

The neutrinos ψν , being mass degenerate in the SM, are labeled by the leptons that
they accompany in the charged current interaction defined in Eq. (2.26). In fact, being
electromagnetically neutral, the charged and neutral currents are the only interactions
neutrinos exhibit, which makes them extremely elusive. The absence of the Yukawa
terms for neutrinos in the SM implies lepton number conservation, i.e., the absence of
inter-generational interactions between charged lepton and neutrino flavors. However,
neutrinos are observed to oscillate from one flavor to another, indicating clearly that
the SM is not a complete theory even of the known particles. If neutrino oscillation
is due to their Yukawa interactions with the Higgs boson, quantum number counting
immediately shows that there must be a new GSM-singlet (representation (1, 1, 0))
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Figure 2.1: The list of SM particles. Each round square represents a mass eigenfield
of the SM, with its name and mass indicated at the bottom. Particles and particle
groups connected by a grey line interact directly. Particles connected to themselves
exhibit self interactions.

fermion field in the theory.
The three generations of up-type quarks ψu are named up (u), charm (c), and

top (t) from the lightest to heaviest. The names of down-type quarks ψd are down
(d), strange (s), and bottom (b). A barred quark symbol such as t indicates the
antiparticle of the quark. The quarks and the gluon are charged under the asymp-
totically free color SU(3). The strengthening of the QCD interaction at long dis-
tances results in so-called color confinement, or the formation of color-singlet states.
In other words, quarks and gluons do not exist in single-particle asymptotic states,
but rather form compound states with other quarks and gluons, collectively called
hadrons. Hadron single-particle states exist only when the particle combinations are
SU(3) singlets. Most of the known states are understood to consist of three quarks
or a quark and an antiquark, corresponding to the singlets in the representation de-
composition 3⊗3⊗3 = 10⊕8⊕8⊕1 and 3⊗ 3̄ = 8⊕1. The two types of hadrons
are respectively called baryons and mesons.

It should be noted that most of the single-particle states are not truly asymptotic

11



and should be described as resonances. Resonances decay, i.e., transition to specific
multi-particle states of fields with lower masses. The existence of a resonance is in
fact often inferred from the invariant mass and particle content of the multi-particle
state. Due to the uncertainty principle, this invariant mass has a finite distribution,
the center of which is the nominal mass of the resonance. The only particles whose
decays have not been observed are the photon, the electron, the neutrinos, and the
proton (p), which is a baryon with flavor content of uud. Many atomic nuclei, which
are bound states of protons and neutrons (n, udd), are also stable. However, the
neutron itself decays with a mean lifetime of 882 s when isolated.

Single-particle state of the Higgs boson is a rapidly decaying resonance. The Higgs
boson was discovered in 2012 [2, 3] and has a mass of 126 GeV. This mass is too light
for on-shell decays, or decays to daughters with their nominal masses, to two weak
bosons as dictated by Eq. (2.15). Therefore, the decay branching ratio (BR) of the
Higgs boson is not dominated by W+W− and ZZ final states, as it would be if the
Higgs were heavier than ∼180 GeV, but by bb. The bottom quark decay channel
dominates because, as seen in Eq. (2.18), the fermion mass is directly proportional to
its Yukawa coupling to the Higgs field, and the bottom quark is the heaviest fermion
that the Higgs boson can decay to. There are nevertheless non-negligible branchings
to off-shell W+W−, ZZ, and also to γγ, the latter being possible due to higher-order
couplings. It was in the ZZ and γγ final states that the Higgs boson discovery was
first established.

The heaviest fermion, and thus the one that couples to the Higgs boson most
strongly, is actually the top quark. However, its mass of 173 GeV is heavier than
the Higgs mass, and therefore even the off-shell decay, while in principle possible, is
practically negligible. The heaviness of the top quark has the interesting consequence
that it decays before forming a hadron, mostly to W+ and b.

The weak bosons W± and Z themselves rapidly decay into fermions. Since weak
interaction is universal, i.e., has strength fixed by the single parameter g2, the decay
BR of W bosons can be calculated simply by the fermion masses and their SU(3) rep-
resentations to good approximation. The decay branchings of Z bosons are similarly
obtained, but by additionally using the hypercharge of the fermions. The measured
Z resonance width, which is related to the number of fermions it couples to, was
used to constrain the number of light neutrino generations, which is difficult to probe
otherwise.

Resonances with lifetimes longer than O(10) ns are considered stable from the
experimental point of view if the size of the apparatus is smaller than O(10) m.
These so-called collider-stable particles include muons and many hadrons such as n,
π+ (charged pion, ud), K+ (charged kaon, us), K0

L (K long, 1√
2
(ds + ds)), and their

antiparticles.
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2.5 Unanswered Questions in the Standard Model

The Standard Model, despite its remarkable success, does not explain certain ob-
servational facts [4], as mentioned in Chapter 1. There are also features inherent
in the SM which, while posing no contradiction to observation, may be nevertheless
philosophically unpleasing.

The list of the major observational facts not incorporated in the SM includes
neutrino oscillation, existence of dark matter, and the matter-antimatter imbalance
in the universe. The first has already been mentioned and implies that there should
be terms in the SM Lagrangian that describe neutrino masses, possibly involving a
new singlet field.

The second comes from astronomical observations about the existence of gravita-
tionally-interacting entities in the universe whose electromagnetic and strong interac-
tions are severely suppressed or nonexistent. It is well established that the neutrinos
of the SM can only account for a small fraction of this energy-mass that is the back-
bone of the large-scale structure of the universe. The remaining unexplained mass
is collectively called dark matter. It is not clear that dark matter permits a QFT
description, but if it does, then there must be new fields in the Lagrangian beyond
those listed in Table 2.1.

The last issue, the dominance of matter over antimatter in the universe, requires
a large CP-violation effect in the Lagrangian. The only source of CP violation in the
SM, which proves to be insufficient to explain the matter-antimatter asymmetry in
the universe, is in the quark mixing. The neutrino mass terms in fact might provide
additional CP violation, but it is not clear how large the effect would be.

Even in the absence of such observations, not being able to explain why the 18
parameters of the SM take the values they have is not quite satisfying. One can also
ask why the gauge group of the SM is SU(3) × SU(2) × U(1), why there are three
generations of quarks and leptons, etc.; it is possible to demand that all features
of the SM be explained as a consequence of some dynamics with a minimal input.
Although such an extreme position is not common, at least some of the features are
often regarded as immediate problems. An example is the so-called strong CP prob-
lem [5]: The SM can in fact harbor 19 parameters, the extra one being the coefficient
of the CP-violating Yang-Mills curvature of the gluon field, but non-observation of
CP violation in the strong sector states that the parameter is consistent with zero,
i.e., appears finely tuned to be extremely small. Another example, also associated
with fine-tuning, is the infamous UV-sensitivity of the Higgs mass, discussed below.

Mass terms, or parts of the potential that becomes quadratic in the equation of
motion of the fields, evolve with the RG flow in interacting QFT. Even if the mass
term is absent for a field in the Lagrangian at the input scale, one emerges at low
energy scales unless it is forbidden by some symmetry. In the SM, mass terms for the
fermions and the vector bosons are disallowed by gauge symmetries. In the absence of
the Yukawa terms, fermion masses are further protected by chiral symmetry. There
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is however no such protection for the Higgs quadratic coefficient µ2.
Unprotected mass depends directly and inhomogenously on the UV cutoff scale

ΛUV. From a simple dimensional analysis, then, µ2 should receive a contribution
proportional to ΛUV

2 when evolved down with RG. This quadratic dependency can
be worrisome, because the mass mH ∼ 126 GeV and the VEV v = 246 GeV of the
Higgs field implies that µ2 in the input scale has a value finely tuned to cancel this
additive RG evolution. If ΛUV is at the Planck scale MPl ∼ 1019 GeV, then the
fine-tuning must be done over thirty orders of magnitude.

The problem of fine-tuning exists because the Higgs field is assumed to be a fun-
damental scalar appearing in the Lagrangian at the UV cutoff. There are multiple
possible approaches to resolve the issue. One would be to not regard it as a problem
to begin with; accepting an anthropic principle, fine-tuning may be a necessity for a
sentient being to emerge and observe the universe. Another approach is to postulate
that the Higgs field at the electroweak scale is actually a compound, typically con-
stituting of two fermions coupled by some asymptotically free interaction. In such
scenarios, the Higgs boson is resolved above some energy scale that can be close to
the electroweak scale, requiring no fine-tuning at the fundamental scale. Yet another
possibility is to retain the fundamental scalar Higgs field by introducing new symme-
tries that eliminate the ΛUV

2 dependence of µ2. For example, if the Higgs boson is the
pseudo-Nambu-Goldstone boson of some spontaneously broken approximate symme-
try, as in the Little Higgs Model [6], its mass scale is determined by the parameters
related to this approximate symmetry and not by ΛUV.

Supersymmetry is another symmetry that has the effect of controlling the scalar
mass. In fact, a supersymmetric Lagrangian forbids quadratic running of any scalar
mass, not just the Higgs field. This is achieved because supersymmetry demands
that all scalars are mass-degenerate to some fermions. Since fermion mass parame-
ters run at most logarithmically with ΛUV, the quadratic dependence automatically
disappears. The next sections describe the principle of supersymmetry and the su-
persymmetric extension of the SM.

2.6 Supersymmetry

Supersymmetry (SUSY) [7, 8, 9, 10] is a continuous symmetry that induces transfor-
mations between bosons and fermions. Every field in a supersymmetric Lagrangian
is given a set of bosonic and fermionic degrees of freedom combined in a so-called
supermultiplet. A supersymmetry transformation is represented on the space of su-
permutiplets, i.e., it mixes the components of the multiplets. The Lagrangian is
formed to be invariant under such a transformation.

An implementation of SUSY is given in superspace, or regular 4-dimensional space-
time augmented with two complex Grassmann dimensions θ1 and θ2. Functions over
superspace, called superfields, embody the supermultiplets mentioned above. A se-
ries expansion of a general superfield S(x, θ, θ†), where x is the regular spacetime
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coordinate, in powers of Grassmann variables is given as

S(x, θ, θ†) = a+θξ+θ†χ†+θθb+θ†θ†c+θ†σµθvµ+θ†θ†θη+θθθ†λ†+θθθ†θ†d. (2.28)

Scalars a, b, c, and d, vector v, and spinors ξ, χ†, η, and λ† are all functions of x
and form a supermultiplet. Note that for a complex S, there are 2 bosonic degrees of
freedom in each of the scalars and 8 in v, while each spinor has 4 fermionic degrees
of freedom. For a real S, a∗ = a, c = b∗, d∗ = d, v∗ = v, χ = ξ, and λ = η, therefore
there are 8 degrees of freedom for both bosons and fermions. In short, there are equal
numbers of bosons and fermions for any given superfield.

The SUSY transformation of superfields is generated by two differential operators
Qa and Q†ȧ:

Qa := i
∂

∂θa
− 1

2
(σµθ†)a∂µ,

Q†ȧ := −i ∂

∂θ†ȧ
+

1

2
(θσµ)ȧ∂µ.

(2.29)

Since the operators carry spinor indices, the transformation also requires a spinor
parameter. The shift δζS of S under SUSY with parameter ζ is

δζS := −i(ζQ+Q†ζ†)S = S(xµ− i
2
θσµζ†− i

2
θ†σµζ, θ+ζ, θ†+ζ†)−S(xµ, θ, θ†) (2.30)

up to the first power in ζ. Thus, the SUSY transformation of superfields is realized as a
rotation in x-(θ, θ†) space and a translation in the θ and θ† direction. The rotation ap-
pears as a translation if projected onto the x direction, i.e., SUSY shifts conventional
functions in the regular spacetime. The relation between the SUSY transformation
and a conventional translation can also be found in the anticommutator of the SUSY
operators:

{Qa,Qb} = {Q†ȧ,Q†ḃ} = 0, (2.31)

{Qa,Q†ȧ} = i(σµ)aȧ∂µ = (σµ)aȧPµ, (2.32)

where Pµ = i∂µ is the differential representation of the momentum operator. Equa-
tion (2.32) in fact hints that SUSY is a part of the spacetime symmetry that extends
the Poincaré group. Indeed, the commutation relations of Q and Q† with Pµ and the
Lorentz transformation Mµν are

[Qa,Pµ] = [Q†ȧ,Pµ] = 0, (2.33)

[Qa,Mµν ] =
i

4
(σµσν − σνσµ) b

a Qb, (2.34)

[Q†ȧ,Mµν ] = − i
4
Qḃ(σµσν − σνσµ)ḃȧ, (2.35)
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which indicates that Poincaré and SUSY generators form a closed algebra.
There is a SUSY-invariant subspace of the space of superfields which gets used

extensively in the supersymmetric extension of the SM. The subspace is defined as a
kernel of a differential operator

D†ȧ =
∂

∂θ†ȧ
− i

2
(θσµ)ȧ∂µ. (2.36)

The superfield Φ is called a left-chiral superfield if it satisfies D†Φ = 0. One can show
that

{D†ȧ,Qa} = {D†ȧ,Q†ḃ} = 0, (2.37)

and thus any SUSY transform of a left-chiral superfield is also a left-chiral superfield.
The hermitian conjugate of D†,

Da =
∂

∂θa
− i

2
(σµθ†)a∂µ, (2.38)

annihilates right-chiral superfields, which are the complex conjugates of left-chiral
superfields.

The expression of left-chiral superfields can be simplified with a change of coordi-
nates

yµ := xµ − i

2
θσµθ†, ρ := θ. (2.39)

In the new variables y and ρ, the operator D† is

D†ȧ =
∂

∂ρ†ȧ
. (2.40)

Therefore, a left-chiral superfield is a function only of y and ρ. Expanding Φ in powers
of ρ,

Φ(y, ρ) = φ(y) + ρψ(y) +
1

2
ρρF (y). (2.41)

The operators Q and Q† expressed in the new variables are

Qa = i
∂

∂ρa
,

Q†ȧ = −i ∂

∂ρ†ȧ
+ (ρσµ)ȧ

∂

∂yµ
.

(2.42)

From Eqs. (2.41)-(2.42), the SUSY transformations of the component fields φ, ψ, and
F are given as

δζφ = ζψ, (2.43)

δζψa = −i(σµζ†)a∂µφ+ ζaF, (2.44)

δζF = −iζ†σµ∂µψ. (2.45)
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Equation (2.41) shows that there are only 4 bosonic and fermionic degrees of
freedom for a left-chiral superfield. Re-expression of Eq. (2.41) with x and θ results
in

Φ(x, θ, θ†) = φ(x) + θψ(x) +
1

2
θθF (x)

+
i

2
θ†σµθ∂µφ(x)− i

4
θθθ†σµ∂µψ(x)− 1

16
θθθ†θ†∂2φ(x). (2.46)

The term in the left-chiral superfields proportional to 1
2
θθ is called an F-term. Equa-

tion (2.45) shows that the coefficient field of the F-term is shifted by a total derivative
under the SUSY transformation. Therefore, the x-integral of the F-term is invariant
under SUSY.

Another interesting feature of the expansion in Eq. (2.46) can be seen by integrat-
ing Φ∗Φ over the Grassmann dimensions:∫

d2θd2θ† Φ∗Φ = ∂µφ∗(x)∂µφ(x) + iψ†(x)σµ∂µψ(x) + F ∗(x)F (x), (2.47)

where integration measures are defined as d2θ := dθ1dθ2 and d2θ† := dθ†2dθ†1. The
right-hand side of Eq. (2.47) supplies the quadratic terms of φ, ψ, and F . For the first
two fields, these are the kinetic terms, while for F there is no propagation. For this
reason, F is called an auxiliary field. The integration isolates the terms proportional
to 1

4
θθθ†θ†, which are called D-terms. In general, D-terms are SUSY-invariant up to

total derivatives. This is evident from Eq. (2.29) since only the second terms on the
right hand side contribute to the SUSY transformation of the D-term.

Therefore, a SUSY-invariant conventional Lagrangian can be constructed from
left-chiral superfields {Φi} by taking the D-term of Φ∗iΦi and the F-terms of various
products ΦiΦj · · · and their complex conjugates. A product of left-chiral superfields
is also a left-chiral superfield since the operator D† follows the Leibniz rule. The sum
of the products ΦiΦj · · · is called a superpotential and is often denoted by W . Thus,
symbolically, a SUSY-invariant Lagrangian is given by

L = LK + LW

= [Φ∗iΦi]D + {[W (Φ)]F + c.c.} , (2.48)

where [·]D and [·]F stand for extractions of D- and F-terms.
When the scalars have mass dimension 1, the most general renormalizable super-

potential has the form

W = liΦi +
1

2
mijΦiΦj +

1

6
yijkΦiΦjΦk, (2.49)

where parameters mij and yijk are symmetric under permutations of indices.
If gauge symmetry is imposed on W in Eq. (2.49), the combinations of the fields

must be such that each term on the right-hand side is independently gauge-invariant.
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In particular, the parameter li can be nonzero only if Φi is a singlet under all gauge
symmetries of the theory. Gauge transformation of the left- and right-chiral super-
fields Φ and Φ∗ is given by

Φ→ exp(2igT IΩI)Φ,

Φ∗ → exp(−2igT IΩI∗)Φ∗,
(2.50)

where g is the coupling constant and ΩI is a dimensionless chiral superfield coupled
to the gauge group generator T I . The generators follow the relations

[T I , T J ] = if IJKTK , (2.51)

2Tr(T IT J) = δIJ (2.52)

with some structure constant f IJK . The kinetic terms in the Lagrangian in Eq. (2.48)
must be modified to be gauge invariant. Dimensionless real superfields VI can be
inserted to absorb the transformations in Φ and Φ∗ as

LK = [Φ∗i e
2gT IVIΦi]D, (2.53)

if V transforms as
e2gV → e2igΩ†e2gVe−2igΩ, (2.54)

where V := T IVI and Ω := T IΩI .
The superfield VI is called a vector superfield and in general has 8 bosonic and

fermionic degrees of freedom, as counted at the beginning of this section. However,
the supergauge transformation in Eq. (2.54) reveals that 4 of each of the bosonic
and fermionic degrees of freedom are nonphysical. The so-called Wess-Zumino gauge
partially fixes these gauge degrees of freedom, so that VI has the form

VI |W-Z =
1

2
θσµθ†AIµ +

1

2
√

2
(θ†θ†θλI + c.c.)− 1

8
θθθ†θ†DI . (2.55)

The real vector field AIµ is the conventional gauge vector potential, the spinor λI is
the corresponding gaugino field, and the real scalar DI is an auxiliary field. Using
the Wess-Zumino gauge, one can obtain the conventional gauge-invariant kinetic and
additional gauge interaction terms from Eq. (2.53):

LK = (∇µφi)
†(∇µφi)+iψ†iσ

µ∇µψi+F
∗
i Fi−

√
2g(φ∗iT

Iψiλ
I+c.c.)−gφ∗iT IφiDI . (2.56)

The kinetic terms of AIµ and λI are obtained from the left-chiral superfield

Sa := T ISIa = T I
1

4g

[
D†D†

(
e−2gVDae2gV)]I . (2.57)

Here, D†ȧ is defined to satisfy D†ȧξȧ = D†ȧξȧ. In the Wess-Zumino gauge, SI reduces
to

SI |W-Z(y, ρ) =
1√
2
λI(y)− 1

2
ρDI(y)− 1

2
σµνρF I

µν(y) +
i

2
√

2
ρρσµ(∇µλ)I†(y), (2.58)
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where
F I
µν = ∂µA

I
ν − ∂νAIµ − gf IJKAJµAKν (2.59)

is the field-strength tensor, and

(∇µλ)I = ∂µλ
I − gf IJKAJµλK (2.60)

is the gauge-covariant derivative of the gaugino field. The F-term of SISI then yields

[SISI ]F = iλIσµ(∇µλ)I† +
1

2
DIDI − 1

4
F IµνF I

µν −
1

4
F ∗IµνF I

µν , (2.61)

where F ∗Iµν := 1
2
εµναβF I

αβ.
The discussion above is valid for a single vector superfield. When the gauge

group is a direct product of subgroups, as in the SM, each subgroup has a vector
supermultiplet. Enumerating the groups with index A, the Lagrangian (2.48) of the
supersymmetric gauge theory should be augmented with

LSuperYM = [2Tr(SASA)]F . (2.62)

It is apparent from Eqs. (2.56) and (2.61) that the auxiliary fields Fi and DI
A do

not propagate and only have quadratic and linear terms. Therefore these fields can
be easily integrated out, effectively resulting in the substitutions

Fi → −W ∗
i := − δW ∗

δΦ∗i

∣∣∣∣
Φ∗i→φ∗i

, (2.63)

F ∗i → −Wi := − δW

δΦi

∣∣∣∣
Φi→φi

, (2.64)

DI
A → gAφ

∗
iT

I
Aφi. (2.65)

Here, |Φi→φi indicates replacing the left-chiral superfields in the expression to the left
by their scalar components. With these replacements, the full form of the Lagrangian
is

LSUSY = LK + LW + LSuperYM

= [Φ∗i e
2gAVAΦi]D + {[W (Φ)]F + c.c.}+ [2Tr(SASA)]F

= (∇µφi)
†(∇µφi) + iψ†iσ

µ∇µψi − V (φ, φ∗)− 1

2
(Wijψiψj + c.c.)

− 1

4
F Iµν
A F I

Aµν −
1

4
F ∗IµνA F I

Aµν + iλI†A σ
µ∇µλ

I
A −
√

2gA(φ∗iλAψi + c.c.),

(2.66)

where

V (φ, φ∗) := W ∗
i Wi + g2

A(φ∗iT
I
Aφi)

2, (2.67)

Wij :=
δ2W

δΦiδΦj

∣∣∣∣
Φi→φi

, (2.68)

19



and
λA := T IAλ

I
A. (2.69)

In Eq. (2.69), summation over A is not implied on the right-hand side.
As a conclusion to this brief summary of the principles of supersymmetry, the

relation in scalar and fermion masses mentioned in Sec. 2.5 can be proven. In general,
superpotential in Eq. (2.49) can be further extended with nonrenormalizable terms.
However, the mass term in the scalar potential given in Eq. (2.67) can only come
from quadratic terms:

Lscalar mass = −m∗ijmjkφ∗iφk. (2.70)

Similarly, the fermion mass terms in Eq. (2.66) are due to constant terms in Eq. (2.68):

Lfermion mass = −1

2
mijψiψj −

1

2
m∗ijψ†iψ

†
j . (2.71)

The equations of motion are then

∂2φi +m∗ijmjkφk + . . . = 0, (2.72)

iσµ∂µψi −m∗ijψ†j + . . . = 0, iσµ∂µψ
†
i −mijψj + . . . = 0, (2.73)

where the two equations in the second line can be combined into

∂2ψi +m∗ijmjkψk + . . . = 0. (2.74)

Therefore, the scalars and fermions of a supersymmetric Lagrangian have identical
masses obtained by diagonalizing m∗m.

2.7 Supersymmetry Breaking

The mass-degeneracy of the scalars and fermions in SUSY is actually problematic
when considering the supersymmetric extension of the SM, since none of the SM
fields are known to have partners of identical mass and different spin. Or, more to the
point, bosons and fermions are distinguishable in our world, while in a supersymmetric
universe there will only be superfields. Thus, to consider SUSY as a remedy to the
problem of the fine-tuning of the Higgs mass, a non-exact form of SUSY which still
leaves the scalar mass insensitive to ΛUV must be known.

The next step is then to consider spontaneously broken SUSY. There, the scalar
mass might not be protected any more by its degeneracy to a fermion, but the correc-
tion is bounded by at most some intermediate scale at which the effect of spontaneous
breaking is resolved and exact SUSY is recovered. With this in mind, the supersym-
metric standard model can be described by a low-energy effective Lagrangian in which
the result of spontaneous SUSY breaking is parameterized by renormalizable terms
that explicitly break the symmetry.
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This effective approach postpones the question of how exactly SUSY is broken.
It can actually be shown using Eq. (2.32) that SUSY is broken if 〈V (φ)〉 6= 0. From
Eqs. (2.63)-(2.65) and (2.67) this implies either or both of 〈Fi〉 6= 0 and 〈DI

A〉 6= 0
for some i, A, I. The supersymmetric extension of the SM however does not have
candidates of auxiliary fields with non-zero VEV. There is also a reason, discussed
in Sec. 2.8, that the SUSY-breaking field cannot be one of the supersymmetrized SM
fields. Therefore, from a phenomenological perspective, it is much more practical to
study a general effective Lagrangian and its implications.

The form of the SUSY-breaking terms can be inferred from the constraint that
the underlying dynamics respect SUSY. The implication of the constraint is that
the fundamental Lagrangian also has the form in the second row of Eq. (2.66). The
effective Lagrangian must come out of this fundamental Lagrangian as some fields
acquire VEVs. It is then possible to write down an effective form of the fundamental
Lagrangian using spurions, which are in this case superfields whose scalar compo-
nents are replaced by constants, in such a way that the replacements result in a
renormalizable Lagrangian.

The fundamental Lagrangian in the current analysis is

Lsp = [ZiΦ∗i e
2V ′Φi]D+

{[
1

2
M ijΦiΦj +

1

6
Y ijkΦiΦjΦk

]
F

+ c.c.

}
+
∑
A

[2γATr(S ′AS
′
A)]F ,

(2.75)
where V ′ := gAVA and S ′A := gASA, summation over A not implied. The term linear
in Φ was dropped from the superpotential because there is no gauge-singlet field in
the SM. Of the spurions in Eq. (2.75),

Zi = 1 +
1

2
(zi1θθ + c.c.) +

1

4
zi2θθθ

†θ† (2.76)

is real, and

M ij = mij +
1

2
mij

1 θθ (2.77)

Y ijk = yijk +
1

2
yijk1 θθ (2.78)

γA =
1

g2
A

+
1

2
γA1 θθ (2.79)

are left-chiral. Expanding the spurions,

Lsp = LK + LW + LSuperYM

+ (zi1F
∗
i φi + c.c.) + zi2φ

∗
iφi +

(
1

2
mij

1 φiφj +
1

6
yijk1 φiφjφk + c.c.

)
+
∑
A

1

2
γA1 λ

I
Aλ

I
A.

(2.80)
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Because of the zi1 factors, the substitution of auxiliary fields is modified. However,
the substitutions produce terms of the form already present in Eq. (2.80). In sum-
mary, one finds that there are four types of SUSY-breaking terms: gaugino mass;
scalar trilinear; scalar bilinear; and scalar mass. As expected, the effective SUSY-
breaking terms introduced additional masses to gauginos and scalars, lifting the mass
degeneracies of the vector and chiral supermultiplets, respectively. The bosonic and
fermionic components in the supermultiplets are now physically distinguishable fields.
They are said to be superpartners of each other.

It is worth noting that no dimensionless parameter appears in the SUSY-breaking
terms. This has the important consequence that none of the masses in the theory gets
a correction proportional to ΛUV even in the presence of SUSY breaking. For this
reason, SUSY is said to be broken softly when spontaneously broken. Assuming that
the dimensionful parameters arise from some common dynamics, the typical mass
scale of the parameters is denoted as Msoft. For a light scalar to be natural, Msoft

�ΛUV is needed.
One mechanism of keeping Msoft low is to require SUSY breaking in a sector that

is not directly coupled to the low-energy degrees of freedom. The effect of breaking
should be communicated by an interaction common to the two sectors. Denoting the
SUSY-breaking scale as

√
〈F 〉 and the communication strength as 1/Mmess.,

Msoft ∼
〈F 〉
Mmess.

. (2.81)

Thus, this indirect SUSY-breaking scenario allows more room for the theory to provide
a desirable Msoft.

2.8 The Minimal Supersymmetric Standard Model

To seek a solution to the fine-tuning problem of the Higgs mass, it is appropriate to
extend the SM with SUSY minimally, i.e., with a field content as similar as possible
to that of the SM. Since only two types of superfields, left-chiral and vector, appeared
in the analysis in Sec. 2.6, it follows that the SM fermions and the Higgs are elevated
to chiral superfields and the gauge bosons to vector superfields.

Of the terms in Eq. (2.1), Lkin. and LYM derive from LK and LSuperYM in Eq. (2.66).
The remaining LY and LV must then result from a superpotential. This association
immediately faces a problem in Eq. (2.4); the terms h ◦ qu and h∗qd cannot coexist
in superpotential-based interactions. The minimal supersymmetric standard model
(MSSM) thus needs another superfield whose scalar component replaces h∗. This new
field is denoted as hd since it couples to down-type quarks, and the h in the SM is
renamed as hu. The GSM-representation of hd is (1,2,−1

2
).

The names of the new fields introduced by this extension are derived from the
corresponding SM fields. Scalar partners of q, ū, and d̄ are collectively called squarks.
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Table 2.2: The names, superfield components, GSM representation, and 3(B − L)
assignments of the MSSM chiral supermultiplets.

Superfield Name Scalar Spinor GSM representation 3(B − L)

Q Quark doublet q̃ q (3,2, 1
6
) 1

U Up singlet ˜̄u ū (3̄,1,−2
3
) −1

D Down singlet ˜̄d d̄ (3̄,1, 1
3
) −1

L Lepton doublet ˜̀ ` (1,2,−1
2
) −3

E Lepton singlet ˜̄e ē (1,1, 1) 3

Hu Up-type Higgs hu h̃u (1,2, 1
2
) 0

Hd Down-type Higgs hd h̃d (1,2,−1
2
) 0

Table 2.3: The names and notations for the superfield components of the MSSM
vector supermultiplets.

GSM subgroup
Spinor Vector

name symbol name symbol

U(1) Bino B̃ B boson B

SU(2) Wino W̃ W boson W

SU(3) Gluino g̃ Gluon G

Similarly, scalar partners of ` and ē are called sleptons. Squarks and sleptons together
are sometimes referred to as sfermions. The fermionic partners of hu and hd are both
called higgsinos. Gauginos are often called by individual names, since they play
different roles in phenomenology. The gaugino partners of the gluon, W , and B
are respectively called gluino, wino, and bino. The names, notations for superfield
components, and quantum numbers of the MSSM superfields are listed in Tabs. 2.2
and 2.3.

The superpotential of the MSSM is

WMSSM = −yijuHu ◦QiU j + yijd Hd ◦QiDj + yije Hd ◦ LiEj + µHu ◦Hd. (2.82)

Indices i and j run over three generations of the quark and lepton fields. The Higgs
bilinear term µHu ◦Hd has no corresponding interaction in the SM and feeds into the
mass of the Higgs particle after EWSB.

The terms in Eq. (2.4) were in fact the full set of renormalizable non-gauge interac-
tions allowed by gauge symmetries in the SM. The situation is different in the MSSM.
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Besides the Higgs bilinear term, the terms in the B- and L-violating superpotential

W/R = λijkLi ◦ LjEk + λ′
ijk
Li ◦QjDk + λ′′

ijk
U iDjDk + µ′

i
Li ◦Hu (2.83)

are gauge invariant. Such interactions would for example cause rapid proton decay
and thus need to be severely suppressed or absent.

Suppression of the undesirable terms can be achieved by postulating the conser-
vation of a new parity. This multiplicative quantum number is called matter parity,
and is defined by

Pmat = (−1)3(B−L). (2.84)

All of the terms in Eq. (2.82) have Pmat = 1, while the B- and L-violating terms have
Pmat = −1, and therefore should be absent.

As a useful mnemonic quantity, another parity named R-parity

PR = (−1)3(B−L)+2s (2.85)

is defined for individual components of the MSSM superfields, with the spin s of the
fields. R-parity is physically exactly equivalent to matter parity, since the fermions
always appear in pairs in the Lagrangian and therefore the sum of 2s for any term
must be even. Its usefulness is given by the R-parity of sfermions, higgsinos, and
gauginos being odd, while all the SM fields and hd are R-even. Therefore R-parity
makes it clear that non-SM particles always appear in even numbers in any interaction
if matter parity is conserved.

An important consequence of the matter parity conservation is that the R-odd
particles, collectively referred to as sparticles, are produced and annihilated at least
in pairs. Furthermore, a sparticle can only decay into another sparticle and an R-even
combination of particles. In particular, this implies that the lightest sparticle (LSP)
is stable. If sparticles were produced copiously during the Big Bang, the LSP must
be abundant in the universe. The fact that no LSP candidate has been observed so
far suggests that it is very weakly interacting. In other words, the MSSM naturally
provides a candidate for the dark matter as a by-product.

A complete Lagrangian of the MSSM must include the soft SUSY-breaking terms.
Possible terms respecting gauge symmetries and matter parity are

Lsoft =− 1

2

(
M3g̃g̃ +M2W̃W̃ +M1B̃B̃ + c.c.

)
−
(
−aiju hu ◦ q̃i˜̄uj + aijd hd ◦ q̃i˜̄dj + aije hd ◦ ˜̀i˜̄ej + c.c.

)
−
(

(m2
q)
ij q̃∗i q̃j + (m2

`)
ij ˜̀∗

i
˜̀
j + (m2

u)
ij˜̄u∗i ˜̄uj + (m2

d)
ij˜̄d∗i ˜̄dj + (m2

e)
ij˜̄e∗i ˜̄ej)

−
(
m2
huhu

∗hu +m2
hd
hd
∗hd
)
− (bhuhd + c.c.) .

(2.86)

Equation (2.86) includes mass terms for gauginos and sfermions, but not for SM
fermions. Thus the feature of the SM that the masses of the fermions are gener-
ated through EWSB is still present in the MSSM. On the other hand, gauginos and
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sfermions have tree-level masses given in Eq. (2.86). The higgsinos also have a tree-
level mass of |µ|2. Since these masses can be heavier than the Z boson mass mZ,
which is the characteristic scale of EWSB, it may be natural that the sparticles have
not been observed so far.

In fact, taking the opposite approach on the same point, requiring that the spar-
ticle masses be heavy actually necessitates the mechanism of indirect SUSY breaking
discussed at the end of Sec. 2.7. The reason originates from a sum rule for squared
masses of all the particles directly coupled to each other within a given supersym-
metric Lagrangian. The sum rule applies generally to mass spectra of exact or spon-
taneously broken SUSY, and dictates that the lightest scalar in the theory must be
lighter than any fermions. This result can be avoided if the SUSY-breaking order pa-
rameter belongs to a Lagrangian that does not have direct interactions with MSSM
fields, i.e., if the SUSY breaking is communicated only through some intermediate
interactions to the MSSM.

2.9 Soft Supersymmetry-Breaking Parameters

As already seen in Sec. 2.7, under the assumption that the terms in Lsoft originate
from a single SUSY-breaking dynamics and a common messenger interaction,

M3,M2,M1, au, ad, ae ∼Msoft (2.87)

and
m2
q,m

2
` ,m

2
u,m

2
d,m

2
e,m

2
hu ,m

2
hd
, b ∼Msoft

2 (2.88)

should hold. Since m2
hu
,m2

hd
, and b together with µ drives the EWSB, Msoft cannot

be too much higher than O(1) TeV. This is the baseline argument for expecting to
find sparticles in particle colliders such as the CERN Large Hadron Collider.

Interestingly, this postulate of the so-called TeV-scale SUSY is a critical ingredient
of an unrelated prediction of the MSSM, the unification of gauge couplings. The
running of the gauge couplings g1, g2 and g3 differs between the MSSM and the SM,
because the former has more charged degrees of freedom than the latter. Since the
rate of running is determined by the particles in the loops of the vacuum polarization
calculations, to a good approximation the scale Msoft serves as the threshold at which
this rate switches from that in the SM to the MSSM. The evolutions of the coupling
constants traced up from weak-scale values under this framework with three different
Msoft are shown in Fig. 2.2. Here, the RG equations are at one-loop order, given by

d

d(ln Q
Q0

)
α−1
A = − bA

2π
, (b1, b2, b3) =

{
(41

10
,−19

6
,−7) Q < Msoft

(33
5
, 1,−3) Q > Msoft

(2.89)

In Eq. (2.89), Q and Q0 are renormalization and reference scales, respectively. From
the graphs, it is apparent that the three couplings meet only when Msoft . 103−4 GeV.

25



(Q/GeV)
10

log
2 4 6 8 10 12 14 16 18

-1
α

0

10

20

30

40

50

60

70
-1
1α  GeV3 = 10softM

-1
2α  GeV4 = 10softM

-1
3α  GeV5 = 10softM

SM

Figure 2.2: One-loop renormalization group evolutions of α−1
A = 4π/g2

A as functions
of the renormalization scale Q. The input values at mZ are α−1

1 = 59.2, α−1
2 = 29.6,

and α−1
3 = 8.55. The inset shows a close-up view of 1015 GeV < Q < 1017 GeV.

Such an observation is obviously at best a circumstantial evidence, but is neverthe-
less an encouragement, for TeV-scale SUSY. The fact that the three couplings meet,
paving a way to the grand unification of the forces is sometimes considered as a moti-
vation for the MSSM which is as strong as the suppression of the quadratic divergence
of the Higgs mass.

Once the electroweak symmetry is broken, the electric charge is the only remaining
quantum number of the wino, the bino, and the higgsino fields. The wino and higgsino
charge eigenfields in the unitary gauge are

W̃± :=
1√
2

(W̃ 1 ∓ W̃ 2), W̃ 0 := W̃ 3, hu = (hu
+, hu

0), hd =

(
hd

0

hd
−

)
. (2.90)

The gaugino-fermion bilinear terms in LSuperYM causes these fields to mix and form
mass eigenfields. The resulting four neutral and four charged fermions are referred to
as the neutralinos and the charginos, respectively. The neutralinos and the charginos
are collectively called the electroweakinos. In the basis Ψ0 = (B̃, W̃ 0, h̃0

d, h̃
0
u), the
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neutralino mass terms are

Lneut. = −1

2
(Ψ0)TMNΨ0 + c.c., (2.91)

where the mixing matrix MN is

MN =


M1 0 −g1vd/2 g1vu/2
0 M2 g2vd/2 −g2vu/2

−g1vd/2 g2vd/2 0 −µ
g1vu/2 −g2vu/2 −µ 0

 , (2.92)

with the Higgs VEV vu :=
√

2〈hu〉 and vd :=
√

2〈hd〉. Similarly, chargino mass terms

in the basis Ψ± = (W̃±, h̃±[ud]) are

Lchrg. = −1

2
(Ψ+)TMCΨ− + c.c., (2.93)

with the mixing matrix

MC =

(
M2 g2vd/

√
2

g2vu/
√

2 µ

)
. (2.94)

The forms of the two matrices indicate that the mixing between gauginos and hig-
gsinos is controlled by the Higgs VEV. If M1,M2, |µ| � vu, vd, then neutralinos and
charginos are approximately purely wino, bino, and higgsinos. Within such a hiearchy,
depending on which of M1, M2, and |µ| is the smallest, lightest neutralino χ̃0

1 and
chargino χ̃±1 are said to be bino-like, wino-like, or higgsino-like, respectively. The
identities of the lightest electroweakinos are highly important for phenomenology.

Another point to note about the soft SUSY-breaking Lagrangian is that a large
fraction of its more than one hundred free parameters must be severely constrained
to avoid enhancing various flavor-changing and CP-violating interactions beyond ob-
served limits. In principle, the sfermion masses and a-paramters can have arbitrary
off-diagonal components in the sfermion family basis and can generate flavor-changing
neutral currents. Additionally, complex phases in the a-parameters can be a source
of CP violation2. Therefore, some explanation is called for to reconcile Lsoft with the
known rareness of flavor and CP violations.

It is possible that the sfermions are extremely heavy. In this case, flavor-violating
effects are automatically suppressed since they arise from loops. However, this sce-
nario goes against the assumption from Eqs. (2.87)-(2.88) and might suggest that
either Msoft � mZ or that an additional SUSY-breaking effect exists that couples
only to sfermions.

2 It is assumed that the sfermion generations are defined by the partner fermion mass eigenfields,
and the complex phases of the fields are defined so that gaugino masses and b are real.
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The more commonly held assumption is that the SUSY-breaking effect respects
the flavor structure of the SM. In practice this means that the sfermion masses are
degenerate, given by

(m2
q)
ij = M2

q δ
ij, (m2

`)
ij = M2

` δ
ij,

(m2
u)
ij = M2

uδ
ij, (m2

d)
ij = M2

d δ
ij, (m2

e)
ij = M2

e δ
ij,

(2.95)

and the a-terms are proportional to the Yukawa couplings in the superpotential:

aiju = Auy
ij
u , a

ij
d = Ady

ij
d , a

ij
e = Aey

ij
e . (2.96)

These conditions however should be regarded as boundary conditions at some input
scale for the RG evolution of the soft parameters. The reason is as follows. Whatever
the relations that the soft parameters satisfy at the input scale, they will be somewhat
modified by the RG-running down to Msoft. Therefore, demanding that Eqs. (2.95)-
(2.96) hold at the output scale implies a fine-tuning of the SUSY-breaking and/or
communication dynamics. It is far more natural to assume that the SUSY-breaking
sector and the messenger interaction are suitably flavor-conserving, resulting in the
conditions above as inputs to the MSSM. Conversely, even with flavor-conserving
input, the MSSM gives predictions on e.g. rates of flavor-violating decays of heavy
leptons that can be largely different from that in the SM [11, 12].

The input scale is defined by the mechanism for the communication of SUSY
breaking. Then, in regard to the grand unification discussed above, messenger in-
teractions that set input scales above MGUT ∼ 1016 GeV can be problematic. The
reason is that at such input scales there would be no distinction between squarks
and sleptons, resulting in fewer free parameters than there are in Eqs. (2.95)-(2.96).
Consequently, as the parameters are RG-evolved down below MGUT, uncontrollable
mixings can invalidate these relations.

The requirements in Eqs. (2.95)-(2.96), driven by the non-observation of large
flavor-changing effects, are the strongest clue for the nature of the SUSY-breaking
and its communication to the MSSM. The next section discusses one of the general
communication frameworks that can satisfy these requirements naturally.

2.10 Gauge-Mediated Supersymmetry Breaking

Gauge-mediated SUSY breaking (GMSB) is one of the oldest and most well-studied
mechanisms for generating Lsoft of the MSSM. The basic idea is to conceive a “hidden
sector” which has no direct interaction with the MSSM fields, and demand that SUSY
is spontaneously broken by some VEV in this sector. Additionally, either this SUSY-
breaking field or another set of fields that couple to it must be charged under GSM.
The gauge interactions then act as the indirect communication channel between the
hidden sector and the MSSM. The MSSM soft SUSY-breaking terms emerge as a
result of integrating out the hidden degrees of freedom.
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The virtue of this framework is that Eq. (2.95) is automatically satisfied because
the gauge interactions do not discriminate quark and lepton generations. Further-
more, unlike Planck-scale SUSY breaking, which is another well-studied mechanism,
the input scale where this flavor-blindness condition is applied can be lower than the
GUT scale, circumventing the problem of GUT-originated flavor mixing discussed in
Sec. 2.9. An input scale below MGUT is also advantageous because a-parameters are in
general small at the input in GMSB, and their weak-scale values are dominantly due
to inhomogenous RG evolution, which will be proportional to the Yukawa couplings.
Therefore, the condition in Eq. (2.96) is also naturally fullfilled.

In the minimal implementation of GMSB, the SUSY-breaking field S is a singlet
under GSM. It couples to the messenger sector, or a set of charged fields {ΦI ,ΦI},
via a superpotential

Wmess. =
∑
I

yISΦIΦI . (2.97)

For each I, ΦI and ΦI are in mutually conjugate representations of GSM (for U(1),
they have opposite hypercharges). When the scalar component of S develops a VEV,
the mass degeneracy of the ΦI and ΦI supermultiplets are also resolved. Then,
the scalars and fermions of ΦI in turn contribute non-canceling radiative corrections
to the gaugino two-point function, giving gauginos their mass. The same radiative
corrections are applied to two-point functions of the scalars of the chiral multiplets.
The a-parameters arise from higher-order corrections and can be ignored. The value of
the b-parameter depends on more than the simple parametrized dynamics of Eq. (2.97)
and is not part of the minimal GMSB.

In minimal GMSB, the ratios of the gaugino masses are fixed by the gauge coupling
constants:

MA =
αA
4π

Λ, (2.98)

where A = 1, 2, 3 and the common parameter Λ encodes the effect of integrating out
the SUSY-breaking and messenger sectors. The scalar soft masses are proportional to
the same parameter Λ and group-theoretic constants for the specific representation of
GSM where each field is in. In short, the soft masses in the minimal GMSB are com-
pletely determined by a single parameter. Such a model would be highly predictive,
but perhaps not very realistic.

A less restrictive, general formulation of gauge mediation is given in Ref. [13]. In
this framework, dubbed general gauge mediation (GGM), a model is considered to be
based on GMSB if, in the limit of αA → 0, it decouples to an unbroken MSSM and
another sector which contains SUSY breaking. The authors analyzed the most general
form of such models by representing the hidden sector with a conserved current. As
a result, it was shown that the full GMSB model space is spanned by a set of 3
real and 1 complex parameter per gauge subgroup plus a mass scale. In terms of
the MSSM soft terms, to lowest order in αA, the 9 real parameters combine into 3
constants and define the sfermion masses, which are still generation-blind, and the
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complex parameters give the gaugino mass for each subgroup. Since there are no a
priori relations implied between the parameters, in particular the spectrum of the
gaugino masses is not fixed by the gauge coupling strengths, which was the case in
Eq. (2.98).

Even in GGM, the RG evolution of the mass parameter, which is more rapid for
colored particles, tend to push squarks heavier than the sleptons when evaluated at
the weak scale. Similarly, the gluino tend to be the heaviest of the three gauginos
regardless of the precise relations at the input scale. Within the sfermions, the mass
of individual generations are driven by their Yukawa couplings and the a-parameters.
The mass degeneracy between the generations are resolved through this RG evolution,
and commonly results in a spectrum where the third-generation sfermions are lighter
than their first- and second-generation counterparts.

It should be noted that the general mass relations above are applicable to any
SUSY-breaking model. When considering the LSP, however, GMSB shows a peculiar
feature that is not commonly realized in other breaking mechanisms. In GMSB, the
gravitino, the spin-3/2 component of the graviton superfield, becomes much lighter
than any of the MSSM particles.

To better understand this statement, local supersymmetry must be considered, in
which the spinor parameter ζ in Eq. (2.30) is a function on spacetime. In other words,
ζ is made into a gauge degree of freedom. A locally supersymmetric Lagrangian must
contain a spin-3/2 field G̃ that transforms inhomogenously under SUSY, as

δζG̃aµ = ∂µζ
a + . . . (2.99)

This field couples to all superfields, i.e., to all sources of energy-momentum. Given
that SUSY itself is a spacetime symmetry, the only conclusion is that G̃ must be the
gravitino, the supersymmetric partner of the graviton G. The gravitino is massless in
unbroken SUSY, but it acquires mass through the VEV of a SUSY-breaking auxiliary
field. From a general argument, the gravitino mass m3/2 will scale as

m3/2 ∼
〈F 〉
MPl

(2.100)

because it should be zero either when SUSY is not broken or when gravity is turned
off. On the other hand, Eq. (2.81) relates the scale of the soft mass parameters of the
MSSM to 〈F 〉. Therefore, Eq. (2.100) can also be written as

m3/2 ∼Msoft
Mmess.

MPl

. (2.101)

With Msoft . O(1) TeV and Mmess. < MGUT,

m3/2 . O(1) GeV. (2.102)

The condition (2.102) is a special feature of GMSB; in e.g. Planck-scale mediation,
Mmess. = MPl and therefore m3/2 ∼ Msoft. Since the gravitino is R-odd and no other
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R-odd particles are expected to exist below the weak scale, the gravitino in GMSB is
the LSP.

When SUSY is spontaneously broken, the fermion field that accompanies the
auxiliary field that acquires a VEV becomes a massless degree of freedom called the
goldstino. In local SUSY, the “gauge” can be fixed so that the goldstino becomes the
helicity ±1/2 components of the gravitino. The interaction strengths of the goldstino
with the other fields scale as

gMSSM-G̃ ∼
∆m2

〈F 〉 , (2.103)

where ∆m2 is the mass splittings between the superpartners. The inverse proportion-
ality to 〈F 〉 can be understood from Eq. (2.44), which indicates that the on-shell field
amplitude of the goldstino is proportional to 〈F 〉. The magnitude of the goldstino
interaction terms is then one power lower in 〈F 〉 than the free goldstino Lagrangian,
and therefore the interaction strength is suppressed by that much. The factor in
the numerator regulates the divergence when 〈F 〉 → 0, since the mass splittings also
vanish at that limit. Alternatively, using ∆m2 ∼Msoft

2 and Eq. (2.81) gives

gMSSM-G̃ ∼
Msoft

Mmess.

. (2.104)

It has been pointed out [14] that the Higgs mass of 126 GeV implies a rather large
weak-scale value for at, the a-parameter for the superpartner of top, or stop. Since
a-parameters are expected to be negligibly small at the input scale, it follows that
there is a large gap between the messenger scale and the weak scale to generate the
required value through RG evolution. Additionally, the gluino must be heavy since
its mass is a major driving factor for the evolution of at. According to the numerical
analysis performed by the authors, a multi-TeV gluino is favored to keep the messenger
scale below MGUT. From Eq. (2.101) and (2.104), it can be concluded that currently
a weakly interacting, heavy goldstino-gravitino is favored. The phenomenological
implications of this point will be discussed in Section 2.12.

2.11 The Phenomenology of the MSSM

As a model of nature, TeV-scale SUSY must make verifiable predictions which can
be tested by observations. The experimental and observational tests of SUSY can be,
roughly speaking, categorized into five types: Those where some observable is mea-
sured to find possible deviation from the SM prediction; those where the scattering
of the dark matter particles with atomic nuclei is explored; dark matter annihila-
tion searches; cosmological observations; and those where the direct production of
sparticles is involved.

The first type probes radiative corrections from new particles, and includes the
measurement of the rates of rare decays already mentioned in Sec. 2.9. In particuar,
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the decay rate of µ→eγ is expected to be practically unmesurable in the SM. Thus an
observation of such a decay implies higher-order corrections from physics beyond the
SM, which can be attributed to nondiagonal mass matrices of the sleptons. Another
decay rate measurement is motivated by the existence of two Higgs fields in the
MSSM. Refs. [15, 16] showed that effective operators in the two-Higgs doublet model,
including the MSSM, enhance the decays of neutral B mesons, or mesons containing
one (anti-)b quark, to lepton pairs. Specifically, the decay Bs

0→ µ+µ− has been a
subject of heavy scrutiny, since its rate in the SM is calculable with fair precision and
is sufficiently high to be measurable. The tests of the first type that are not decay rate
measurements include the measurement of the anomalous magnetic moment of the
muon (aµ), which also gets higher-order MSSM contributions owing to the existence
of two Higgs fields.

The tests of the second, third, and fourth type are focused on the prediction of the
LSP dark matter in R-parity conserving MSSM. They are therefore not tests of MSSM
per se, but their results give important constraints on the MSSM. The dark matter
scattering experiments probe the mass of the dark matter particles and their interac-
tion strength with the normal matter directly and largely model-independently. The
annihilation search seeks for signs of dark matter interacting with itself, producing
SM particles [17]. It probes the mass and the annihilation cross section of the dark
matter. The cosmological observations of e.g. the cosmic microwave background, on
the other hand, require a model of the early universe for them to be translated into
conclusions on dark matter physics. Nevertheless, within specific frameworks, they
are also capable of constraining the mass and annihilation cross section of dark matter
from thermodynamical arguments.

A general restriction on GMSB, in particular its gravitino LSP, from cosmology is
set in two ways. On one hand, if the gravitino is too light, it becomes the relativistic
dark matter which wipes out the structure formation in the early universe [18]. On
the other hand, an over-abundance of the heavy gravitino would cause the dark
matter relic density to exceed the value derived from cosmological observations. Thus
a gravitino of mass above O(10−4) GeV implies an upper bound on the reheating
temperature to not overproduce sparticles, and with them the gravitino [19, 20].

The direct-production experiments, which is the last type of experiments listed
above, are performed using high energy particle colliders. When interacting particles
are brought to a very small volume in space with sufficiently high energy, particles
different from the incoming ones can emerge with probabilities governed by the La-
grangian of nature. In high-energy colliders, two beams of stable particles in opposite
directions are concentrated at an interaction point, which is surrounded by detectors
to measure and identify the outgoing particles. A collider is characterized by the
type of beam particles and the center-of-mass energy (

√
s). The notation

√
s derives

from the Mandelstam variable s = (k1 + k2)2, where k1 and k2 are the 4-momenta of
the particles in the two-body physics process. So far there have been three different
types of particle colliders relevant for SUSY searches: the electron-positron (e−e+)
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Figure 2.3: Cross sections for producing various pairs of sparticles at a proton-
proton collider with

√
s = 8 TeV, calculated at next-to-leading order in QCD with

the Prospino2 calculator [21]. (Source: http://www.thphys.uni-heidelberg.de/

~plehn/)

collider, which can study production of sparticle pairs that are electrically neutral;
the proton-electron (pe) collider, which can study processes initiated by electron-
quark interactions; and the hadron collider, which can be a proton-proton (pp) or a
proton-antiproton (pp) machine, and probes the interactions of quarks and gluons.

The cross sections for the production processes of most of the sparticles are cal-
culable with good accuracy as functions of the sparticle masses, as demostrated in
Fig. 2.3, since most of the unknown parameters of the MSSM are related to sparticle
masses and not to interaction strengths. This property can be used to distinguish the
MSSM from other models as an explanation to newly found particles, should there
be any. Once a heavy sparticle is produced, assuming R-parity conservation, it will
decay into a multitude of stable SM particles plus an odd number of LSPs, unless the
produced sparticle is the LSP itself. The expected heaviness of the sparticle usually
demands that the decay is prompt, i.e., the full decay cascade takes place within
the microscopic region at the interaction point. However, it is worth mentioning that
there are specific models that predict non-prompt decays. In such models, “displaced”
signals are observed, where certain particles emerge from a point separated from the
interaction point by a macroscopic distance, or even more spectacularly, metastable
sparticles direcly arrive at the detector.

Limiting the discussion to promptly decaying sparticles for now, the production
of a sparticle is inferred from the multiplicity, momenta, and species of the decay
products. Such “signatures” can be predicted for each mass spectrum of the MSSM;
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the central concern of collider phenomenology is to predict the distinctive signatures
of the models of interest. From an experimental perspective, then, the most urgent
task is to detect the outgoing stable decay products as completely as possible and
reconstruct the primary process that took place at the interaction point. In modern
colliders, nearly hermetic particle detectors are built around the interaction point,
with only the region around the incoming beams lacking sensitivity. The detectors
are typically multi-layered to exploit different technologies for detecting different par-
ticles. An important limitation here is that all of the technologies must ultimately
rely on either electromagnetic or strong forces. This limitation in particular implies
that the LSP would not be detected. Therefore, missing momentum, i.e., a signifi-
cant deficit in the detected outgoing momentum compared to what is expected from
the input, is a quintessential signal of sparticle production. At lepton colliders, the
center-of-momentum system of the interaction is at rest, and the missing momentum
can be truly calculated as a missing 4-vector. In contrast, the primary interaction at
the hadron colliders is between quarks and gluons that constitute the hadrons, which
makes it impossible to know the momentum of the interaction system along the beam
(longitudinal) direction. Accordingly, the imbalance of the observed final state mo-
menta in the transverse direction, called missing transverse momentum or missing
transverse energy (Emiss

T ) is the closest substitute to the full missing momentum.

The collider signature in the GMSB scenario is primarily defined by the next-to-
lightest sparticle (NLSP). This general feature is a direct consequence of Eq. (2.104)
and R-parity conservation. The 1/〈F 〉-suppression of the MSSM-goldstino coupling
makes the interaction of the goldstino-gravitino to other particles significantly weaker
than intra-MSSM interactions3. Therefore all sparticles decay to another sparticle
that is not the goldstino, except for the NLSP whose only kinematically allowed and
R-parity conserving decay is to its SM partner and the goldstino. GMSB sparticle
production will, then, always feature the SM partner of the NLSP in the final state
along with the missing momentum due to the goldstino-gravitino. An exception is
when 〈F 〉 is very large, such that the MSSM-goldstino coupling is suppressed to the
point that the NLSP is long-lived or collider-stable. In this case the NLSP will feature
displaced decays, or if it is neutral and collider-stable, simply appear as missing
momentum.

In the minimal GMSB, Eq. (2.98) dictates that if the NLSP is a gaugino, it would
be a bino. The smoking gun for sparticle production in the bino-NLSP scenario is the
signature of two photons and large missing momentum, which is easily identifiable
and is fairly rare in the SM. If the sleptons are instead lighter than the gauginos, the
right-handed stau, which is the scalar particle of the third-generation E, would likely
assume the role of the NLSP. Right-handed stau is the primary NLSP candidate
in this case since SU(2) and SU(3) interactions tend to push the mass up in the
RG evolution, while the Yukawa interactions do the opposite. The signature in the

3 The goldstino-gravitino also exhibits gravitational interactions with the other particles, but it
would be even weaker than the goldstino interaction.
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stau-NLSP scenario would be two τ leptons and missing momentum.
In the GGM framework, Eq. (2.98) does not need to hold anymore, and any

sparticle can in principle be the NLSP. It would still be true from RG arguments that
colored particles would be heavier than non-colored ones, but there is no reason that
e.g. the wino cannot be the NLSP. Assuming prompt decays, GGM therefore calls for
a systematic check of all supposable X̃→X + G̃ patterns, where X̃ and X are the
NLSP and its SM partner.

Of particular interest are the general neutralino-NLSP scenarios [22]. As shown
in Sec. 2.9, a neutralino can be bino-like, wino-like, higgsino-like, or a more general
superposition of the three. For phenomenological discussions, it is easier to focus
on the first three cases. Observables of the last case can be recovered by weighted
mixtures of those from the first three. The bino-NLSP case is similar to the minimal
GMSB. For the higgsino NLSP, it is important to note that the NLSP is in general
a superposition of h̃u and h̃d, with the mixing angle depending on the details of the
MSSM parameters related to EWSB. The preferred decay mode of the NLSP also
varies with these parameters. If the NLSP has a high fraction of the superpartner
of the neutral EWSB Nambu-Goldstone boson4 appearing in Eqs. (2.13)-(2.14), it

decays strongly to (the longitudinal component of) Z and G̃. If instead the NLSP
has a larger component of the superpartner of the Higgs boson, the decay mode
hG̃ is preferred. The collider signature of the latter case is two sets of Higgs decay
products plus missing momentum. The rich variety of Higgs decay modes presents
many options to choose the search signature from.

If the neutral wino is the NLSP, it is likely that charged winos are as light as the
NLSP. In this so-called wino co-NLSP scenario, the winos are produced in a collider
in either of the combinations χ̃±χ̃±, χ̃0χ̃0, or χ̃±χ̃0. The last combination has a
net charge and thus is available at lepton colliders only as the next-to-final stage of
some SUSY decay cascade. A charged wino NLSP always decays to W±G̃, whereas its
neutral counterpart can go to either ZG̃ or γG̃. The decay BR of pure-wino neutralino
was calculated in Ref. [22] as a function of the wino mass, and is shown in Fig. 2.4. In
the high-mass limit where the kinematic factor of mZ can be ignored, the decays are
simple projections of W ′3 in Eqs. (2.17) and (2.22) to its A and Z components, and
thus the BR reaches sin2 θW and cos2 θW respectively. The observable signature in the
wino co-NLSP scenario is limited. Particularly, at hadron colliders, events where the
electroweak bosons W or Z decay hadronically would be very difficult to distinguish
from the overwhelming background of vector boson plus QCD hadrons. Therefore, a
search of e.g. χ̃±χ̃0 would be conducted in the channels χ̃±χ̃0→W±ZG̃G̃→`±ν`±`∓G̃G̃
(multi-lepton) or χ̃±χ̃0→W±γG̃G̃ → `±νγG̃G̃ (photon-lepton). Since the BR of the
Z to two observable leptons e and µ is 6% in total, it follows that the latter has a
higher acceptance than the former.

Before concluding this section, it should be mentioned that the Higgs mass of

4 The superpartner of the EWSB Nambu-Goldstone boson is unrelated to the goldstino, which
is the superpartner of some SUSY-breaking scalar field.
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tra for studying the colored production of bino, wino, and higgsino NLSPs. Each spectrum

consists of a gluino and the NLSP. We also discuss the production cross-sections and decay

branching ratios that will determine the signal rates in the rest of the paper. Sections 3,

4, and 5 contain our main results, where we show the Tevatron limits and LHC reach for

our bino, wino, and Z-rich higgsino benchmark spectra. Finally, in section 6, we consider

more general higgsino scenarios, with decays to h, �, and Z. In appendix A, we discuss the

consequences of extending our framework to consider a less minimal spectrum, where both

a gluino and squarks contribute to the colored production of wino co-NLSPs.

2 Minimal Spectra for General Neutralino NLSPs

In this section, we describe our minimal benchmark parameter spaces for general neutralino

NLSPs. As discussed in the introduction, we will be taking simplifying limits where the

NLSP is a gauge eigenstate: either bino, wino or higgsino NLSP. We now highlight several

important features of each type of neutralino NLSP, namely the NLSP decay modes and

production channels. For a more detailed discussion, we refer the reader to [11].

A neutralino NLSP decays to X + G̃, where X = �, Z, h, and the di↵erent gauge eigen-

states are characterized by having di↵erent branching fractions to the di↵erent X. The

branching fractions of the bino-like and wino-like neutralino NLSP are shown in figure 2.

We see that binos dominantly decay to photons with branching fraction ⇠ cos2 ✓W , with

a subdominant component to Z’s, with branching fraction ⇠ sin2 ✓W . On the other hand,
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Figure 2: The bino and neutral wino NLSP branching fractions to Z or � plus gravitino [11].

The branching fraction is determined by the weak mixing angle, and, at low mass, by the

phase space suppression of decays to Z’s.

4

Figure 2.4: BR of a pure-wino neutralino NLSP as a function of the NLSP mass.
Reprinted from [22].

126 GeV puts a strong constraint on the MSSM [23], including the GGM scenarios.
Draper, Meade, Reece, and Shih [14] showed that the observed mass of the Higgs,
generally considered somewhat high for the MSSM, indeed requires a large At value
at the electroweak scale. For GMSB, where At �

√
m2
u at the input scale, this in

turn implies a high messenger scale to generate sufficiently large At through the RG
evolution. Then, to keep Msoft not too much higher than O(1) TeV, 〈F 〉 must also be
high. Numerical calculation by the authors revealed that unless the gluino mass is in
multi-TeV range, a 126 GeV Higgs suggests a heavy, very weakly interacting gravitino
for GMSB. Thus, according to the article, the GMSB signal is either non-prompt, or
prompt but does not involve gluino production.

2.12 The Status of Searches for Supersymmetry

2.12.1 General Status

At present, there is no evidence for a supersymmetric extension of the standard model.
As seen in Sec. 2.11, TeV-scale SUSY would leave its “footprints” in multiple observ-
able phenomena. Various direct and indirect searches are complementary, probing
different aspects of the MSSM and narrowing down the parameter space from multi-
ple fronts. However, without inputs on some critical parameters, it is also fair to say
that very few definitive statements can be made.

Even if a precise picture is difficult to draw, some general trend can be stated
from the existing results, keeping in mind that it can always be overturned in specific
regions of the parameter space. For example, the µ→eγ process has not been observed
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yet, with the upper limit on the decay BR at 5.7×10-13 [24]. The decay Bs
0→µ+µ−

has recently been observed, but the BR (2.8+0.7
−0.6)×10-9 [25] is consistent with the SM

calculation (3.66 ± 0.23)×10-9 within errors [25]. These two results point in general
to heavier sparticles or smaller tan β := vu/vd, since the rates of these decays are
enhanced when the effective coupling of Hu with down-type (T3 = −1/2) fermions is
large and the sparticles involved in the radiative corrections are light.

A result somewhat in tension with the above is the measurement of aµ. The
current best measurement of aµ is in excess of the SM prediction by 2σ [26]. If this
discrepancy is to be solely explained by SUSY, there would be a positive relation
between tan β and the upper bound on the slepton mass. As null results from direct
searches push lower bound on the slepton mass higher, the required tan β value might
exceed the expectation from the rare decay measurements above.

The situation regarding searches for dark matter scattering and annihilation is, at
the moment, unclear. Some experiments report possible observations of dark matter
scattering [27, 28, 29] while others exclude the mass and cross section regions where
such signals would occur. In general, increasing sensitivity of direct searches tend
to exclude weakly interacting dark matter with mass comparable to those of heavy
nuclei most strongly, unless the reported scattering events are indeed due to the dark
matter. On the annihilation side, spaceborne experiments [30, 31, 32] have probed
the excess of positron, antiproton, and gamma ray flux as potential signals of dark
matter interactions. The signal must not be pointing to specific astronomical objects,
and should feature a cutoff in the energy spectrum, with the endpoint corresponding
to the dark matter mass. The Alpha Magnetic Spectrometer on the International
Space Station experiment reported a hint of such a cutoff structure at 400 GeV in the
positron energy distribution [32], but no definitive conclusions have been drawn yet.

The strongest constraints for TeV-scale SUSY arguably come from collider ex-
periments. SUSY searches have been a high-profile physics program since the late
1980s.

The Large Electron-Positron Collider (LEP) at the European Organization for
Nuclear Research (CERN) was an e−e+ collider with

√
s between 90 and 209 GeV,

operating from 1989 until 2000. From the result of the highest-energy runs, its four
detectors ALEPH, DELPHI, OPAL, and L3 set lower limits on the mass of charginos,
sleptons, and third-generation squarks of around 100 GeV [33]. These results are
semi-generic and hold unless the sparticle mass spectrum is particularly compressed
or some sparticle decays are non-prompt.

The proton-electron collider Hadron-Elektron-Ringanlage (HERA) at the Deut-
sches Elektronen-Synchrotron (DESY) laboratory in Hamburg operated from 1994 to
2007, with two of its experiments H1 and ZEUS participating in searches for SUSY.
Since an electron interacts only with quarks inside a proton, and the possible inter-
action processes are limited, data from HERA can probe a unique domain of the
MSSM, namely squark-slepton production and R-parity violating electron-quark an-
nihilation. The latter interaction arises from the term λ′1jkL1 ◦ QjDk in Eq. (2.83),
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with the lepton index fixed to 1 for the incoming e. HERA collided both pe+ and
pe−, and from each type of run the model-dependent upper limits were set on |λ′1j1|
and |λ′11k|, respectively [34].

Some LEP limits were superseded later by results from the Tevatron, built at
Fermilab in Batavia, Illinois, which collided protons with antiprotons at

√
s of 1.6,

1.8, and 1.96 TeV. Being a pp machine, SUSY production at the Tevatron would
occur strongly in qq interactions at the leading order. Consequently, the two Teva-
tron experiments CDF and D0 set strong limits on the squark and gaugino produc-
tions [35]. The lower limit for the third-generation squark mass was pushed up to
around 240 GeV, and the chargino to 170 GeV under specific assumptions.

These situations largely changed with the advent of the Large Hadron Collider
(LHC), a pp collider which replaced LEP and started physics operation in 2009.
During its Run I, which took place between 2010 and 2012, the LHC ran at

√
s of 7

and 8 TeV, delivering collision data at an unprecedented interaction rate to each of
the two general-purpose detectors ATLAS and CMS. With large data sets of highest
energy particle collisions ever achieved, the two experiments rapidly excluded the
regions in the SUSY parameter space in which discoveries were previously expected.

Figure 2.5 summarizes the lower bounds on sparticle masses set by the analysis
of Run I data at CMS and ATLAS. Pair-production of gluinos, first- and second-
generation squarks, third-generation squarks, sleptons, and gauginos are considered
in specific decay modes. Since the lower bounds on the masses of the pair-produced
particles depend on the mass of the LSP (mLSP), two cases mLSP = 200 GeV and
mLSP = 0 GeV are presented in the figure. A range is given for each exclusion bound to
account for the variety of mass lower limits obtained from multiple analysis techniques
which are sensitive to different regions of the MSSM parameter space. Note that
Fig. 2.5 is by no means an exhaustive summary of more than 100 SUSY searches
conducted at the two experiments.

The gluino typically undergoes a three-body to quark-antiquark pair plus the
LSP is when the squarks are heavy. In the analyses, tt, bb, and other decays are
considered separately, but in all cases the gluino is generally excluded up to a mass of
1.2-1.4 TeV. If the initial production is instead a squark pair, the signature would be
similar but with fewer jets because the squarks each decay to a quark and the LSP.
Mass lower limits of ∼850 GeV are set for the first- and second-generation squarks.
For the third-generation squarks, the limit is somewhat weaker, at 600-700 GeV.

With the large statistics already collected in Run I, the LHC experiments have also
updated the limits on the slepton and gaugino masses. Searches for direct production
of slepton-like particles decaying into a lepton and the LSP concluded that sleptons
with mass lower than about 300 GeV likely do not exist for a light LSP. For the
gauginos, there is a significant disagreement between ATLAS and CMS collaborations.
While ATLAS excludes a mass for a degenerate neutralino and chargino that decay to
Z and W bosons up to around 425 GeV, CMS sees a slight excess in the multi-lepton
signal and therefore cannot exclude masses above 280 GeV.

38



1400

875

640

0

0

1400

875

700

325

420

0 200 400 600 800 1000 1200 1400 1600

mLSP = 200 GeV
mLSP = 0 GeV

q→qx~ ~

g→qqx~ ~－

t/b→t/bx
~ ~ ~

ℓ→  xℓ~ ~

χ±→W±x
χ0→Zx

~ ~
~ ~

x: LSP~

Excluded sparticle mass (GeV)

Figure 2.5: A non-exhustive summary of the results of SUSY searches from the
LHC Run I, expressed in excluded sparticle mass ranges. For each pair-produced
sparticle, the specific decay modes shown in the plot are considered. The first- and
second-generation squarks are denoted as q̃. The meaning of the ranges displayed in
faint colors are explained in the text. Both CMS [36, 37, 38] and ATLAS [39, 40, 41,
42] results are included.

2.12.2 GMSB Searches

The search results from the LHC experiments presented in Sec. 2.12.1 effectively
probes GMSB-like signatures when mLSP is assumed to be 0 GeV. However, even in
GGM, not every sparticle is considered equally likely to be the NLSP, and some of
the more likely scenarios are not addressed by the analyses mentioned above. In the
remainder of this section, the status of the search for GMSB-motivated SUSY signal
is summarized.

SUSY searches explicitly targeting GMSB scenarios already existed at LEP. At
the time, however, only minimal GMSB was known as a viable GMSB model. Ac-
cordingly, the searches were performed in the signatures of single and diphoton plus
missing energy or leptons plus missing energy. The single-photon search probed
neutralino-gravitino production. Long-lived sleptons were also looked for in searches
for a displaced lepton vertex and heavy charged particles. From these searches [43,
44, 45, 46], the pair-production of neutralinos with a mass up to 105 GeV and a cross
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section above 20 fb; neutralino-gravitino production with the neutralino mass up to
210 GeV and a cross section above 100 fb; and sleptons with a mass up to 100 GeV
regardless of their lifetime are excluded. The program of minimal GMSB searches in
the photon plus missing energy channel was carried on at the Tevatron, with both
CDF and D0 experiments assuming electroweak production of neutralinos and setting
similar limits on the neutralino mass to the LEP results [47, 48, 49]. The Tevatron
experiments probed delayed photons for the first time [50], as possible signals from
long-lived bino-like neutralinos.

At the LHC, given that the strong production (g̃g̃, g̃q̃, q̃q̃) is expected to domi-
nate, neither ATLAS nor CMS consider the direct electroweak production of bino-like
neutralinos anymore. The benchmark simplified model is instead similar to that for
the gluino search mentioned above, but with the LSP replaced with a bino-like neu-
tralino NLSP. In such models, the sensitivity to the signal is hardly affected by the
neutralino mass, and therefore the search result is given in terms of the lower limit
on the gluino mass. Both experiments exclude gluinos of mass below 1300 GeV [51,
52]. ATLAS additionally interpreted the search result in terms of the production of a
wino-like neutralino-chargino pair that subsequently decays to bino-like neutralinos.
Again the sensitivity is not dependent on the bino mass, and the winos of mass below
570 GeV are excluded [51]. The LHC searches are also not limited to prompt dipho-
tons. Prompt sleptons are covered by the general slepton search already described.
There are also dedicated analyses looking for displaced leptons and photons [53, 54,
55], exploiting the spectacular angular resolution of the calorimeters.

Following the null results in the searches for bino-like NLSP, the attention is
shifting to other neutralino NLSP scenarios. Given the implication of the Higgs boson
mass to the gluino mass discussed in Sec. 2.11, direct production of electroweakinos
are especially actively searched for at the LHC. Particularly, after the discovery of
the Higgs boson, higgsino searches in the hG̃ channel exploiting the knowledge of
the Higgs mass were conducted. As a result, higgsino NLSP in this decay mode is
excluded up to a mass of approximately 300 GeV [56].

For the wino co-NLSP scenario, the gaugino mass exclusion limits for mLSP =
0 GeV shown in Fig. 2.5 seem to be directly interpretable as the lower bound on the
co-NLSP mass. However, these limits are set assuming a decay BR of 100% for the
decay χ̃0 → ZG̃ and thus should be slightly scaled down to be regarded as limits
on the pure wino mass. Searches with the signature of one photon, large hadronic
activity, and Emiss

T can also probe strongly produced sparticles that decay into wino-
like charginos and neutralinos. CMS has performed such a search [57] and excludes
gluinos of mass below 775 GeV for a 375 GeV wino-like NLSP.

Searches of a wino-like NLSP in the photon-lepton channel have been performed
by both ATLAS [58] and CMS [59] using pp collision data from the 7 TeV run. The
analysis by ATLAS, using a larger data set than CMS, sets the lower limit on the
wino and gluino masses of 221 and 619 GeV, respectively. The mass of the gluino is
constrained under the assumption that it is pair-produced and decays to a quark, an
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antiquark, and a wino.
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Chapter 3

The LHC and the CMS
Experiment

3.1 The Large Hadron Collider

The CERN Large Hadron Collider (LHC) is the world’s largest accelerator, storage
ring, and proton-proton collider. Its two orbits are filled by oppositely circulating par-
ticle beams which collide at four interaction points (IP). Located at the interaction
points are the particle detectors designed for different physics programs: ATLAS (A
Toroidal LHC Apparatus) and CMS (Compact Muon Solenoid), general-purpose de-
tectors for searches of physics beyond the standard model and precision measurements
of QCD and electroweak interactions; ALICE (A Large Ion Collider Experiment), spe-
cializing in hadron physics; LHCb (LHC beauty), for precision heavy-flavor physics;
and LHCf (Large Hadron Collider forward) and TOTEM (Total Cross Section, Elastic
Scattering and Diffraction Dissociation Measurement at the LHC), for hadron physics
in the forward region and the proton cross secton measurement1. Note that LHC is
designed to also circulate lead ion (208Pb82) beams, and the ion-ion and ion-proton
collisions are important parts of the LHC physics program. However, the remainder
of this thesis will focus on the proton-proton operation.

Geographically, the LHC is placed in a near-circular tunnel which housed the
Large Electron-Positron Collider (LEP) until its shutdown in 2000. The tunnel is
45 to 170 m beneath the ground passing the Franco-Swiss border line, with three
quarters of its circumference under French territory. Being the latest addition to
the CERN accelerator complex, the LHC draws its beams from a chain of pre-stage
accelerators which were, and for some of them still are, at the frontier of high-energy
physics programs. The schematic of the accelerator complex is shown in Fig. 3.1.
The proton beams originate in the Linear accelerator 2 (Linac 2) and are brought to
an energy of 50 MeV. They are then passed to the Proton Synchrotron Booster and

1 There is a seventh experiment, MoEDAL, to search for heavy stable particles planned to start
operation in the near future.
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Figure 3.1: Schematic view of the CERN accelerator complex. Retrieved from CERN
Document Server [60].

to the Proton Synchrotron (PS), which provides acceleration to 1.4 GeV and 25 GeV,
respectively. After leaving the PS, the beams are further accelerated to 450 GeV in
the Super Proton Synchrotron (SPS) whose circumference passes through the two
CERN sites, Meyrin and Prévessin, and are finally fed to the LHC.

The maximum beam energy of the LHC is 7 TeV, designed to deliver pp colli-
sions at

√
s = 14 TeV at the interaction points. Its target instantaneous luminosity is

10 nb−1 s−1, which is a beam intensity that corresponds to the production of roughly
10,000 W bosons, 100 tt̄ pairs, and 5 Higgs bosons [61] every 10 seconds at the
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maximum energy. Taking into account the machine operational efficiency, fill length,
required intervals between the fills, and a few technical stops per year, the machine
at its design specification can deliver about 100 fb−1 of integrated luminosity per year
per interaction point. The desire for high luminosity was one of the reasons that a
pp machine was chosen over a pp machine like the Fermilab Tevatron; protons are
extremely cheaply obtainable by stripping the electrons off hydrogen molecules, while
antiprotons need to be produced in particle inelastic collisions, stored, and accumu-
lated. A small hydrogen tank at the source end of Linac 2 can provide protons for
years of LHC running.

The upper bound on the beam energy is dictated by the tunnel geometry and the
attainable dipole magnetic field to bend the beam paths. The formula that relates the
magnetic field B to the radius of curvature R of the trajectory of a charged particle
with momentum p and charge q is

B =
p

qcR
, (3.1)

where c is the speed of light. The tunnel geometry defines the minimum R in the
beam orbit. In fact, since electrons and positrons of the LEP required multiple
accelerations per orbit to compensate for the energy loss due to the synchrotron
radiation, the tunnel has 8 straight sections where the accelerating RF cavities were
placed. Consequently, the bend of the beam path at the curved sections of the tunnel
is tighter than what it would be in a perfectly circular ring. Thus the maximum
attainable beam energy for the LHC could be higher for a given magnetic field if the
tunnel was rebuilt, but the cost calculation demanded the reuse of the LEP tunnel.
The maximum magnetic field of the LHC dipoles is B = 8.33 T .

The boundary condition of reusing the LEP tunnel has in fact affected many other
design parameters of the LHC. The most notable is the adoption of the “twin-bore”
design of the magnets, i.e., embedding two beam pipes into a single magnet system.
The decision was driven by the need for the bending magnets to be superconducting
to achieve the necessary field strength. The compact interior of the tunnel would
not allow the massive insulation and helium distribution systems required by the
superconducting magnets to be independently built for two beam rings. The only
viable solution was therefore the twin-bore design, where the two beam pipes are
placed next to each other in a common cold mass, immersed in the return field of
each other’s dipole field. This design is actually cost-effective compared to doubling
the number of cold masses, but has a disadvantage in the flexibility of beam control.

The dipole design also defines the beam pipe apperture and with it the maximum
size of the beam itself. Using this and the peak beta function given by the tunnel
geometry, a bound for the allowed beam emittance can be obtained. It is known
that there is a theoretical maximum to the ratio of the number of protons per bunch
Nb to the emittance, beyond which the beam-beam interaction becomes too strong.
Employing an empirical value for this maximum, the design Nb of the LHC was deter-
mined to be 1.15×1011. From this follows that the target instantaneous luminosity is
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achievable with a bunch spacing of 25 ns, or equivalently a bunch crossing frequency
of 40 MHz.

As already mentioned, the dipole magnets, of which there are 1236 in the LHC
ring, are the most critical components of the LHC. They operate at 1.9 K, cooled
by superliquid helium. To limit the amount of mass that is cooled down to this low
temperature, the solenoids are surrounded by multiple insulating layers of different
temperatures. The dipole container, triumphantly displayed on the lawn in front of
Restaurant 1 at CERN, is also vacuumized in order to eliminate convection inside.
The solenoid is made of stacked niobium-titanium filaments of thickness 6-7µm.

The LHC has only one accelerating sector. In this sector, there are eight supercon-
ducting RF cavities per beam operated at 400 MHz. During acceleration, the cavities
add 485 keV to each proton per turn. The energy lost from the protons due to the
synchrotron radiation is 0.1-7000 eV per turn per proton, and is thus negligible.

After an accident in 2008 which damaged the dipole magnets in one ring sector,
the LHC started its Run I physics program in 2010 with the reduced beam energy
of 3.5 TeV. With confidence gained through the two-year operation, in 2012, which
was the last year of Run I, the beam energy was raised to 4 TeV. The bunch crossing
frequency during Run I was reduced to 20 MHz, but Nb at the end of 2012 was
already slightly higher than the design value. Figure 3.2 is a graph showing the
evolution of integrated luminosity at the CMS experiment in 2012. In total, CMS
recorded 21.79 fb−1 of pp data in 2012.

3.2 The CMS Detector

CMS is a hermetic, general-purpose detector built with the main goal of discovering
unknown particles and high-energy phenomena as well as studying the SM at the
LHC. Its central feature is a superconducting solenoid of 6 m internal diameter, which
provides a highly uniform magnetic field of 3.8 T within its bore. This strong magnetic
field allows a smaller detector volume than e.g. ATLAS. The full dimensions of the
CMS detector with the iron return yoke of the magnet and the outer detectors are
21.6 m in the axial direction and 14.6 m in diameter. The overall layout is illustrated
in Fig. 3.3.

The superconducting magnet is a 4-layer niobium-titanium coil embedded in alu-
minum and aluminum alloy. The conducting mass is self-supporting to resist the
extreme magnetic pressure at full current. The entire conductor is cooled down to
4.5 K by liquid helium and is suspended in a vacuum cryostat for insulation. Figure
3.4 is an image of the computed field strength and field lines within CMS, showing a
high field uniformity in the bore of the solenoid.

The coordinate system used in CMS is suited to the overall cylindrical structure
of the detector. The axis of the cylinder, along which the beam pipe runs, is defined
as the z-axis, with the positive direction pointing along beam 2 (rotating counter-
clockwise as seen from the sky) of the LHC. The system is right-handed, and the x-
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Figure 3.2: Evolution of pp integrated luminosity at CMS during the 2012 data
taking. Retrieved from Ref. [62].

and y-axes point to the center of the LHC and upward, respectively. The coordinate
origin is at the geometrical center of the cylinder. The radial distance r =

√
x2 + y2

and the azimuthal angle φ = arctan(y/x) are often used instead of x and y, reflecting
the cylindrical symmetry. The momenta of the physics objects in the transverse plane
are also expressed in terms of the transverse momentum

−→pT = (px, py) (3.2)

and φ. The magnitude of −→pT is often simply denoted pT. When calorimetric aspect
of the physics object is emphasized, the transverse energy ET = E sin θ is also used.
The polar angle θ is defined by tan θ = r/z. It also should be noted that kinematic
quantities involving the z-direction are almost always expressed by the pseudorapidity

η = − log tan

(
θ

2

)
. (3.3)

The CMS detector consists of a barrel section and two endcaps, as shown in
Fig. 3.3. Figure 3.5 is an illustration of the layout of the CMS detector, seen in a
quadrant of the longitudinal section of the detector. The barrel consists of concen-
tric cylindrical detector layers. The inner detector contained within the magnet bore
comprises, going radially outward: 3 layers of silicon pixel tracker; 10 layers of silicon
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Figure 3.3: Perspective view of the CMS detector. Reprinted from Ref. [63].

strip tracker; a lead-crystal electromagnetic calorimeter (ECAL); and a plastic scin-
tillator hadronic calorimeter (HCAL) with brass absorber. Outside the solenoid are:
outer layer of HCAL (HO); iron magnetic return yokes; drift tubes (DT) and resitive
plate chambers (RPC) interlayered between the return yokes. The endcaps are mirror
images of each other and are also layered. The ordering of the detector types is iden-
tical to that of the barrel, except for a preshower detector, which is placed in between
the silicon strip tracker and the ECAL, while cathode strip chambers (CSC) replace
the DT. There are also forward calorimeters (HF) further away from the endcaps
that detect low-angle scatterings. The different detector layers are often referred to
as sub-detectors.

As a multi-purpose detector, the design goal of CMS is to achieve the best particle
identification and 4-momentum reconstruction possible with the available technology.
The sub-detectors must all work complementarily and coherently for this goal. In ad-
dition to technological difficulties, there is a challenge posed by the high luminosity of
the LHC, resulting in multiple pp interactions within a single bunch crossing. Since
an overwhelming majority of pp collisions is uninteresting low-energy scattering, a
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Figure 3.4: Computed field strength and field lines on a longitudinal section of the
CMS detector. Each field line represents a magnetic flux increment of 6 Wb. The
region at the center corresponds to the bore of the solenoid. Reprinted from Ref. [64].

typical event of interest has one hard-scattering interaction and many other inter-
actions from which low-energy tracks and radiations emerge. The number of such
additional soft-scattering interactions, called pileups (PU), ranged from 5 to 40 for
Run I.

It is also important to note that an interesting hard-scattering interaction does
not occur at every bunch crossing. This is in a sense fortunate, since it is also
impossible to read out and record the full detector data at 40 MHz. In fact, CMS
has a highly sophisticated trigger system (see Sec. 3.3) that selects a few hunderd
interesting collision events per second for recording. Since parts of this system must
be hardware-based to process detector data as quickly as possible, the CMS trigger
was one of the central elements in the detector design.

In the remainder of this section, each sub-detector is described in detail on its
operating principle, layout, and triggering capability where applicable.

3.2.1 Inner Trackers

The inner trackers are responsible for reconstructing charged particle trajectories to
determine their position according to Eq. (3.1). Equally importantly, high-resolution
tracks can be used to identify primary and secondary vertices, which are crucial for
PU identification and heavy-flavor reconstruction. The inner tracker volume in CMS
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HCAL

ECAL

Tracker

Figure 3.5: Longitudinal layout of one quadrant of the CMS detector. The volume
labeled as “Tracker” contains both pixel and strip trackers. HO and HF are not
labeled in the image. Reprinted from Ref. [65].

extends to 1.2 m in r and 2.9 m in z. All of the sensors of the tracker are made of silicon
semiconductors. In a silicon sensor, a bias voltage is applied to a volume around the
junction of two types of semiconductors to deplete the region of charge carriers. A
charged particle traversing through the depleted region produces electron-hole pairs,
which are subsequently collected as signal charge. Thus the operational principle of
silicon detectors is fundamentally similar to that of gaseous wire chambers, which
exploits gas ionization, but the former can provide orders of magnitude higher spacial
resolution.

Pixel Tracker

The pixel tracker is the detector closest to the interaction region of CMS. The sensors
of the pixel tracker are silicon 8 mm × 8 mm squares segmented in 100µm × 150µm
pixels. The silicon squares are aligned side-by-side to form planer modules, which are
then arranged into 3 cylinders for the barrel and 4 disks for the endcap. There are
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Figure 3.1: Schematic cross section through the CMS tracker. Each line represents a detector
module. Double lines indicate back-to-back modules which deliver stereo hits.

layers 5 and 6. It provides another 6 r-f measurements with single point resolution of 53 µm and
35 µm, respectively. The TOB extends in z between ±118cm. Beyond this z range the Tracker
EndCaps (TEC+ and TEC- where the sign indicates the location along the z axis) cover the region
124cm < |z| < 282cm and 22.5cm < |r| < 113.5cm. Each TEC is composed of 9 disks, carrying
up to 7 rings of silicon micro-strip detectors (320 µm thick on the inner 4 rings, 500 µm thick
on rings 5-7) with radial strips of 97 µm to 184 µm average pitch. Thus, they provide up to 9 f
measurements per trajectory.

In addition, the modules in the first two layers and rings, respectively, of TIB, TID, and
TOB as well as rings 1, 2, and 5 of the TECs carry a second micro-strip detector module which is
mounted back-to-back with a stereo angle of 100 mrad in order to provide a measurement of the
second co-ordinate (z in the barrel and r on the disks). The achieved single point resolution of this
measurement is 230 µm and 530 µm in TIB and TOB, respectively, and varies with pitch in TID
and TEC. This tracker layout ensures at least ⇡ 9 hits in the silicon strip tracker in the full range of
|h | < 2.4 with at least ⇡ 4 of them being two-dimensional measurements (figure 3.2). The ultimate
acceptance of the tracker ends at |h | ⇡ 2.5. The CMS silicon strip tracker has a total of 9.3 million
strips and 198 m2 of active silicon area.

Figure 3.3 shows the material budget of the CMS tracker in units of radiation length. It
increases from 0.4 X0 at h ⇡ 0 to about 1.8 X0 at |h | ⇡ 1.4, beyond which it falls to about 1 X0 at
|h | ⇡ 2.5.

3.1.3 Expected performance of the CMS tracker

For single muons of transverse momenta of 1, 10 and 100 GeV figure 3.4 shows the expected reso-
lution of transverse momentum, transverse impact parameter and longitudinal impact parameter, as
a function of pseudorapidity [17]. For high momentum tracks (100GeV) the transverse momentum
resolution is around 1�2% up to |h | ⇡ 1.6, beyond which it degrades due to the reduced lever arm.
At a transverse momentum of 100GeV multiple scattering in the tracker material accounts for 20 to

– 30 –

Figure 3.6: The layout of the inner tracker detectors. The volumes labeled TIB, TID,
TOB, and TEC are all strip trackers. TIB = Tracker Inner Barrel, TID = Tracker
Inner Disk, TOB = Tracker Outer Barrel, TEC = Tracker Endcap. Reprinted from
Ref. [63].

approximately 48 million independent readout channels in the pixel tracker system.
The barrel cylinders have radii of 4.4 cm, 7.3 cm, and 10.2 cm, and the endcap disks
are located at z = ±34.5 cm and ±46.5 cm. Figure 3.6 shows the detailed layout of
the inner trackers.

The geometry of the pixel tracker is such that the tracks cross the sensor planes
with inclinations on average 20◦ from normal. This causes the charge deposit from
a single track to be shared among multiple pixels, an effect further enhanced by the
Lorentz drift. CMS takes advantage of this charge-sharing with the analog readout
of the collected charge. An interpolation of the signal amplitudes gives a spacial
resolution of 15-20µm, which is much higher than the raw pixel spacing. The price
to pay is the increased data volume, which does not allow a serial readout as is done
in charge-coupled devices. Therefore, the data from the individual pixels are read out
directly by the readout chip bump-bonded behind the sensors.

Strip Tracker

The strip tracker covers the remainder of the inner tracking volume. It also consists
of planer silicon sensors arranged into cylindrical and disklike structures. There are in
total 10 layers of cylinders for the barrel and 12 layers of disks for each of the endcaps.
Unlike the pixel tracker, typical dimension of a strip sensor “cell” is 10 cm × 80µm.
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Thus its sensor panels feature arrays of fine strips aligned in one direction with narrow
spacing, or pitch. Strips in the barrel run along z-direction with the pitch ranging
from 80 to 183µm. The smallest pitch is present in the innermost layer. In the
endcaps, the strips are aligned radially with the pitch ranging from 100 to 184µm.

From its geometry, it is obvious that the strip tracker provides a fine resolution in
r-φ for barrel and z-φ for the endcap, but very little information on the orthogonal
directions unless they are combined with non-parallel strips. Therefore, more than a
third of the strip tracker modules are actually double-layered, with the second layer
tilted by 100 mrad with respect to the first, allowing a stereo measurement. The full
spacial resolution of the strip tracker is thus 25-50µm in the direction perpendicular
to the strips and 230-530µm along the strips on the stereo modules.

The alignment of the large structures, i.e., groups of layers, of the strip tracker
is constantly monitored by a laser alignment system. An infrared laser light is dis-
tributed and shines directly onto specific sensors to induce signal pulses. The system
can run at 100 Hz and completes a full cycle in a few seconds. The alignment data
is taken not only during commissioning and inter-fill periods, but also during physics
runs using the beam abort gap. An alignment precision of 100µm is attainable with
this system.

3.2.2 Electromagnetic Calorimeter and Preshower Detector

The electromagnetic calorimeter (ECAL) measures the energy of electrons and pho-
tons by means of full energy absorption. Electrons with energy above a few GeV
deposit energy in a dense material mostly by radiation (bremsstrahlung). This be-
havior can be understood from Fig. 3.7, which plots out the stopping power curve
of µ+ in copper. The qualitative feature of the interaction of high-energy charged
particles in matter is known to be dependent only on the relativistic βγ factor. From
the figure, radiative energy loss dominates above βγ ∼ 1000. Since βγ is equal to the
momentum-to-mass ratio of the particle, this threshold translates to a momentum of
a few GeV for electrons, while it is much higher for other particles. An energetic pho-
ton also interacts in a dense medium by an e+e− pair-production. Thus, in effect, a
high-energy electron or photon that impinge on a dense material loses energy rapidly,
generating one another in turns, causing an electromagnetic shower. The main design
consideration of the ECAL in the LHC detectors is therefore to have a mass volume
dense and deep enough to capture electrons and photons with energies up to a few
TeV.

The absorbing material of the CMS ECAL is crystalline lead tungstate (PbWO4),
which is also a scintillator. The total energy of an electromagnetic shower can be
inferred by collecting the scintillation light it generates. Therefore, a homogenous
volume of PbWO4 acts both as an absorber and an active detector material. The
intensity of the scintillation light, which scales approximately linearly with the shower
energy deposit, is measured by photosensors directly glued to the crystals, and is
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Fig. 32.1: Stopping power (= ⟨−dE/dx⟩) for positive muons in copper as a function of
βγ = p/Mc over nine orders of magnitude in momentum (12 orders of magnitude in kinetic
energy). Solid curves indicate the total stopping power. Data below the break at βγ ≈ 0.1
are taken from ICRU 49 [4], and data at higher energies are from Ref. 5. Vertical bands
indicate boundaries between different approximations discussed in the text. The short
dotted lines labeled “µ− ” illustrate the “Barkas effect,” the dependence of stopping power
on projectile charge at very low energies [6]. dE/dx in the radiative region is not simply
a function of β.

32.2.2. Maximum energy transfer in a single collision : For a particle with mass
M ,

Wmax =
2mec

2 β2γ2

1 + 2γme/M + (me/M)2
. (32.4)

In older references [2,8] the “low-energy” approximation Wmax = 2mec
2 β2γ2, valid for

2γme ≪ M , is often implicit. For a pion in copper, the error thus introduced into dE/dx
is greater than 6% at 100 GeV. For 2γme ≫ M , Wmax = Mc2 β2γ.

At energies of order 100 GeV, the maximum 4-momentum transfer to the electron can
exceed 1 GeV/c, where hadronic structure effects significantly modify the cross sections.
This problem has been investigated by J.D. Jackson [9], who concluded that for hadrons
(but not for large nuclei) corrections to dE/dx are negligible below energies where
radiative effects dominate. While the cross section for rare hard collisions is modified, the
average stopping power, dominated by many softer collisions, is almost unchanged.

August 21, 2014 13:18

Figure 3.7: Stopping power for high-energy µ+ in copper. The qualitative behav-
ior is similar for other energetic charged particles, and is mostly dependent on the
relativistic βγ factor. Reprinted from Ref. [66] (32. Passage of particles through
matter).

converted into an electric signal.

The ECAL is a single-layer detector, consisting of arrays of rod-shaped crystals
aligned side by side. The ECAL barrel (EB) is made of a row along the z-direction
of 170 crystals repeated in a 360-fold symmetry along φ. The crystal row along z-
direction covers |η| < 1.479. The crystals have a truncated pyramidal shape. The
front face, i.e., the face that is closest to the tracker, of an EB crystal has a 22 mm×
22 mm cross-section, while at the rear face it is 26 mm× 26 mm. The front face cross-
section roughly corresponds to 0.0174 × 0.0174 in ∆η × ∆φ. The length of an EB
crystal is 230 mm. The ECAL endcaps (EE) each has 7324 crystals organized in a x-y
grid that covers a pseudorapidity range 1.479 < |η| < 3.0. The EE crystals have more
cuboid-like shapes, with the front and rear face dimensions of 28.6 mm×28.6 mm and
30 mm× 30 mm respectively. The crystal length in the EE is 220 mm.

The crystal lengths in the EB and EE respectively correspond to 25.8 and 24.7
radiation lengths. One radiation length is the density-weighted depth of material
in which a high-energy electron loses in average all but e−1 of its initial energy due
to radiation. Equivalently, it is 7/9 of the mean free path for pair production by a
high-energy photon. Thanks to this depth, most of the electrons and photons have
no energy leakage beyond ECAL. In the lateral direction, the density of PbWO4

implies a small Molière radius of 2.2 cm. The Molière radius is the average radius of a
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Figure 4.5: Layout of the CMS electromagnetic calorimeter showing the arrangement of crystal
modules, supermodules and endcaps, with the preshower in front.

Figure 4.6: The barrel positioned inside the hadron calorimeter.
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Figure 3.8: The layout of the ECAL and preshower detector. Reprinted from
Ref. [63].

cylinder containing 90% of the shower energy. When an electron or a photon arrives
at the ECAL front face without having already undergone bremsstrahlung and/or
pair creation due to the tracker material, more than 90% of its energy is typically
contained within a 3× 3 crystal matrix around the point of incidence.

Figure 3.8 shows the layout of the full ECAL. The crystals are separated by thin
walls to avoid light leakage (cross-talk), and organized in a hierarchical structure.
Within a single EB submodule, which is the smallest structural unit consisting of 8
crystals, the walls are made of aluminum and resin and measures 0.35 mm in thickness.
The separations between the submodules, modules, and supermodules, which are
the larger structural units, are thicker. The crystals in the EE are separated by
similar spacings. The crystals do not point directly to the interaction region (have
quasi-projective geometry) to reduce the likelihood of the primary photon or electron
emerging from the hard scattering passing along the crystal walls, depositing most of
its energy in a passive material.

The advantages of PbWO4 as a scintillator compared to other inorganic scin-
tillating crystals are a fast decay time of scintillation and radiation-hardness. The
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decay time constant of approximately 25 ns in principle allows discrimination be-
tween two signals arriving in contiguous bunch crossings. The radiation hardness
is a critical property for the ECAL to survive the high luminosity of the LHC for
its years of operation. Inorganic scintillators are known to lose their transparency
under severe radiation, due mainly to defects in the crystal lattice caused by nuclear
interactions. Of several candidate materials considered for the ECAL, PbWO4 was
the most promising in terms of stability of the light transmission. The light output
itself, or the amount of scintillation photon per energy deposit, of PbWO4 is less than
1% compared to NaI, a common inorganic scintillator. However, this is not a critical
disadvantage, since the typical energy of particles measured by the ECAL would still
produce enough scintillation photons for the Poissoninan error to be negligible.

The photosensors in the EB are avalanche photodiodes (APD). In this solid-state
sensor, the photo-sensitive surface emits an electron when hit by a photon. The
emitted electron signal is amplified through avalanche of ionizations in the region
of the internal diode where a high reverse-bias voltage is applied (depletion layer).
The APD used in the CMS EB is capable of multiplying the number of electrons by
more than 1000-fold at the operating voltage of 340-430 V. The choice of APD as the
photosensor is driven by the strong magnetic field and the EB geometry in which the
photo-sensitive surface is nearly parallel to the field. A conventional photomultiplier
is not operable in such an environment, since the electron flow within the multiplier
tube would be disrupted by the magnetic field. In contrast, the depletion layer of the
APD has an effective thickness of 6± 0.5µm, making the APD almost insensitive to
the magnetic field. Two APDs are glued to the rear end of each crystal, collecting
approximately 4.5 photoelectrons per MeV of energy deposit per sensor.

In the EE, vacuum phototriodes (VPT) are used as the photosensor. VPT is a
photomultiplier tube with a single gain stage. In the EE geometry, the magnetic field
is normal to the photocathodes of the VPTs, and thus has only a slight effect on the
VPT gain. There is one VPT per crystal, also glued to the rear end. The output
electric signal per shower energy in the EE is similar to that in the EB.

The small signals from the photodetectors are shaped and amplified in the Multi-
Gain Preamplifier (MGPA) developed specifically for the CMS ECAL. The MGPA
has gain modes 1, 6, and 12, where gains 1 and 6 are chosen for the output once
the signal has saturated gains 6 and 12, respectively. This dynamic mechanism gives
a signal dynamic range from a few MeV to 1.5 (1.6-3.1) TeV in the EB (EE) with
a 12-bit analog-to-digital converter (ADC). The output voltage pulse has a length
of approximately 300 ns, or 12 LHC clocks (bunch crossing times), where the pulse
maximum is at the third clock and a slow decay follows. The ADC samples the signal
at each clock.

An important function of ECAL besides providing a precise energy measurement
of electrons and photons is to generate trigger primitives (TPs). A TP is a rough
estimate of the energy deposit and its geometrical location measured at every bunch
crossing. TPs generated in the ECAL are processed by the Regional Calorimeter
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Trigger (RCT), described in Sec. 3.3, together with the TPs from the HCAL, and
used in the final Level-1 trigger decision. For the TP generation, multiple crystals are
grouped into what are called trigger towers. At each clock, the ADC samples of the
crystals in each trigger tower are summed up and converted to an energy estimation
through a lookup table.

As already mentioned, the PbWO4 crystals lose transparency over their lifetime.
Since the number of photons corrected per GeV of shower energy will decrease, the
apparent energy of electrons and photons will become lower in time, if no correction
is applied. To monitor this effect, the crystals are continuously lit with laser light.
The same laser beam is split and shines onto off-detector PN silicon photodiodes for
reference measurements. The time evolution of the ratio of the laser signal strengths
obtained from the ECAL and from the photodiodes are then used as input to the
calculation of the transparency correction applied at signal reconstruction time. The
laser irradiation takes place even during physics runs using the beam abort gaps,
because there is a fast component to the radiation damage which creates an observable
difference in transparency over a single LHC fill. Figure 3.9 shows the evolution of
the crystal transparency during LHC Run I.

The basic calibration of the ECAL must address not just the stability of the
detector response over time, but also its uniformity in space. After the transparency
correction is applied to individual crystals, a potential crystal-to-crystal variation
of the signal amplitude for a given energy deposit must be removed to simplify the
particle energy reconstruction. This homogenization of relative detector reponse is
called intercalibration. The CMS ECAL performed an in-situ intercalibration using
collision data during Run I. A dedicated data stream was prepared to collect a large
sample of π0→γγ decays. Since the π0 mass of 135 MeV is typically much smaller than
its pT in the LHC collisions, the two photons arrive at the ECAL nearly collinearly.
Nevertheless, the high granularity of the CMS ECAL enables the distinction of the two
photons, and thus allows to reconstruct the π0 mass. The crystals were intercalibrated
by adjusting the individual crystal responses iteratively so that the measured π0 mass
centers at its nominal value everywhere in the CMS detector.

The π0 that is useful for intercalibration can be problematic for physics analyses
based on identifying prompt photons. The primary purpose of the preshower detector
in the endcaps is to force the initiation of an electromagnetic shower in a region with
high spacial resolution before the ECAL, so that two nearly collinear photons can be
disambiguated. It can also provide accurate measurements of the incident position
of electrons. In CMS, the preshower detector consists of alternating layers of lead
absorbers and silicon strip sensors, and is placed in front of the EE. The first layer of
lead has a thickness corresponding to 2 radiation lengths. It is followed by a sensor
plane with vertical strips of 6 cm individual length and 1.9 mm pitch. The second
layer of lead is 1 radiation length thick, and is followed by another sensor plane with
identical sensors oriented in the horizontal direction.
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Figure 3.9: The evolution of the mean crystal transparency normalized to the value
at the beginning of Run I, displayed separately for different pseudorapidity ranges.
Reprinted from Ref. [67].

3.2.3 Hadronic Calorimeter and Forward Detectors

The Hadronic Calorimeter (HCAL) absorbs and measures the energy of particles
that are not stopped by the ECAL. The particles that reach the HCAL are mainly
ones heavier than the electron. Except for muons, all such particles are hadrons
and thus undergo nuclear interaction with matter. It should be noted that nuclear
interactions can already take place in the ECAL, which has a nuclear interaction
length of 1.1. The nuclear interaction length is the mean free path for inelastic
nuclear scattering. In the case of charged hadrons, further energy can be deposited
in the ECAL through bremsstrahlung. Therefore, the HCAL inherently has a lower
energy/momentum resolution compared to the inner trackers and the the ECAL. The
relative energy resolution of the CMS HCAL combined with the ECAL is roughly
∆E/E ≈ 100%/

√
E [GeV]⊕ 5% [68].

Unlike ECAL, the HCAL is a heterogeneous calorimeter, i.e., the absorber and
active detector materials are separated. Brass is used to induce hadronic shower,
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while the energy deposit of the showers is sampled using plastic scintillators. In the
plastic volume, charged particles in the shower generate scintillation light, which is
drawn out of the detector using wavelength-shifting optical fibers embedded into the
scintillator. The fibers lead to photodetectors and electronics that are located outside
the detector.

The HCAL Barrel (HB) fills the cylindrical volume from r = 1.77 m to 2.95 m and
covers a pseudorapidity range 0 < |η| < 1.3. Radially, it consists of 17 thin scintillator
layers interleaved with thick absorber layers. The total absorber depth corresponds
to 5.82 interaction lengths at |η| = 0 and 10.6 at |η| = 1.3. Each scintillator layer is
segmented into small tiles. One tile covers an ∆η×∆φ area of 0.087×0.087, which is
equivalent to a 5×5 EB crystal matrix. The tile boundaries are aligned radially, such
that the HB active material can be seen to form towers in a quasi-projective geometry
similar to the ECAL crystals. Indeed all signals from a single tower are read out in
a single channel, except for the highest |η| towers, which have two longitudinally
segmented readout channels. In order to capture late or long showers, there are
plastic scitillator tiles placed outside of the main solenoid, using the solenoid cold
mass as an absorber. These tiles, called outer HCAL or HO, have coarser geometry
than the HB tiles and act as “tail-catchers”.

The HCAL Endcap (HE) covers the pseudorapidity range 1.3 < |η| < 3 with a
similar brass-scintillator tower layout. There are 18 scintillator and 17 absorber layers,
with an interaction length of 10 when combined with the preshower detector and the
EE. The HE tiles follow the same ∆η × ∆φ granularity as the HE up to |η| < 1.6.
The granularity is reduced to ∆η×∆φ = 0.17×0.17 for |η| > 1.6. Each tower is read
out in two longitudinal segmentations, except for the highest pseudorapidity regions,
where three segmentations are used.

The scintillation light collected by fibers is converted to electronic signals via hy-
brid photodiodes (HPDs). A HPD consists of a photocathode and mutiple diode
pixels. The photocathode is held at a large negative voltage of 8 kV. A photoelectron
that is emitted from the cathode plane following a photon impingement is acceler-
ated and hits the diode pixels. The diode pixels are placed under reverse bias voltage,
and just like the APDs used in the EB, the incoming electron causes an ionization
avalanche in the depletion layer. The HPD is used for the HCAL because the pho-
todetectors could not be placed outside of the magnetic field even when using fibers
to carry the scintillation signal. The electronic pulse from the HPDs are digitized by
charge-integrating ADCs into 7-bit data encoded with a non-linear scale to cover the
required dynamic range.

The calibration of the scintillation detector system is carried out using Cs137 or
Co60 radioactive sources. When CMS is not taking data, a small robot carrying
a source can be deployed to travel through thin tubes that are embedded in the
scintillator tiles. The source irradiates the tiles with γ rays of known energy, thus
providing an absolute calibration.

Beyond |η| > 3, the forward HCAL (HF) supplements the detector coverage to
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|η| < 5.2. The absorber of the HF is made of steel. The active material is quartz
fibers inserted into the absorber mass. The quartz fibers, chosen for their radiation-
hardness, detect charged particles via Čerenkov radiation. The HF is calibrated
together with the HB and HE using the source-carrying robot. There are also two
ultra-high pseudorapidity detectors CASTOR and ZDC, which are used mainly in
heavy-ion physics and measurements of diffractive proton scattering.

3.2.4 Muon Trackers

Muons are 200 times heavier than electrons and also do not interact strongly. Thus,
most of the muons penetrate the calorimeters and the solenoid without significant
energy loss. The muon trackers are placed in the outermost layers of CMS to detect
muons and measure their momentum. They must also have trigger capability, since
high-pT muons are often a signature of interesting physics.

The CMS muon system is designed to cover the full pseudorapidity range up to
|η| < 2.4. The detectors are located in what are called muon stations, which are spaces
between and adjacent to the iron return yokes for the solenoid. Being outer detectors
at r > 3.5 m, they must cover a large area, which makes silicon-based trackers an
unrealistic and unnecessary choice. The large volume available outside the solenoid
allows the usage of gaseous chambers to achieve a resolution comparable to that of
silicon trackers. Indeed drift tubes and cathode strip chambers were chosen for the
barrel and endcap muon tracking, respectively. In addition, resistive plate chambers
are employed in both the barrel and endcap for enhanced triggering capability.

Drift Tubes

A drift tube is a type of wire drift chamber, which consists of a thin conducting wire
at high positive voltage suspended in a gaseous volume. Ionization of the gas caused
by a passing charged particle is amplified to an observable electric signal around the
wire due to the electric field strength that is inversely proportional to the distance
from the wire; electrons are accelerated more and more as they get closer to the
wire. A drift chamber typically measures the time between the particle passage and
the electron avalanche signal. Since the drift velocity is mainly dependent on the
field configuration, gas type, and gas pressure, the distance to the point of initial
ionization can be inferred from this time measurement. By utilizing multiple wires,
the incident position of the particle along the direction perpendicular to the wires can
be reconstructed with a good accuracy. The DT signal is measured by time-to-digital
converter (TDC) with a 0.8 ns time resolution, using the LHC clock as time reference.

A DT is different from a simple multi-wire drift chamber in that each wire is
housed in its own cell, or tube, and surrounded by lower-voltage electrodes. This
design confines the damage inflicted by broken wires if there are any, and also pre-
vents avalanche debris around one wire to affect the neighboring wires. Additionally,
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electrodes can be placed to achieve a field configuration with good linearity between
the drift time and distance.

A single cell of the CMS drift tubes has a rectangular cross section with round
corners. Cells are made in layers by separating a gap between two aluminmum plates
with parallel I-beams of 1 mm thickness. The gap height is 1.3 cm and the interval
between I-beams is 4.2 cm. Cells are placed either parallel or perpendicular to the
z-direction. For those that are parallel along z, the cell length is 2.4 m. A gold-plated
stainless steel anode wire of 50µm thickness runs lengthwise at the center of each cell.

The anode wire is held at 3.6 kV while the aluminum plates and I-beams are set
to ground. Field electrodes made of aluminum tapes are glued on both plates and
are set at 1.8 kV. The cathode aluminum tapes at -1.2 kV are glued on the I-beams.
This rather complicated placement of electrodes realizes a nearly uniform electric field
along the cell cross section, which is illustrated in Fig. 3.10. The DT uses a 85/15
mixture of Ar and CO2 as the chamber gas.

The structural unit of the drift tubes is the superlayer, which is a staggered set
of 4 cell layers. A DT chamber consists of 2 or 3 such superlayers. The chambers
themselves follow layered structures. A chamber with 3 superlayers has one super-
layer with the cells running parallel to z closest to the interaction point, followed by
one low-density spacer, one superlayer with cells in perpendicular orientation, and
another superlayer with cells along the z-direction. The chambers are arranged into
dodecagonal rings with a 2.4 m thickness in the z-direction. There are 4 ring layers
interleaved with iron yokes: One between the solenoid and the first iron layer, two
inserted between the yokes, and one farthest from the interaction point. The DT ring
layers correspond to the muon stations. The iron yokes and muon stations together
form a CMS wheel. Five wheels stacked along the beam direction form the outer
barrel. The full DT detector provides a pseudorapidity coverage of 0 < |η| < 1.2.

The position resolution from each drift tube is approximately 250µm. When
information from other tubes in a chamber is combined, the resolution reaches 100µm.

Cathode Strip Chambers

Cathode strip chambers are another type of multi-wire chambers. The CSC detector
is made of panels parallel to the transverse plane. In each chamber, anode wires are
spanned azimuthally, and the cathode, made of metalic strips, runs radially. Unlike
the DT detector, the CSC does not measure the drift time. Instead, the particle
position, in particular its φ coordinate, is measured with precision by interpolating
the charge signal obtained in the cathode strips.

An individual CSC module has a trapezoidal shape. The trapezoids are arranged
into annuli of multiple size. There are 4 muon station layers in the z-direction for
each endcap. In the layer closest to the interaction point, there are 3 CSC annuli,
with smaller ones fitting into the inner circles of the bigger ones. The second and
third layers have 2 annuli, while the fourth layer has only one close to the beamline.
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Figure 7.10: Equipotential lines in half of a drift cell. The anode wire is on the right side. The
lines are labeled with the potentials in volts (the x-axis is perpendicular to the wires on the wire
plane, while the z-axis is orthogonal to the wire plane).

channel. The distance between the position where the wire enters the end plug and the outer face
of the gas enclosure, which determines the SL dead area, corresponds to 60 mm on both the HV
and the front-end side (corresponding to ⇡10% dead space).

It is very important that the individual SLs of the DT chambers are gas tight because contami-
nation by nitrogen (from air) changes the drift velocity by a sizeable amount, while oxygen reduces
the signal efficiency, when its contamination exceeds 2000 ppm. Contamination by air including
1000 ppm of O2 changes the maximum drift time by about 2% with respect to no contamination,
with a sizeable effect on the trigger performance of the detector. In the DT chambers, the gas tight-
ness of the SLs is obtained by gluing profiles to the outer aluminium skins. Along 2 sides of the SL,
C-shaped profiles are used and the ends of these profiles are glued to reference blocks (figure 7.11),
forming the corners of the SL box. The front and back of the box have L-shaped profiles glued
along the plate border to form an open frame, which is then closed with removable long cover
plates that contain all necessary gas connectors, HV connectors, and signal outputs, equipped with
O-rings that seal the structure. A 3-dimensional computer model of the gas enclosure for one SL,
where the outer aluminium plates have been removed to expose all details of the gas enclosure, is
shown in figure 7.12. With this type of gas enclosure we can obtain a level of oxygen contamination
of 10–20 ppm, downstream of the 3 SLs flushed in parallel with about 1 volume change per day.

During SL assembly, before the fifth aluminium plate is glued closing the structure, reference
blocks are glued such that their positions with respect to the wires can be measured precisely. Thus,
when the chamber is completed, the wire positions may be determined by measuring the reference
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Figure 3.10: Equipotential lines in half of a drift cell of the CMS drift tubes. The
anode wire is located at the center of the right edge of the figure. Small circles,
asterisks, and crosses represent the cathode tape, the grounded aluminum structure,
and the field electrode, respectively. The axis labels are local and do not correspond
to CMS coordinates. Reprinted from Ref. [63].

There are 36 or 18 partially overlapping trapezoids per annulus.

Internally, each CSC module consists of 7 trapezoidal panels stacked with 9.5 mm
gas gaps in between. The second, fourth, and sixth panels have anode wires wound
around and are suspended at 4.75 mm from the panel surface. The anode wires are
gold-plated tungsten with 50µm diameter, and are separated by 3.2 mm from each
other. Six of the panels have cathode strips on one side, thus forming 6 independent
chambers per module. The strips have 8 mm to 16 mm pitch depending on r. The
dimensions are somewhat different for the chambers in the innermost stations due to
less available space and required higher precision. Those chambers are also placed
within the 3.8 T magnetic field, and thus have their anode wires slightly tilted to
counteract the Lorentz drift of the electrons. The gas used in the CSC is a 40/50/10
mixture of Ar, CO2, and CF4, respectively.

As already mentioned, the charge signal induced by the avalanche ionization in the
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cathode strips is used for a precise position measurement. The signal amplitude from
each strip is digitized by a 12-bit ADC. Since a single charged particle in general
leaves a signal in multiple strips per gas gap, by taking the center of mass of the
cathode charges in each gap, a spacial resoultion of 150µm in the azimuthal direction
is achievable. The anode data on the other hand is binary, and records only whether
a hit was registered for each bunch crossing.

Resistive Plate Chambers

A resistive plate chamber is a parallel-plate gaseous detector with a ns-level time
resolution. RPCs are employed in CMS to complement the wire chambers, since the
time between the particle arrival and detection in the latter is often longer than 25 ns,
leading to a possible ambiguity in the bunch crossing assignment to a given muon
signal. In particular, a single drift tube cannot distinguish between ionization occur-
ing at points separated by a distance corresponding to a 25 ns drift. The combination
of signals from multiple DT cells and the use of pattern recognition can resolve this
ambiguity most of the time, but such signal processing might not be fast enough for
triggering at high rates. RPCs, with their superior timing resolution, can unambigu-
ously assign a bunch crossing to each muon signal without sophisticated algorithms
and are thus used in the CMS trigger system.

The fast response of the RPC is due to its parallel-plate geometry. Parallel-plate
detectors such as spark chambers and RPCs work by applying a very high voltage
between two large plates separated by a gas gap. Ionization caused by a passing
charged particle in the gas gap are amplified immediately without drifting parallel
to the plates. Spark chambers use conducting plates and are operated at above the
breakdown voltage, i.e., a conducting filament of plasma is formed at the ionization
point and the plates keep discharging unless the high voltage is cut. RPCs on the
other hand use high-resistivity electrodes for the parallel plates. Therefore, a contin-
uous discharge of the plates does not occur in RPCs, and the ionization avalanches
are completed when all of the ionized charge reaches the electrodes. The charge
deposited on the surface of the resistive plates dissipates with a relaxation time of
O(10-1000) ms [69], which becomes a deadtime for the affected region. However, when
operated below the breakdown voltage, reionization due to the de-exitation photons
from the gas molecules are negligible, and therefore the avalanches are strongly lo-
calized. Thus the deadtime is negligible unless under extremely high flux. The local
ionization avalanche is read out as a signal using the image current it induces on
independent readout strips separated from the electrodes.

The electrodes of the CMS RPC are made of a plastic material (bakelite). The
chambers have a double-gap structure, where a layer with the readout strips are
inserted in between two 2 mm-thick bakelite plates. The gap on each side is also
2 mm thick and is filled with a gas whose dominant component is C2H2F4. The
double-gap structure allows a lower applied voltage between the plates than otherwise
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and enhances the detection efficiency. RPCs were operated at approximately 9.5 kV
per gap during Run I.

One barrel module of RPC has a length of 2455 mm, which fits in one wheel. The
modules are located inside the muon stations with DT chambers. The first 2 inner
stations have 2 RPC modules, resulting in a total number of 6 radial RPC layers.
The readout strips run along z and have pitches corresponding to ∆φ = 0.3◦. The
segmentation in the z-direction is coarser; strips in each module are divided in 2 or 3
sections.

The endcap RPC modules have trapezoidal shapes like the CSCs. They are in-
serted in the three station layers nearest to the interaction point. The readout strips
run radially with the same ∆φ pitch as in the barrel. In the radial direction, there
are 6 strip segments in total for each layer.

3.3 Trigger System

The purpose of the CMS trigger system is to pick out a few hundred most interesting
hard-scattering events from tens of millions of bunch crossings per second2. The rate
reduction is necessary because it is not possible to record and analyze every collision
event that takes place at CMS. In addition, for the purpose of searching for new
phenomena at high energy scales, soft scattering events that constitute nearly all of
the collisions are assumed to be uninteresting. On the other hand, collision data are
extremely precious, and therefore the loss of important data must be avoided. The
trigger system was thus designed to carry out an online, real-time selection of events
of broad interest within the allowed bandwidth.

CMS has a two-level trigger system. The level-1 trigger (L1T) consists of on-
and off-detector electronics that perform rough estimations of the event parameters
and select events based on loose requirements. The second level, called the high-
level trigger (HLT), receives fully built event data from the data acquisition system
(DAQ) on bunch crossings accepted by the L1T, and runs software-based analyses
of the events on a large “farm” of commercially available PCs. The system design
demands that the L1T output rate is less than 100 kHz, which the HLT further reduces
to a few hundred Hz.

The trigger rate and correspondingly the breadth of the recorded event types
is highly configurable in CMS. The L1T employs field-programmable gate arrays
(FPGA) in many parts of its logic, giving flexibility to define the thresholds as seen
fit to the running condition. The HLT is even more, in fact virtually completely,
modifiable since it is based on software. Thus the L1T output rate of 100 kHz is in
principle a limitation on the DAQ and event building. The ultimate bottleneck during

2 About a third of the LHC buckets are not filled even at the maximum instantaneous luminosity.
Therefore, while the design minimum spacing between bunches is 25 ns, the average bunch crossing
rate is less than 40 MHz.
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Run I was actually the offline prompt processing of data that took place 48 hours after
the data was taken. The prompt processing could only run in a timely manner for
event numbers that correspond to approximately 200 Hz of HLT acceptance. Since
data recording could run at more than 800 Hz, the last period of Run I produced
so-called “parked data”, which were recorded but processed only during the long
shutdown that followed Run I.

ECAL, HCAL, DT, CSC, and RPC participate in the L1T. The trigger is natu-
rally composed of two “paths”: the calorimeter trigger, using inputs from the ECAL
and HCAL; and the muon trigger, using the muon trackers. The calorimeter trigger
calculates quantities related to electron/photon (e/γ) and jets as well as global vari-
ables such as total hadronic activity and Emiss

T . Jets, described in detail in Sec. 3.4.5,
are signatures of hard scattering events with hadronic final states. The muon trigger
is dedicated to finding muons and estimating their momenta. Information from the
two trigger paths is combined in the global trigger (GT) processor, where the final
decision on accepting or rejecting the event is made.

The basic input to the calorimeter trigger are the trigger primitives from the
ECAL and HCAL. The TP is a coarse but fast form of energy deposit data generated
at every bunch crossing. The ECAL creates a TP for each trigger tower, summing
the ADC counts of all the crystals in the tower. The width of the electromagnetic
shower, if present in the tower, is also assessed by monitoring the localization of
the energy deposit within each tower. A tower considered to have a narrow energy
deposit, characteristic of an e/γ signal, is given what is called the fine-grain flag. The
HCAL TP is generated for each HCAL tower by summing the ET from 2 or more
neighboring time samples.

The TPs from the ECAL and HCAL are sent to the regional calorimeter trigger
(RCT). The ECAL and HCAL towers sharing the same η-φ coordinate are bundled
into one trigger tower in the RCT. The entire η-φ space of calorimeters is split into
4 × 4 tower regions which are processed independently by the RCT. Within each
region, the RCT performs the following:

• Identify e/γ candidates and classify them according to the surrounding activity
(isolation).

• Tag hadronic clusters possibly originating from decays of τ leptons

• Calculate the total energy deposit in the region

• Find energy deposit patterns consistent with a minimum ionizing particle (MIP)
such as a muon passing through.

The identification of e/γ candidates and τ tagging use the fine-grain flag and the
energy deposit ratio between the ECAL and HCAL.

The calculation results of the RCT are then combined in the global calorimeter
trigger (GCT), which processes the entire calorimeter space and completes the full
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description of the event from the calorimetric perspective. Aside from sorting the e/γ
candidates and τ -tagged jets by their ET and quality, the GCT merges the RCT ET

sums to form generic jet candidates, and from them calculates event-wide variables
such as Emiss

T . For each event, up to 4 isolated and 4 non-isolated e/γ candidates, up
to 4 central, 4 forward, and 4 τ -tagged jets, Emiss

T , total ET, total hadronic ET, and
missing hadronic ET are output from the GCT.

A similar hierarchical processing takes place in the muon trigger. The DT and
CSC first perform the reconstruction of track segments local to individual chambers.
In the DT, small segments are first identified from the hit patterns in each superlayer,
which are subsequently connected with those from other superlayers. The CSC finds
patterns in the anode and cathode data independently, and combines both to form
three-dimensional segments. These local segments are then passed to what are called
track finders, which use the geometrical relations between the muon stations to form
track candidates for the DT and CSC. Since the RPC has only one readout layer per
station, it does not perform any local segment reconstruction. The coincidence of hits
in different stations is directly used to form RPC tracks. In the barrel, data from the
HO is combined with RPC hits to reduce the accidental background.

Track candidates from three muon trackers are passed to the global muon trigger
(GMT), which merges overlapping tracks and assesses the quality of each track. MIP
data from the RCT is fed to the GMT through the GCT. The GMT also receives
isolation information from the GCT and includes it in the quality calculation. The
GMT output for each event contains up to 4 muons with the quality data attached.

The GT receives input from the GCT and the GMT. At this point, the raw
detector responses are superseded by physics objects, i.e.,e/γ and µ candidates, τ -
tagged and generic jets, energy sums, and energy deficits. Thus the responsibility
of the GT is to apply kinematic and topological selections to the events so that
interesting events get accepted to the HLT at a rate below 100 kHz. An example of
a GT selection is the muon plus e/γ trigger described in Sec. 4.2, which requires at
least one muon with pT > 3.5 GeV and at least one e/γ object, either isolated or
non-isolated, with ET > 12 GeV. Arbitrary combinations of objects and thresholds
are allowed. There are 128 programmable selections, called algorithmic bits, in the
GT. The full set of selections is called the GT menu, which was revised multiple times
during Run I to reflect the changes in the LHC beam energy and intensity. On a L1
accept, a 128-bit string indicating which of the algorithmic bits fired is sent to the
HLT along with the trigger objects that caused the bits to fire.

The full detector readout from each bunch crossing is pipelined, or held in a buffer
memory, locally at each sub-detector. When the L1 accept decision for a bunch
crossing is returned to the sub-detectors, they accordingly send the data to the DAQ.
Data for bunch crossings that are not accepted are thrown away. The sub-detector
data fragments are sorted and merged in the DAQ into one event data, which is then
sent to the HLT farm for further processing.

The HLT, which comprises approximately 13,000 CPU cores, runs the CMS soft-
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ware framework (CMSSW) used in the offline analysis. This design reduces the effort
needed to develop the HLT software and provides good homogeneity between the
online and offline event selections. It also implies that in principle everything that is
done in the offline analysis can also be done online, barring the use of time-dependent
calibration constants which are calculated from the recorded data. However, in prac-
tice, a severe limitation on the available CPU time requires to abbreviate certain
aspects of the event processing such as high-precision tracking. In Run I, one event
was processed by a single CPU core and had a time budget of ∼200 ms on average.

Various trigger logics implemented in the HLT are called trigger paths. There are
more than 400 paths defined to cover a broad range of physics signatures. A full set of
trigger paths is called the HLT menu, and is updated frequently following algorithmic
improvements, shifts in physics interests, and changes in the beam condition. Each
path is seeded by one or more L1 algorithmic bits and tightens the loose L1 selection
with more specific criteria. Thus only a fraction of the full HLT menu is executed
for any given event. Additionally, the paths are implemented sequentially, applying
selections (HLT filters) incrementally on the objects. The processing of a path is
aborted as soon as the event fails one HLT filter in the path to minimize unnecessary
computations. Following up on the example of the muon plus e/γ trigger, the HLT
calculates refined momenta of the objects in the event firing the L1 muon plus e/γ
bit, applies quality criteria to the objects, and makes the final decision whether or
not to record the event. Since the momentum estimation given in the L1T is not
precise, the HLT pT threshold for a physics objects is usually set higher than in the
L1T. Again in the case of the muon plus e/γ trigger, both the muon and e/γ object
must have pT > 22 GeV on top of passing strict quality criteria.

Each HLT path is assigned to an output data set called primary data set (PD).
A PD is a collection of HLT paths firing on similar event signatures to provide a
convenient organization of the recorded data. An event that fires a trigger path is
always saved in the PD that the path is assigned to. Since it is not uncommon for
an event to exhibit multiple different physics signatures, a single event can end up
in multiple PDs. Such overlaps must be taken into account in the offline analysis to
avoid double-counting of the events.

As already mentioned, the main objective of the trigger system is to separate
interesting hard-scattering events from a far larger pool of soft-scattering collisions.
The soft scattering is however also of interest in some cases, e.g. when studying
the PU background. Therefore there is always a trigger path with only very basic
requirements, such as the existence of bunches. The data set collected this way is
called minimum bias data.

3.4 Object Reconstruction

Readout from all sub-detectors are merged into events by the DAQ and recorded on
disks and tapes. This data however only reports what the response of each detector
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channel was at the time of the given bunch crossing. To explore the physics process
that took place at the collision, the readout information must be translated into a
physical description of the event. In other words, the particles, or more generally
physics objects, that emerged from the pp interaction point in the event need to
be reconstructed, combining the readout data with the knowledge of the detector
geometry, calibrations, and the magnetic field.

An example of such a reconstruction was already given in the previous section;
L1T performs a crude reconstruction of e/γ objects, τ and hadronic jets, and muons
using fast detector readout. The event reconstruction also takes place in the HLT
with higher precision than in L1T. As already mentioned in Sec. 3.3, due to CPU
time constraints, the object reconstruction in the HLT is abbreviated and does not
bring out the maximum performance of the CMS detector in terms of resolution and
efficiency. The best possible reconstruction is executed during the offline analysis,
when there is in principle no time constraint.

The object reconstruction makes use of the characteristic signatures that various
particles leave in the detector. Figure 3.11 illustrates the overall detector response to
different types of particles. As indicated in the drawing, collider-stable particles can
be classified by the combination of sub-detector signatures as the following:

• Muons leave hits in the inner and outer (muon) trackers, but leave no energy
deposit in the calorimeters.

• Electrons also leave hits in the inner tracker, but deposit all of their energy in
the ECAL and are stopped there.

• Charged hadrons have similar signatures to electrons, but their energy deposit
in the ECAL is limited, and they are stopped in the HCAL.

• Neutral hadrons on the other hand leave no trace until they undergo nuclear
interactions in the HCAL.

• Photons are detected only in the ECAL, where they lose all of their energy via
electromagnetic showers.

It should be noted that the above description is for illustration of the ideal case.
In reality, muons and electrons can radiate, charged and neutral hadrons can undergo
nuclear interaction before arriving at the HCAL, and photons can convert to e+e− in
the tracker volume. The rather thick inner detector material in CMS makes such sce-
narios even more likely. Furthermore, when particles scatter, the association of hits
in different sub-detectors can fail, leading to inefficiencies and reconstruction of spu-
rious, or fake, objects. Nevertheless, the basic idea of the reconstruction follows from
the five patterns described above. The reconstruction software is written accordingly,
with tunes and additions to succeed in the non-ideal cases as often as possible.

In the reconstruction process, the detector signals are first interpreted as hits, or
representations of the interactions of a single particle with the detector material. The
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Figure 3.11: Typical CMS detector response to muons, electrons, neutral hadrons,
charged hadrons, and photons. Retrieved from Ref. [70].

definition of a hit is dependent on the sub-detector. For example, in the pixel tracker,
a hit is a cluster of recorded charge deposit in neighboring pixels, while in DT it is
made of the TDC readout of a single cell, and represents a pair of possible ionization
centers symmetric about the anode wire.

3.4.1 Tracks

Tracks detected by the inner silicon trackers form the basis for all particle reconstruc-
tions. Track reconstruction serves three purposes:

• Particle identification. Presence or absence of an inner track associted with
hits in the calorimeters or the muon system is an impotant clue on which particle
caused the outer hits.

• Momentum and charge measurement. Through Eq. (3.1), the curvature
of the trajectory is translated to the pT of the particle under the uniform 3.8 T
solenoidal field. The z-component of the momentum is inferred from the incli-
nation of the trajectory helix in the r-z plane. The direction of the bend in the
transverse plane depends solely on the sign of the particle charge.

• Vertex reconstruction. When a sufficient number of charged particles emerge
from a pp collision, the tracks reconstructed from their traces gather around a
single point when extrapolated back to the interaction region. The interaction
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vertex is reconstructed at the point where the likelihood of all such trajectories
passing it is the maximum. Typically there are multiple such vertices in an
event, corresponding to the PU interactions. The one with the maximum sum
of the square of the pT of all the associated tracks (

∑
pT

2) is called the primary
vertex and usually corresponds to the hard scattering interaction.

CMS tracking starts from finding trajectory seeds, or small sets of tracker hits
whose patterns are consistent with particle trajectories. This step is performed in
iterations, with the searched patterns becoming less trivial in each iteration. Hits used
in trajectory seeds in each iteration are masked and excluded from later iterations, so
that the more difficult pattern recognition schemes are performed on a smaller number
of hits. Once all possible seeds are identified, each trajectory is propagated outwards
and inwards to find other tracker hits compatible with it. Since the parameters of
the trajectories such as the curvature evolve as the particles scatter or lose energy
through ionization, a Kalman filter [71] technique is used to adaptively estimate the
parameters during the search for hits. A final fit of the trajectory shape is performed
on each fully reconstructed track to refine its position and momentum measurements.
The χ2-value of the fit is saved together with the track parameters.

The number of reconstructed tracks per event depends largely on the event se-
lection. Minimum bias events in the last period of Run I typically featured ∼800
reconstructed tracks, most of which had pT < 2 GeV. Each track had 3-30 hits in
the inner tracker. The tracks with more hits than the number of tracker layers in
CMS are so-called “loopers”, or tracks with pT too low to reach the EB and thus are
returned to the tracker volume by the magnetic field.

3.4.2 Photons

The core of a photon object is a cluster of ECAL energy deposit. In most of the events
there are numerous clusters, since light neutral mesons such as π0 decay to photons.
Additionally, electrons also cause electromagnetic showers in the ECAL. Usually these
clusters are not of interest for an analysis using photons as the physics signature.
However, it is left to the downstream analysis to distinguish prompt photons, i.e.,
those that originate in electroweak hard scattering, from hadron decay products and
electrons. At the reconstruction stage, all reconstructed ECAL clusters that pass a
very loose preselection are labeled as photon objects.

The ECAL energy deposit is first calculated for each crystal using the output pulse
of the ECAL MGPA sampled at 40 MHz. Ten time samples around the triggering
bunch crossing time stamp are recorded for each crystal. The pulse amplitude and
shift in time can be recovered from these 10 samples. Together with calibration
constants, the amplitudes are converted into the energy and time of the shower signal
as seen by the crystal. Pulses that are in-time with the triggering bunch crossing
are clustered together according to geometrical proximity. Since a significant portion
of photons convert, and electrons radiate, a single physical photon can often leave
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multiple small clusters in the ECAL. Such small clusters are called basic clusters.
Thus the final objects to be identified as photons are clusters of basic clusters, called
superclusters, which have a wider extent in the φ-direction than in the η-direction
because electrons both in the tracker volume and in the electromagnetic showers are
diverted in φ due to the magnetic field.

The first step of clustering is the identification of the seed crystal, which is a
crystal with energy above a given threshold that is higher than any of its neighbors.
The neighboring crystals are connected to the seed, expanding outward. Different
algorithms are employed in EB and EE. In EB, clustering starts with a 5 × 1 strip
of crystals in η × φ centered at the seed crystal. The strips of the same orientation
are added in the φ-direction for up to 17 rows in both the positive and the negative
φ-direction. Multiple basic clusters can be present within the covered region. The
collection of basic clusters found in the region constitutes the supercluster. The
clustering in the EE follows a more bottom-up approach and starts with identifying
5× 5 crystal matrices, which are the basic clusters, around seed crystals. If two basic
clusters are close enough in η and φ, they are merged into a supercluster. Hits in the
preshower detector are linked to the resulting superclusters.

From the resulting collection of superclusters, the ones with ET > 10 GeV are
used for photon objects. If ET is less than 100 GeV, the clusters must additionally
satisfy H/E < 0.5, where H/E is the ratio of the HCAL energy deposit found behind
the supercluster to the energy of the supercluster. The momentum vector assigned
to each photon points from the primary vertex to the center of the supercluster. The
center of the supercluster is given as the energy-weighted mean of the basic cluster
positions, which in turn are calculated as an energy-weighted mean of the crystal
positions, with parametrized shower depth taken into account.

Supercluster energy is used as the magnitude of the momentum vector of the pho-
ton after certain corrections. First, energy lost in the ECAL dead region is estimated
and added back to the supercluster. In addition, the energy is scaled by a correction
function dependent on the pseudorapidity, shower profile, and ET of the supercluster.
After these corrections, the energy resolution of the photons are shown to be better
than 3% in the EB and 5% in the EE [72].

3.4.3 Electrons

An electron object is essentially an ECAL cluster with an associated track. The ECAL
cluster is the supercluster mentioned above, which is in fact taken from the identical
cluster collection used in the photon reconstruction. The tracks for electrons are
however constructed differently from the generic tracks, since electrons have higher
probability of scattering in the tracker volume than other charged particles. To
accomodate sudden changes in the trajectory, which can be drastic in some cases,
a gaussian sum filter (GSF) tracking [73, 74] is performed on track candidates for
electron reconstruction.
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The association between superclusters and GSF tracks is done in two directions:
outside-in and inside-out. The outside-in method is called ECAL-driven electron
seeding, and proceeds by iterating over all superclusters selecting trajectory seeds
that are compatible with the assumption that the supercluster is due to an electron
or a positron. Each selected trajectory seed is projected outwards through GSF
tracking, and the resulting track is once again tested for geometrical compatibility
with the supercluster. Only the combinations passing the test are saved as electron
candidates. In the inside-out method, called tracker-driven electron seeding, all fully
reconstructed generic tracks are considered. Each track trajectory is extrapolated
to the ECAL surface to find a matching cluster. Those that have a match or pass
certain quality criteria are re-reconstructed through the GSF algorithm and then
passed through a selection based on a boosted decision tree (BDT). Small ECAL
clusters that occur due to bremsstrahlung photons are added to the electron object
during the GSF track reconstruction.

The tracker-driven seeding is more efficient for low-pT electrons than the ECAL-
driven method. For isolated electrons with moderate to high pT, the gain in the
reconstruction efficiency from having redundant methods is small; for pT > 25 GeV,
ECAL-driven reconstruction captures 92% of all electrons, and the tracker-driven
reconstruction adds less than 3% on top of that [73].

The momentum assignment to each electron object depends on the classification
of the object based on the fraction of energy lost to bremsstrahlung and the quality
of track reconstruction. The ECAL energy measurement and the tracker momentum
measurent are combined in such a way to minimize the momentum uncertainty for
each electron. A similar supercluster energy correction as the one applied to photons
is also applied to electrons. For a “golden” electron, whose track is in the highest
quality class and the shower is contained in a narrow cluster, its momentum resolution
is better than 2% in the barrel [73].

3.4.4 Muons

A muon in CMS can be identified, or tagged, as a standalone muon, a tracker muon,
or a global muon. The tags are not mutually exclusive. A standalone muon is based
on a track reconstructed in the muon trackers. The standalone reconstruction starts
with track segments in the muon stations. The segments are then extended by the
same tracking algorithms employed in the inner trackers. A tracker muon is the
muon-equivalent of a tracker-driven electron; each general track with pT > 0.5 GeV
and p > 2.5 GeV is tested for a corresponding muon segment and, when such segment
is found, saved as a tracker muon. A global muon is reconstructed from standalone
muons by searching for compatible inner tracks. A new track fit is performed for the
combined inner and outer tracks for each global muon to obtain the best measurement
of the muon momentum.

The reconstruction efficiency of muons with pT > 25 GeV is greater than 99%
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in the barrel and slightly lower in the endcap. The overall momentum resolution is
1.8% [65].

3.4.5 Jets

A jet is a collimated flux of hadrons and hadron decay products which signifies a
high-energy hadronic interaction. In the perturbative picture of QCD, which is ac-
curate at high energy scales (see Sec. 2.3), the core of a pp collision is a scattering of
quarks and gluons, often called partons, into final-state elementary particles, which
can also be quarks and gluons. The partons in the final state however cannot be
described by perturbative QCD once they become separated apart, participating in
long-range QCD interactions. Due to color confinement (see Sec. 2.4), each par-
ton will hadronize with unit probability. How exactly the hadronization proceeds
is however undetermined; through non-perturbative QCD interactions, hadrons are
stochastically produced around each parton. What is known is that the distribution
of the magnitude of the momenta of such hadrons relative to the original parton fol-
lows a steeply falling curve. The characteristic spread of this distribution of about
∼300 MeV, an energy scale often labeled ΛQCD, is where α3 ∼ 1. Thus, for outgoing
partons with pT � ΛQCD, the “swarm” of low-momentum hadrons around the parton
becomes collimated along the parton momentum in the laboratory frame, and form
the jet. To reconstruct such jets, the final-state hadrons must be grouped according
to some definition of proximity between two objects. The grouping of hadrons into
jets is called jet clustering3.

CMS employs the anti-kT algorithm [75] for jet clustering. In this algorithm, each
object is assigned a “distance” to the beam

diB = pT
−2
i , (3.4)

where i is the index of the object. The distance between two objects is given by

dij = min(pT
−2
i , pT

−2
j )

∆R2
ij

R2
, (3.5)

for ∆R2
ij = (ηi− ηj)2 + (φi−φj)2 and an arbitrary parameter R. Clustering proceeds

by finding two objects with the smallest distance and merging them into one object,

3 For a reason discussed in Sec. 3.5.1, there is a certain arbitrariness in the distinction between
perturbative hard partons and soft QCD emissions. Accordingly, this description of jet is somewhat
ill-defined. In fact, there is no self-evident way how the jets should be reconstructed. Nevertheless,
the observable fact is that the hadrons in each event can be clustered in one way or another, and
the properties of the clusters show correlations to other physical quantities. This situation suggests
a more pragmatic approach, which consists of agreeing on a specific clustering algorithm when
performing a theoretical calculation and an experimental analysis. Theoretical predictions are then
tested in terms of the clusters, rather than by reduction of the observed objects to partons. By
using MC simulations as described in Sec. 3.5 to calculate theoretical predictions, this approach is
inherently built into collider physics analyses.

71



adding their momenta. If the smallest distance is diB, then the object i is regarded
as a jet and is removed from the list. The procedure is repeated until all objects
are removed. The resulting clusters are more conical than other common clustering
algorithms such as kT clustering. The distance parameter R roughly sets the cone size.
A value of R = 0.5 was found to be wide enough to capture the partonic structure of
the hard scattering, and at the same time narrow enough to avoid large uncertainties
due to the inclusion of PU energy deposits into the jets.

The constituents of jets in CMS are called particle-flow (PF) objects, which is
described in detail in Sec. 3.4.6. PF uses the full information available from the CMS
detector from each event and creates a nearly complete list of observable particles.
By using PF objects, most of the hadrons with pT & 500 MeV can be included in
jets, making the reconstructed jet energy close to its true value. Consequently the
calibration scale (jet energy scale, JES) applied to the jets can be close to unity,
resulting in a smaller uncertainty.

In practice, the jet energy correction comprises a subtraction of the energy offset
due to PU and the application of the JES [76]. The uncertainty on the JES is at a
few % level for jets with pT > 40 GeV. The resolution of the jet energy itself, i.e.,
the spread of the discrepancy of the clustered energy from the energy of the original
parton, is 15-20% at pT = 40 GeV and goes down to 5% with increasing energy. The
resolution gets worse with higher PU.

3.4.6 Particle Flow and Missing Transverse Energy

PF is a reconstruction method with the purpose of providing a global description
of each event using all available information from the entire CMS detector. In more
concrete terms, PF processes the hits from all sub-detectors and interprets them com-
pletely in terms of muons, electrons, charged hadrons, neutral hadrons, and photons.
It was already shown above that any object reconstruction will make use of multiple
sub-detectors. The difference between PF and a more traditional approach of recon-
structing different objects independently is that the use of hit information is unique,
i.e., one hit is associated to one and only one particle.

The full event reconstruction allows soft particles that are otherwise ignored to be
used in the analysis. Moreover, the identification of different particle types enables
the application of particle-specific momentum calibrations. For example, a charged
pion and an electron both leave hits in the silicon tracker and deposit energy in the
calorimeters, but the ratio of observed to true energy is in general lower for pions.

The biggest beneficiaries of such a finely calibrated global event description are
jets, which are discussed in Sec. 3.4.5, and Emiss

T . PF also enhances the performance
of τ lepton reconstruction. The advantage of PF for accurate Emiss

T reconstruction is
rather obvious; the parts of an event that are missing will become most clear when
the parts that are present are known well. Emiss

T is calculated as the inverse of the
vector sum of the transverse momenta of all PF particles. A possible bias in Emiss

T
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due to unreconstructed particles is corrected using the JES mentioned in Sec. 3.4.5,
by adding to raw Emiss

T the differences in pT vectors of fully corrected jets and offset-
subtracted raw jets.

The automatic identification of individual particles is both the strength and a
source of potential problems of PF. In general there is no perfect criteria to distinguish
a particle type from fake objects, and lines are drawn balancing the identification
efficiency and the purity of the selected objects. The required balance depends on
the specific usage, which leads to the definitions of “working points” or predefined
selection criteria corresponding to various points in the efficiency-purity curve (ROC
curve). For muons, the efficiency and purity can be both close to unity, but the
same cannot be said for electrons, photons, and hadrons. Therefore, during Run I,
if an analysis was critically sensitive to the purity and the efficiency of electrons and
photons, those reconstructed through dedicated algorithms described in Sec. 3.4.2-
3.4.3 were used. Muon reconstruction on the other hand was fully incorporated in
particle flow.

3.5 Physics Simulation

Modern collider physics analysis is virtually impossible without simulations of the
primary scatterings and the subsequent detector response. Simulations are utilized
for many purposes in an analysis, including the calculation of expected observables
from known or hypothetical processes, calibration of the detector, and test of analysis
methods. Some use is more focused on the detector itself than the physics of the
scattering. In fact, the simulation of the detector is usually an independent step from
that of the primary scattering, since the latter, called event generation, only depends
on the types of the incoming particles and their center-of-mass energy.

3.5.1 Monte-Carlo Event Generators

Monte Carlo (MC) event generators are used to simulate the physics of particle
scattering. For a given initial state and a list of final-state particles, points in the
final-state momentum phase space are ramdomly sampled following a probability dis-
tribution which is proportional to the differential cross section of the process. The
expression Monte Carlo, after the famous Monte Carlo casino house in Monaco, refers
to the use of random numbers in the event-generation process. The initial state in
the present case is two protons colliding at

√
s = 8 TeV.

In the calculation of the differential cross section of a pp collision event, the
complications from the non-perturbativity of QCD needs to be taken into account.
The paradigm for dealing with high-energy hadron collisions is established by the
QCD factorization theorem. This theorem states that the probability of obtaining
some final state from a hadron collision can be calculated as the product of the
probability that specific partons are involved in the interaction and the probability
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for these partons to produce the desired final state. If the final state involves hadrons,
the latter part is further factorized into parton-to-parton scattering and the formation
of final-state hadrons from outgoing partons. The master formula for the differential
cross section calculation in proton-proton collisions is thus

dσpp→X
dΦ

=
∑
{si}

∫ ∏
i

d3qi
(2π)32Ei

∑
ab

∫
dxadxb(2π)4δ4 (xap+ xbp

′ −∑iqi)

fp
a (xa)f

p
b (xb)

1

2ŝ
|M|2(ab→{si};xa, xb, {qi})D ({si, qi};X(Φ)) . (3.6)

This formula spells out the factorization of the cross section calculation. First, partons
a and b are selected from the two incoming protons. Parton a carries a fraction xa of
the momentum p of one of the protons, and b a fraction xb of p′, the momentum of
the other proton. The number of parton a within a proton with momentum fraction
xa is given by fp

a (xa)dxa. The function fp
a is called the parton distribution function

(PDF) of the proton for parton a. The factor

1

2ŝ
|M|2(ab→{si};xa, xb, {qi})(2π)4δ4 (xap+ xbp

′ −∑iqi)
d3qi

(2π)32Ei
, (3.7)

where ŝ = (xap + xbp
′)2, is the differential cross section of the ab→ {si} partonic

process with the momenta {qi}. M is the invariant scattering matrix element, and

the bar notation in |M|2 indicates averaging over initial- and final-state quantum
numbers that are not observable. The product of the PDFs and the partonic cross
section is then summed over the momentum fractions and the parton flavors. The
last factor D is the fragmentation function, and encodes the transition probability of
the outgoing partons {si} into the final state X which is dependent on some set of
variables Φ.

The factor |M|2 in Eq. (3.7) encodes the parton hard scattering. The factorization
theorem guarantees that, under certain conditions, this factor is calculable perturba-
tively. The non-perturbative effects are contained in the PDF and the fragmentation
function. Note, however, that the factorization is not unique. For example, it is easy
to see that an interaction that is regarded as gq scattering where the gluon splits
into a qq pair can also be calculated as qq scattering, if the quark from the gluon
splitting is considered nearly collinear with the beam. The two points of view are
shown in Fig. 3.12. The classification of the initial state in hadronic interactions is
thus somewhat arbitrary, requiring a specification of how the calculation is factorized.
Conventionally, the latter is achieved by an energy scale called factorization scale µF,
which can be regarded as the cutoff to separate perturbative and collinear regimes
[77, 78, 79].

Event generation also follows this factorized approach. Taking advantage of the
fact that PDF and fragmentation functions are independent of the partonic process,
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Figure 3.12: Left: gluon-quark scattering with gluon splitting g→qq. Right: quark-
antiquark scattering. The two diagrams represent an identical hard scattering process
but with different factorizations.

the three calculations are often performed in different programs or different sections
of a single program.

The PDF currently cannot be calculated from first principles, and is therefore
obtained through parametrizations of experimental data. There are multiple publi-
cally available PDF sets, such as those from the CTEQ [80, 81] and NNPDF [82]
collaborations. The MC simulation samples described in this thesis all employ the
CTEQ6L1 PDF set. Software functions for the PDF calculation take the x-value and
µF as arguments and return the PDF value calculated using the input data set.

The fragmentation function is also in the realm of non-perturbative QCD and thus
is currently not calculable. Additionally, due to the stochastic nature of hadroniza-
tion, there are intractably many combinations of final-state hadrons for a given out-
going parton. Therefore, for hadronic processes, it is not practical to actually specify
the true final state and calculate the formula in Eq. (3.6). Instead, partons are given
as the final states, and their subsequent soft-parton emissions and hadronizations are
obtained by what are called parton-shower MC simulations. The parton-shower simu-
lation assigns each parton a virtuality value, which can be regarded as a sort of energy
budget, and randomly makes each parton split, or fragment, into two. The products
of fragmentation will have virtuality values lower than their mother. The process is
repeated until all partons have their virtuality below a threshold, at which point they
are hadronized. The probability of each fragmentation and hadronization history can
be calculated using splitting kernels, which are related to fragmentation functions
and are given by parametrizing the experimental data. This probability is multiplied
to the parton differential cross section to obtain the full weight of the event. Usually,
the parton-shower simulation also generates so-called initial-state radiations (ISR)
using a similar algorithm. ISR is the emission of partons from the “remainder of the
protons”; through using a PDF to pick out the partons that participate in the hard
scattering, the recoil of the other parts of the incoming protons are approximated to
be collinear to the beam. In reality, there are finite recoils with a steeply falling pT
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distribution, which constitutes ISR.
There are numerous software packages that are capable of parton-shower simula-

tion, such as pythia [83, 84], sherpa [85], and herwig [86, 87]. pythia 6.4 was
used for all simulations in this thesis. All of the three programs in fact include the
calculators of PDF and the partonic cross sections in Eq. (3.6). Therefore, it is possi-
ble to perform the entire event generation with these programs. For this reason, they
are called general-purpose event generators.

Unlike PDF and fragmentation function, the invariant matrix element is specific
to individual processes. In general, each process has to have its own implementation.
Accordingly, most of the general-purpose event generators, including pythia and
herwig, have a fixed library of final states. There are however programs called
matrix-element generators, such as MadGraph 5 [88], which can automatically write
the source code for arbitrary physics processes and execute it. With a standardized
interface data format [89], the partonic output of the matrix-element generators can
be passed to general-purpose event generators for parton shower.

Besides supplementing the physics libraries of the general-purpose generators, the
matrix-element generators have an important usage, which is to generate processes
with extra emissions of quarks and gluons in addition to the primary process of inter-
est. The additional partons replace the ISR provided by the parton-shower simulation
in the high-pT regime. This prescription is necessary for high-energy primary pro-
cesses such as heavy resonance production. When the invariant matrix element only
accounts for such processes, the factorization scale must inevitably be set high, and
phenomena that are thus considered as uninteresting collinear physics become actu-
ally non-negligible effects, such as high-pT jets. In other words, the assumption of
collinearity is broken for high-energy processes. The situation is saved by properly
re-factorizing the perturbative and non-perturbative physics, i.e., by generating hard
emissions together with the primary process.

Before concluding this subsection, it must be noted that the total cross section for
a given final state is calculated whenever a MC event generator is used. This point
can be understood by invoking the general relation regarding the multi-dimensional
integral over some volume Ω:∫

Ω

dxf(x) = Ω lim
N→∞

1

N

N∑
i=1

f(xi) (3.8)

for xi uniformly distributed within Ω. The calculation of the total cross section is
also a multi-dimensional integral in the momentum space of the final state particles.
The points xi in this context correspond to the phase space points mentioned above.
Thus, by taking a sum of the differential cross sections calculated at a large number
of randomly sampled points, the total cross section can be inferred with an accuracy
that scales with the inverse square-root of the number of generated points.

Historically speaking, MC methods were first used as an integration technique,
and event generation was a byproduct. Even today, there are in fact dedicated cross
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section calculators that do not generate events. Particularly, those that calculate the
invariant matrix element at the NLO in QCD or the ones that employ specific CPU
speed optimizations tend to focus on integration. Among such integrators are mcfm
[90], which calculates cross sections for rare processes in the SM, and prospino2 [21],
which calculates sparticle pair-production cross sections.

3.5.2 CMS Detector Simulation

The final-state 4-momentum vectors from the MC event generators are passed to the
detector simulation to predict the observable signals. The simulation is capable of
tracing particle trajectories through the detector spacial volumes. The collision point,
from which the generated particles emerge, can be placed anywhere. Usually a point
randomly displaced from the detector origin with a spread of a few cm is chosen to
simulate the finite size of the LHC beam.

There are in general two ways to simulate the detector response. One is to fully
rely on first principles and trace every particle, including the secondaries that are
produced in the electromagnetic showers and nuclear interactions. In this mode of
simulation, the detector hits are registered when the particles deposit observable
energy to the detector material according to their specific interaction probability. The
second mode is to parametrize showers and energy deposits using empirical formulae.
The second mode involves much less particle-tracing than the first, and therefore is
less CPU-intensive.

CMS implements both types of simulations. The first, based on complete particle
tracing, is called full simulation, and the second with parametrizations is called fast
simulation. The core software in both simulations is Geant4 [91]. The central
task of the Geant4 program is the simulation of particles passing through matter.
All particles are treated on equal footing, and are traced down until stopped. New
particles can be created along the way through interactions with matter. The material
and geometry of the objects that the particles pass through can be specified in detail.
In the CMS full simulation, the geometry of the detector components is described
as precisely as possible, including their mis-alignment. Inactive as well as active
components are taken into account often with their detailed material composition.

The fast simulation on the other hand uses a simplified geometry. The silicon
trackers are approximated by infinitesimally thin layers, and the calorimeters are
made hollow. The energy loss of particles in the tracker layers are accounted for by
parametrization. The showerings in the calorimeters are outsourced to a program
called GFLASH [92], which utilizes parametrized particle shower libraries. This way,
the fast simulation retains the ability to trace the particles from the primary interac-
tions, while bypassing the time-consuming parts of the Geant4 simulation.

The simulated detector hits are converted to digital readout of the detectors and
passed to the standard reconstruction algorithms as if they are real collision data.
The full simulation and real collision data are processed through the identical recon-

77



struction. The fast simulation takes some shortcuts also in the reconstruction step.
Tracking, which is the single most time-consuming reconstruction process, is expe-
dited by using the so-called MC truth information, or information from the particle
simulation level, instead of relying only on the detector readouts. Although special
attention is paid to not introduce bias in the reconstruction efficiency, the fast simu-
lation lacks the simulation of specific hardware-originated effects in the tracking for
this reason.

Thus, there is in general a tradeoff between speed and accuracy when selecting
the simulation method in CMS. The full simulation is used where appropriate, espe-
cially for purposes like the detector calibration. The fast simulation is ideal for the
production of the signal data set in searches for unknown physics phenomena. In such
searches, a large volume of the parameter space must be scanned and thus a large
number of events is required, but the signal simulation does not depend highly on an
accurate detector modeling.

Because the full simulation and large-scale fast simulations require intensive com-
puting resources, their production is centralized and streamlined in CMS for efficiency.
The centralization also avoids configuration mistakes by the individual analysts. Sim-
ulation events are organized into data sets according to the generated physics pro-
cesses and the software version used for their production. Such data sets are referred
to as “official” MC data sets, and those which did not go through the central produc-
tion machinery are often called “private” data sets.

78



Chapter 4

Data Collection and Event
Selection

4.1 Overview of Data Samples

The analyzed event samples are taken from the CMS pp collision data recorded in
2012. The data corresponds to an integrated luminosity of 19.7 fb−1 [93] at

√
s =

8 TeV. The analysis is performed in two channels, the eγ channel, where events are
selected if at least one photon and one electron are present, and the µγ channel,
where a muon instead of an electron is required in addition to the photon. In both
channels, an excess beyond the SM prediction of events with large Emiss

T are searched
for. Physically, a photon plus τ lepton would be considered as a photon plus lepton
signal. However, the τ lepton is unstable and decays either hadronically to light
mesons and a neutrino or leptonically to an electron or a muon and neutrinos. While
it is possible to identify hadronically decaying τ leptons, the identification efficiency is
rather low and thus the addition of the τγ channel would not improve the sensitivity of
this search. Events with leptonically decaying τ leptons (τ→`ντν`) are automaticaly
included in the eγ and µγ channel.

For each search channel, events are required to have fired specific triggers to
ensure uniformity in the event properties. Accordingly, the events are collected from
the primary data sets to which the triggers are assigned. In 2012, the CMS run was
split into four periods, delimited by major version changes in the HLT menu. There
are four primary data sets per search channel which are named periods A, B, C, and
D. Table 4.1 lists the data-taking periods and their integrated luminosities.

Photons and leptons in the analyzed data sets are subjected to stringent selection
criteria, sometimes referred to as “cuts”, to improve the purity of the objects. The
purity is the fraction of reconstructed photons and leptons corresponding to real
physical counterparts, instead of some other particles faking the signal.

Events with signs of instrumental problems are removed from the analyzed data
sets. In particular, when a problem is localized, it often materializes as large Emiss

T
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Table 4.1: Data-taking periods in terms of dates and accumulated luminosities.

Period Start date End date
∫
Ldt ( pb−1)

A April 5 May 7 876.2
B May 10 June 18 4411.7
C July 2 September 27 7054.7
D September 28 December 5 7369.0

due to the artificial imbalance in the detector signal. Thus it is crucial for an analysis
searching for high-Emiss

T events to properly clean the data sets. An event is vetoed if
it showed either one of the following behaviors: CSC hits consistent with beam halo;
local high-amplitude signal from HCAL, which is suspected to be due to discharge in a
HPD; HCAL hit pattern consistent with the calibration laser light illumination; large
ECAL energy deposits at the exact places where the readout is dead; high-amplitude
signal from one EE region, suspected to be noise due to an unstable high-voltage;
and lack of tracks compared to what is expected from the calorimeter signal, due to
an inefficiency of the tracking algorithm.

MC simulation data sets are also used extensively in the analysis, either to estimate
the SM background, model the SUSY signal, or test the analysis method. For the
first two cases, the events in each data set are assigned a weight

w =
σ
∫
Ldt
N

(4.1)

where σ is the calculated cross section of the simulated process, N is the number
of events in the data set, and

∫
Ldt = 19.7 fb−1 is the integrated luminosity of the

recorded data.

4.2 Triggers

The HLT used to collect the signal candidate events for the eγ channel is a diphoton
trigger called

HLT Photon36 CaloId10 Iso50 Photon22 CaloId10 Iso50.

This trigger fires on the presence of

• at least one isolated narrow ECAL cluster with ET > 36 GeV reconstructed
around a L1T e/γ object with ET > 22 GeV, and

• at least one other isolated narrow ECAL cluster with ET > 22 GeV.
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The trigger is assigned to the Photon or DoublePhoton data sets, depending on the
run period.

A narrow ECAL cluster for this trigger is defined as having H/E < 0.1 and
σiηiη < 0.014. The latter variable encodes the cluster width along the η-direction,
and is defined using the central 5× 5 crystal matrix of the supercluster as

σiηiη = (3.045× 10−4)×
∑

i∈5×5

[
(4.7 + log(Ei/E5×5))×∆η2

i

]∑
i∈5×5(4.7 + log(Ei/E5×5))

, (4.2)

where Ei is the energy of the ith crystal, ∆ηi is the distance of the ith crystal from the
center of the matrix in terms of the number of crytals, and E5×5 is the total energy
of the matrix. The overall factor of 3.045× 10−4 is applied for historical reasons.

The isolation in the diphoton trigger is defined by

• IECAL < 5 GeV + 0.012ET

• IHCAL < 5 GeV + 0.005ET

• ITrk < 5 GeV + 0.002ET,

where IECAL, IHCAL, ITrk are the sums of ET of ECAL hits, ET of HCAL hits, and
pT of tracks, all within a ∆R < 0.3 cone around the photon. Specific regions of the
cones are not used in the calculation of the isolation sums to exclude the energy of
the photon itself. Figure 4.1 illustrates the different exclusion regions for the three
isolation cones.

The diphoton trigger path is implemented in three stages. In the first stage, ECAL
clusters are reconstructed locally around the L1T e/γ object, whose momentum direc-
tions are passed from the L1T. The second stage is the identification of the leading
(ET > 36 GeV) leg, which must come from one of the clusters above. If a cluster
passes all selection requirements except for ITrk, the trigger proceeds to the third
stage, where all ECAL clusters are reconstructed. The trailing leg can be any of the
clusters, and once a trailing cluster that also passes all requirements except for ITrk

is identified, track reconstruction takes place to be used for the calculation of ITrk.
The final HLT filter in the path checks for the existence of at least two clusters that
pass the ITrk requirement. The information on the clusters that pass the leading leg
filter and the final filter are saved in the offline data, together with the seeding L1T
e/γ objects. The details of the trigger implementation evolved slightly throughout
the 2012 run, but the logic and the parameter values were not modified.

The signal candidate events for the µγ channel are required to fire a muon plus
photon trigger called

HLT Mu22 Photon22 CaloIdL.

The selection criteria for this trigger are
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Figure 4.1: Illustration of isolation cone sums of radius ∆R = 0.3.

• at least one muon object with pT > 22 GeV and |η| < 2.5 reconstructed around
a L1T muon object with pT > 3.5 GeV appearing together with an e/γ object
with ET > 12 GeV, and

• at least one narrow ECAL cluster with ET > 22 GeV reconstructed around the
same L1T e/γ object mentioned above.

The name of the primary data set of the trigger is MuEG.
Since it is rare for an event to have a muon and a photon, the requirements on

the ECAL cluster, defined by H/E < 0.15 and σiηiη < 0.014, in this trigger is looser
than those in the diphoton trigger.

The implementation of the muon plus photon HLT path is also sequential, per-
forming only necessary calculations at any point. Most of the logic is already given
as an example in Sec. 3.3. The path is seeded by a L1T muon plus e/γ bit. The HLT
receives the momenta of the muons and e/γ objects that fired the seed bit from the
L1T. Both muons and ECAL clusters are locally reconstructed around the respective
L1T objects. The muons are processed first. The L1T seed objects and the selected
photons and muons are saved in the offline data. Again, the details of the imple-
mentation evolved, but the logic and the parameter values of this trigger were kept
constant over the 2012 run.

Events that fired several other triggers are used in this analysis to perform various
background studies and efficiency measurements. The names of their associated data
sets and short descriptions of the triggers are listed in Tab. 4.2.
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Table 4.2: List of auxiliary data sets and the triggers within. Samples collected with
these triggers are used for background studies and efficiency measurements.

Data Set name Trigger name and description

SingleElectron
HLT Ele27 WP80

One isolated electron with pT > 27 GeV and |η| < 2.5

SingleMu
HLT IsoMu24 (HLT IsoMu24 eta2p1 for period A)
One isolated muon with pT > 24 GeV and |η| < 2.5 (2.1 for period A)

DoubleMu
HLT Mu17 Mu8

Two muons with pT > 17 GeV and 8 GeV

The two signal triggers are simulated in all of the MC simulation samples that
are used in the analysis (see Sec. 4.8.1). However, due to imperfect modeling of the
detector response, the efficiency of the triggers to capture events of interest differs
slightly between simulation and real data. Therefore, the trigger efficiencies are care-
fully measured in real data (see Sec. 5.6.3) and are compared to those in simulation
to correct this possible bias in the event yield estimation.

4.3 Photon Selection

Only photons with ET > 40 GeV reconstructed in the ECAL barrel are used in this
analysis. The barrel region is defined by |ηSC| < 1.4442, where ηSC is the pseudo-
rapidity of the center of the supercluster with respect to the CMS origin. The EB in
fact spans |η| < 1.479 as mentioned in Sec. 3.2.2, but the clusters at the edge might
have part of their energy not reconstructed and thus are disregarded.

The photon object is first required to match the respective trigger objects of the
eγ and µγ channels. This trigger-matching assures that the event is indeed collected
because of the candidate objects, and that the trigger efficiency measured in Sec. 5.6.3
corresponds to the true efficiency. The match is defined by ∆R < 0.3 for L1T objects
and ∆R < 0.15 for HLT objects, where ∆R is calculated using the supercluster
position and the momentum vector of the trigger object. Figure 4.2 shows typical
∆R distributions between the online (trigger) and offline objects.

As already mentioned in Sec. 3.4.2, a reconstructed photon object must be fur-
ther subjected to selection criteria to distinguish prompt photons from electrons and
hadron decay products. For each trigger-matching photon object, the following se-
lection criteria are applied in both search channels:

• Selection criteria to reduce hadronic fakes

– H/E < 0.05
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Figure 4.2: Real-data distributions of the ∆R between offline and online objects.
Top left: L1T e/γ cluster and offline supercluster. Top right: L1T muon and offline
muon. Bottom left: HLT e/γ cluster and offline supercluster. Bottom right: HLT
muon and offline muon. The red lines represent the selection cuts defining the matches
between the two objects.

– σiηiη < 0.012

– ICH < 2.6 GeV:
Charged hadron isolation (ICH) is calculated as the pT sum of the PF
charged hadrons satisfying |d0| < 0.1 cm and |dz| < 0.2 cm. The impact
parameters d0 and dz are the transverse and longitudinal distance from
the primary vertex to the point of closest approach of the track. The pT

sum is taken within a 0.02 < ∆R < 0.3 hollow cone around the photon,
similar to the cone for ITrk shown in Fig. 4.1 but without the slit along the
φ-direction. An estimated offset due to PU is subtracted from the pT sum.
The estimation method is described below. The upper cut of 2.6 GeV is
applied after the offset subtraction.
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– INH < 3.5 GeV + 0.04ET:
Neutral hadron isolation (INH) is calculated as the pT sum of the PF neutral
hadrons within a ∆R < 0.3 solid cone around the photon. Offset from PU
is subtracted. To account for the possible small leakage of photon energy
into the HCAL, the upper cut for the pT sum scales with the ET of the
photon.

– IPh < 1.3 GeV + 0.005ET:
Photon isolation (IPh) is the ET sum of the PF photons within a ∆R <
0.3 cone around the photon. There is a complication in the calculation
because the photon object is reconstructed independently from the PF
algorithm. Thus a PF photon must be ignored from the sum if it overlaps
with the supercluster of the photon object. Additionally, to avoid counting
conversions and bremsstrahlung in the pT sum, all PF photons that have
|∆η| < 0.015 or |∆φ| < 1 with respect to the photon object are also
ignored. The resulting isolation cone is similar to the one for IECAL in
Fig. 4.1. The scaling upper limit is to account for residual leakage of the
photon energy into the isolation cone. The PU offset correction is also
applied for IPh.

• Selection criteria to reduce electronic fakes (electron vetoes)

– Pixel veto:
No electron track seeds can be associated to the supercluster.

– GSF veto:
No reconstructed GSF electrons with pT > 2 GeV can be within ∆R < 0.02
of the photon candidate, where ∆R is calculated using the supercluster
positions of the two objects.

– PF charged hadron veto:
No PF charged hadron object with pT > 3 GeV can be within |∆η| <
0.005 and |∆φ| < 0.02 of the photon candidate. The angular variables are
calculated using the reconstructed momentum of the PF particles and the
vector that points from the vertex of the PF particles to the supercluster
positions of the photons.

The PU offset correction for the isolation pT sums takes two inputs. The first input
is the average pT sum of the objects in the event per area, conventionally denoted as
ρ, which is calculated through a dedicated jet clustering with kT algorithm of all PF
particles. The kT algorithm follows the identical procedure as the anti-kT algorithm,
but the definition of the distance between the objects, which are given by Eqs. (3.4)
and (3.5) for anti-kT, uses pT

2 instead of pT
−2. The distance parameter of R = 0.6

is used in this calculation. For each kT-clustered jet, the “active area” A [94] is
calculated. The value ρ is defined as the median of pT/A of the jets.
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Table 4.3: Effective area values used for the correction of isolation pT sums of photon
objects. The area is derived in two bins of supercluster ηSC for each isolation type.
The header of the second and third columns show the ηSC range.

|ηSC| range [0, 1] [1, 1.4442]

Aeff(ICH) 0.012 0.010
Aeff(INH) 0.03 0.057
Aeff(IPh) 0.148 0.13

The second input of the PU offset correction is the effective area associated with
each photon object. The effective area Aeff is calculated from a formula

〈I〉 = I0 + Aeffρ (4.3)

which describes the behavior the all three isolation sums well. Here 〈I〉 corresponds
to the mean of the respective isolation sum, and I0 is an offset value. The effective
area values used for each isolation calculation are summarized in Tab. 4.3.

Figures 4.3 and 4.4 show the distributions of the variables used for photon selec-
tion, first for all photons passing the HLT and then after all the selections are applied
except the one being plotted (“N−1” plots). In the figure, the isolation variables are
corrected for PU and energy leakage from the photon cluster. All photons in period
A are used. Distributions from truth-matched photons in a MC simulation sample
are overlaid as references. The normalization of the simulation sample is arbitrary.

The electron vetoes are applied to minimize the probability of an electron to fake
a photon. Figure 4.5 shows the distributions of the ∆R variable used in the GSF veto
and the ∆η and ∆φ variables used for the PF charged hadron veto, for simulation
photons passing all the other selection criteria including the pixel veto. To illustrate
the effect of each selection, Fig. 4.6 shows the change in the photon selection effi-
ciency and the electron-to-photon fake probability after applying successive selection
requirements, again studied in simulation. The fractions are normalized to the effi-
ciency and the fake probability of the standard electron veto used in CMS for 2012
data (conversion-safe electron veto [95]).

4.4 Electron Selection

Electrons with pT > 25 GeV in the pseudorapidity range |ηSC| < 2.5 are considered in
the analysis, except for those whose superclusters fall in the barrel-endcap gap region
1.4442 < |ηSC| < 1.56.

Similarly to the photons, the electron object is first required to match the trailing-
leg HLT object of the di-photon trigger. The match is defined by ∆R < 0.15 between
the supercluster position and the trigger object momentum. The ∆R distribution is
shown in Fig. 4.2.
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Figure 4.3: (a) H/E, (b) σiηiη, (c) ICH, (d) INH, and (e) IPh distributions of barrel
photon objects with ET > 40 GeV passing the diphoton HLT leading leg requirement.
Hollow black histograms are from all objects, while the blue dotted ones are the so-
called “N − 1” plots. Filled histograms in light blue are the distributions taken from
a simulation sample. The red lines represent the selection cut values.

The following selection criteria are applied on top of the trigger-matching require-
ment:

• H/E < 0.12

• σiηiη < 0.01 (EB), 0.03 (EE)

• |d0| < 0.02 cm, |dz| < 0.1 cm

• |∆ηin| < 0.06 (EB), 0.03 (EE):
The position of the electron track extrapolated from the innermost track state to
the ECAL wall is compared to the position of the supercluster. ∆ηin represents
their difference in η.

• |∆φin| < 0.004 (EB), 0.007 (EE):
∆φin is the analogous track-cluster position difference in φ.
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Figure 4.4: (a) H/E, (b) σiηiη, (c) ICH, (d) INH, and (e) IPh distributions of barrel
photon objects with ET > 40 GeV matching the muon plus photon HLT object. See
Fig. 4.3 for the meanings of the different histograms.

• |1/ESC − 1/Ptrk| < 0.05 GeV−1:
The discrepancy in the energy measured in the ECAL (ESC) and the momen-
tum measured in the tracker (Ptrk) is an important variable to distinguish an
electron-induced signal from an accidental overlap of a track and a cluster.

• Irel < 0.15:
The combined relative isolation Irel is defined as

[ICH + max(0, INH + IPh − ρAeff)]/pT.

The isolation pT sums are all calculated similarly to those for photons. The
corresponding effective area Aeff is listed in Tab. 4.4.

• Nmiss ≤ 1:
Nmiss is the number of missing hits along the track trajectory in the inner
tracker.

• Conversion veto
For each electron object, a probability that it originates from the reconstruction
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Figure 4.5: Variables used for the electron vetoes.
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Figure 4.6: Photon selection efficiency versus electron-to-photon fake probability
calculated in photon and electron simulation samples respectively, plotted for different
electron vetoes.

of a photon conversion electron is calculated. This calculation is based on the
existence of a nearby compatible track. An electron candidate object must be
considered as highly unlikely to be from a conversion.

Figure 4.7 shows the distributions of the variables used in the electron selection, for

89



Table 4.4: Effective area values used for the electron isolation correction. The area
is derived in bins of supercluster ηSC, whose boundaries are given in the first row.

|ηSC| range [0, 1] [1, 1.4442] [1.56, 2] [2, 2.2] [2.2, 2.3] [2.3, 2.4] [2.4, 2.5]

Aeff(Irel) 0.13 0.14 0.07 0.09 0.11 0.11 0.14

all trigger-matching electron objects and for the ones that pass all the cuts except the
one being plotted. Similar to Figs. 4.3 and 4.4, Irel in the plot is already corrected for
PU, and all electrons from period A are used. An electron simulation sample is used
for the distributions of the truth-matched electrons for reference. The normalization
of the simulation sample is arbitrary.

4.5 Muon Selection

Muons with pT > 25 GeV in the pseudorapidity range |η| < 2.4 are used. The CMS
muon system has a full coverage of pseudorapidity up to 2.4, with slight efficiency
losses around 0.25 and 0.8.

The muon object is first required to match the muon HLT object of the muon
plus photon trigger. The match is defined by ∆R < 0.15 between the momenta of
the offline and online objects.

The offline selection of muons comprises the following requirements:

• Muon object is a global muon which is identified in PF:
For muons with pT > 200 GeV, PF identification is not required.

• |d0| < 0.2 cm, |dz| < 0.5 cm

• Minimum number of hits in inner and outer trackers:
The muon track must have at least 2 matched muon stations (Nµ-stn.), with at
least 1 valid hit in the muon chambers (Nµ-val.). The inner track must have at
least 6 tracker layers with hits (Ntrk.-val.), and at least 1 valid pixel hit (Npix).

• High quality of the global track fit:
If the muon pT is less than 200 GeV, χ2 value of the track fit normalized to the
number of degrees of freedom, χ2/Nd.o.f., must be less than 10. If pT is greater
than 200 GeV, the uncertainty on pT must be less than 30% of the measured
pT value.

• Irel < 0.12:
The combined relative isolation for muons is defined as

[ICH + max(0, INH + IPh − 0.5IPU)]/pT.
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Figure 4.7: (a) H/E, (b) Irel, (c) |1/ESC − 1/ptrk|, (d) σiηiη (EB), (e) |∆ηin| (EB),
(f) |∆φin| (EB), (g) σiηiη (EE), (e) |∆ηin| (EE), (h) |∆φin| (EE), (i) |d0|, (j) |dz|, and
(k) Nmiss distributions of electron objects with pT > 25 GeV matching the diphoton
HLT trailing leg object. See Fig. 4.3 for the meanings of the different histograms.
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The isolation pT sums are calculated in a ∆R < 0.4 cone around the muon.
Unlike photons and electrons, no special treatment for the photon isolation IPh

is applied. The charged hadron isolation ICH uses only the particles associated
with the muon vertex and is relatively insensitive to PU. The other two pT sums
are corrected by subtracting 0.5IPU, where IPU is the sum of the pT of charged
hadrons that are not associated to the primary vertex, calculated in the same
isolation cone.

Figure 4.8 shows the distributions of the variables used in the muon selection, for
all trigger-matching muons and for the ones that pass all the cuts except the one
being plotted. In the plots, χ2/Nd.o.f. are plotted only for pT < 200 GeV, and δpT/pT

are plotted only for pT > 200 GeV. The isolation variable is corrected for PU. The
references are taken from muon MC simulation and normalized arbitrarily.

4.6 Full Selection Criteria

Events with fully selected photons and leptons are further subjected to the require-
ment that the candidate photon is not near a lepton. This requirement is motivated
by two reasons and is implemented in the form of three distinct selection criteria.
The first reason is that the Wγ and Zγ MC samples, described in Sec. 4.8, do not
simulate events where the photon and the leptons are closer than ∆R of 0.3 and
0.5, respectively. The first selection is therefore to require the candidate photon and
lepton with highest pT to be separated by ∆R > 0.8, so that the search region lies
within the simulated phase space. This selection would leave events of Zγ type where
the trailing lepton is collinear to the photon. Such events are addressed by the other
two requirements described below.

The second reason for the veto is that events where a lepton is near the photon
tend to arise from lepton bremsstrahlung or so-called final state radiation (FSR) in
hard-scattering interactions involving leptons. The cross section of the latter rises
rapidly as the photon-lepton system reaches the collinear limit. Therefore, when a
photon is found with a lepton nearby, the more likely scenario is that the photon is
radiated off the lepton, rather than that the photon comes from the hard scattering
and the lepton accidentally points to the same direction.

This observation prompted the remaining two selection criteria, which are to re-
quire the leading candidate photon to have no reconstructed muon or electron object
with pT > 2 GeV within a cone of ∆R < 0.3, and to require for the eγ channel that
the invariant mass formed by the leading photon and the leading electron must be
outside the window mZ ± 10 GeV. The latter requirement can also be considered as
another tool to reject electron-to-photon fakes. There is in fact no sharp line between
a fake photon from an electron and a hard radiation off a collinear electron. The
no-lepton requirement will be implied whenever photon selection is mentioned in the
remainder of this thesis. This requirement also aligns the search phase space to that
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Figure 4.8: (a) Irel, (b) |d0|, (c) |dz|, (d) Nµ-stn., (e) Nµ-val., (f) Ntrk.-val., (g) Npix, (h)
χ2/Nd.o.f., and (i) δpT/pT distributions of muon objects with pT > 25 GeV matching
the muon plus photon HLT object. See Fig. 4.3 for the meanings of the different
histograms.

simulated in the Zγ MC simulation sample, as mentioned in the previous paragraph.

Figure 4.9 show how the latter two vetoes affect the data, the Wγ and Zγ back-
ground, and the signal simulations. The top panels show the 2-dimensional distribu-
tions of the invariant mass of the leading photon-lepton system versus ∆R from the
leading photon to the nearest lepton object. The bottom panels are the projection of
the distributions onto the ∆R axis, overlaid with arbitrarily normalized background
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Figure 4.9: Invariant mass of the leading photon-electron (muon) system versus
∆R from the leading photon to the nearest electron (muon) object, in the eγ (µγ)
channel data. Bottom panels of show the projections of the distributions to the ∆R
dimension, overlaid with corresponding distributions from Wγ and Zγ background
and a SUSY signal simulation. The distributions in the eγ (µγ) channel is shown on
the left-(right-)hand side. For the eγ channel, the invariant mass band in mZ±10 GeV
is removed from the projections.

and SUSY signal distributions from simulation. From the left-hand side of Fig. 4.9
it is clear that the Z veto removes a large proportion of the eγ events, which are
dominantly background. The third requirement is effective in the µγ channel, as seen
on the right-hand side. A clear cutoff of the Wγ and Zγ distributions in the lower
panel of both figures illustrates the invalidity of the MC simulation in the low-∆R
region.

Finally, the collected events are compared to the background estimation in the
signal region, which is defined by Emiss

T > 120 GeV and MT > 100 GeV. The trans-
verse mass MT is defined for each event as MT :=

√
2Emiss

T pT
`[1− cos ∆φ(`, Emiss

T )],
where pT

` is the magnitude of the transverse momentum of the leading lepton and
∆φ(`, Emiss

T ) is the azimuthal opening angle between the lepton transverse momentum
and the Emiss

T vector.

94



Table 4.5: Event selection and number of events after successive event selections.

Requirement eγ Channel µγ Channel

HLT and MET filters 26,733,051 19,456,571
≥ 1 good γ 2,718,364 243,664
≥ 1 good ` 70,736 32,173
∆R(γ, `) > 0.8 68,168 30,232
Z veto 29,169 -
Emiss

T > 120 GeV, MT > 100 GeV 110 152

Table 4.5 summarizes the event selection requirements along with the number of
events surviving each selection.

4.7 Jet Selection

Jets are used later in this analysis to calculate the HT variable, defined as the sum
of the magnitudes of the pT of the jets. To limit the influence of soft and PU jets, a
jet must pass the following criteria to be considered in the HT sum:

• pT > 30 GeV

• |η| < 2.5

• No closer than ∆R = 0.5 from the nearest candidate photon or lepton

• Not tagged as a PU jet by an identification algorithm.

The PU jet identification algorithm [96] in the last criterion calculates the likeli-
hood that a jet originates from a scattering at a non-primary vertex. The likelihood
is calculated by a boosted decision tree (BDT) which analyzes variables related to
the association of constituent charged particles to the primary vertex and the cluster
shape of the jet. A cut on the BDT output is selected so that 87% of PU jets are
rejected while 99% of non-PU jets are retained, for a jet pT between 30 and 50 GeV.

4.8 Simulation

4.8.1 Simulation Data Sets

Multiple MC simulations of SM processes are employed in the analysis for background
studies. All data sets are officially produced full simulation samples, as described in
Sec. 3.5.2. Table 4.6 at the end of this subsection lists the name, the generator, the
cross section, and the effective integrated luminosity (N/σ) of each data set. The
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cross section is taken from literature [97, 98] when available. For the tt̄γ sample, a k-
factor of 2.0 [99] is applied to the cross section calculated by the generator. For WW
and WZ samples, NLO cross sections calculated by mcfm are used. For tt̄ samples,
NNLO cross section of the inclusive production [97] is multiplied by the appropriate
branching fraction for each sample. For all other data sets, the value calculated by
the generator upon event generation is assigned. To ensure that the high-pT region
of the phase space is sufficiently covered, some data sets are generated separately in
bins of pT of the particle of interest. Such data sets are always used in combination
according to their weights (see Eq. (4.1)) in the analysis. For the samples generated
with MadGraph 5, software versions in the 1.3 family are used, and up to 2 extra
partons are added to the primary process.

The MSSM signal is modeled by three simplified model simulations. In a simplified
model, the parameter space of some beyond-the-standard-model (BSM) physics is
represented by masses of one or two lightest BSM particles. The other BSM particles
that might appear in a realistic scenario are considered decoupled, i.e., too heavy to be
directly produced or significantly alter the behavior of the light particles radiatively.
Of the three signal models, one features MSSM-like branching ratios, while the other
two are further simplified and force the decays of BSM particles exclusively to final
states involving a photon and a W boson. The models are called GMSB, TChiwg, and
T5wg, with the latter two being exclusive.

The physics description of the signal models are given below:

• GMSB: This is a simplified model of the MSSM where the gluino (g̃) and the

winos (W̃) are the only sparticles accessible at the LHC. The model phase
space is scanned by the MSSM parameters M2 and M3, while all other soft
masses and the µ parameter are set to 5 TeV. In such a decoupling limit, M2

and M3 correspond to physical wino and gluino masses (mwino and mgluino), and
the lightest electroweakinos χ̃±1 and χ̃0

1 become almost pure winos. An event in
the data set can be either a g̃g̃ or χ̃±1 χ̃

0
1 pair-production, illustrated in Fig. 4.10.

Processes χ̃±1 χ̃
∓
1 and χ̃0

1χ̃
0
1 also exist but are not considered since the former

does not feature a photon plus lepton final and the latter has a negligible cross
section. The cross section of processes mediated by the sleptons, squarks, and
other sparticles are also negligible. The only kinematically allowed decays of g̃
are either to qqχ̃±1 or qqχ̃0

1. Similarly, the χ̃±1 decay is limited to W±G̃ and χ̃0
1

to γG̃ or ZG̃. The mass parameter space of 715 GeV ≤ mgluino ≤ 1615 GeV and
205 GeV ≤ mwino ≤ (mgluino − 10 GeV) is sampled with 50 GeV steps in both
mwino and mgluino.

• TChiWg: This is a model initiated by the direct production of gaugino-like par-
ticles χ̃± and χ̃0. The decays of χ̃± and χ̃0 are restricted to W±G̃ and γG̃,
respectively, where G̃ is a nearly massless BSM particle. Thus the model closely
resembles the electroweakino production in the GMSB model, but with a fixed
neutralino decay. A mass range of 100 GeV ≤ mχ̃ ≤ 800 GeV, where mχ̃ is the
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Figure 4.10: χ̃±1 χ̃
0
1 (left) and g̃g̃ (right) productions in the GMSB model which leads

to the photon plus lepton final state signature.

degenerate mass of χ̃± and χ̃0, is sampled in 10 GeV steps.

• T5Wg: This is a model designed after the strong-production mode of the GMSB

model. In each event, a pair of gluino-like colored particles is produced. The
symbol g̃ is also used to describe this particle when discussing this simplified
model. Each g̃ decays either to qqχ̃± or qqχ̃0 with equal likelihood, but the
g̃g̃ decays to χ̃±χ̃∓ and χ̃0χ̃0 are not considered because they do not lead to a
photon plus lepton final state. The samples are generated varying the mass of
g̃ (mg̃) and mχ̃. The phase space of 400 GeV ≤ mg̃ ≤ 1350 GeV and 25 GeV ≤
mχ̃ ≤ (mg̃− 25 GeV) is scanned with 50 GeV steps in the two mass parameters.

The GMSB model data set is privately produced and generated exclusively with
pythia 6.4. The input mass spectrum for each mass point is written in a SUSY Les
Houches Accord (SLHA) [100] file produced by SuSpect2.41 [101] and SDECAY1.3 [102].
The former program calculates the mixing matrices given the input mass spectrum
at the weak scale. Its output is passed to the latter, where the branching ratios are
derived from the mixings. The mass of G̃ is not specified in the SLHA. The “GMSB”
option in pythia is turned on to simulate the NLSP decays to G̃ and its SM part-
ner. For each mass point, 25,000 g̃g̃ production and 12,500 χ̃±1 χ̃

0
1 production events

are generated. The two production modes are processed independently because their
cross sections are calculated separately, and later combined into a single data set.

The generation of the TChiWg and T5Wg data sets, which are semi-official, employs
both MadGraph 5 and pythia 6.4. The initial pair-production of the BSM particles
is simulated with MadGraph 5 version 1.5.4 using the mssm model, with up to 2
additional partons. To run with the mssm model, χ̃± and χ̃0 were identified with the
winos and g̃ with the gluino. The subsequent decays of χ̃±, χ̃0, and g̃ were simulated
by pythia. The input to MadGraph is a mass spectrum also written in a SLHA file
for each parameter point, but mixings and branching ratios are not calculated since
the generation did not involve any decay. The output Les Houches Events (LHE) [89]
files from MadGraph 5, which list the four-momenta of the pair-produced sparticles
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and additional partons, are then processed by pythia 6.4 to simulate the isotropic
decay of the BSM particles. The events with the decayed BSM particles are once
again written out to LHE files. These LHE files are passed to the CMS central MC
production machinery to generate all remaining decays and the parton shower with
pythia, and then run the detector simulation. Approximately 60,000 events are
generated for each mass point of the TChiWg and T5Wg data sets.

The cross sections for the GMSB points are calculated with prospino2 [21] by
running over the input SLHA files. The factorization scale µF was set to mZ in the
calculation. The calculation accuracy of prospino2 is NLO in QCD. For TChiWg

and T5Wg, the cross sections calculated by the LHC SUSY cross section working
group [103] for chargino-neutralino production and gluino pair-production simplified
models are assigned. The gluino pair-production cross sections are scaled by a factor
0.5, accounting for the ignored g̃g̃ decays to χ̃±χ̃∓ and χ̃0χ̃0. Figure 4.11 shows the
cross sections assigned to the three models.

For the GMSB model, the branching fraction to the photon plus lepton final state is
dependent on the gluino and wino masses. Since the branching fraction differ also by
the SUSY production mechanism, for each mass point, an effective branching fraction
b is calculated as

b =

(∑
P σPN

γ`
P

)2

∑
P σ

2
PN

γ`
P

/
(
∑

P σPN
gen.
P )2∑

P σ
2
PN

gen.
P

, (4.4)

where P ∈ {g̃g̃, χ̃±1 χ̃
0
1} is the production process, σP is the cross section of the process

for the mass point, Nγ`
P is the number of events with a photon plus lepton final state,

and Ngen.
P is the number of generated events. The effective branching fractions for the

eγ channel are also shown in Fig. 4.11. The values for the µγ channel are identical.
The corresponding fractions for the TChiWg and T5Wg models are trivial and are given
by the leptonic branching fractions of the W boson.

Unlike the SM background data sets, the detector response to the signal models are
simulated by the CMS fast simulation described in Sec. 3.5.2. The simulated samples
are then subjected to the full event selection criteria applied to data to estimate how
many signal events are expected in the signal region (see Sec. 4.6) for each mass point.
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Table 4.6: List of MC simulation data sets for SM processes used in this analysis. In the table, ET
γ and pT

W are the
pT of the photon and W boson, respectively, and p̂T is the hardest parton. Semi-leptonic and full-leptonic decays refer
to the cases where one or two W bosons from the top quark decay leptonically. The abbreviations in the data set names
are as follows: [8MG] = 8TeV-madgraph; [Z2∗] = TuneZ2star or TuneZ2Star.

Name Condition Generator σ (pb) Leff ( fb−1) CMS data set name

Wγ

30 GeV < ET
γ < 50 GeV

MadGraph 5

21.88 39.7 WGToLNuG PtG-30-50 [8MG]

50 GeV < ET
γ < 130 GeV 3.647 311.2 WGToLNuG PtG-50-130 [8MG]

ET
γ > 130 GeV 0.2571 1834.5 WGToLNuG PtG-130 [8MG]

Zγ
ET

γ < 130 GeV
MadGraph 5

132.6 49.7 ZGToLLG [8MG]

ET
γ > 130 GeV 0.0478 10400 ZGToLLG PtG-130 [8MG]-pythia6 tauola

tt̄γ MadGraph 5 2.888 596 TTGJets [8MG]

WWγ MadGraph 5 0.528 576.3 WWGJets [8MG] v2

tt̄
Semi-leptonic

MadGraph 5
108.7 229.6 TTJets SemiLeptMGDecays [8MG]-tauola

Full-leptonic 26.8 465.6 TTJets FullLeptMGDecays [8MG]-tauola

WW pythia 6.4 56 178.6 WW [Z2∗] 8TeV pythia6 tauola

WZ pythia 6.4 33.21 301.1 WZ [Z2∗] 8TeV pythia6 tauola

W+jets

pT
W < 50 GeV

MadGraph 5

36703.2 1.57 WJetsToLNu [Z2∗] [8MG]-tarball

50 GeV < pT
W < 70 GeV 811.2 59.70 WJetsToLNu PtW-50To70 [Z2∗] [8MG]

70 GeV < pT
W < 100 GeV 428.9 52.34 WJetsToLNu PtW-70To100 [Z2∗] [8MG]

pT
W > 100 GeV 228.9 55.67 WJetsToLNu PtW-100 [Z2∗] [8MG]

Drell-Yan MadGraph 5 2950.0 10.33 DYJetsToLL M-50 [Z2∗] [8MG]-tarball

Drell-Yan Fastsim MadGraph 5 2950.0 10.33 DYJetsToLL M-50 [Z2∗] [8MG]-tarball

QCD

30 GeV < p̂T < 50 GeV

pythia 6.4

6.63× 107 9.05× 10−2 QCD Pt-30to50 [Z2∗] 8TeV pythia6

50 GeV < p̂T < 80 GeV 8.15× 106 7.36× 10−1 QCD Pt-50to80 [Z2∗] 8TeV pythia6

80 GeV < p̂T < 120 GeV 1.03× 106 5.83 QCD Pt-80to120 [Z2∗] 8TeV pythia6

120 GeV < p̂T < 170 GeV 1.56× 105 38.5 QCD Pt-120to170 [Z2∗] 8TeV pythia6

170 GeV < p̂T < 300 GeV 3.42× 104 175 QCD Pt-170to300 [Z2∗] 8TeV pythia6
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4.8.2 Pileup Reweighting

All of the MC simulation samples described above include multiple simulations of
minimum bias scattering in each event together with the primary physics process.
The additional interactions model the PU. For full-simulation samples, PU from the
neighboring bunch crossings as well as the event bunch crossing are injected. To
simulate a realistic effect of PU, the number of additional interactions are randomly
chosen from a predetermined distribution, called the PU profile. Because the PU
profile had to be predicted for the production campaign of the MC simulation data
sets before the 2012 run started, there is a discrepancy between the observed and
simulated PU profiles. The PU profile used in the data sets listed in Sec. 4.8.1 is
called S10.

Since PU plays an important role in many aspects of the object reconstruction
and selection, a correction is applied to the simulation samples by assigning each
event a weight determined by the number of interaction vertices that it is generated
with. While it is simple to compare the number of reconstructed vertices between
data and MC simulation, doing so will lead to a bias, since the vertex reconstruction
efficiency itself depends on the PU activity in the event. Therefore, to compare the
profiles that are as unbiased as possible, the number of generated vertices in the
MC simulation (NMC,true

vtx ) and the predicted number of inelastic scatterings in data
(Ndata,pred.

vtx ) are used to derive the weights. The prediction in data is made for every
23 second interval of the 2012 run using the instantaneous luminosity information
and the total pp inelastic scattering cross section of the proton of 69.4 mb, which is
an extrapolated value from the

√
s = 7 TeV measurements [104, 105].

The distributions of Ndata,pred.
vtx and NMC,true

vtx , as well as their ratio are shown in
Fig. 4.12. Each MC simulation event is weighted by the ratio value corresponding to
the NMC,true

vtx of the event. As a cross-check of the reweighting method, distributions of
the number of reconstructed vertices in Z→µµ events for data and MC simulation are
compared, with and without reweighting applied to the simulation. Figure 4.13 dis-
plays this comparison, which shows that the reweighting clearly brings the simulation
distribution closer to that in data.

4.8.3 Efficiency Corrections

To compare the MC simulation with data, differences in trigger and object selection
efficiencies must be accounted for. In a similar manner to the PU reweighting, the
MC simulation events are given weights according to the data-to-simulation efficiency
scale factors (ESF). For each simulation event, the weight w is calculated as

w =
∏
j∈pass

Rj ·
∏
k∈fail

1−Rkε
MC
k

1− εMC
k

, (4.5)

where εMC is the full selection efficiency, i.e., the probability of firing the trigger and
passing the offline selection, of simulated photons and leptons. Rj is the ESF, defined
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Figure 4.12: Left: Predicted number of vertices in data and true number of generated
vertices in simulation with S10 profile. Right: Data-to-simulation ratio.
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Figure 4.13: Comparison of the number of reconstructed vertices in Z→µµ data and
simulation, with and without PU reweighting.

as Rj = εdata
j /εMC

j with data efficiency εdata. Indices j and k run over all photons and
leptons in the event, where j is used for the objects that pass the selection criteria and
k for those that fail. The first factor in Eq. (4.5) represents the efficiency corrections,
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while the second factor gives the inefficiency corrections.
In general, the selection and trigger efficiencies depend on the event properties such

as the amount of hadronic activity, and thus differ slightly from sample to sample.
The inherent assumption in this formula is that the variation of the efficiency values
under such effects are proportional between data and simulation, so that the ESF
stays constant if events with similar properties are compared.

The calculation of efficiency values requires a sample of pure objects. In MC
simulation, such a sample is trivially prepared because it is possible to know from the
MC truth information which particle caused the detector hits of the reconstructed
object. Thus the derivation of the ESF amounts to a measurement of εdata using
various techniques. The efficiency measurements are discussed in Sec. 5.6.

The ESF values for the signal simulation samples are different from those in the
background samples, because the former is produced with the CMS fast simulation,
which has an inferior modeling of the detector response. Therefore, correction factors
are applied to the ESF values for the signal samples. These factors are obtained by
comparing the Drell-Yan (DY) and DY Fastsim data sets, which are simulations of
identical physics processes with the full and fast simulation.
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Chapter 5

Data Analysis

5.1 Outline

The principal concern of the data analysis in this SUSY search is to accurately es-
timate how many of the candidate events selected in the signal region as described
in Sec. 4.6 can be attributed to known SM processes. Multiple SM processes, or
backgrounds, can contribute events in the signal region. There is no way to distin-
guish the SUSY signal from the SM backgrounds on an event-by-event basis, since
the signal region is by definition where all the cuts have been applied. Therefore, the
background estimation must be done statistically.

Three categories of SM backgrounds are considered. The first is the fake photon
category, where the photon objects in the candidate sample are not physical prompt
photons. This category is further split into two sub-categories: one in which the
photon object is faked by an electron; and one where it is faked by hadrons. The
second is the fake lepton category, where the lepton candidate objects arise from
hadronic activities. The last background category is the electroweak (EWK), which
is dominantly SM Wγ and Zγ productions. In particular, leptonically decaying Wγ
events have the final state of an energetic photon, a lepton, and significant Emiss

T from
the escaping neutrino, which is exactly the signature investigated in this search. The
two backgrounds are collectively called the Vγ background. Subdominant components
of the EWK category are the rare multiboson and top quark production, which have
minor contributions in total but are not negligible in the high-Emiss

T region. The so-
called “double fake events”, where both the photon and the lepton objects are the
results of mis-identification, are accounted for consistently among the fake background
estimation methods.

The two types of fake photon backgrounds are estimated from control samples in
real data, as opposed to simulation. Since the interest is in not only the amount of
backgrounds but also their distributions in the kinematic variables such as Emiss

T , the
following method has been developed. First, a control sample enriched in electrons or
jets that fake the photons is prepared. This control sample is called the proxy sample.
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The selection of events for the proxy sample is such that the proxy objects, i.e., the
electrons or jets, have similar kinematic properties to that of the faking objects in the
signal candidate events. The events in the proxy sample are then assigned weights
so that their weighted distributions in the kinematic variables of interest predict the
distributions of the fake photon events in the signal region, both in shape and in
normalization. The event weights are called transfer factors, and are measured from
real data. Sections 5.2 and 5.3 describe the fake photon background estimations.

The fake lepton background is also estimated from real data using a control sam-
ple, but without determining its absolute normalization. Instead, the normalization
is given together with that for the Vγ background, whose distribution shapes are
taken from MC simulation. Template fits in a low-Emiss

T control region are used to
determine the predicted rates for the two backgrounds simultaneously. Lastly, the
rare backgrounds are fully simulation-based and are normalized to the theoretical
cross sections. The fake lepton and EWK background estimations are described in
Sec. 5.4 and 5.5.

In the remainder of this chapter, real data samples are simply called data. Since
the analysis involves comparing simulated background samples to data, the data-
to-simulation ESF must be determined and applied to the simulation samples. As
mentioned in Sec. 4.8.3, the non-trivial parts of the ESF determination are the effi-
ciency measurements on data, which are described in Sec. 5.6.

Throughout this analysis, events with Emiss
T > 70 GeV are excluded in the back-

ground estimation methods whenever the potential signal contribution can bias the
result. This cut is determined by observing that one T5wg point, with mg̃ = 500 GeV
and mχ̃ = 425 GeV, has 95% of its events in the Emiss

T > 70 GeV region. Since this is
a relatively low-mass point, it is expected that this fraction is even higher for more
relevant higher-mass points.

5.2 Fake Photon Background Due to Electrons

Events with an electron faking a photon are relevant in the eγ channel, where the
identified electron and photon candidates can in fact be two electrons from DY dielec-
tron production. Additionally, in both channels, events from fully leptonic tt̄ decays
resulting in eµ or ee have minor contributions to the tail of the Emiss

T distribution, if
one of the electrons fake the photon. The data-driven estimation of the background
contribution from such sources is described below. The full details of the estimation
for the eγ channel is presented first. The procedure in the µγ channel is almost
identical and is described at the end of this section.

5.2.1 Electron Proxy Sample Definition (eγ)

The proxy sample for the eγ channel is obtained by replacing the photon object in
the signal candidate sample by an electron proxy object, while keeping all the other
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selection criteria unaltered. The electron proxy object, in turn, is a photon object
which is selected by a set of conditions identical to the candidate photon selection,
except for the pixel and GSF veto requirements, which are inverted. In other words,
the electron proxy must fail either one or both of the pixel and GSF veto, but still
satisfy the PF charged hadron veto. The reason for not inverting the latter is as
follows. The electron proxy object is supposed to be a reconstruction of a physical
electron. Having a PF charged hadron matched to it indicates a mis-reconstruction in
the PF algorithm, which adversely affects the resolution of other quantities calculated
from PF objects, in particular Emiss

T . Thus, events where the photon candidate fails
the PF charged hadron veto are also disregarded from the electron proxy sample.

When more than one electron proxy object can be identified in the event with an
accompanying electron candidate, all proxy-electron pairs are used in the background
estimation independently as if they come from two different events. Such a case
typically arises when the two electrons from a Z boson decay are both in the barrel
and have sufficiently high pT. Since the electron proxy definition and the candidate
electron selection are not mutually exclusive, it is possible for the e+e− pair to reg-
ister as proxy-electron combinations in two ways. This apparent double-counting is
intentional; since the proxy-to-fake transfer factor represents how many electron fakes
are expected per electron proxy object, every proxy configuration that would become
a candidate event by replacing the electron proxy with a candidate photon must be
counted. In other words, conceptually, the number of fake photons is estimated as
the number of electron proxy objects, instead of the number of events, that appear
in the electron proxy sample, multiplied by the transfer factor.

5.2.2 Transfer Factor Measurement (eγ)

To determine the transfer factor R = Nf/Np, where Nf is the number of fake photons
arising from electrons and Np the number of electron proxy objects, the electron fake
rate f , defined as

f =
Nf

(Np +Nf)
, (5.1)

is measured first. The fake rate is trivially related to the transfer factor by R =
f/(1− f).

The fake rate, and therefore the transfer factor, is determined as a function of
several event variables such as the pT of the electron. Each event in the proxy sample
receives a weight that depends on the values of these variables in the event. The use
of a functional transfer factor, as opposed to a scaling of the entire proxy sample by
a single factor, is motivated from the observation that different simulation data sets
exhibit starkly different overall fake rates. The fake rates however agree when looked
in fine bins of certain variables, i.e., seen as a function of these variables. Thus the
reason for the disagreement is that the distributions in these variables differ between
the data sets, due to the difference in the simulated physics process. For example,
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Figure 5.1: Distributions of the pT
e (left), Ntrk (center), and Nvtx (right) in two

simulation samples representing the most relevant physics processes. Only photon
objects matched to a generator-level electron was used for the pT

e distribution, and
only events containing such photons are used for the other two distribtuions.

Z→ee process has a strongly peaking electron pT distribution, while that of the tt̄
process is smooth but has a long tail towards high pT. When a function of pT is
integrated together with such two different distributions to obtain an average in the
sample, the result can differ significantly. The implication is that the overall fake
rate, which is such an integral of the fake rate function, is not reliable when it is
measured in one sample but applied to another. Since the fake rate is measured on a
Z→ee sample as described below but is also used to estimate the tt̄ background in the
signal region, the underlying fake rate function is needed for an accurate background
estimation.

The following three variables are chosen as the argument to the fake rate function:
the transverse momentum of the fake or proxy electron (pT

e); the number of tracks
associated with the primary vertex (Ntrk); and the number of reconstructed vertices
in the event (Nvtx). The first two variables are chosen to factor out the differences
between physics processes, as mentioned above. The number of vertices, on the other
hand, was used to mitigate the mis-modeling of the background pileup distribution,
which in turn can cause mis-estimation of the resolutions of quantities such as Emiss

T .
The second variable, Ntrk, is not a commonly studied variable; its significance in
characterizing the event is described in Sec. 5.2.7. Figure 5.1 shows the distributions
of these three variables for Z→ee and tt̄ simulations.

The fake rate measurement employs the tag-and-probe (TP) technique on Z→ee
decay. In a TP measurement, the decay products of a well-identified resonance such
as the Z boson is utilized to study the selection efficiency of various object selection
criteria, such as the photon candidate selection and the electron proxy selection, on
one of the decay products, such as an electron from a Z→ee decay. The reconstructed
object (e.g. a photon object) where the different object selections are tried is called
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the probe. All decay products except for the one corresponding to the probe must
be well-identified, and are collectively called the tag. From the invariant mass distri-
bution of the tag-probe system around the resonance mass, the number of resonance
decay events can be estimated. The ratio of the selection efficiencies of the different
selection criteria can then be inferred from the ratio of the estimates of the numbers
of resonance decays with different probe definitions.

For the fake rate measurement, the TP method is performed on a sample (TP
sample) of dielectron events with one electron object, the tag, passing the selection
criteria in Sec. 4.4. The sample is taken from the Photon/DoublePhoton data set in
the control region Emiss

T < 70 GeV. The event selection in fact follows that of the eγ
channel closely. Besides the electron, a photon object passing the photon candidate
selection excluding the pixel and GSF veto requirements must be present in the event.
This photon object is the probe in the measurement. The ET threshold of the probe
is lowered to 25 GeV to allow for a wider ET range for this measurement. This implies
that the probe is not always matching the leading leg of the diphoton trigger, which
is one of the photon selection criteria in Sec. 4.3, and instead it is only required
that either of the tag or the probe matches it. Both objects still have to match the
trailing leg. Additionally, for a probe with ET < 40 GeV, the tag pT has to be greater
than 40 GeV to ensure that the measurement is performed in a kinematic region
that the diphoton trigger is fully efficient. The sample thus prepared constitutes the
denominator sample of the fake rate measurement; its subset where the probe passes
the full photon selection criteria is the numerator sample.

To derive the fake rate as a function of pT
e, Ntrk, and Nvtx, the full TP sample

is binned in these variables and a fake rate measurement is performed in each bin
separately. The bins in which the individual measurement took place are referred
to as TP bins in the remainder of this section. Assuming that the 2-dimensional
(pT

e, Ntrk) distribution and the 1-dimensional Nvtx distribution do not correlate, the
same data set is binned in two different ways, once in the first two variables and then
in Nvtx. The basis of this assumption is discussed in Sec. 5.2.5. In total, 119 TP bins
are analyzed.

5.2.3 Individual Fake Rate Measurement (eγ)

In each TP bin, the fake rate given in Eq. (5.1) can be calculated by estimating Nf and
Np + Nf from the number of Z→ee events in the numerator and denominator. This
estimate is obtained from a fit to the dielectron invariant mass distribution around
mZ. The integral of the function that describes the mZ distribution gives the number
of Z boson decays present in the sample.

The invariant mass fit is performed using a probability distribution function which
comprises two templates, one for the signal (Z boson decay) and another to model the
background. The signal template is constructed from simulation events by applying
the denominator sample selection to the DY data set and taking the invariant-mass
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distribution. In addition, to be used for the signal template, the tag and probe objects
are required to each match by ∆R < 0.1 to a generator-level final-state electron
that originates from a Z boson. To form the probability distribution function of the
invariant mass distribution, a Gaussian adaptive kernel estimator [106] is employed
whenever computationally viable. Otherwise, i.e., when there are abundant events to
form the distribution, a histogram-based template with a second-order interpolation
is used. One signal template is produced for each TP bin, and is used for each fit
on both the denominator and numerator sample. To account for detector resolution
effects and loss of electron energy due to radiation, the template is convoluted with
a Gaussian with the mean and width floating for each fit.

The background template is taken from the MuEG data set. The underlying idea
is that the background in the fit sample is dominantly due to processes that involve
a real electron, such as Wγ → eνγ and Z→ eeγ. Such processes are lepton-flavor
symmetric, i.e., have virtually identical rate for electronic and muonic events. Thus,
the shape of the background can be approximated by the invariant mass distribution
formed by a muon and the probe. The details of the background template preparation
are as follows. As in the event selection for the µγ channel, events with at least one
muon with pT > 25 GeV matching the muon leg of the trigger are required. The probe
definition is identical to the TP sample, except for the trigger requirement. Since it
is not possible to require the probe to match the diphoton trigger object in this
case, the offline isolation criteria IECAL < 5 GeV, IHCAL < 5 GeV, and ITrk < 5 GeV
are applied in place of the trigger-matching condition. The background probability
distribution function is constructed from this muon-probe sample by the Gaussian
kernel estimator mentioned above.

The floating parameters in the fit are the normalization factors of the templates
and the signal smearing and shifting parameters. Extended maximum likelihood fits
are performed for the denominator and numerator samples. An example of such fits
are shown in Fig. 5.2.

Once the shape and normalization of the signal template are determined, the
resulting signal mass distribution is integrated from 60 GeV to 120 GeV. The fake rate
of the TP bin is then calculated as the ratio between the integral in the numerator
sample to that in the denominator sample. Figure 5.3 shows the calculated fake rate
in each TP bin, represented as points in the plots in the panels on the left-hand side.
The error bars on the points include the systematic uncertainties, discussed next.

5.2.4 Systematic Uncertainties on Tag-and-Probe (eγ)

Since each fake rate value is essentially an inefficiency fraction, where the statisti-
cal fluctuations of the numerator and denominator are in principle correlated, the
Clopper-Pearson 1 σ interval is assigned as its statistical uncertainty. This treatment
is equivalent to assuming that the number of Z decays are counted perfectly, both in
the numerator and the denominator. In reality, however, the fit method has certain
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Figure 5.2: Fits to the Z boson mass peak for the determination of the electron
mis-identification rate. The black dots, the blue solid line, and the blue dashed line
represents the target distribution to be fit, the full fit model, and the background
model, respectively. Left: denominator sample for 46 GeV < pT

e < 50 GeV and
25 ≤ Ntrk ≤ 29. Right: numerator sample in the same pT

e and Ntrk bin.

inaccuracies, which will manifest themselves as systematic errors on the counts. A full
evaluation of the uncertainty would therefore require a convolution of the systematic
uncertainty with the statistical one. However, it is observed that the full convolution
gives a result similar to what is obtained by simply adding the two in quadrature.
For the sake of simplicity, the latter method is used to combine the statistical and
systematic uncertainties.

The mis-modeling of both the signal and the background templates are the major
systematic errors. The effect of each error is evaluated independently. In addition,
the fake rate measurement is tested on MC simulation to account for other residual
errors.

To assess the effect of the signal template mis-modeling, the fit procedure is per-
formed with no Gaussian convolution to the signal template. The resulting fake rates
differed from the nominal values by 1-2%. The effect of background mis-modeling is
estimated using a modified background template, which employed a mixture of DY
and W+jets MC simulation samples. In such a mixture, the shape of the background
template obtained by the muon-probe selection is compared to the shape of the true
background, i.e., tag-probe events where the probe is not matched to a generator-level
electron. The top panels of Fig. 5.4 show both distributions. The contributions from
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Figure 5.3: Left: Measured fake rate in (pT
e, Ntrk) (top) and Nvtx (bottom) bins.

The fake rate functon, discussed in Sec. 5.2.5, are overlaid respectively as a colored
surface and a line to the measured data points. Right: Normalized fit residuals of the
fake rate function.

the two simulation data sets are indicated separately. The distributions are overlaid
in the bottom-left panel of the same figure. The ratio of the two distributions is then
multiplied to the data muon-probe mass distribution, thus modifying its shape. The
TP fit is repeated with this alternative background template, yielding fake rates that
are different from the nominal values by about 4%. The right bottom panel of Fig. 5.4
shows an example of the muon-probe mass distributions in data before and after this
modification.
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butions in simulation. Only the tag-probe events where the probe does not match
an electron from Z→ee are used for the left plot. The contributions from W+jets
(yellow) and DY (green) samples are stacked. Bottom left: Comparison of the over-
all shapes from the two top panels. Bottom right: An example of reshaping of the
background in data. The blue curve (original muon-probe distribution) is multiplied
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Additionally, to account for residual effects, the full fake rate determination pro-
cedure is performed on a MC simulation sample mixture mentioned above. The
discrepancy between the fake rate in simulation calculated through the TP fits and
the true fake rate is then used as the third measure of the systematic uncertainty.
The true fake rate is calculated by requiring the probe to match a generator-level elec-
tron in the identical way used to form the signal template sample. The systematic
uncertainty obtained this way is less than 2% in most of the TP bins.

All three estimates are then combined in quadrature with equal weights in each
TP bin, resulting in 2-5% systematic uncertainties for all bins. The statistical un-
certainties on the fake rate values, on the other hand, vary from 1% in the most
populated TP bins to 10% in the least.

5.2.5 Fake Rate Function Determination (eγ)

Once the fake rate is measured in each TP bin, its parametrization with a function
can be determined. As mentioned in Sec. 5.2.2, the fake rate is expressed as a function
of the three variables pT

e, Ntrk, and Nvtx. This function is assumed to be separable,
i.e., the electron selection efficiency of the inverted electron veto is factorable into
three single-argument functions. Under this assumption, the ansatz for the fake rate
f , or equivalently the electron selection efficiency ε = 1− f , takes the form

f(pT
e, Ntrk, Nvtx) = 1− ε(pT

e, Ntrk, Nvtx) = 1− ε0 · ε1(pT
e) · ε2(Ntrk) · ε3(Nvtx), (5.2)

where εi (i = 1, 2, 3) are functions that approach 1 in the limit where the correspond-
ing variable becomes irrelevant in discriminating electrons from photons, and ε0 is
a constant that encodes the other dependencies of the electron efficiency that are
not parametrized and thus have been ignored. The “irrelevancy limits” for the three
variables are pT

e →∞, Ntrk →∞, and Nvtx → 0.
The origin of the factor ε0 can be better understood from the following expression:

εS =

∫
ε(x1, x2, . . .)ρ

S(x1, x2, . . .)dx1dx2 . . . (5.3)

where εS represents the inclusive electron selection efficiency over the entire phase
space of sample S, ε(x1, x2, . . . ) is the electron efficiency expressed as a function of all
the variables that it depends on, and ρS is the corresponding distribution function of
the electron in S. The separability ansatz above is then equivalent to assuming the
form

εS =

∫
ε1(pT

e)ε2(Ntrk)ε3(Nvtx)ρS(pT
e, Ntrk, Nvtx)dpT

edNtrkdNvtx

·
∫
εr(y1, y2, . . .)ρ

S
r (y1, y2, . . .)dy1dy2 . . . , (5.4)
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where εr and ρSr are the remaining efficiency and distribution functions after the
three dependencies are factored out. In other words, the electron efficiency and the
probability distribution are both assumed to factorize into a function of the three
variables of interest and the remainder. It follows that

εS0 =

∫
εr(y1, y2, . . .)ρ

S
r (y1, y2, . . .)dy1dy2 . . . , (5.5)

where εS0 is the constant factor mentioned above for the specific data set S.
From the above it becomes evident that the factorization in Eq. (5.2) is not exact,

as for instance the fake rate is shown to have a dependency on the electron pseudo-
rapidity ηe and the pT

e, and ηe distributions are correlated. Furthermore, the constant
factor εS0 is dependent on the sample used to calculate it. Therefore, the ansatz should
be taken as a simplified approximation that will give a correct functional form up to
certain errors, and its goodness is to be carefully evaluated later (see Sec. 5.2.9).

Even if the efficiency function is assumed to be factorable to three single-argument
functions, Eq. (5.4) shows that the probability distribution is not necessarily separa-
ble. This situation can be simplified by noting that while pT

e and Ntrk are properties
of the hard scattering, Nvtx is not, and thus the probability distribution should fac-
torize into the form

ρ(pT
e, Ntrk, Nvtx) = ρH(pT

e, Ntrk) · ρP (Nvtx). (5.6)

The final result is then

ε = ε′0

∫
ε1(pT

e)ε2(Ntrk)ρH(pT
e, Ntrk)dpT

edNtrk (5.7)

= ε′′0

∫
ε3(Nvtx)ρP (Nvtx)dNvtx (5.8)

where ε′0 and ε′′0 are constant factors that are obtained after all the variables except
for the ones in the integrands are integrated out. The sample superscript S is omitted
for simplicity. Note that ρH cannot be assumed to factorize, and therefore pT

e or Ntrk

should not be integrated out to obtain a fake rate function dependent only on pT
e

or Ntrk. In practical terms, Eqs. (5.7)-(5.8) imply that the fake rate must be deter-
mined as a 2-dimensional function in the (pT

e, Ntrk) plane, and can be independently
parameterized as a 1-dimensional function of Nvtx.

The first step in the determination of the fake rate function is to study the MC
truth fake rate to select the functional forms of εi that best parametrize the observed
shapes. The following forms are chosen:

ε1(pT
e) = 1−

(
pT

e

c1

+ 1

)−α
, (5.9)

ε2(Ntrk) = 1− c2 · exp (−βNtrk) , (5.10)

ε3(Nvtx) = 1− γNvtx, (5.11)
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where α, β, γ, c1, c2 are free positive floating parameters.
The values of the parameters in Eqs. (5.9)-(5.11) are fixed through least-χ2 fits of

the functions
1− c′ε1(pT

e;α, c1) · ε2(Ntrk; β, c2)

and
1− c′′ε3(Nvtx; γ)

to the fake rates measured in each data TP bin. Here, c′ and c′′ are unimportant
normalization factors. The surface and the line in the top left and top right panels of
Fig. 5.3 represent the fit results. The residual difference of each point used in the fit,
normalized by the corresponding uncertainty, is shown in the panels on the right-hand
side of Fig. 5.3. The magnitude of the residual is less than the uncertainty value for
most of the points.

The parameters obtained from the fits are

α = 4.9± 2.3,

β = 0.296± 0.027,

γ = 0.000315± 0.000012,

c1 = 14± 11 GeV,

c2 = 0.143± 0.024.

(5.12)

The overall constant ε0 in Eq. (5.2) still remains undetermined. The value of this
factor is obtained from the self-consistency condition

ntotal
fake =

∑
i∈all probes

f(xi), (5.13)

where ntotal
fake is the total number of fake (passing photon selection) probes, obtained

by performing a TP fit to the entire numerator sample, and xi represents the values
of the variables of interest in each event. The sum on the right-hand side must be
taken over all probes that are due to true electrons. However, obviously there is no
way to tell the genuineness of the probe on a per-probe basis, which was in fact the
reason for employing the TP technique to count electrons. A workaround is to use
the set of electron-proxy probes, which has a higher purity. Since a fraction 1/ε of all
the probes are proxy objects,

ntotal
fake =

∑
i∈proxy

f(xi)

ε(xi)
=
∑

i∈proxy

1− ε0 · ε1(pT
e
i) · ε2(Ntrki) · ε3(Nvtxi)

ε0 · ε1(pT
e
i) · ε2(Ntrki) · ε3(Nvtxi)

. (5.14)

The observed value of ε0 = 0.9981 leads to the final expression for the fake rate

f(pT
e, Ntrk, Nvtx) = 1− 0.9981 ·

[
1−

(
pT

e

14 GeV
+ 1

)−4.9
]

· [1− 0.143 · exp (−0.296 ·Ntrk)] · [1− 0.000315 ·Nvtx] . (5.15)
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5.2.6 Systematic Uncertainty on the Fake Rate Function (eγ)

The uncertainty on the constant factor ε0 is used to estimate the overall uncertainty of
the fake rate function. The dominant uncertainty originates from the fit parameters,
and is calculated by observing how much ε0 changes when α, β, and γ from Eq. (5.12)
are moved within their fit uncertainties.

The specific algorithm used to determine the systematic uncertainty on f utilizes
so-called pseudo-experiments as follows. The parameters α, β, and γ are randomly
fixed to values pulled from normal distributions centered at the nominal values of
the parameters. The widths of these distributions are set to the uncertainties in
Eq. (5.12). The fake rate function is then refit to the measured fake rates to fix the
remaining parameters c1, c2 of the function in Eqs. (5.9)-(5.10), and to recalculate
the ε0 factor using the new set of parameters. This procedure is repeated 1000 times
to obtain a distribution of the ε0 value. The 1σ interval of this distribution, 0.0002,
is then taken as the systematic uncertainty on ε0.

The uncertainty on ε0 is propagated to the overall uncertainty on the fake rate
function as

δf

f
∼ δε0
f total

= 14.2%, (5.16)

where f total is the inclusive fake rate for all probes with pT
e > 25 GeV.

5.2.7 Dependence of the Fake Rate on Track Multiplicity

The dependency of the electron-to-photon fake rate on Ntrk arises from the imple-
mentation of the ECAL-driven electron reconstruction (see Sec. 3.4.3) that becomes
inefficient in low-multiplicity events. In the ECAL-driven electron seeding, for each
ECAL supercluster that passes the loose ET and H/E cuts, trajectory seeds (see
Sec. 3.4.1) that are consistent with the possible helix of the electron track are searched
for. The seed finding tests two helices, one for each charge assumption, that connects
the center of mass of the supercluster and the beam spot. The cluster ET is used to
calculate the curvature of the helices. The innermost hit of the trajectory seed must
lie in a wide z-φ window around the point where the helix crosses the corresponding
tracker layer. If the trajectory seed satisfies this condition, the z position of the pri-
mary vertex is re-approximated using the position of the innermost hit, and another
hit in the trajectory seed that is consistent with the helix is searched for. If one such
hit is found, the trajectory seed becomes the electron seed.

As mentioned in Sec. 3.4.1, the trajectory seeding proceeds in iterations. The
algorithm of the first iteration selects triplet hits from the pixel tracker and has ap-
proximately 82% efficiency for electron tracks. The second iteration, which brings
the overall efficiency to approximately 96%, selects pairs of pixel hits using pixel ver-
tices as the constraint in the track segment identification. Pixel vertices are primitive
vertices formed using only the pixel tracker hit information before complete tracks
are reconstructed. Being limited by the available information, the pixel-vertexing
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Figure 5.5: Electron seeding efficiency after each iteration of trajectory seed recon-
struction in the DY simulation.

algorithm is not capable of recognizing the hard-scattering vertex if there are too few
tracks emerging from it. Thus the second trajectory-seeding iteration is inefficient
when the charged-particle multiplicity of the primary scattering is low. Since the
true number of charged particles cannot be known in data, Ntrk is used as a proxy to
this quantity.

This point is confirmed in the DY MC simulation data set by considering the
trajectory seeds formed in each iteration separately, and for each iteration measuring
the efficiency of successfully forming a seed for an electron. Figure 5.5 shows the
overall electron seeding efficiency after each iteration of the trajectory seeding. There
are 7 iterations in the trajectory seed search for the electrons. Figure 5.6 then breaks
down the efficiencies in bins of charged particle multiplicity of the hard scattering.
A dependency on the latter is clearly observed after the second iteration, and the
inefficiency in bins with low number of tracks is not covered in later iterations.

5.2.8 µγ Channel

The electron proxy sample in the µγ channel is defined in a similar way to the eγ
channel; the photon candidate object is replaced by an electron-veto-inverted proxy
object. Similarly to the eγ channel, when multiple electron proxy objects are identified
in an event, each proxy-muon pair is used in the background estimation independently.
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Figure 5.6: Electron seeding efficiency as a function of the charged particle multi-
plicity of the hard scattering, after each iteration of trajectory seed reconstruction in
the DY simulation sample.
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The fake rate in the µγ channel is different from that in the eγ channel, due
to the different trigger constraints. In particular, the tracker isolation present in the
diphoton trigger lowers the fake rate in the eγ channel. Since electron-to-photon fakes
are a minor background in the µγ channel, instead of re-deriving the full fake rate
function, the functional forms and parameter values of ε1(pT

e), ε2(Ntrk), and ε3(Nvtx)
are unchanged, and only the ε0 factor is re-calculated for the µγ channel.

The calculation in Eq. (5.14) is repeated with the SingleElectron data set. This
data set is chosen since it allows a TP sample where the probe is not constrained
or biased by the trigger. The sample preparation is identical to that described in
Sec. 5.2.3, except for the trigger object matching. The tag is matched to the single-
electron trigger object instead of the trailing leg of the diphoton trigger, and there
is no trigger-matching requirement for the probe. The background template is also
nearly identical to Sec. 5.2.3, but there are no additional isolation requirements to
the probe. An ε0 value of 0.0023± 0.0003 is obtained.

5.2.9 Validity Evaluation

To evaluate the validity of the chosen parametrization of the fake rate, two tests on the
electron fake background estimation are performed. The first test is simulation-based
and assesses the applicability of the parametrized fake rate to processes different from
Z→ee. The eγ channel and µγ channel candidate selections are applied to a mix-
ture of the DY, tt̄, and WW MC samples, with the photon objects matched to the
generator-level electrons. This target sample is then compared to the weighted elec-
tron proxy sample taken from the same data sets, in this case without truth-matching
requirement. The fake rate function is obtained by applying the parametrization pro-
cedure described in Sec. 5.2.5 to the MC truth fake rate. This type of tests where a
quantity estimated fully within MC simulation is compared to the MC truth infor-
mation is called a MC closure test. Figure 5.7 shows the result of such a closure test.
The estimation method is shown to predict the full spectrum of each variable stud-
ied within uncertainties. The discrepancy of 1% between the estimated and counted
number of electron fakes is added in quadrature to the systematic uncertainty of the
fake rate used for real data.

The second test used real data and evaluated how well the electron fake estimation
can be extrapolated to the signal region in Emiss

T . For this test, the SingleElectron
data set is binned in Emiss

T up to Emiss
T < 70 GeV. In each Emiss

T bin, the TP method
is performed on the electron-plus-photon events to estimate the number of Z-decay
electrons faking photons. This estimation is compared to the prediction given by
weighting the electron-plus-proxy events with the transfer factor. Figure. 5.8 shows
the estimated and predicted number of electron pairs. A trend of underestimation
towards high Emiss

T is observed. While it is not possible to extend this test to higher
Emiss

T because data lacks sufficient statistics to perform a TP study, the MC closure
tests above suggest that the trend does not cause significant divergence of the predic-
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Figure 5.7: MC closure test for electron fake estimation in the eγ (top) and µγ
(bottom) channels. The fake rate determined using the Drell-Yan sample is applied
to the mixture of the DY, tt̄, and WW samples. In the figure, EWK refers to the
combination of the latter two samples. Closure tests in the distributions of Emiss

T

(left) and MT (right) are shown.
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Figure 5.8: Comparison between the TP-estimated number of electrons and the
number of electrons predicted by applying the transfer factor to the proxy sample.

tion from the true number of fakes. Therefore, a 20% uncertainty is assigned to the
proxy sample shape in the signal region.

5.3 Fake Photon Background Due to Jets

5.3.1 Overview

Electromagnetically fluctuating jets, such as those whose energy is mostly carried
by a single π0 that decays to two photons, can mimic photon signals. In general,
compared to the ECAL clusters due to true photons, the ones from such jets tend to
have wider shower shapes, especially in the η direction, and higher pT sums of the
surrounding objects. The requirements on H/E, σiηiη, and the isolation variables in
the photon selection criteria are in fact applied to separate true-photon signals from
such fakes.

Despite these multiple layers of jet rejection, a non-negligible fraction of the candi-
date photon objects are still fakes from jets. Since both the fragmentation of hadrons
to photons and their subsequent showering might not be modeled well in the sim-
ulation, a data-driven method similar to that described in Sec. 5.2 is employed to
estimate the contribution from such background events into the signal region. The
method works by scaling the hadron proxy sample, which is a sample whose event
content is a photon-like jet plus lepton, with the estimated ratio of the number of
fake photons to the number of proxy objects (transfer factor). The photon-like jet
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is called the hadron proxy object in the following. The transfer factor is derived
from the estimation of the fraction of hadronic fakes within the candidate photon
sample. The isolation condition in the diphoton HLT for the eγ channel, which uses
different variables from the offline isolation and thus effectively acts as another set
of isolation cuts, lowers the fake fraction in the eγ channel. Additionally, the hadron
proxy objects are taken from the sample of photon objects that match the respective
HLT objects in the two search channels. Therefore, the background estimation is
performed separately for the eγ and µγ channels.

It should be noted that a significant fraction of the hadron proxy sample can be
events with fake leptons. Consequently, by scaling this sample with the transfer factor,
an estimate of the double-fake background events is given simultaneously together
with that for the jet-to-photon background.

In the following, the µγ channel background estimation is first described in detail.
The estimation is done in multiple steps. The first step is to determine the fraction
of hadronic fakes within the candidate photons in a sample where the photon objects
are free of trigger constraints. This fraction is subsequently applied to the sample of
candidate photons in a control region to construct the estimation of the pT distribution
of the hadronic fakes. The ratio of this pT distribution to the distribution of the
hadron proxy objects will be the transfer factor as a function of proxy object pT.
Finally, this function is used as a weight to the hadron proxy sample.

5.3.2 The Hadron Fraction (µγ)

The fraction of fake photons, or the hadron fraction, within the candidate sample
is inferred from a template fit to the σiηiη distribution of the photon objects. As
stated in Sec. 5.3.1, fake photons tend to have laterally wider shower shapes than
true photons. It follows that if it were somehow possible to gather pure fake and true
photon samples independently, the σiηiη distribution of the former would be wider
than the latter. Accordingly, if the candidate sample dominantly consists of hadronic
fakes and true photons, it should be possible to describe the σiηiη distribution of
the candidate photons as a linear combination of the hadronic distribution and the
photonic distribution.

The measurement of the hadron fraction within the candidate photons is per-
formed on events from the SingleMu data set. The events are selected with a re-
quirement of Emiss

T < 70 GeV and at least one muon object, defined in Sec. 4.5, that
matches the single-muon trigger object. If there are multiple such muons, the one
with the highest pT is used. Within such events, photon objects with ET > 25 GeV
are looked for. The photon object must also satisfy the conditions on H/E, INH, IPh,
and the electron vetoes defined in Sec. 4.3. The events must also pass the selection
criteria for the FSR rejection given in Sec. 4.6. This sample of photons is then binned
finely in ET

γ. Within each ET
γ bin, a two-component template fit is performed to

identify a linear combination of the hadronic and photonic σiηiη distributions that
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Figure 5.9: The result of the σiηiη template fit in ET
γ bin 25 GeV < ET

γ < 26 GeV.

best describes the distribution of the candidate photons, as mentioned in the previ-
ous paragraph. An example of such a template fit is displayed in Fig. 5.9. The target
distribution of the fit, shown with black dots in Fig. 5.9, is the σiηiη distribution
of the photon objects additionally passing the selection criterion on ICH, i.e., those
passing all the photon selection criteria except for the one on σiηiη (“N − 1” objects).
The same distribution of the photon objects failing the selection on ICH, but with an
upper bound of ICH < 15 GeV, consititutes the hadronic template, which corresponds
to the red histogram in the figure. The blue histogram, stacked on top of the red,
is the photonic template, which is described below. The two templates are assigned
floating scale factors, whose values are determined through a least-χ2 fit using each
σiηiη bin in Fig. 5.9 as a data point. The statistical uncertainties of the template and
target histograms, where the ones of the templates are multiplied by the respective
scale factors, are included in the denominator of χ2.

To form the photonic templates corresponding to the blue histogram in Fig. 5.9,
the Z→µµγ FSR is exploited as the source of a high-purity photon sample. The
events are again collected from the single-muon triggered sample, but this time two
muons are required in each event. One of the muons must have pT > 25 GeV and
pass the muon selection criteria without the isolation requirement. The other muon
is only required to be a PF-reconstructed, global or tracker muon. The invariant
mass of the dimuon system must be less than 80 GeV. Within the dimuon events, a
photon candidate with ET > 25 GeV passing the loose criteria without the conditon
on σiηiη is looked for. All such photons that are found within ∆R < 0.8 of one of
the muons and with a µµγ three-body invariant mass between 81 and 101 GeV are
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Figure 5.10: Hadron fractions in µγ channel.

used for the photonic template. The two cuts on the invariant masses as well as the
criterion on the proximity of the photon and the muons reduce the contribution of
the photon ISR events, which can be seen as a photon radiation largely uncorrelated
with the production of the Z boson. In such events, the purity of the photon object
cannot be guaranteed since it is possible that the photon object is due to an electro-
magnetic jet (Z+jets). On the other hand, muons do not radiate gluons, and thus
the photon objects in the events with the invariant mass of the µµγ system close to
mZ can be expected to have high purity. Since FSR photons have a steeply falling
ET distribution, the ET

γ bins corresponding to photons with ET higher than 50 GeV
suffer from poor statistics. To work around this problem, a fixed photonic template
for those bins is used, as the σiηiη distribution of true photons is known to become
insensitive to ET

γ above ∼40 GeV. This fixed template is formed by all photons with
ET

γ > 50 GeV.

Once the normalization of the hadronic template is determined, the hadronic
template and the target distributions are integrated over the photon selection range
of 0 < σiηiη < 0.012. The ratio of these integrals gives the estimate of the fraction
of hadrons within the set of photon candidates in each ET

γ bin. The measured
fraction plotted against ET

γ is shown in Fig. 5.10. The ET
γ coordinates of the points

are simply the centers of the bins used for the template fits, and the errors on the
fraction values represent the uncertainty of the fit.

The estimated hadron fractions vary rather sensitively by changes in the fit tem-
plate shapes. However, it is known that there is a slight correlation between ICH

and σiηiη, due to the inclusion into the photon cluster of the electromagnetic energy
deposits by the charged hadrons surrounding the photon object. Thus certain errors
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Figure 5.11: Left: Extracted hadron fractions in bin 32 GeV < ET
γ < 34 GeV as

a function of the upper (vertical axis) and lower (horizontal axis) ICH cuts for the
hadronic template. Right: Distribution of the fractions in the range examined in the
left plot.

on the hadron fractions are to be expected because the ICH values of the events in the
hadronic template differ from those of the fake events by construction. The size of this
uncertainty is assessed by modifying the hadronic template definitions and repeating
the hadron fraction measurements. Figure 5.11 shows the extracted hadron fraction
in one of the ET

γ bins as a function of the upper and lower cut on ICH of the hadronic
template. Similar scans are performed for each ET

γ bin, and the standard deviation
of the fractions within the scan range is used as the uncertainty on the fraction for
each ET

γ bin. This systematic uncertainty on the hadron fraction, on the order of
1-2%, is added in quadrature to the fit uncertainty.

5.3.3 Proxy Sample and Transfer Factor (µγ)

The hadron fraction determined above does not strongly depend on the details of the
event selection. Therefore, the ET

γ distribution of the muon candidate sample in the
control region Emiss

T < 70 GeV is multiplied by the hadron fractions, and the result is
used as the estimate of the pT distribution of the hadronic fakes. Since it is useful
to have the transfer factor in a parametrized form, the pT distributions of the fakes
and proxy objects are described by simple analytic functions, and the ratio of these
functions is used as the transfer factor. The denominator, which expresses the pT

distribution of the hadron proxy objects, is determined first.
The hadron proxy sample is collected from the MuEG data set, with the muon

selection identical to the signal candidate muon. From this sample, instead of the
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Figure 5.12: Left: pT distribution of the hadron proxy objects in µγ channel. Right:
Estimated pT distribution of the fake photons in µγ channel.

candidate photons, barrel photon objects with ET
γ > 25 GeV that pass all photon

selection criteria except for those on the σiηiη or ICH are collected. The photons that
fail either one or both of the requirements for σiηiη and ICH are used as hadron proxy
objects. The trigger object matching is also required the for the proxy objects, which
constrains the range of σiηiη value to σiηiη . 0.014. The upper bound is not strict
because of the calibration differences between the HLT and offline reconstructions.
Additionally, ICH is bounded from above at 15 GeV to keep the kinematic properties
of the hadron proxy objects to be not too different from the hadronic fakes. If multiple
hadron proxy objects are found in an event, each muon-proxy combination is regarded
as one proxy event.

The proxy pT distribution is obtained from the proxy events with Emiss
T < 70 GeV.

The pT distribution is parametrized by a sum of two exponentials, and the parameter
values are determined with an unbinned maximum-likelihood fit. The left-hand plot
of Fig. 5.12 shows the distribution and fit function. The 1σ uncertainty band around
the fit function are obtained by recalculating the fit function repeatedly with the
function parameters modified about their nominal values. These modified values
of the parameters were drawn from normal distributions with the spreads given by
the respective uncertainties of the parameters from the original fit. The bands are
constructed from the envelope of 100 such modified functions. It is observed that
the relative uncertainty increases approximately linearly with respect to pT. The
uncertainty is less than 10% at the low end of the pT spectrum, and reaches 100%
around a pT value of 150 GeV.
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The numerator function is derived by minimizing a χ2 value defined as

χ2 :=
∑
j

(
∫
j
dpTF (pT)− nj)2

σ2
j

, (5.17)

where j runs over the bin numbers and
∫
j
dpTF (pT), nj, and σj are respectively the

integral of the trial function within the pT bin j, the bin content, and its uncertainty.
The sum of two exponentials is again used as the trial function. The estimated fake
pT distribution together with the result of the fit is shown in the right-hand plot
of Fig. 5.12. The uncertainty band on the fit function is obtained by repeating the
pseudo-experiment method described above.

From the two fits, the distribution functions

Fproxy(pT) = (7.9× 104) · exp
(
−0.120 · pT

GeV

)
+ (1.9× 103) · exp

(
−0.048 · pT

GeV

)
(5.18)

and

Ffake(pT) = (5.1×104)·exp
(
−0.118 · pT

GeV

)
+(7.4×102)·exp

(
−0.048 · pT

GeV

)
(5.19)

are obtained. The relative uncertainties on the two function values are both given by
(−0.1 + 0.008 · pT/GeV). The transfer factor for the µγ channel is therefore

Rfake/proxy =
27 exp

(
−0.070 · pT

GeV

)
+ 0.39

42 exp
(
−0.072 · pT

GeV

)
+ 1

, (5.20)

with a relative uncertainty of (−0.14 + 0.011 · pT/GeV).

5.3.4 eγ Channel

The difference in the trigger constraint on the photons between the eγ and µγ channels
prompts a slightly different background estimation method for the eγ channel com-
pared to the µγ channel discussed above. The hadron fake fraction is still determined
using the SingleMu data set, but the targets of the σiηiη template fits are formed
from photons with offline isolation requirements IECAL < 5 GeV, IHCAL < 5 GeV, and
Itrk < 5 GeV on top of the selection criteria applied for the µγ channel measurement.

As is the case in the µγ channel, the numerator of the transfer factor is obtained
from the pT distribution of the hadronic fakes in the control region Emiss

T < 70 GeV.
In the eγ channel, however, there is a large contribution from electron-to-photon fakes
in the candidate photon sample, due to the relatively high cross section of the DY
dielectron process. Therefore, this component is first subtracted before applying the
hadron fraction:

nhadron
j = hj(N

cand
j − nej), (5.21)
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where nhadron
j is the estimated number of hadronic fakes, hj the hadron fraction,

N cand
j the observed number of candidate photons, and ne

j is the estimated number of
electrons, all in the jth ET

γ bin. The number of electrons ne
j is estimated using the

formula Eq. (5.14) in each ET
γ bin.

The hadron proxy sample in the eγ channel is taken from the Photon/DoublePhoton
data set, requiring a candidate electron and a hadron proxy object, which is defined
identically to Sec. 5.3.3, i.e., pass all photon selections except for the ones on σiηiη or
ICH. A match to the leading leg of the diphoton trigger is required for the proxy. Such
proxy objects are not purely hadronic but also contain electrons, despite the inverted
cuts on isolation and shower shape. Nevertheless, no subtraction is performed for
this contribution, since the electrons will equally exist in the proxy sample used in
the actual background estimation. In other words, the transfer factor is considered
to be the ratio between the number of hadrons in the signal region to the number of
all objects in the proxy sample, allowing some non-hadronic contaminations. As long
as the contamination does not significantly alter the kinematic distributions of the
proxy sample to be too dissimilar to the hadronic fakes, the background estimation
will be valid within uncertainties.

Figure 5.13 shows the pT distributions of the hadronic fakes and their proxy objects
in the eγ channel. From the fits,

Ffake(pT) = (1.6×104)·exp
(
−0.095 · pT

GeV

)
+(4.4×102)·exp

(
−0.043 · pT

GeV

)
(5.22)

and

Fproxy(pT) = (7.3× 104) · exp
(
−0.105 · pT

GeV

)
+ (2.4× 103) · exp

(
−0.043 · pT

GeV

)
(5.23)

are obtained, where again the relative uncertainties on the function values are (−0.1+
0.008 · pT/GeV). The transfer factor for the eγ channel is therefore

Rfake/proxy =
6.8 exp

(
−0.052 · pT

GeV

)
+ 0.19

30 exp
(
−0.062 · pT

GeV

)
+ 1

, (5.24)

with a relative uncertainty of (−0.14 + 0.011 · pT
GeV

).

5.3.5 Closure Test

The validity of the jet-to-photon fake estimation method is again assessed with a MC
closure test. The test is performed on a mixture of the W+jets and DY samples.
Similarly to the measurement on real data, the hadron fraction within each ET

γ bin
is determined by a σiηiη template fit. The target and hadronic templates are obtained
by the same procedure as described in Sec. 5.3.2, whereas the photonic template is
constructed using the MC truth information from the DY sample.
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Figure 5.13: Left: Estimated pT distribution of the fake photons in the eγ channel.
Right: pT distribution of the hadron proxy objects in the eγ channel.

The hadron fractions derived from template fits are then compared to the fractions
calculated using the MC truth information. All photon objects that are not matched
by ∆R < 0.1 to a generator-level prompt photon or electron are considered as fakes.
Prompt particles are defined as those which do not have mesons and baryons as the
mother in the decay chain. The level of non-closure is then expressed by normalizing
the discrepancy in the fractions by their inherent uncertainties. Discrepancies for both
the µγ and eγ channels are approximately 30% greater compared to the combined
statsitical and fit uncertainties. The uncertainty on the transfer factor in data is thus
increased by the same relative amount accordingly.

5.4 Background Due to Lepton Mis-identification

5.4.1 Overview

The signal candidate events contain not only events with fake photons but also those
with fake leptons. All reconstructed lepton objects that do not directly originate
from decays of W or Z bosons are considered as fakes. Thus leptons from heavy-
flavor decays are also fakes in this definition. In fact, a study of simulated QCD
events shows that most of the fake muons are products of B meson decays. On the
other hand, fake electrons are found to be mostly due to light-flavor jets.

Similar to the determination of the fake photon backgrounds, a proxy sample is
constructed to estimate the contribution of fake leptons in the signal region. Each
event in the proxy sample must have at least one candidate photon, one fake lepton
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proxy, and no candidate lepton. This sample is scaled with a normalization factor to
give the background estimation in the various observables. The normalization factor
for the lepton fakes is derived through template fits using the quantity ∆φ(`, Emiss

T )
in a control region together with the Vγ background, as discussed in Sec. 5.5.2.

The proxy sample contains not only events with a true photon and a QCD jet,
but also events where the photon object is a mis-identified hadron (the double-fake
background), in a similar manner to the fake photon proxy sample containing fake
lepton events. Such events will arise dominantly from QCD dijet processes, whereas
those with a true photon would come from γ+jet process. However, the two processes
are kinematically similar, and thus the proxy sample defined above can represent
either process. Since the double-fake background is mostly accounted for by the jet-
to-photon fake estimation, the proxy sample above should be normalized to only cover
the fake lepton background.

5.4.2 Fake Electron Proxies

By studying reconstructed electron objects in the QCD simulation, it can be shown
that fake electrons are typically isolated light-flavor hadrons that shower significantly
in the ECAL. One characteristic of the electron object in such a case is that its track
momentum and the cluster energy are less consistent with each other compared to
a genuine electron. This feature is exploited in the following definition of the fake
electron proxy object:

• Pass selection criteria on σiηiη, H/E, |d0|, |dz|, and |1/E−1/P |. Pass conversion
veto.

• Fail either one or both of the selection criteria on |∆ηin| and |∆φin|.

• Total isolation sum must be greater than 10 GeV.

When applied in simulation, this selection is shown to have an efficiency on prompt
electrons that is less than 1/1000 of the efficiency of the electron candidate selection.
The efficiency on hadrons and non-prompt leptons, on the other hand, is higher than
that of the candidate selection.

The kinematic distributions of the events with fake and proxy electrons are com-
pared in the simulation to check the validity of the background modeling. Ideally, a
QCD prompt photon simulation should be used for this study, where the fake electron
events are collected with the full analysis selection, and the proxy sample contains
the candidate photon object in addition to the fake electron proxy. However, due to
constraints from the data set size, the dijet QCD MC samples are used, and the event
selection is tuned accordingly. Instead of a photon, events are required to have at
least one jet with pT > 40 GeV and |η| < 1.5 that is separated from the fake or proxy
electron object by ∆R > 0.8. Figure 5.14 shows the result of the comparisons. The
variables ∆φ(`, Emiss

T ), Emiss
T , MT, and HT are studied. The first variable ∆φ(`, Emiss

T )
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Figure 5.14: Top left to bottom right: Comparisons of ∆φ(`, Emiss
T ), Emiss

T , MT,
and HT distributions between dijet simulation events with a fake electron and those
with a proxy electron. The distributions are normalized to have equal area. A
Emiss

T > 20 GeV requirement is applied for the ∆φ(`, Emiss
T ) distribution.

is plotted with a Emiss
T > 20 GeV selection, since this variable is used in the normal-

ization determination in Sec. 5.5.2 with a Emiss
T cut. The distributions mostly agree

within statistical uncertainties. The discrepancy in the tail of the MT distribution is
addressed in Sec. 6.3 as shape uncertainty of the proxy sample.

5.4.3 Fake Muon Proxies

As already mentioned, unlike fake electrons, the simulation shows that the fake muons
are mainly non-prompt true muons from heavy-flavor decays. This implies that there
is little handle to suppress the contribution from prompt muons to the proxy sample,
since there is no inconsistency within the reconstructed object to exploit. Therefore,
the definition of the fake muon proxy object solely relies on the isolation variable,
i.e., it must pass all of the muon candidate selection criteria except for that on the
relative isolation, which must have a value between 0.15 and 0.6.

This proxy object definition has an efficiency of approximately 5% for selecting
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Figure 5.15: Top left to bottom right: Comparisons of ∆φ(`, Emiss
T ), Emiss

T , MT, and
HT distributions between dijet simulation events with a fake muon and those with a
proxy muon. The distributions are normalized to have equal area.

prompt muons. While this value is significantly higher than in the eγ channel, the
fraction of prompt muons within the proxy sample is still found to be sufficiently low.

The validity of the background modeling is again checked on the dijet QCD sim-
ulation sample. The requirement of a photon candidate is replaced by a jet in the
same way as in the eγ channel. Figure 5.15 shows the result of the comparisons on
the same variables studied for the fake electrons. Due to the limited data set size, the
Emiss

T cut could not be applied for the ∆φ(`, Emiss
T ) distribution. The fake and proxy

distributions again agree within statistical uncertainties.

5.5 EWK Background

5.5.1 The Standard Model Vγ Cross Section

The standard model production of a W or Z boson accompanied by a photon (Vγ
production) is the main background of this search. Currently, neither the CMS nor
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Figure 5.16: ET
γ distributions in the µγ channel normalized to 20 fb−1, in individual

Wγ samples and their combination (left) and in individual Zγ samples and their
combination (right).

the ATLAS collaboration has published cross section measurements of these processes
at
√
s = 8 TeV. While the cross section is calculable up to NLO in QCD with

existing tools such as mcfm [90], it was seen in the
√
s = 7 TeV measurements

that the calculation of the Wγ cross section might underestimate the observed value
significantly [107, 108]. On the other hand, the matrix-element-based event generation
with extra partons using sherpa [85] or MadGraph was found to reproduce the key
kinematic features of the Vγ events well. Therefore, Wγ and Zγ data sets generated
by MadGraph 5, as listed in Tab. 4.6 are used to model the EWK background, with
their normalizations determined from data in a control region, instead of using the
theoretical calculations.

Both Wγ and Zγ samples are binned in ET
γ at the matrix-element level, as shown

in Tab. 4.6. To confirm that the mixture of samples with the weight given in Eq. (4.1)
forms a background sample valid for the full ET

γ spectrum, the reconstructed ET
γ

distribution is plotted in Fig. 5.16 for the Wγ and Zγ samples passing the event
selection. A smooth connection of the samples across the ET

γ bins can be seen. The
plots are normalized to a data size of 20 fb−1 to give a rough estimate of the number of
Vγ events that are expected in the signal candidate sample. The Wγ and Zγ samples
are then further combined into a single Vγ sample, with the relative weights used in
Fig. 5.16. The absolute normalization of the Vγ sample is determined by the method
described below.
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Figure 5.17: Emiss
T distributions of the Wγ and Zγ samples, normalized to 20 fb−1.

5.5.2 Normalization of the Vγ and Fake Lepton Samples

Since there are two background categories, i.e., Vγ and fake leptons, that are not
given absolute normalizations, the size of their contributions to the signal region is
determined simultaneously. Template fits in the 40 GeV < Emiss

T < 70 GeV control
region are employed for this purpose. Templates taken from the two samples are
scaled to form a linear combination that best describes the distribution of the signal
candidate sample. The best-fit coefficients are then taken as the scale factors applied
to the samples. This fit procedure is performed in the eγ channel and µγ channel
independently. Since the resulting scale factors on the Vγ templates are essentially
correction scale factors to the calculated cross sections of the Vγ→`νγ processes, the
value obtained in the two channels is expected to agree.

The lower cut on Emiss
T at 40 GeV in the definition of the control region is applied

to reduce the Zγ component in the Vγ background. Figure 5.17 shows the Emiss
T dis-

tributions of the Wγ and Zγ samples, again normalized to 20 fb−1. It is observed that
a large fraction of Zγ events will be rejected with the cut, mitigating the uncertainty
related to assigning a single scale factor to the Vγ background, which is in fact a
composite sample.

The distributions of ∆φ(`, Emiss
T ) are used as templates. First, estimated fake

photon and rare EWK background (see Sec. 5.5.3) components are subtracted from
the observed ∆φ(`, Emiss

T ) distribution in data. The resulting histogram, called the
target, is then fit by two templates, one from the Vγ sample and the other from
the fake lepton proxy sample, with floating scales. The scales are determined by a
least-χ2 fit using each ∆φ(`, Emiss

T ) bin as a data point. Similarly to the template
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Figure 5.18: Result of the ∆φ(`, Emiss
T ) template fit for the eγ (left) and µγ channel

(right).

fits performed in Sec. 5.3.2, the statistical uncertainties on the bin contents of both
the fit target and the templates are included in the denominator of χ2. Figure 5.18
shows the results of the template fits for both channels. While the contribution from
fake leptons is visible in the eγ channel, the fit predicted a negligible fake muon
contribution for the µγ channel.

The scale factors obtained through this method are affected by the normaliza-
tions of the components subtracted from data. Therefore, the uncertainties on the
fake photon and rare EWK background estimations are directly translated to the
uncertainty of the Vγ scale factor. There is also an effect from the data-to-simulation
ESF (see Sec. 5.6) applied to the Vγ sample, since the ESF reweights the sample
on an event-by-event basis (see Sec. 4.8.3) and thus can change the shapes of the
Vγ templates. The effect of these uncertainties on the Vγ scale factor is assessed by
repeating the χ2 minimization 1000 times varying the subtracted distributions and
the Vγ template randomly bin-by-by according to the respective uncertainties. This
procedure is performed in the eγ and µγ channels independently. The resulting scale
factors and their uncertainties are

aVγ(e) = 1.59± 0.27,

afake(e) = 0.20± 0.07
(5.25)

for the eγ channel, and

aVγ(µ) = 1.47± 0.16,

afake(µ) = 0.01± 0.03
(5.26)
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Table 5.1: List of MC simulation data sets used for the rare EWK background
estimation. See Tab. 4.6 for details.

Name Generator σ (pb) Leff ( fb−1)

tt̄γ MadGraph 5 2.888 596
WWγ MadGraph 5 0.528 576.3

tt̄
Semi-leptonic

MadGraph 5
108.7 229.6

Full-leptonic 26.8 465.6
WW pythia 6.4 56 178.6
WZ pythia 6.4 33.21 301.1

for the µγ channel. The scale factors for the Vγ sample in the two channels agree
within uncertainties as expected.

5.5.3 Multiboson and tt̄γ Backgrounds

The WWγ, WZγ, and tt̄γ processes are considered as rare backgrounds. Dedicated
MadGraph samples are generated for WWγ and tt̄γ processes. The WZγ events
are taken from the inclusive WZ sample generated with pythia. Table 5.1, which is a
partial repeat of Tab. 4.6, lists all the MC simulation samples used for the rare EWK
background estimation along with the cross sections used to normalize the samples.
The inclusive WW and tt̄ samples are included to supplement the WWγ and tt̄γ
samples with photon FSR events. The motivation for this treatment is the following.
The W boson and the top quark in the WWγ and tt̄γ data sets are generated on-
shell without the simulation of their decays at the matrix-element level, implying that
the photons that MadGraph generates for these data sets are always due to ISR.
Therefore, events where only the FSR is the source of the prompt photon must be
taken from the inclusive samples and added into the predictions for completeness.

5.6 Estimations of the Efficiency Scale Factors

5.6.1 Factorization of the Full Selection Efficiency

As discussed in Sec. 4.8.3, when comparing simulation-based background estimations
to data, the simulation samples must be corrected for the difference in the trigger and
object selection efficiencies between MC simulation and data. In Eq. (4.5), the weight
given to each simulation event is expressed in terms of the full selection efficiency εXp ,
where X = data or MC and p is either photon, electron, or muon. To be fully selected,
each object must fire the trigger, be reconstructed offline, and pass the object selection
criteria described in Sec. 4.3-4.5. It is therefore convenient to express the full selection
efficiency as a product of conditional probabilities.
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Such a factorization of the full efficiency should in principle follow the chronological
order

εchron. = P (sel.|reco.) · P (reco.|trig.) · P (trig.|kin.), (5.27)

where sel., reco., trig., and kin. stand for the offline selection, reconstruction, trigger,
and the kinematic (pT and η) requirements, respectively. The conditional probability
P (Y |X) describes the rate for a particle passing the requirement X to also pass Y .
In practice, a different factorization is used:

ε = P (trig.|sel.) · P (sel.|reco.) · P (reco.|kin.). (5.28)

The factorization in Eq. (5.27) is not practical because the probability of a particle to
fire a trigger, P (trig.|kin.), is a non-trivial quantity that cannot be measured in data.
On the other hand, the probability of a particle to be reconstructed, P (reco.|kin.),
while also being an unmeasurable quantity, is very close to unity, making its uncer-
tainty negligible. Additionally, the CMS simulation is fairly reliable for a relatively
simple task of particle reconstruction, especially for high-pT objects such as the pho-
tons and leptons used in this analysis. In fact, the data over simulation ratio of
P (reco.|kin.) is taken to be unity, since any discrepancy would be fully absorbed in
the uncertainty of the other factors. Thus, the measured quantities are the offline
selection ESF

Rsel
p =

P data
p (sel.|reco.)

PMC
p (sel.|reco.)

(5.29)

and the trigger ESF

Rtrig
p =

P data
p (trig.|sel.)

PMC
p (trig.|sel.)

. (5.30)

The discussion above ignored the fact that multiple objects are involved in each
event. For example, the use of the diphoton and the muon-photon triggers implies
that P (trig.|sel.) actually cannot be defined as the probability to fire the trigger, since
the event acceptance decision in these triggers depends on more than just the object
in consideration. Instead, it should be thought of as the probability to have a trigger
object, described in Sec. 5.6.3, passing certain filters.

Another complication that was not discussed is a possible correlation between the
selection efficiencies. It is possible that an event in which one object can be fully
identified has some properties, such as low overall hadronic activity, that force the
other object to also have a higher probability of passing the selection. If such a
correlation is significant, the factorized description of the event weight in Eq. (4.5)
itself breaks down. Fortunately, studies on simulation show that such a correlation is
negligible for the objects used in this analysis.

137



Table 5.2: Offline selection ESF of electrons and muons.

Electron

pT range (GeV) [25, 30] [30, 40] [40, 50] [50, ∞]
|η| < 0.8 0.986± 0.014 1.002± 0.003 1.005± 0.002 1.004± 0.004
0.8 < |η| < 1.4442 0.959± 0.014 0.980± 0.003 0.988± 0.002 0.988± 0.005
1.556 < |η| < 2 0.941± 0.023 0.967± 0.007 0.992± 0.004 1.000± 0.006
2 < |η| < 2.5 1.020± 0.022 1.021± 0.007 1.019± 0.004 1.022± 0.007

Muon

pT range (GeV) [25, 30] [30, 35] [35, 40] [40, 50]
|η| < 0.9 0.989± 0.001 0.987± 0.001 0.987± 0.001 0.987± 0.001
0.9 < |η| < 1.2 0.995± 0.002 0.993± 0.002 0.991± 0.001 0.991± 0.001
1.2 < |η| < 2.1 1.001± 0.001 1.001± 0.001 0.998± 0.001 0.997± 0.001
2.1 < |η| < 2.4 1.093± 0.003 1.075± 0.003 1.053± 0.002 1.033± 0.001

Muon

pT range (GeV) [50, 60] [60, 90] [90, 140] [140, ∞]
|η| < 0.9 0.988± 0.001 0.988± 0.001 1.004± 0.003 1.017± 0.018
0.9 < |η| < 1.2 0.993± 0.001 0.990± 0.002 1.010± 0.007 1.013± 0.035
1.2 < |η| < 2.1 0.996± 0.001 0.993± 0.002 1.022± 0.006 0.971± 0.030
2.1 < |η| < 2.4 1.019± 0.003 1.004± 0.005 1.069± 0.017 0.900± 0.163

5.6.2 Offline Selection Efficiency

Lepton Selection ESF

Since the object selection criteria are largely standardized in CMS, there exist pre-
measured ESFs for photons, electrons, and muons. The electron and muon selection
ESFs are determined using the TP technique (see Sec. 5.2) where the tag is a tightly
selected electron or muon, and the probe is another electron or muon on which no
selection is applied. The number of probes passing and failing the offline selection
criteria are counted by integrating the distribution function that is fit to the dilep-
ton invariant mass distribution. The selection efficiency in simulation is calculated
directly from the MC truth information. Table 5.2 shows the CMS standard offline
selection ESFs for electrons and muons, plotted against pT and η of the objects.

Photon Selection ESF

The standard ESF for photon selection is further factorized into the ESF for the
shower shape and isolation requirements as well as for the electron veto. The first
factor can be measured by the electron TP technique, since the distributions in the
shower shape and isolation variables of electrons closely resemble those of photons.
On the other hand, the second factor must be measured on a sample of real photons.
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The FSR process Z→µµγ, introduced in Sec. 5.3.2, is also utilized here. It is actually
possible to measure the full ESF using the FSR photons, but the rate of Z→µµγ is
orders of magnitude lower than Z→ee, prompting the factorized approach.

The photon selection criteria in Sec. 4.3 differ from the CMS standard selection
only in the electron veto. Therefore, the standard value, which is uniformly 0.99±0.01
for barrel photons with ET

γ > 40 GeV, is used for the first part of the photon selection
ESF. For the second part, an original measurement based on a Z→µµγ TP method
is performed as described below.

The SingleMu data set is used for the measurement of the electron veto efficiency.
Events with at least two muons with pT > 10 GeV and a barrel photon with ET >
40 GeV are selected. The upper cut on Irel in the muon selection is loosened to 0.4.
The photons are required to pass all the selection requirements except for the pixel,
GSF, and PF charged hadron vetoes. Since the single-muon trigger in the SingleMu
data set has a pT threshold of 24 GeV, in most of the events, one of the muons has
pT much greater than 10 GeV.

Each µµγ combination that satisfies mµµ+mµµγ < 180 GeV, where mµµ and mµµγ

are the invariant masses of the dimuon and µµγ systems, is then treated independently
as one Z boson decay candidate. The cut on the sum of invariant masses is another
way of suppressing the ISR events, which was achieved in Sec. 5.3.2 by two consecutive
selection cuts. The sample of all µµγ candidates passing the invariant mass selection
constitutes the denominator sample. Out of this sample, the µµγ combinations where
the photon passes all the electron vetoes are collected as the numerator sample.
The denominator and the numerator samples are further split in two bins of ET

γ:
40 GeV < ET

γ < 50 GeV and ET
γ > 50 GeV.

For each sample, binned extended maximum likelihood fit is performed in the
range 60 GeV < mµµγ < 120 GeV. The fit proceeds in a very similar manner to
the electron TP fit presented in Sec. 5.2.3. The invariant mass distribution of the
µµγ system is described by a combination of signal and background templates. Signal
template is taken from the invariant mass of the truth-matched µµγ system in the DY
simulation data set, and the background template is formed from data by replacing
the photon object in the µµγ combination with a hadronic object defined by inverting
the isolation requirement of the photon. Figure 5.19 shows the result of the fits. The
number of true photons in each sample is inferred from the integral of the signal
distribution in 80 GeV < mµµγ < 100 GeV.

The electron veto efficiency in simulation is calculated from the DY MC simulation
mentioned above. The photons in the sample used for constructing the signal template
are counted. The calculated efficiencies and the ESF are presented in Tab. 5.3. Errors
on the efficiencies represent 1σ Clopper-Pearson intervals where the efficiencies are
treated as binomial proportions. The identical procedure is repeated on the DoubleMu
data set as a cross-check. No difference in the final result is observed.

The systematic uncertainty of the measured efficiency is evaluated by repeating the
fit procedure with alternative fit models such as the background template described
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Figure 5.19: Fits of mµµγ distributions for the electron veto efficiency measurement.
Denominator (left) and numerator (right) fits are shown for 40 GeV < ET

γ < 50 GeV
(top) and ET

γ > 50 GeV (bottom).

Table 5.3: Result of photon counting for data and MC simulation. Data results
come from tag-and-probe fits, whereas the MC results are from direct counting using
MC truth information. Errors are statistical.

40 < ET
γ < 50 ET

γ > 50

Data efficiency (%) 89.2± 1.9 86.0± 2.7
Simulation efficiency (%) 88.4± 1.5 87.5± 1.9

ESF 1.01± 0.03 0.86± 0.04

by an analytic function. For each alternative fit, the denominator photon count
and the efficiency fraction are compared to the nominal values in Tab. 5.3, and the
differences are taken as uncertainties. In addition, the fits are performed on the DY
MC simulation sample to compare the results with the nominal values.

The systematic and statistical uncertainties were combined by a convolution tech-
nique employing pseudo-experiments. The denominator value and the efficiency frac-
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tion are drawn from normal distributions according to the respective systematic un-
certainties, and for each combination the statistical probability distribution for the
efficiency is calculated. Such distributions are overlaid for many random draws, re-
sulting in a statistical distribution about the nominal efficiency value smeared by the
systematic uncertainties by 1-2%. The 1σ width of this smeared distribution is taken
as the total uncertainty on the efficiency.

Aside from the statistical and fit-related uncertainty, there is also a need to as-
sess the effect of pileup, event activity, and the amount of material the photon goes
through, since the electron veto based on the number of pixel seeds is sensitive to the
number of tracks around the photon, including the conversion tracks. To estimate the
possible variation, the ESF is evaluated additionally in bins of photon |η|, Nvtx, and
the number of high-pT jets in the event. An additional 1% uncertainty is assigned to
the ESF from this result.

5.6.3 Trigger Efficiency

As mentioned in Sec. 5.6.1, the trigger efficiency is defined as the probability for
objects that pass the offline selection criteria to also have a matching HLT object. In
practice, this probability is caluclated by first identifying an offline object in a sample
that is not biased by the trigger under study. Within the set of such offline objects,
those that have a matching HLT object are then counted.

From the implementation of the diphoton trigger, the trigger efficiency for the
photon in the eγ channel, which is required to match the leading leg of the HLT, is

P γ
eγ(trig.|sel.) = P (Ph22|Ph36) · P (Ph36|EG22) · P (EG22|reco.), (5.31)

where P (EG22|reco.) is the L1T efficiency, P (Ph36|EG22) is the efficiency of matching
the leading leg object when a L1T match exists, and P (Ph22|Ph36) is the efficiency
of matching the trailing leg object when a leading leg match exists. The last factor
is needed since the ITrk requirement is not applied to the leading leg until the last
stage of the HLT path. For the electron, the HLT efficiency is simply given by the
matching efficiency to the trailing leg object.

The TP method using Z→ee events measures the efficiency in the eγ channel.
The data set on which the measurment is performed is SingleElectron, where one
of the two electrons from the Z decay is free of any trigger bias. The denominator
of the L1T efficiency is the number of photons in the sample that pass all photon
identification criteria except for the electron veto and has a partner tag electron, with
the tag-photon two-body invariant mass between 80 GeV and 100 GeV. The electron
veto is removed to allow for sufficient statistics to perform this measurement. The
effect of this omission is assessed later. The tag is a fully selected electron with
pT > 40 GeV that matches the single-electron trigger object. The numerator is the
number of photons within the denominator sample that also match the L1T object.
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The efficiency of the leading photon leg over the candidate photons is measured
in a similar manner, but with two differences on the denominator photons. The first
one is the requirement of a matching L1T object, since the leading photon leg is only
reconstructed around the L1T e/γ object. The other difference is the requirement
of another photon in the event that matches the leading leg object and is separated
from the photon under study by ∆R > 0.3. Out of such denominator photons, the
ones that have both the leading and the trailing leg objects matched are counted
as the numerator. The requirement of another photon in the event is due to the
implementation details of the trigger path; the selection on the tracker isolation is
applied at the very end of the trigger path that is executed only if there are at least
two photon objects.

The SingleElectron data set is also utilized for the electron trigger efficiency mea-
surement. The denominator is the number of candidate-quality electrons which have
a partner tag electron with the a two-body invariant mass between 80 and 100 GeV.
To guarantee that the trigger path is fully executed, the event is required to have an-
other electron matching the leading leg object and being separated from the electron
under study by ∆R > 0.3 is required. The numerator is the number of electrons in
the denominator sample that also match the trailing leg object.

The TP methods above are used to obtain pure electron samples in data. In the
simulation, the central value for the efficiency is derived by truth-matching the photon
and electron objects in the Zγ sample. The TP measurements are also performed on
the simulation to validate the assumption that the requirement of tag objects in the
event does not bias the observed efficiencies. Again, no significant differences are
observed.

Figures 5.20-5.22 show the measured trigger efficiencies as functions of pT and
η of the objects and Nvtx both for data and simulation. The absolute efficiencies
are everywhere lower than unity because the event selection criteria of this analysis
is not strictly tighter than the conditions on the trigger. An appreciable difference
between the data and simulation efficiencies is observed, both in the overall value and
in the dependencies on the variables studied. Since the shape difference is stronger in
the η and Nvtx dependencies, the data-to-simulation ESF is calculated as a function
of these two quantities, while integrating out the pT dependencies. Note that the
pT thresholds in the object definition, 40 GeV and 25 GeV for the photon and the
electron, respectively, are sufficient to place all the candidate objects in the plateau
region of the trigger efficiency. Figure 5.23 shows the corresponding ESF for photon
and electron objects.

The L1T and leading photon efficiencies are cross-checked by a Z→µµγ TP mea-
surement, where the full identification criteria, including the electron vetoes, can be
used on the photons. The sample used for this measurement is prepared following
the prescription for the Z→µµγ TP study in Sec. 5.6.2. Since it is not common to
have two hard photons in dimuon events, it is possible to only measure the leading
leg efficiency up to the HCAL isolation, i.e., the numerator is only required to match
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Figure 5.20: SingleEG22 L1T efficiency over candidate photons.
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Figure 5.21: Diphoton HLT leading leg efficiency for candidate photons.
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Figure 5.22: Diphoton HLT trailing leg efficiency for candidate electrons.

the leading leg object. Within the possible comparisons, a negligible difference is seen
between the efficiency measured by the Z→ee and Z→µµγ methods.

The µγ channel trigger efficiencies are measured using Z→µµγ and Z→µµ events
exploiting the SingleMu data set. For the seeding L1T bit, which is a muon-e/γ cross
trigger, the measurement starts with identifying all the µµγ triplets that pass the
criteria used in the Z→µµγ measurement above. From this sample, the denominator
is taken as the number of µγ pairs with the muon passing the selection criteria in
Sec. 4.5. Out of such pairs, those that have both the photon and the muon object
matching the L1T e/γ and muon objects are counted in the numerator. The method
is validated in simulation by comparing truth-matched result to the TP measurement.

The muon leg of the HLT is reconstructed around the L1T muon object. Thus,
for the muon trigger efficiency, the denominator is the number of candidate muons
matching the L1T muon object, with a partner muon in the event which also passes the
selection criteria and matches the single-muon trigger object. The dimuon invariant
mass has to be between 80 and 100 GeV. The numerator is the number of muons in
this set that also match the muon leg trigger objects.

The photon leg of the HLT is reconstructed only when at least one muon leg
candidate exists, and the reconstruction is again limited to objects around the L1T
e/γ candidates. Therefore, the denominator photons are searched for in events where
at least one muon-leg object is recorded. Within such events, photons from the
Z→µµγ process are identified, and the fraction of such photons that have matching
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Figure 5.23: Trigger efficiency data over MC scale factors for photons, electrons, and
muons.

photon-leg objects are measured.
Figures 5.24-5.26 show the measured trigger efficiencies as functions of pT and η of

the objects and Nvtx. The measurements based on Z→µµγ suffer from low statistics.
On the other hand, both the L1T and photon leg efficiencies do not show obvious
signs of data-to-simulation ratio depending on the variables studied. Therefore, for
simplicity, a single scale data-to-simulation ESF, 0.995 ± 0.002(stat.) and 0.995 ±
0.001(stat.), are assigned to the L1T seed and the photon leg, respectively. The scale
factor for the muon leg, on the other hand, is derived as a function of muon η, as
shown in Fig. 5.23.
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Figure 5.24: Muon-e/γ L1T efficiency for candidate muons and photons.
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Figure 5.25: Muon-photon HLT efficiency for candidate muons.
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Figure 5.26: Muon-photon HLT efficiency for candidate photons.
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Chapter 6

Results and Interpretations

6.1 Results

Having determined all components of the background, the observed data are compared
to the background estimation. Figures 6.1-6.3 show the observed distributions of the
ET

γ, lepton pT (pT
`), Emiss

T , MT, HT, and the number of jets (Njet) in the eγ and µγ
channels, together with the stacked background estimations. Two benchmark signal
event distributions, one each from the TChiWg and T5Wg models, are also shown in the
figures. The TChiWg point is for mχ̃ = 300 GeV, which has the nominal cross section
of 0.146 pb, and the T5Wg point is for mg̃ = 1000 GeV and mχ̃ = 425 GeV, which
has the nominal cross section of 0.0122 pb. In the figures and the remainder of this
section, the displayed uncertainties are a combination of the sytematic and statistical
uncertainties, added in quadrature. Details on the determination of the systematic
uncertainties are given in Sec. 6.3.

The data and the background estimation are compared in the SUSY signal search
region Emiss

T > 120 GeV and MT > 100 GeV. To gain sensitivity for multiple possible
SUSY scenarios, the signal region is further divided into two ET

γ bins of below and
above 80 GeV, three HT bins with boundaries at 100 GeV and 400 GeV, and three
Emiss

T bins with boundaries at 200 GeV and 300 GeV. The segments of the kinematic
parameter space divided this way are referred to as signal region counting bins. Fig-
ure 6.4 (a) and (b) show the MT distribution for the eγ and µγ channels after requiring
Emiss

T > 120 GeV. The panels (c) and (d) in the same figure show the opposite, i.e.,
the Emiss

T distribution with the requirement of MT > 100 GeV. The distributions of
ET

γ and HT after applying both Emiss
T > 120 GeV and MT > 100 GeV requirements

are also shown in Fig. 6.4.

Table 6.1 summarizes the SM expectations, the observed number of events, and
the expected number of events from the two benchmark signal samples. Two ET

γ bins
are combined in the table. Figure 6.5 shows the total background expectation and the
event yield of each signal-region counting bin. The data are in good agreement with
the background predictions, and no excess of events in the signal region is observed.
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Figure 6.1: ET
γ (top) and pT

` (bottom) distributions in the eγ channel (left) and
the µγ channel (right) with stacked background estimations.
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Figure 6.2: Emiss
T (top) and MT (bottom) distributions in the eγ channel (left) and

the µγ channel (right) with stacked background estimations.
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Figure 6.3: HT (top) and jet multiplicity (bottom) distributions in the eγ channel
(left) and the µγ channel (right) with stacked background estimations.

151



Data γV  Fakeγ→j Fake Lepton

Uncert.  Fakeγ→e Rare EWK

CMSCMS  > 120 GeVmiss
TE  > 120 GeVmiss
TE

(a)
γ 1 ≥ 1 e, ≥

(b)
γ 1 ≥, µ 1 ≥

-1 = 19.7 fb
int

 = 8 TeV, Ls -1 = 19.7 fb
int

 = 8 TeV, Ls

 (GeV)TM
0 50 100 150 200 250 300 350 400

E
ve

nt
s 

/ G
eV

-110

1

10
E

ve
nt

s 
/ G

eV

-110

1

10

B
kg

.
O

bs
.

0.5
1

1.5

B
kg

.
O

bs
.

0.5
1

1.5

Data γV  Fakeγ→j Fake Lepton

Uncert.  Fakeγ→e Rare EWK

CMSCMS  > 100 GeVTM  > 100 GeVTM

(c)
γ 1 ≥ 1 e, ≥

(d)
γ 1 ≥, µ 1 ≥

-1 = 19.7 fb
int

 = 8 TeV, Ls -1 = 19.7 fb
int

 = 8 TeV, Ls

 (GeV)miss
TE

0 50 100 150 200 250 300 350 400
E

ve
nt

s 
/ G

eV

-210

-110

1

10

210

E
ve

nt
s 

/ G
eV

-210

-110

1

10

210

B
kg

.
O

bs
.

0.5
1

1.5

B
kg

.
O

bs
.

0.5
1

1.5

Data γV  Fakeγ→j Fake Lepton

Uncert.  Fakeγ→e Rare EWK

CMSCMS  > 100 GeV
T

 > 120 GeV, Mmiss
TE  > 100 GeV

T
 > 120 GeV, Mmiss

TE

(e)
γ 1 ≥ 1 e, ≥

(f)
γ 1 ≥, µ 1 ≥

-1 = 19.7 fb
int

 = 8 TeV, Ls -1 = 19.7 fb
int

 = 8 TeV, Ls

 (GeV)
γ
TE

50 100 150 200 250 300

E
ve

nt
s 

/ G
eV

-110

1

E
ve

nt
s 

/ G
eV

-110

1

B
kg

.
O

bs
.

0.5
1

1.5

B
kg

.
O

bs
.

0.5
1

1.5

Data γV  Fakeγ→j Fake Lepton

Uncert.  Fakeγ→e Rare EWK

CMSCMS  > 100 GeV
T

 > 120 GeV, Mmiss
TE  > 100 GeV

T
 > 120 GeV, Mmiss

TE

(g)
γ 1 ≥ 1 e, ≥

(h)
γ 1 ≥, µ 1 ≥

-1 = 19.7 fb
int

 = 8 TeV, Ls -1 = 19.7 fb
int

 = 8 TeV, Ls

 (GeV)TH
0 200 400 600 800 1000

E
ve

nt
s 

/ G
eV

-210

-110

1

E
ve

nt
s 

/ G
eV

-210

-110

1

B
kg

.
O

bs
.

0.5
1

1.5

B
kg

.
O

bs
.

0.5
1

1.5

Figure 6.4: Signal region distributions comparing the observed data to the back-
ground estimation. MT (a, b) is shown after applying Emiss

T > 120 GeV and Emiss
T (c,

d) after MT > 100 GeV. Both requirements are applied for the ET
γ (e, f) and HT (g,

h) distributions.
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Table 6.1: Expected and observed number of events in bins of HT and Emiss
T . Each

entry is a sum of the event yields from both ET
γ bins. The expected event yields

from two benchmark signal samples described in the text are also listed.

HT range (GeV) [0, 100]
Emiss

T range (GeV) [120, 200] [200, 300] [300, ∞]
eγ µγ eγ µγ eγ µγ

e→γ fakes 1.7± 0.3 2.1± 0.3 0.1± 0.0 0.1± 0.0 < 0.05 0.1± 0.0
Jet→γ fakes 6.3± 1.3 8.8± 3.7 < 0.05 0.9± 0.7 < 0.05 < 0.05
Vγ 21.5± 4.6 33.8± 5.0 4.8± 1.7 3.8± 0.7 0.9± 0.3 1.1± 0.4
Rare EWK 6.9± 2.6 10.9± 4.0 1.4± 0.6 0.9± 0.4 0.1± 0.1 0.3± 0.2

Total SM 36.3± 5.4 55.6± 7.4 6.3± 1.8 5.8± 1.1 1.1± 0.3 1.5± 0.5

Observed 45 51 6 5 1 1
TChiWg 23.2± 2.3 31.7± 2.8 15.8± 1.6 22.4± 2.1 3.4± 0.5 3.7± 0.6
T5Wg < 0.05 < 0.05 < 0.05 < 0.05 < 0.05 < 0.05

HT range (GeV) [100, 400]
Emiss

T range (GeV) [120, 200] [200, 300] [300, ∞]
eγ µγ eγ µγ eγ µγ

e→γ fakes 5.6± 0.9 7.2± 1.1 0.4± 0.1 0.7± 0.1 0.1± 0.0 < 0.05
Jet→γ fakes 4.0± 1.0 12.3± 5.1 0.5± 0.3 0.5± 0.6 0.2± 0.2 0.5± 0.6
Vγ 12.7± 2.6 15.2± 2.3 2.5± 1.2 1.9± 0.5 0.8± 0.3 0.5± 0.2
Rare EWK 21.0± 7.9 34.0± 12.9 2.9± 1.1 4.7± 1.7 0.6± 0.3 0.7± 0.3

Total SM 43.2± 8.4 68.8± 14.1 6.3± 1.7 7.7± 1.9 1.7± 0.5 1.7± 0.7

Observed 42 71 5 9 1 4
TChiWg 3.0± 0.5 3.7± 0.5 3.0± 0.5 3.7± 0.8 1.2± 0.3 1.9± 0.4
T5Wg < 0.05 < 0.05 < 0.05 < 0.05 0.1± 0.0 0.1± 0.0

HT range (GeV) [400, ∞]
Emiss

T range (GeV) [120, 200] [200, 300] [300, ∞]
eγ µγ eγ µγ eγ µγ

e→γ fakes 0.7± 0.1 0.9± 0.1 0.2± 0.0 0.4± 0.1 0.1± 0.0 0.1± 0.0
Jet→γ fakes 0.6± 0.4 1.1± 0.9 0.3± 0.3 0.6± 0.6 0.3± 0.3 < 0.05
Vγ 2.2± 0.6 2.6± 1.2 0.6± 0.3 0.6± 0.3 0.4± 0.2 0.3± 0.2
Rare EWK 4.2± 1.6 5.7± 2.1 1.1± 0.5 2.1± 0.9 0.3± 0.2 0.5± 0.3

Total SM 7.7± 1.7 10.2± 2.6 2.1± 0.6 3.7± 1.1 1.1± 0.4 1.0± 0.3

Observed 8 10 1 1 1 0
TChiWg 0.3± 0.2 0.3± 0.2 0.2± 0.1 0.2± 0.1 0.7± 0.2 0.7± 0.2
T5Wg 1.1± 0.1 1.3± 0.1 1.5± 0.1 1.6± 0.2 2.9± 0.4 3.5± 0.4
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Figure 6.5: Background expectations and event yields of all signal region counting
bins.

6.2 Signal Expectations

To understand the implication of the result of this search for the MSSM, the behav-
ior of the signal model events under the event selection criteria and the background
estimation methods are studied. As mentioned in Sec. 4.8.1, the simulated and ESF-
corrected signal events are subjected to the full event selection applied to data. Ad-
ditionally, the possibility that a “contamination” of signal events exists in the proxy
samples used for the fake background estimations must be considered, since the pres-
ence of signal events in the control samples can cancel out a deviation of the observed
data from the SM prediction. To evaluate the effect of signal contamination, proxy
samples are also formed from the signal simulation events, scaled by the appropriate
transfer factors, and subtracted from the total event yield. The result is then scaled
to the cross section for the respective mass point to obtain the signal expectation.

While the expected number of events is counted in each signal region counting
bin individually, an overall trend of how efficient the event selection is on the signal
models can be understood by calculating for each mass point the fraction of events
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Figure 6.6: GMSB acceptance times efficiency in the gluino-wino mass plane.

in the signal region out of the total number of generated events with the photon plus
lepton final state. Such a fraction is called acceptance times efficiency (A×ε).

Figure 6.6 shows the A×ε value for each point of the GMSB model in the plane
of gluino-wino mass plane. Since the number of generated events for the strong
and electroweak production processes were not proportional to their respective cross
sections, A×ε for each point of this model was defined using a formula similar to
Eq. (4.4):

A× ε =
(
∑

P σPnP )2∑
P σ

2
PnP

/(∑
P σPN

γ`
P

)2

∑
P σ

2
PN

γ`
P

(6.1)

where P , σP , and Nγ`
P are identical to Eq. (4.4) and nP is the number of events from

the process P in the signal region. Figures 6.7-6.8 show the A×ε values for the TChiWg
and T5Wg points.

6.3 Systematic Uncertainties

The systematic uncertainties in the SM background estimations and the signal expec-
tation are identified and evaluated. Table 6.2 summarizes the sources of systematic
uncertainties considered, which are described below. The third and fourth columns of
the table show the relative magnitude of the uncertainty with respect to the expected
event yield in the signal region. For the uncertainties in background estimation, the
third column gives the uncertainty relative to the estimation of the corresponding
background component, while the fourth column is that relative to the total back-
ground estimation. For the uncertainties in signal expectation, the third column
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Figure 6.7: TChiWg acceptance times efficiency.
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Figure 6.8: T5Wg acceptance times efficiency.

presents the relative uncertainty with respect to the total signal expectation calcu-
lated independently for each mass point of the SUSY signal data sets. In case these
relative uncertainties differ significantly from one sample to another, which can be
caused by small numbers of expected events in some samples used to evaluate the
systematic uncertainties, the range from the minimum to the maximum relative un-
certainty is shown. The descriptions of the items in the table are the following.

Vγ scale factor One of the two biggest sources of uncertainties is the scale factor
aVγ in Eqs. (5.25)-(5.26) for the Vγ background. Normalization errors of the
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Table 6.2: Summary of the systematic uncertainties considered in the final inter-
pretation of the analysis result. For each uncertainty in background estimations, its
magnitude relative to the expected contribution from affected background compo-
nent in the signal region is shown in the third column. A range is given in case there
are multiple affected components whose relative uncertainty values differ significanty.
The fourth column shows the relative uncertainty with respect to the total back-
ground expectation in the signal region. For each uncertainty in signal expectations,
its magnitude relative to the expected event yield in the signal region is shown in the
third column. A range is given for the sources of uncertainty that affect various mass
points of the SUSY signal data sets differently.

Name Sample
Rel. uncertainty (%)
sample total

Rare background rate Rare EWK 50 19
Vγ scale factor Vγ 14 6
Proxy sample shape Fake 20-27 5
Trigger and ID efficiency Rare EWK 8 3
JES EWK 0-6 2
Vγ shape Vγ 5 2
Integrated luminosity Rare EWK 2.6 1
JER EWK 0-2 1

JES Signal 0-22 –
JER Signal 0-17 –
Trigger and ID efficiency Signal 8 –
Initial-state radiation Signal 0-5 –
Integrated luminosity Signal 2.6 –

Renormalization scale and PDF Signal 4-41 –

fake background estimations are absorbed in the uncertainty of the Vγ scale
factor through the error estimation process described in Sec. 5.5.2. In other
words, while the fake backgrounds have only minor direct contributions to the
signal region, their uncertainties in the low-Emiss

T control region are propagated
to the signal region through the Vγ estimation.

Rare background rate The other biggest source of uncertainty is the theoretical
cross sections used to normalize the rare EWK background simulations. A
50% uncertainty is uniformly assigned to the theoretical cross sections of the
rare EWK background processes used to normalize the MC simulation samples.
The process that has the largest contribution in the signal region in this cat-
egory is tt̄γ. Since the relative difference of the observed cross section of this
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process, measured by CMS [109], to calculation is 30%1, the value of 50% is a
conservative estimate of the uncertainty.

Proxy sample shape The uncertainties in the minor contributions of the fake back-
grounds to the signal region are also evaluated. Since the overall scale uncer-
tainties are already accounted for, only the effect of a possible mismodelling of
the fake background distribution shapes by the proxy samples has to be eval-
uated. For the electron-to-photon fakes, a flat 20% error derived in Sec. 5.2.9
is assigned to the event yield estimations of this background in all signal re-
gion bins. For the jet-to-photon and jet-to-lepton fakes, the shape uncertainties
are assessed by significantly loosening the proxy object definitions to contain
even more hadronic contributions. The fractions of events in the signal region
Emiss

T > 120 GeV and MT > 100 GeV of these new proxy samples are then com-
pared to the corresponding values from the nominal proxy samples, and the
relative differences of these fractions are used as the estimations of the error.

Trigger and ID efficiency The ESF affects the normalization of the rare EWK
background and the signal expectations. However, for both samples, the un-
certainty in the cross section dominates any possible errors on the ESF. The
uncertainty in the signal cross section is discussed below. A uniform 8% uncer-
tainty is assigned to both samples.

Jet energy scale and jet energy resolution For MC simulation-based background
estimations and the SUSY signal simulations, a potential difference between the
simulation and the data in the jet energy scale (JES) and jet energy resolution
(JER) must be considered as systematic uncertainties. JES and JER affect
not only the variables directly related to jets, such as HT and Njet, but also
Emiss

T and therefore MT, through the Emiss
T correction using the jet momenta

described in Sec. 3.4.5. Changes in the HT and Emiss
T values in particular in-

duces so-called event migrations, where the total number of expected events in
the signal region remains unchanged but the events get redistributed among
the signal region counting bins. To assess the effect of the JES uncertainty,
the Emiss

T , MT, and HT values are recalculated for each event in the Vγ, rare
EWK, and signal samples with the JES uniformly scaled by ±1σ. The shift in
the expected event yield in each counting bin is taken as the estimate of the
systematic uncertainty. For the JER uncertainty evaluation, the pT of each jet
is randomly smeared by a Gaussian whose width is dependent on the amount
of pileup as well as pT and |η| of the jet. A CMS-standard formula and its
parameters are used to determine the width from these variables. The result of
this smearing on the MC simulation samples are then propagated again through
recalculation of Emiss

T , MT, and HT. In some statistically limited counting bins,

1 The two values agree within errors.
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the effect of event migration can be at tens of percent, even though its actual
contribution to the overall uncertainty is small.

Vγ shape The uncertainty in the shape of the distributions is also relevant for the
Vγ background. The most important uncertainty would be in the Emiss

T distri-
bution shape of the Wγ sample. However, since Emiss

T is sensitive to signal, it
is not possible to directly compare the Emiss

T distributions in MC and data to
evaluate the goodness of the modeling. Therefore, the muon pT spectrum of
the Zγ MadGraph sample is instead compared to that of µµγ events in data,
under the assumption that the similarity of the Wγ and Zγ processes will lead
to a similar mis-modeling, if any exists.

For data, µγ channel candidate events with Emiss
T < 70 GeV are further selected

by a requirement for an additional muon passing a loose selection. To enhance
the dimuon purity, only events with a dimuon invariant mass between 80 GeV
and 100 GeV are employed. From the muon pT distribution in this sample, the
estimated contributions from dimuon events in the fake photon and the rare
EWK backgrounds are subtracted. The resulting histogram is then compared
to the pT distribution from the Zγ sample selected with the identical conditions.
The Zγ distribution is scaled by the scale factor from Eq. (5.26).

The two distributions are statistically consistent, as shown on the left-hand side
of Fig. 6.9. Nevertheless, to propagate the small discrepancy back to the Wγ
shape uncertainty, the Vγ background is reweighted with the leading lepton pT

by the ratio of the two distributions, given on the right-hand side of Fig. 6.9.
The difference between the modified and nominal background prediction is then
used as the systematic uncertainty.

Integrated luminosity The integrated luminosity, which is used to normalize the
rare EWK background and the signal, is given a 2.6% uncertainty following the
CMS-wide recommendation [93].

Initial-state radiation The pT spectrum of the ISR simulated by MadGraph is
known to have a somewhat longer tail than what is observed. Since a very high-
pT ISR can boost the remainder of the hard scattering, affecting quantities
such as Emiss

T , the effect of the ISR is evaluated on the signal samples. The
TChiWg and T5Wg data sets are MadGraph-based, which allows the use of
an established prescription in Ref. [110]. In this method, the uncertainty is
evaluated by reweighting the signal events by the transverse momentum of the
initial di-sparticle system (pT

SUSY). The following weights are used: unity for
pT

SUSY ≤ 120 GeV; 0.95 for 120 GeV < pT
SUSY ≤ 150 GeV; 0.9 for 150 GeV <

pT
SUSY ≤ 250 GeV; 0.8 for pT

SUSY > 250 GeV. The resulting expected event
yields are then compared to the nominal expectations, and the difference is
used as the uncertainty for each counting bin. For the GMSB model, which
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Figure 6.9: Left: Muon pT distributions in µµγ events in data and Zγ samples. The
estimated contribution from fake photon and rare EWK events are subtracted from
data, and the Zγ sample is scaled by the factor given in Eq. (5.26). Right: Ratio of
the two distributions.

is generated exclusively with pythia, a flat 5% uncertainty is assigned to all
counting bins.

Renormalization/Factorization scale and PDF The dominant uncertainty for
the expected signal yields is in the renormalization scale and PDF used in
the cross section. For the models TChiWg and T5Wg, the magnitude of the
uncertainties are calculated together with the cross section central values by
the LHC SUSY cross section working group [103]. For the GMSB model, the

uncertainty in the cross section is calculated as
√
σ2

PDF + σ2
µF

, where σPDF is

the uncertainty in the PDF, and σµF the one on the factorization scale. The
PDF uncertainty is evaluated by recalculating the cross section with alternative
PDF sets, where the parameters of the PDF fit are shifted by ±1σ along the
eigenvector directions of the Hessian matrix. The µF uncertainty was evaluated
by repeating the calculation at factorization scales 1

2
mZ and 2mZ and taking the

difference from the nominal cross section. A large uncertainty is seen in very
high-mass points where this search is not sensitive to. Since this uncertainty is
on the theoretical prediction itself rather than on the experimental methods, it
is treated separately in the interpretation of the results described in Sec. 6.5.
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6.4 CLs Limit with One-Sided Profile Likelihood

Since no excess of events beyond the SM expectation is observed in any of the signal
region bins, the results from this search are interpreted in terms of cross section
upper limits on the signal models. The “LHC-style” CLs limits [111] which use the
one-sided profiled likelihood as the test statistic are calculated. The following is a
general description of this method.

CLs [112, 113] is a measure of confidence for excluding a signal hypothesis in view
of some observation. The observation in the current case is the event yields in the
signal region bins. The confidence level is calculated using a test statistic q whose
value is larger for more signal-like data. Denoting the value of q for the result of the
experiment as qobs, CLs is given as the probability of observing a higher q value than
qobs under the signal hypothesis, normalized by the same probability under the null
(background-only) hypothesis.

Usually, instead of quoting the CLs value for one specific signal hypothesis, a
continous family of hypotheses where the signal strength is scaled by a parameter µ
is considered. In other words, models where the mean expectation for the observed
number of events is symbolically b+µs, where b is the background expectation and s is
the nominal signal expectation, are tested against the null hypothesis, corresponding
to µ = 0. Often µ itself is called the signal strength, and the hypothesis with µ = r
is denoted Hr. If for µ = r95

CLs(q
obs; r95) =

Prob(q ≥ qobs;Hr95)

Prob(q ≥ qobs;H0)
= 0.05, (6.2)

r95 is called the 95% upper limit for the signal strength, and Hr with r > r95 is
considered excluded at the 95% confidence level. Figure 6.10 shows an example of
the calculated CLs values for different µ values at a TChiwg point with mχ̃ = 500 GeV.
The 95% upper limit is obtained by approximating CLs(q

obs;µ) locally by a falling
exponential and calculating the point where the curve crosses the horizontal line
CLs = 0.05.

The term probability in the above discussion must be clarified. First, note that the
test statistic q can depend on µ for its computation. As a function of the input data,
it should hence be denoted more properly as qµ(data). The data here can actually
be the observed event yields, or a possible outcome of the hypothetical experiment
under Hµ. In the latter case, the yield ni in the signal region bin i follows the Poisson
distribution

Pois(ni; bi + µsi) =
(bi + µsi)

ni

ni!
e−bi−µsi (6.3)

where bi and si are the background and nominal signal expectations in bin i. Thus, the
probability for observing the yields {ni} is well defined, and is given by the product of
the right hand side of Eq. (6.3) for all bins. To be precise, systematic uncertainties in
determining {bi} and {si} must be accounted for. The expected yields are therefore
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Figure 6.10: Distribution of CLs values for different signal strength µ at a TChiwg

point with mχ̃ = 500 GeV. The function CLs(q
obs;µ) is locally approximated by an

exponential fit function (red curve) to obtain the 95% confidence level upper limit
r95, which is indicated by an arrow pointing to the horizontal axis.

actually functions of nuisance parameters θ that encode the uncertainties, and the
product of Poisson probabilities must be multiplied by the probability for θ to take a
specific value. In short, the function

L({ni}|µ, θ) =
∏
i

Pois(ni; bi(θ) + µsi(θ))p(θ) (6.4)

gives the likelihood of {ni} for a given µ and θ. The distribution of {ni} can then
be translated to the distribution of qµ, from which the probabilities used in the CLs

calculation are inferred.
Due to the existence of the nuisance parameters, neither the distributions of {ni}

nor qµ can be found analytically. Therefore, in a practical calculation, a large number
of {ni} sets are generated with Monte Carlo technique for multiple Hµ. Such ran-
domly generated simulated outcomes of the experiment are called pseudo-data. The
numerator and denominator probabilities for the CLs calculations can be obtained
from simple integrals of the histograms of qµ filled with pseudo-data.

The test statistic qµ that is used below is the one-sided profile likelihood ratio [111]:

qµ({ni}) = −2 ln
L({ni}|µ, θ̂µ)

L({ni}|µ̂, θ̂)
, (6.5)
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where θ̂µ is the set of nuisance parameter values that maximizes the likelihood in

the numerator, and (µ̂, θ̂) globally maximizes the likelihood for given {ni} under the
constraint 0 < µ̂ ≤ µ. The “one-sided” in the name of the test statistic refers to this
last constraint, which ensures that qµ will not have a minimum when regarded as a
function of µ.

So far, only the method for setting the observed upper limit of the signal strength
has been discussed. To evaluate the sensitivity of an experiment, it is equally im-
portant to compute what upper limit is expected under H0. For this purpose, the
above procedure is repeated pretending that a pseudo-data from H0 is the result of
the experiment. Since pseudo-data has a finite distribution, the 95% upper limit r95

will accordingly take multiple values. Therefore, expected limits are usually quoted
at the 2.5%, 16%, 50%, 84%, and 97.5% quantiles of the r95 distribution.

The calculation of the expected limits can be extremely computation-intensive.
In the most straightforward implementaion, if M pseudo-data points from H0 are
used as observations and Nj computations are needed for the signal strengths {µj} to
accurately calculate CLs(q

pseudo-obs
µj

;µj), the required number of times the test statistic
is evaluated scales like ∼M×∑j Nj. Even with modern computers, such calculations
can easily take days to weeks to finish. Therefore a much more efficient algorithm is
implemented in the standard CMS limit-setting tool, which was also used to obtain
the results in the next sections.

The algorithm used in CMS starts with the generation of qµi distributions for
Hµi and H0. Both distributions will be used in CLs calculation later, but the latter
distribution f(qµi ;H0) can in fact be also regarded as the distribution of possible ob-
servations qpseudo-obs

µi
under H0. Then, since CLs(q

obs
µ ;µ) is a monotonically decreasing

function of qobs
µ for fixed µ, CLs(q

k
µi

;µi) where qkµi is the k-quantile of f(qµi ;H0) coin-
cides with the k-quantile value of the CLs distribution under H0. As CLs(q

obs
µ ;µ) is

also a monotonically decreasing function of µ for fixed {ni}, if the k-quantile of CLs

is at 0.05 for a signal strength rk95, then a fraction k of observations made under H0

will have their 95% upper limit below rk95. Therefore, the expected limits are given
by rk95 for k = 0.025, 0.16, 0.5, 0.84, 0.975.

The software package used for the calculation of the profile likelihood ratio was
RooStats [114] version 5.34.04-cms2. Since the sources of the systematic uncertain-
ties described in Sec. 6.3 are all multiplicative factors to the expected event yields,
they were all treated as nuisance parameters with a log-normal probability distri-
bution with the peak at the nominal value and width given by the corresponding
systematic uncertainty. The statistical uncertainty of each background estimation,
which also becomes a systematic uncertainty in the context of Eq. (6.3), was modeled
by a gamma distribution

βα

Γ(α)
xα−1e−βx, (6.6)

where x is the expected event yield, α is the original number of events in the control
sample, and β is the nominal expectation divided by α, i.e., the averaged transfer
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Figure 6.11: 95% CLs cross section upper limits and exclusion contours for the GMSB

model.

factor.

6.5 Interpretations

The CLs calculation is performed by constructing the likelihood in Eq. (6.4) from
the observed event yields and background estimations in the signal region counting
bins. Figures 6.11-6.12 show the computed 95% CLs cross section upper limits on the
GMSB, TChiwg, and T5Wg models. The black and red curves shown in Fig. 6.11 and on
the right-hand side of 6.12 are where the observed and 50%-quantile expected upper
limits are equal to the calculated cross section given in Sec. 4.8.1. Such curves are
called 95% confidence level exclusion contours. The TChiWg model was scanned in 1
dimension of the degenerate mass of χ̃± and χ̃0. In this 1-dimensional scan, shown
on the left-hand side of Fig. 6.12, the exclusion mass bound is not a contour but a
point, which is where the theoretical cross section and the upper limit cross. The
observed and 50%-quantile expected upper limits agree well, statistically confirming
the conclusion that the observation is consistent with a null hypothesis, which was
drawn visually in Sec. 6.1.

In all figures, only the experimental uncertainty is used to calculate the 68%- and
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95%- quantile expected upper limits. The uncertainty on the theoretical cross section
is displayed for the TChiWg model as a band around the curve for the calculated cross
section, while for the GMSB and T5Wg models, it is implied by the bands around the
observed exclusion contours. In other words, the uncertainty bands on the observed
exclusion curves correspond to where the observed upper limit meets the calculated
cross section if the latter is shifted by ±1σ.

In the GMSB model, the electroweak production cross section is a function of virtu-
ally only the wino mass. Therefore, when the wino is light, a certain number of signal
events is expected regardless of the gluino mass. Conversely, the non-observation of
an excess of events in the signal region results in the bend of the exclusion curve that
stays at a constant value of mwino, as seen in Fig. 6.11. This result of mwino & 370 GeV
can be directly compared to the ATLAS result of mwino > 221 GeV in Ref. [58] men-
tioned in Sec. 2.12.2, marking a clear extension of the lower bound for the mass of
a wino NLSP. Similarly, the mass lower bound for the gluino of mgluino > 815 GeV
at mwino = 655 GeV and mgluino > 900 GeV at mwino = 450 GeV is to be compared
with mgluino > 619 GeV in Ref. [58] and mgluino > 775 GeV set by the CMS single
photon search [57]. Note that the convention is to use the observed exclusion where
the signal cross section is scaled down by 1σ when quoting numerical values. In the
current case of the GMSB model, this “conservative” exclusion corresponds to the black
dotted curve that is closer to the origin.

While the observed and expected exclusion curves generally overlap, a small devi-
ation of the observed exclusion contour from the expectation exists around 550 GeV .
mwino . 850 GeV and 870 GeV . mgluino . 950 GeV in Fig. 6.11. This feature is due
to a discrepancy between the observed number of events and the background predic-
tion in a single signal region counting bin of ET

γ > 80 GeV, Emiss
T > 300 GeV, and

100 GeV < HT < 400 GeV in the µγ channel. This high-ET
γ, high-Emiss

T , mid-HT bin
has an expected background of 0.79± 0.10 events, while 3 events are observed. Since
the major contributors to the HT sum in this model are the (anti)quark jets from the
gluino decay g̃→qqχ̃±1 (χ̃0

1), for each mass point, a typical HT value is roughly given
by HT ∼ 2(mgluino−mwino), where the factor of 2 accounts for the 2 gluinos. Thus the
excess in the HT range [100, 400] GeV mainly affects the region in the mwino-mgluino

plane with 50 GeV < (mgluino −mwino) < 200 GeV, which is indeed where the devia-
tion of the contours occurs. The excess is nevertheless statistcally insignificant and
is considered a statistical fluctuation.

When broken down to individual processes of electroweak and strong production,
as simulated in the TChiWg and T5Wg models, mχ̃ < 540 GeV andmg̃ < 1080 GeV (mχ̃ =
600 GeV) are excluded at 95% confidence level with a 100% branching fraction for

χ̃0→ γG̃ and 50% branching fraction for each of g̃→ qqχ̃± and g̃→ qqχ̃0. For the
TChiWg model, a curve for the theoretical cross section scaled down by sin2 θW is added
to the left-hand plot of Fig. 6.12 as a reference to compare this model to more realistic
wino-like NLSP models. In particular, the observed limit of mχ̃ > 340 GeV under this
scaled-down cross section is comparable to the quoted limit of mwino > 370 GeV for the
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GMSB scenario mentioned above. The peculiar deviation of the observed exclusion con-
tour from the expectation in the T5Wg model seen around mg̃ − 200 GeV . mχ̃ . mg̃

on the right-hand side of Fig. 6.12 is due to the same upward fluctuation as discussed
above for the GMSB model.
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Chapter 7

Conclusion

A search for anomalous production of events with a photon, lepton, and large Emiss
T

using 19.7 fb−1 of pp collisions at
√
s = 8 TeV recorded in 2012 with the CMS de-

tector at the CERN LHC has been presented. Signal candidate events with large
Emiss

T and MT are counted in multiple bins of ET
γ, HT, and Emiss

T . The amount
of SM background present in the data is estimated using data-driven methods as
well as MC simulation. No excess of events above the expected SM background is
observed. The result is interpreted in the context of supersymmetric models with
gauge-mediated supersymmetry breaking as limits on the cross section of the pair-
production processes of gaugino-like particles that decay subsequently to a W boson
and a photon along with nearly massless gravitinos. Assuming that the next-to-
lightest supersymmetric particles are the charged and neutral winos (wino co-NLSP
scenario), wino and gluino masses below 370 GeV and 820 GeV, respectively, are ex-
cluded at 95% confidence level. Compared to the corresponding previous best limits
of 221 and 619 GeV [58], this result sets a significantly more stringent constraint on
such a scenario of supersymmetry.

Aside from narrowing the parameter space of supersymmetric models, this search
establishes background estimation techniques that are generically applicable to many
data analyses. In particular, a functional reweighting of control samples to predict
arbitrary kinematic distributions of backgrounds from object mis-identification is em-
ployed extensively and successfully. Additionally, a template-fit method is utilized
to estimate a yet-unmeasured cross section of the main SM background process of
Wγ production, resulting in a reduced systematic uncertainty on the background
prediction.

A possible future improvement of this search should involve a more careful evalu-
ation of the contributions from the multiboson and top quark production processes.
Particularly, the production of tt̄ pair associated with a high-energy photon will be-
come even more relevant in pp collisions at higher center-of-mass energies, possibly
exceeding the contribution from the Wγ process mentioned above. Such an evalua-
tion may rely on higher-order cross section calculations that are becoming available
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or some novel data-driven technique.
The non-observation of an excess over the SM prediction in this search does not

exclude the wino co-NLSP scenario mentioned above, let alone the supersymmetric
standard model with gauge-mediated supersymmetry breaking. A supersymmetric
particle with a mass just heavier than what has been excluded in this thesis might
be waiting to be discovered. Furthermore, the possibility of a discovery is not only in
higher masses. As discussed in Sec. 2.11, the framework of general gauge-mediation
admits a large variety of final states, some of which have not been experimentally
studied yet. Even for wino co-NLSP scenarios, for instance, the case for long-lived
winos resulting in the signature of displaced leptons, photons, and jets has not been
addressed thoroughly. The LHC Run II at

√
s = 13 TeV, scheduled to start in the

summer of 2015, is an exciting new chapter in the search for supersymmetry at the
LHC. A broad set of search programs will probe the newly opened mass range from
every possible dimension.
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[84] T. Sjöstrand, S. Mrenna, and P. Z. Skands. “A Brief Introduction to pythia
8.1”. Comput. Phys. Commun. 178.CERN-LCGAPP-2007-04, LU-TP-07-28,
FERMILAB-PUB-07-512-CD-T (2008), pp. 852–867. doi: 10.1016/j.cpc.
2008.01.036. arXiv: 0710.3820 [hep-ph].

[85] T. Gleisberg et al. “Event generation with sherpa 1.1”. JHEP 0902.FERMILAB-
PUB-08-477-T, SLAC-PUB-13420, ZU-TH-17-08, DCPT-08-138, IPPP-08-69,
EDINBURGH-2008-30, MCNET-08-14 (2009), p. 007. doi: 10.1088/1126-
6708/2009/02/007. arXiv: 0811.4622 [hep-ph].

[86] G. Corcella et al. “herwig 6: An Event generator for hadron emission re-
actions with interfering gluons (including supersymmetric processes)”. JHEP
0101.CAVENDISH-HEP-99-03, CERN-TH-2000-284, RAL-TR-2000-048 (2001),
p. 010. doi: 10.1088/1126-6708/2001/01/010. arXiv: hep-ph/0011363
[hep-ph].

[87] G. Corcella et al. “herwig 6.5 release note”. arXiv: hep-ph/0210213. 2002.

[88] J. Alwall et al. “The automated computation of tree-level and next-to-leading
order differential cross sections, and their matching to parton shower simula-
tions”. JHEP 1407.CERN-PH-TH-2014-064, CP3-14-18, LPN14-066, MCNET-
14-09, ZU-TH-14-14 (2014), p. 079. doi: 10.1007/JHEP07(2014)079. arXiv:
1405.0301 [hep-ph].

[89] J. Alwall et al. “A Standard format for Les Houches event files”. Comput. Phys.
Commun. 176.FERMILAB-PUB-06-337-T, CERN-LCGAPP-2006-03 (2007),
pp. 300–304. doi: 10.1016/j.cpc.2006.11.010. arXiv: hep-ph/0609017
[hep-ph].

[90] J. M. Campbell, R. K. Ellis, and C. Williams. “Vector boson pair production
at the LHC”. JHEP 1107.FERMILAB-PUB-11-182-T (2011), p. 018. doi: 10.
1007/JHEP07(2011)018. arXiv: 1105.0020 [hep-ph].

[91] GEANT4 Collaboration. “Geant4—a simulation toolkit”. Nucl. Instrum. Meth.
A 506.SLAC-PUB-9350, FERMILAB-PUB-03-339 (2003), pp. 250–303. doi:
10.1016/S0168-9002(03)01368-8.

177

http://dx.doi.org/10.1103/PhysRevD.82.074024
http://dx.doi.org/10.1103/PhysRevD.82.074024
http://arxiv.org/abs/1007.2241
http://dx.doi.org/10.1088/1126-6708/2002/05/062
http://arxiv.org/abs/hep-ph/0204232
http://dx.doi.org/10.1088/1126-6708/2006/05/026
http://arxiv.org/abs/hep-ph/0603175
http://dx.doi.org/10.1016/j.cpc.2008.01.036
http://dx.doi.org/10.1016/j.cpc.2008.01.036
http://arxiv.org/abs/0710.3820
http://dx.doi.org/10.1088/1126-6708/2009/02/007
http://dx.doi.org/10.1088/1126-6708/2009/02/007
http://arxiv.org/abs/0811.4622
http://dx.doi.org/10.1088/1126-6708/2001/01/010
http://arxiv.org/abs/hep-ph/0011363
http://arxiv.org/abs/hep-ph/0011363
http://dx.doi.org/10.1007/JHEP07(2014)079
http://arxiv.org/abs/1405.0301
http://dx.doi.org/10.1016/j.cpc.2006.11.010
http://arxiv.org/abs/hep-ph/0609017
http://arxiv.org/abs/hep-ph/0609017
http://dx.doi.org/10.1007/JHEP07(2011)018
http://dx.doi.org/10.1007/JHEP07(2011)018
http://arxiv.org/abs/1105.0020
http://dx.doi.org/10.1016/S0168-9002(03)01368-8


[92] G. Grindhammer and S. Peters. “The Parameterized simulation of electro-
magnetic showers in homogeneous and sampling calorimeters”. arXiv: hep-
ex/0001020. 1993.

[93] CMS Collaboration. CMS Luminosity Based on Pixel Cluster Counting - Sum-
mer 2013 Update. CMS Physics Analysis Summary CMS-PAS-LUM-13-001.
CERN, 2013. url: http://cdsweb.cern.ch/record/1598864.

[94] M. Cacciari, G. P. Salam, and G. Soyez. “The Catchment Area of Jets”. JHEP
0804.LPTHE-07-02 (2008), p. 005. doi: 10.1088/1126-6708/2008/04/005.
arXiv: 0802.1188 [hep-ph].

[95] CMS Collaboration. Search for a Higgs boson decaying into two photons in the
CMS detector. Tech. rep. CMS-PAS-HIG-11-010. 2011.

[96] CMS Collaboration. Pileup Jet Identification. CMS Physics Analysis Sum-
mary CMS-PAS-JME-13-005. 2013. url: http://cdsweb.cern.ch/record/
1581583.

[97] M. Czakon, P. Fiedler, and A. Mitov. “Total Top-Quark Pair-Production Cross
Section at Hadron Colliders Through O(α4

S)”. Phys. Rev. Lett. 110.25 (2013),
p. 252004. doi: 10 . 1103 / PhysRevLett . 110 . 252004. arXiv: 1303 . 6254

[hep-ph].

[98] R. Gavin, Y. Li, F. Petriello, and S. Quackenbush. “FEWZ 2.0: A code for
hadronic Z production at next-to-next-to-leading order”. Comput. Phys. Com-
mun. 182.ANL-HEP-PR-10-60 (2011), pp. 2388–2403. doi: 10.1016/j.cpc.
2011.06.008. arXiv: 1011.3540 [hep-ph].

[99] K. Melnikov, M. Schulze, and A. Scharf. “QCD corrections to top quark pair
production in association with a photon at hadron colliders”. Phys. Rev. D
83 (2011), p. 074013. doi: 10.1103/PhysRevD.83.074013. arXiv: 1102.1967
[hep-ph].

[100] B. Allanach et al. “SUSY Les Houches Accord 2”. Comput. Phys. Commun.
180.FERMILAB-PUB-07-036-T, SLAC-PUB-12765, CERN-PH-TH-2007-148,
DAMTP-2007-76, EDINBURGH-2007-31, KEK-TH-1170, LAPTH-1204-07, LPT-
ORSAY-07-81, SHEP-07-13 (2009), pp. 8–25. doi: 10.1016/j.cpc.2008.08.
004. arXiv: 0801.0045 [hep-ph].

[101] A. Djouadi, J.-L. Kneur, and G. Moultaka. “SuSpect: A Fortran code for the
supersymmetric and Higgs particle spectrum in the MSSM”. Comput. Phys.
Commun. 176.PM-02-39, CERN-TH-2002-325 (2007), pp. 426–455. doi: 10.
1016/j.cpc.2006.11.009. arXiv: hep-ph/0211331 [hep-ph].

[102] M. Muhlleitner, A. Djouadi, and Y. Mambrini. “SDECAY: A Fortran code
for the decays of the supersymmetric particles in the MSSM”. Comput. Phys.
Commun. 168.CERN-TH-2003-252, PM-03-22, PSI-PR-03-17 (2005), pp. 46–
70. doi: 10.1016/j.cpc.2005.01.012. arXiv: hep-ph/0311167 [hep-ph].

178

http://cdsweb.cern.ch/record/1598864
http://dx.doi.org/10.1088/1126-6708/2008/04/005
http://arxiv.org/abs/0802.1188
http://cdsweb.cern.ch/record/1581583
http://cdsweb.cern.ch/record/1581583
http://dx.doi.org/10.1103/PhysRevLett.110.252004
http://arxiv.org/abs/1303.6254
http://arxiv.org/abs/1303.6254
http://dx.doi.org/10.1016/j.cpc.2011.06.008
http://dx.doi.org/10.1016/j.cpc.2011.06.008
http://arxiv.org/abs/1011.3540
http://dx.doi.org/10.1103/PhysRevD.83.074013
http://arxiv.org/abs/1102.1967
http://arxiv.org/abs/1102.1967
http://dx.doi.org/10.1016/j.cpc.2008.08.004
http://dx.doi.org/10.1016/j.cpc.2008.08.004
http://arxiv.org/abs/0801.0045
http://dx.doi.org/10.1016/j.cpc.2006.11.009
http://dx.doi.org/10.1016/j.cpc.2006.11.009
http://arxiv.org/abs/hep-ph/0211331
http://dx.doi.org/10.1016/j.cpc.2005.01.012
http://arxiv.org/abs/hep-ph/0311167


[103] LHC SUSY Cross Section Working Group. url: https://twiki.cern.ch/
twiki/bin/view/LHCPhysics/SUSYCrossSections.

[104] CMS Collaboration. “Measurement of the inelastic proton-proton cross section
at
√
s = 7 TeV”. Phys. Lett. B 722.CMS-FWD-11-001, CERN-PH-EP-2012-

293 (2013), pp. 5–27. doi: 10 . 1016 / j . physletb . 2013 . 03 . 024. arXiv:
1210.6718 [hep-ex].

[105] TOTEM Collaboration. “Measurement of proton-proton inelastic scattering
cross-section at

√
s = 7 TeV”. Europhys. Lett. 101 (2013), p. 21003. doi: 10.

1209/0295-5075/101/21003.

[106] K. S. Cranmer. “Kernel estimation in high-energy physics”. Comput. Phys.
Commun. 136 (2001), pp. 198–207. doi: 10.1016/S0010-4655(00)00243-5.
arXiv: hep-ex/0011057 [hep-ex].

[107] ATLAS Collaboration. “Measurements of Wγ and Zγ production in pp colli-
sions at

√
s = 7 TeV with the ATLAS detector at the LHC”. Phys. Rev. D 87.11

(2013), p. 112003. doi: 10.1103/PhysRevD.87.112003. arXiv: 1302.1283
[hep-ex].

[108] CMS Collaboration. “Measurement of the Wγ and Zγ inclusive cross sections
in pp collisions at

√
s = 7 TeV and limits on anomalous triple gauge boson cou-

plings”. Phys. Rev. D 89.CMS-EWK-11-009, CERN-PH-EP-2013-108 (2014),
p. 092005. doi: 10.1103/PhysRevD.89.092005. arXiv: 1308.6832 [hep-ex].

[109] CMS Collaboration. Measurement of the inclusive top-quark pair + photon
production cross section in the muon + jets channel in pp collisions at 8 TeV.
Tech. rep. CMS-PAS-TOP-13-011. 2014.

[110] CMS Collaboration. “Search for top-squark pair production in the single-
lepton final state in pp collisions at

√
s = 8 TeV”. Eur. Phys. J. C 73.12

(2013), p. 2677. doi: 10.1140/epjc/s10052-013-2677-2. arXiv: 1308.1586
[hep-ex].

[111] ATLAS and CMS Collaborations, The LHC Higgs Combination Group. Proce-
dure for the LHC Higgs boson search combination in Summer 2011. Tech. rep.
CMS-NOTE-2011-005. ATL-PHYS-PUB-2011-11. Geneva: CERN, Aug. 2011.

[112] T. Junk. “Confidence level computation for combining searches with small
statistics”. Nucl. Instrum. Meth. A 434.CARLETON-OPAL-PHYS-99-01, CERN-
EP-99-041 (1999), pp. 435–443. doi: 10.1016/S0168- 9002(99)00498- 2.
arXiv: hep-ex/9902006 [hep-ex].

[113] A. L. Read. “Presentation of search results: The CLs technique”. J. Phys. G
28 (2002), pp. 2693–2704. doi: 10.1088/0954-3899/28/10/313.

179

https://twiki.cern.ch/twiki/bin/view/LHCPhysics/SUSYCrossSections
https://twiki.cern.ch/twiki/bin/view/LHCPhysics/SUSYCrossSections
http://dx.doi.org/10.1016/j.physletb.2013.03.024
http://arxiv.org/abs/1210.6718
http://dx.doi.org/10.1209/0295-5075/101/21003
http://dx.doi.org/10.1209/0295-5075/101/21003
http://dx.doi.org/10.1016/S0010-4655(00)00243-5
http://arxiv.org/abs/hep-ex/0011057
http://dx.doi.org/10.1103/PhysRevD.87.112003
http://arxiv.org/abs/1302.1283
http://arxiv.org/abs/1302.1283
http://dx.doi.org/10.1103/PhysRevD.89.092005
http://arxiv.org/abs/1308.6832
http://dx.doi.org/10.1140/epjc/s10052-013-2677-2
http://arxiv.org/abs/1308.1586
http://arxiv.org/abs/1308.1586
http://dx.doi.org/10.1016/S0168-9002(99)00498-2
http://arxiv.org/abs/hep-ex/9902006
http://dx.doi.org/10.1088/0954-3899/28/10/313


[114] L. Moneta et al. “The RooStats Project”. 13th International Workshop on Ad-
vanced Computing and Analysis Techniques in Physics Research (ACAT2010).
PoS(ACAT2010)057. SISSA, 2010. eprint: 1009.1003 (physics.data-an). url:
http://pos.sissa.it/archive/conferences/093/057/ACAT2010_057.

pdf.

180

1009.1003
http://pos.sissa.it/archive/conferences/093/057/ACAT2010_057.pdf
http://pos.sissa.it/archive/conferences/093/057/ACAT2010_057.pdf

	THESISFORM- YUTARO IIYAMA
	yiiyama_physics_2015
	Introduction
	The Standard Model and Its Supersymmetric Extension
	The Lagrangian of the Standard Model
	Electroweak Symmetry Breaking
	Renormalizations in the Standard Model
	Observed Particles
	Unanswered Questions in the Standard Model
	Supersymmetry
	Supersymmetry Breaking
	The Minimal Supersymmetric Standard Model
	Soft Supersymmetry-Breaking Parameters
	Gauge-Mediated Supersymmetry Breaking
	The Phenomenology of the MSSM
	The Status of Searches for Supersymmetry
	General Status
	GMSB Searches


	The LHC and the CMS Experiment
	The Large Hadron Collider
	The CMS Detector
	Inner Trackers
	Electromagnetic Calorimeter and Preshower Detector
	Hadronic Calorimeter and Forward Detectors
	Muon Trackers

	Trigger System
	Object Reconstruction
	Tracks
	Photons
	Electrons
	Muons
	Jets
	Particle Flow and Missing Transverse Energy

	Physics Simulation
	Monte-Carlo Event Generators
	CMS Detector Simulation


	Data Collection and Event Selection
	Overview of Data Samples
	Triggers
	Photon Selection
	Electron Selection
	Muon Selection
	Full Selection Criteria
	Jet Selection
	Simulation
	Simulation Data Sets
	Pileup Reweighting
	Efficiency Corrections


	Data Analysis
	Outline
	Fake Photon Background Due to Electrons
	Electron Proxy Sample Definition (e-gamma)
	Transfer Factor Measurement (e-gamma)
	Individual Fake Rate Measurement (e-gamma)
	Systematic Uncertainties on Tag-and-Probe (e-gamma)
	Fake Rate Function Determination (e-gamma)
	Systematic Uncertainty on the Fake Rate Function (e-gamma)
	Dependence of the Fake Rate on Track Multiplicity
	mu-gamma Channel
	Validity Evaluation

	Fake Photon Background Due to Jets
	Overview
	The Hadron Fraction (mu-gamma)
	Proxy Sample and Transfer Factor (mu-gamma)
	e-gamma Channel
	Closure Test

	Background Due to Lepton Mis-identification
	Overview
	Fake Electron Proxies
	Fake Muon Proxies

	EWK Background
	The Standard Model V-gamma Cross Section
	Normalization of the V-gamma and Fake Lepton Samples
	Multiboson and tt-gamma Backgrounds

	Estimations of the Efficiency Scale Factors
	Factorization of the Full Selection Efficiency
	Offline Selection Efficiency
	Trigger Efficiency


	Results and Interpretations
	Results
	Signal Expectations
	Systematic Uncertainties
	CLs Limit with One-Sided Profile Likelihood
	Interpretations

	Conclusion


