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Abstract

This thesis presents two results: a search for supersymmetry (SUSY) and a measure-
ment of the Y(nS) (n = 1, 2, 3) cross sections as a function of the T transverse
momentum. Both results are based on data from pp collisions at /s = 7TeV and /s
= 8TeV collected with the Compact Muon Solenoid (CMS) detector at the CERN
Large Hadron Collider (LHC). The two topics examine different aspects of the stan-
dard model. The mechanism for producing heavy-quark bound states in pp collision
remains elusive despite 40 years of study. This measurement provides new data that
will contribute to the understanding of how heavy-quark bound states are produced.
In a different way, the search for supersymmetry attacks a weakness of the present
formulation of the standard model related to the very high energy behavior of the
fundamental interactions. The two projects have the common goal of improving our
knowledge of the properties of the standard model using data from the LHC.

Most searches for SUSY focus on the presence of large missing transverse energy
EXiss carried away by the lightest SUSY particle. Recent searches at the CERN LHC
using events with high E2 have found no found evidence for SUSY. Therefore, it is
important to study well-motivated alternatives with low EX5 such as models that
include R-parity violation, where SUSY particles decay to SM particles. Similar low-
EXss final states can be achieved in R-parity conserving scenarios, such as “stealth
SUSY” by means of a new hidden sector in which SUSY is approximately conserved.
This thesis presents results of a search for stealth SUSY using events that contain an
electron and a muon. The search is the first of its kind. It uses proton-proton colliding
beam data collected with the CMS detector in 2012, and corresponds to 19.7fb™! of
integrated luminosity at a center of mass energy of 8 TeV. No excess of events is
observed. A lower limit of 550 GeV is placed on the mass of possible degenerate first
and second-generation squarks that decay in the stealth SUSY framework.

Differential cross sections as a function of transverse momentum pt are presented
for the production of T(n = 1, 2, 3) states decaying into a pair of muons. Data corre-
sponding to an integrated luminosity of 4.9fb™" in pp collisions at /s = 7 TeV were
collected with the CMS detector at the LHC. The analysis selects events with dimuon
rapidity |y| < 1.2 and dimuon transverse momentum in the range 10 < pr < 100 GeV.
The measurements show a transition from an exponential to a power-law behavior at
pr =~ 20 GeV for the three YT states. Above that transition, the YT (3S) spectrum is
significantly harder than that of the T(15) and T(2S). The ratios of the T(3S5) and
T(29) differential cross sections to the Y(1S) cross section show a rise as pr increases
at low pr, then become flatter at higher pr.
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Chapter 1

Introduction

Particle physics is the study of the constituents of matter and their interactions.
The ultimate goal of particle physics is to understand the most fundamental building
blocks of the universe at the shortest distance scale possible. This is accomplished by
studying processes at high energy. In addition, particle physics seeks to understand
the unifying principles behind the interactions and learn to make predictions. Thus,
particle physics is often thought of as the study of the most fundamental principles
of nature.

The experimental tool for examining high energy processes is scattering. Ernest
Rutherford’s 1911 discovery of the nucleus using the scattering of Helium nuclei off of
gold atoms is the prototypical particle physics experiment. During the 20th century,
experimentalists became experts at increasing the energy of scattering experiments
by accelerating charged particles with large electric field gradients. From these ex-
periments, smaller levels of structure were discovered, including constituents of the
nucleus. In the following decades, hundreds of other short-lived states were found.

As experimentalists increased the energy of scattering events, theorists were re-
quired to make calculations in a regime that required the use of both relativity and
quantum mechanics. The tools of quantum field theory were at least in part invented
as a way to keep up with the rapid experimental progress of high energy physics.
These tools naturally allow for theories to be constructed in a way that is equivalent
in all reference frames, or Lorentz invariant.

Eventually it became apparent that the tools of quantum field theory could be
used to construct a single model that described all of the known particles. The
standard model (SM) consists of two families of spin—% particles: leptons and quarks.
The interactions between these states are mediated by spin-1 particles: the W and
Z bosons, the photon, and the gluon. The final ingredient is a spin-0 particle, called
the Higgs boson. As will be described in the theory Section, this particle breaks the
symmetry of the theory and gives mass to the particle content of the standard model.
While it is not necessary that there be additional physics beyond the standard model,
there are many compelling reasons to suspect that there is new physics. This will be



discussed in more detail in Section 2.

As will be described in Section 3, the Large Hadron Collider (LHC) is a proton-
proton collider, designed to operate at a center-of-mass energy /s = 14TeV. The
compact muon solenoid (CMS) detector records the collisions, and allows proton
collisions to be studied. The LHC and CMS detector were designed to carry out
detailed studies of the standard model, discovery the Higgs boson, and search for new
physics at the TeV scale. Supersymmetry is a compelling extension of the standard
model, and can be searched for at the LHC. A unique search for supersymmetry in a
final state with one muon, one electron, at least four jets, and no missing transverse
energy will be described in Section 4. In addition to searches for new physics, the
LHC can study the strong production of quark bound states, such as the T meson.
A measurement of the T cross section will be described in Section 5. The conclusions
of these two analyses are discussed in Section 6.



Chapter 2

Theoretical motivation

2.1 The standard model

The SM is an effective field theory that describes all known particles and interactions
as of 2015 [1]. The particles of the SM are summarized in Table 2.1, and consist of
spin-1/2 fermions and spin-1 bosons. The fermions are quarks and leptons. There are
six quarks that occur in three generations, the up and down quarks (u, d), the strange
and charm (s, ¢), and the top and bottom (t, b). The leptons also occur in three
generations, the electron and electron-neutrino (e, v,), the muon and muon-neutrino
(i, v,), and the tau and tau-neutrino (7, ;). The interactions between leptons are
mediated by the electroweak W and Z bosons and the photon. The quarks interact
by electroweak boson exchange and have color charge and couple to the gluon, the
mediator of the strong force.

The electroweak portion of the SM is described by four degrees of freedom, three of
which have weak isospin (W2, W9) and one with weak hypercharge (B°). These fields
are characterized by their transformations under the gauge group SU(2); x U(1)y,
where SU(n) represents a special unitary group of order n, and U(1) the unitary
group. The left-handed fields transform as doublets under SU(2) and right-handed

Table 2.1: Summary of the standard model particle content.

Name spin  charge
leptons (e,u,7) 1/2 1
leptons (neutrinos: ve,v,,v,) 1/2 0
quarks /2 2/3(-1/3)
gluon 1 0
W 1 +1
Z 1 0
vy 1 0
Higgs 0 0




fields as singlets.

The SU(2)r x U(1)y symmetry described above precludes terms that would give
mass to the fermions or gauge bosons because such terms would not be gauge invari-
ant. The gauge bosons and fermions obtain a mass from the method of spontaneous
symmetry breaking [2, 3, 4, 5, 6]. A spin-0 field that is a doublet under the SU(2),
symmetry breaks the electroweak symmetry, where A and ;2 must be real, and A pos-
itive. The scalar field can then break the SU(2), x U(1)y symmetry with a doublet

of the form,
1 0
o= (,u) 2.1)

where @ is the scalar field, v the is the minimum of the potential that gives the scalar
a non-zero vacuum expectation value, and H propagates around the new minimum
v. With a potential,

V(®Td) = A\[@Td — p?/2)]%, (2.2)

the minimum of the field takes the value v* = p?/\. After the SU(2); x U(1)y
symmetry is broken, the W° and B fields mix to form the massive Z boson and the
massless photon [7]. The other two degrees of freedom W12 form the massive W=
fields. The breaking of the SU(2),, x U(1)y by the spin-0 field also allows for fermion
masses. The spin-0 field itself is massive, and called the Higgs boson.

The strong interactions between quarks and gluons are described three color
charges and their transformations under SU(3), in the theory of quantum chromo-
dynamics (QCD) [8, 9, 10, 11]. The strength of the coupling «; is a function of
momentum transfer ), and has the following form:

B 2
bolog( 2 )

Aqep

a;(Q) (2.3)

where by is a constant, and Agep &~ 200 MeV (in this thesis, natural units will be used,
where i = ¢ =1) is the scale where the QCD interaction is strong. For values of @
much larger than this value, the strong coupling is small, and thus it is said that QCD
is “asymptotically” free. Though quarks are charged under the SU(3) symmetry and
have color, and the observable particles only occur in color-neutral combinations [12]
called hadrons. Hadrons can occur as mesons or baryons. Mesons are bound states
of a quark and an antiquark, such as the YT, which has the valence quark composition
|bb). Baryons are bound states of three quarks such, including the proton, which has
the valence quark composition |udd).

The SM describes the interactions between quarks, leptons, and bosons, as char-
acterized by the transformations under the gauge group: SU(3). x SU(2) x U(1)y,
and a scalar field with a non-zero vacuum expectation value. The structure of the SM
described above is extremely successful, it is worth pointing out that it is deduced
from experimental observations, and not derived from first principles.

5



One of the issues with the SM is how to perform calculations that describe the
QCD interactions needed to form low-mass states, which will be discussed in the
Section 2.2. The other issues with the SM point to more general signatures of new
physics. The hierarchy problem is related to the fact that the SM is a low energy
effective field theory when viewed from the perspective of the Planck scale at which
gravity becomes strong. This is a particularly interesting problem in the context of a
125 GeV Higgs boson, as discovered by the ATLAS and CMS Collaborations [13, 14] in
2012. The issue is that in the high-energy limit of the SM, the Higgs mass is sensitive
to positive radiative corrections that would naively make the Higgs mass larger than
125 GeV. Independently, astrophysical observations suggest that approximately 25%
of the combined mass and energy of universe is composed of dark matter (DM).
Supersymmetry is one promising approach that promises to solve both of the hierarchy
problem and provide a candidate for DM. A more detailed description of the hierarchy
problem, DM and supersymmetry will be provided in the following sections.

2.2 Quarkonium production

In the production of heavy-quark states, the quark production happens rapidly, at a

time ¢ o< t, where () is the momentum transfer. The hardronization, where color-
neutral hardrons are formed occurs at a later time ¢ oc 1CD. At a hadron collider,

the quark production can generally be computed using perturbative QCD, while the
hardonization involves non-perturbative terms.

Models that describe production of heavy-quarks must correctly describe both
terms. Measurements of bb mesons, such as Y states, provide an important probe
of QCD, and a method to evaluate these models. A common feature of models
such the color singlet model [15] and the k;-factorization model [16] are that vari-
ous terms have different pr dependence, some of which are power-law forms. The
non-relativistic QCD (NRQCD) approach [17, 18] assumes that the relative velocity
between the quarks is low enough that it can be expanded in powers of velocity.
This expansion includes long-distance matrix element (LDME) terms that depend on
the non-perturbative dynamics, and are typically evaluated using fits to data. There
are calculations using the NRQCD methods with next-to-leading-order (NLO) cor-
rections [19], which have recently been extended to describe production of all three
T(nS) (n =1, 2, 3) states for pr up to 100 GeV. To clarify the theoretical picture,
new measurements that emphasize the high-pr cross section are needed.



2.3 Supersymmetry

Supersymmetry (SUSY) [20] relates fermion states |f) to boson states |B) , as gen-
erated by the operator Q:

QIB)=11),QLf) =|B). (2.4)

SUSY was first proposed as a spacetime symmetry between fermions and bosons
during the 1970’s [21], and leads to an additional set of states that differ from the SM
partners only by spin. A summary of the supersymmetric particle content is listed in
Table 2.2.

SUSY subsequently began to generate substantial interest when it was learned
that it can potentially solve the hierarchy problem, unify the strong, weak, and elec-
tromagnetic coupling strengths, and provide a DM candidate. On the other hand,
SUSY predicts that for each SM particle, there should be a “superpartner” with the
same mass but different spin. This point is trivially falsified by the lack of evidence
for this supersymmetric spectrum. SUSY must be a broken symmetry. There must be
some portion of the SUSY Lagrangian, denoted L. that contains terms that break
the symmetry. As usual in a broken symmetry, Ly obeys the symmetry it breaks.
The remainder of the SUSY Lagrangian, including the Yukawa and gauge, terms are
contained in the term Lgysy, so the total Lagrangian is:

L = Lsusy + Lot (2.5)

2.3.1 Hierarchy problem

In the SM, the Higgs mass is sensitive indirectly to all physics between My, and the
Planck mass Mp ~ 10'® GeV due to quantum corrections, such as the diagram shown
in Fig. 2.1. The corrections to the square of the Higgs boson mass AM? have the

Table 2.2: Summary of the supersymmetric particle content. Note that the partners
to the gauge fields and Higgs bosons are listed before electroweak symmetry breaking,
hence the name “Bino”.

Name spin  charge

sleptons (€, fi, 7) 0 1
sneutrinos (7, U,, v;) 0 0

squarks (§) 0 2/3(-1/3)
gluino (g) 1/2 0
Wino (W) 1/2 +1
Bino (B) 1/2 0
Higgsinos (H) 1/2 0




form,
k2 +m
2 \2 4
AM; ~ )\f/d k(k2 P
If the momentum £ from the integral in Eq. 2.6 is regulated using a cutoff scale A,
then the corrections to the Higgs mass are approximately,

(2.6)

AMF ~ XjA*. (2.7)

According to Eq. 2.7, corrections to the Higgs mass are proportional to A2, The
issue is that the SM applies to energies at the scale My, ~ 100 GeV, while the effects
of quantum gravity become relevant at Mp. If A is allowed to be as large as Mp, it is
extremely difficult to obtain a Higgs mass of 125 GeV without some way to cancelation
divergent term in Eq. 2.7. SUSY provides a way to cancel these divergent pieces by
introducing a scalar. The corrections to the Higgs mass then receive contributions
from the scalar diagram in Fig. 2.1, so that:

AM7 = (As — A})A* (2.8)

If \g = )\?, as is the case in an unbroken symmetry, the correction terms automatically
cancel. To maintain the requirement that the scalar and fermion couplings be equal
once the symmetry is broken, we refer back to Eq. 2.5, where the largest mass scale
in the SUSY breaking sector is denoted by my.g. The corrections to the Higgs mass
then diverge logarithmically in A:

AMI? = mgoft [ln(A/msoft)]' (2-9)

Since the scale myg.g sets the scale for the mass difference between SM and SUSY,
Moy cannot be too large without reintroducing the hierarchy problem. Thus, even
though SUSY is a broken symmetry, it can still solve the hierarchy problem if the
masses of the superpartners are not too large [22].

2.3.2 Dark matter

Astrophysical observations suggest that 25% of the combined mass and energy of the
universe is non-luminous, non-absorbing “Dark Matter” (DM). DM was proposed to

____Q____ N
H H

Figure 2.1: One-loop corrections to the square of the Higgs mass due to (left) a
fermion (f) and (right) a scalar (S).



explain the rotational velocity distribution of stars orbiting in galaxies [23]. For a
star orbiting around a galaxy with mass distribution M (r) enclosed at radius r, the
expected velocity distribution from Newton’s laws is v(r) ~ /M (r)/r. This velocity
distribution can be calculated based on the mass distribution determined from stars
and other optically observable matter, and is expected to peak then drop off for
large values of r. Observational evidence instead finds that the velocity approaches
a constant with increasing r. This suggests that the galaxy also includes matter that
cannot be optically detected.

In addition, DM can be detected by gravitational lensing [24], which occurs when
light is deflected around mass objects. The lensing effect is equivalent to the first
experimental test of general relativity: the deflection of starlight passing near the
edge of the sun. A depiction of gravitational lensing is shown in Fig. 2.2, where the
lensing effect is seen in the arcs.

There are a variety of models that attempt to explain the particle content of
DM [25]. SUSY provides several popular candidates. Among the candidates are a
neutralino x? that commonly occurs in the minimal supersymmetry standard model

Figure 2.2: Gravitational lensing can be seen in the distorted arcs due to the invisible
DM.[24].



(MSSM) and the gravitino G related to gravitationally mediated SUSY breaking
(GMSB) [26]. In the MSSM there are four neutralinos that are linear combinations
of the electroweak superpartners (B , W) and the Higgs superpartners (]:Id, ﬁ]u) The
lowest-mass eigenstate x can be a stable DM candidate.

2.3.3 Unification of couplings

Given that the electroweak unification program successfully described the weak and
electromagnetic interactions as part of the same phenomena, people started to wonder
if all the interactions could be understood in a single framework [27]. In 1974, Georgi
and Glashow proposed that the SM gauge group SU(3).x SU(2), xU(1)y is really the
low-energy limit of a single theory with only one coupling constant and gauge group
[28]. They argued that the simplest group that contains SU(3). x SU(2), x U(1)y
is SU(5).

An interesting consequence is that the running of the couplings from the weak scale
to high energy results in a clustering of the three couplings of the SU(3). x SU(2), x U(1)y
gauge group at around 10'% GeV. What is even more striking is when SUSY particles
are introduced, the high-energy limit of the inverse couplings all converge to the same
value at 106 GeV. The three inverse coupling constants in Fig. 2.3 are computed for
a specific choice of m,¢:. Varying mgos: changes the ) value at which the MSSM pre-
dictions deviate from the SM predictions. In Fig. 2.3, the blue curves are computed
using msorr = 500 GeV, and the red curves with mg,p = 1.5 TeV.

2.3.4 Searches for SUSY

At the LHC, SUSY particles can be produced by gluon-gluon, gluon-quark, or quark-
antiquark scattering. Exchange of an electroweak boson (W, «v/Z) can also produce
electroweak gauginos and sleptons. Cross Sections from strong processes have cou-
pling strength related to QCD and are larger than electroweak SUSY production cross
sections. A few sample diagrams are depicted in Fig. 2.4.

Typical SUSY searches emphasize decays of gluinos and squarks that terminate
in a high-momentum, stable, neutral particle. The simplest example is the decay:
¢ — qx" where \! is the lightest SUSY particle (LSP). The LSP is neutral and
escapes undetected, resulting in missing transverse momentum p5. This quantity
is the projection of the negative vector sum of the pr of all invisible particles:

ﬁTmiSS — p—Tf‘}cnv. (210)

k
The magnitude of pi™* is referred to as EX5. Since this Eq. 2.10 is evaluated as a
vector sum over invisible particles, if there are multiple invisible particles, then the

vectors can cancel and result in a small E¥5. For example, if two invisible particles
are produced back to back, so the invisible pr vectors from Eq. 2.10 cancel and result

10
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Figure 2.3: Two-loop renormalization group evolution of the inverse of the gauge
couplings o™t [20]. The solid lines are the result of the group evolution in the MSSM
with different values of m, s, and the dashed lines are the result of the calculation in
the SM.

in no EMss. In general, this occurs in only a fraction of the decays, since initial-
state radiation can boost both LSPs and the total EX* is again large. SUSY decays
typically result in substantial EX** due to high pr invisible particles. In these decays,
it is typically assumed that R-parity is conserved, where R = 1 for SM particles and
R = -1 for SUSY particles. As a result, SUSY particles cannot decay to two SM
particles. More complicated decays can include gauge bosons, quarks, and gluons
leading to additional leptons and jets, in addition to Emiss.

None of these searches with EM* in the final state have so far seen evidence for
SUSY. In addition, searches for top squark production have excluded some models
up to a mass of near 600 GeV, as can be seen in Fig. 2.5 (left). These plots show
the exclusion limits for a number of different analyses, interpreted in the same model.
The solid (dashed) lines indicate the curve as a function of squark and LSP masses
where the expected (observed) upper limit on the cross section for a given model is
equal to the theoretical cross section. The region to the left and below the curves is
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Figure 2.4: Feynman diagrams for various production modes of SUSY particles at the
LHC. (a)One diagram of QCD-strength gluino production by gluon-gluon collisions.
(b)Squark production by the same mechanism. (c)Electroweak production of sleptons.

excluded. Details of the statistics behind the limit-setting procedure will be described
in Section 4.8.1. As can be seen in Fig. 2.5 (right), similar but more stringent limits
exist for light-flavor squark production (assuming the , d, §, ¢ squarks are degenerate
in mass). Though not shown here, gluinos with masses up to 1.3 TeV are excluded by
LHC searches. If SUSY is to solve the hierarchy problem, there must be new physics
near 1 TeV. The exclusion limits for SUSY with mass scales near 1 TeV have led to
the introduction of SUSY models that do not produce E¥*5. There are several ways
to reduce E2 in SUSY decays, though some of these are overlapping categories:

e Compressed spectra: small mass differences between SUSY particles result in
soft, invisible particles.

e Long decay chains: SUSY particles decay through many particles.

12
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Figure 2.5: Exclusion limits for top squark production and light-flavor squark pro-
duction.

e “Stealth” SUSY: low-EXs final state due to mass degeneracy enforced by SUSY
in a hidden sector.

e R-parity violation (RPV): allows SUSY particles to decay directly to two SM
particles.

R-parity violation

The superpotential terms that result in RPV can be characterized by three trilinears
with Yukawa couplings Ajjr, Ajp, and A7

where i, j, and k are generation indices; L and @ are the SU(2), doublet superfields
of the lepton and quark; and the E, D, and U are the SU(2), singlet superfields of
the charged lepton, down-type quark, and up-type quark. A non-negligble product of
couplings such as A- X or A -\ is excluded by low-energy processes such as limits on
the lifetime of the proton [29]. Constraints on RPV effects are less stringent for the
third generation, and constraints can be weakened if only one of the RPV couplings
is to be non-zero. Thus, a search is performed with only one non-zero RPV coupling
allowed.

A top quark can decay directly by RPV. The decay ¢ — 7 b can occur via a
non-zero coupling constant A4 This is identical to the decay of a third-generation
leptoquark (LQ) [30]. This SUSY decay does not result in ERS. As can easily be
seen by the flexibility of the RPV operators in Eq. 2.11, there are a variety of allowed
decays not covered by the current search program [31].
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“Stealth” SUSY

Models of “stealth” SUSY introduce a new hidden sector at the weak scale where
SUSY is approximately conserved. This sector is referred to as the “stealth sector”
and contains at least one set of nearly mass-degenerate superpartners. The mass
degeneracy reduces the pi™* in the event. This occurs because the lightest “visible
sector” SUSY particle (LVSP) (i.e., neutralino) can decay to the lighter stealth-sector
particle, S. This decay chain starts with an R-odd squark. Therefore, the decay chain
of the LVSP must end in an R-odd and R-even state. The simplest models terminate
in a gravitino G and the R-even S: S — GS. Since S is even under R-parity, it
can decay to SM particles, e.g., S — gg, where g is a gluon. The entire decay chain
is depicted in Fig. 2.6. Thus, the only E¥* contribution from these models comes
from G, and the momentum of G is forced to be small by the mass degeneracy of the
stealth sector. This is easy to see based on the momentum of the invisible particle
G. Here it is assumed that S has mass Mg 35 G is massless and S has mass Mg. In
the rest frame of S, the magnitude of the momentum p of the daughter particles is
equal. Conservation of energy gives,

Es=Eg+ Es. (2.12)

In the rest frame of S, this results in:

Mg =p+/p*+ M;, (2.13)

re-arranging and squaring gives:

(Mg —p)® = p* + M. (2.14)

~ ~

qu X! (X7 S G

Figure 2.6: Decay of a §;, to a quark and gaugino (Y, X0 ) in stealth SUSY. Sub-
sequent decay of the gaugino to a singlino produces a vector boson, and the singlino
decay yields two gluons and a soft gravitino. The S-S mass-splitting is fixed at 10 GeV,
and S mass is 100 GeV.

14



After some algebra, the momentum p can be written as:

M2 — M3

2.15
T (2.15)

p:

If 0M = Mg — Mg, the above expression can be used to determine the limiting case
as 0 M goes to zero. Equation 2.15 can be written as:

Mg+ Mg Mg+ Mg —(Mg — Mg) +2M5
=(Mg— Mg)—2 "2 =5M—"5_—"2 =M —-2 g 2.1
2
p=on — OM” M<s 5 (2.17)

2M

Thus, the total momentum p is directly proportional to éM. In the lab frame, the
momentum is increased by the Lorentz boost factor v, and the momentum in the lab
frame pp, = YOM.

For models of stealth SUSY on the other hand, the lab frame momentum can be
made arbitrarily small by 6M. In fact, the salient point of stealth models is that
SUSY is conserved in the stealth sector, requiring a small dM. This results in a
robust mechanism where SUSY particles decay without piss,

There are a variety of specific stealth SUSY models that describe the interaction
between the hidden sector, the SM and the remainder of the SUSY spectrum. In one
model, the hidden sector couples to the SM Higgs fields, resulting primarily in the
decay S — bb through mixing with the Higgs. In another model, S decays to gluons
through a loop involving the messenger field that obeys the transformation laws of
the GUT SU(5) group.

Model details

The specific model studied in this thesis is shown in Fig. 2.6, with degenerate first-
and-second- generatlon squark masses M in the range of 300-900 GeV. The branching
fractions Y — W, S and W=, S were set equal to one. This is motivated by the
branching fractions from the MSSM [32, 33], where the neutral bino-like states decay
primarily to photons, and the charged states decay to primarily W. These decay
chains were searched for separately using final states with photons and leptons. Only
the search for final states involving leptons will be discussed in this thesis. Stealth
decays can involve b quarks, but the focus of this analysis will be final states without
b quarks, and it is assumed that S — gg as in SU(5) models.

The mass splitting between the chargino with mass M, + and the singlino with
mass Mg impacts the detection sensitivity in two ways. If M &~ Mg < My, then
the W is off-shell and it is difficult to reconstruct the leptons comlng from its decay.
If Mﬁ — Mg > My, then the W — S system can be boosted. In this case, the gluons
from the singlet decay could be close to the lepton. The efficiency to reconstruct a
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lepton in this scenario is decreased, and therefore the detection sensitivity is lower.
Since this analysis has not been presented before, we performed the analysis for a set
of points where we fixed Mg at 100 GeV, and M, £ = —M ;. The singlino-singlet mass
splitting is the main feature of stealth SUSY models and was set to 10 GeV with a
massless gravitino. The 10 GeV mass splitting is motivated by the fact that models
with mass splitting larger than 20 GeV are excluded by current EXs based searches.
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Chapter 3
The LHC and CMS experiment

3.1 The LHC

This Section will discuss the basic operating procedure of the LHC accelerator and
the operating parameters at a center-of-mass energy of 8 TeV.

The Large Hadron Collider (LHC) is a 27 km proton-proton collider on the French-
Swiss border (Fig. 3.1) designed to study physics at the TeV scale [34, 35, 36]. The
particular goals were to discover the Higgs boson predicted by the Standard Model,
and perform direct searches for new physics. Table 3.1 lists some machine parameters
related to the operation of the LHC.

The LHC accelerates 450 GeV protons from the main injector using supercon-
ducting radio frequency (RF) cavities, cycling the beams around the LHC ring at
400 MHz. The beams are controlled by NbTi superconducting dipole magnets with
an 8 T magnetic field operated at 1.9 K, and focused using quadrupole magnets. The
LHC is constructed in the former LEP tunnel that has a diameter of only 3.7 m. Due
to the space constraints and cost, a single cold-mass magnet system with separate

th
Table 3.1: Summary of some LHC machine parameters.
Circumference (km) 26.7
Beam Current (A) 0.58
Dipole operating temperature (K) 1.9
Peak dipole field (T) 8.33
Energy gain per turn (keV) 485
Beam lifetime 1/e (hr) 15
Injection energy (GeV) 450
Beam pipe pressure [room temperature] (mbar) 1071%-10~H1
Residual beam pipe gas density [cryogenic] (molecules/m?) 10%
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Figure 3.1: Ilustration of the LHC, depicting the locations of the experiments.

beam pipes is used.

The LHC has several vacuum systems. The beam pipe requires an excellent vac-
uum to reduce losses from collisions with residual gas. More moderate vacuum sys-
tems are then used for the insulation of the magnet and helium systems. The dominate
beam loss mechanism is due to collisions at the interaction points, leading to a beam
lifetime of approximately 15 hours.

The primary particle physics consideration when designing a collider is the number
of events of a given process which can be produced:

N:<7><L:a></£dt7 (3.1)

where o is the process cross section, L the integrated luminosity and £ the instanta-
neous luminosity. Note, that o for a given process at a hadron collider is a function
of the center-of-mass energy of the proton-proton system, and the parton probability
distribution (PDF) of the proton constituents (quarks and gluons), as this will be
described in more detail in Section 4.2. The instantaneous luminosity £ is a function
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of the machine operating parameters [37]:

N277, rev N2n rev
B pb’Yf < F — pbf < F

e, B* 4#09’;0;

(3.2)

where,

e N, - number of protons per bunch
e 1, - number of bunches

e 7 - relativistic gamma: 1/4/1 — 32 where f=v/c

frev - Tevolution frequency

e ¢, - normalized emittance
e (* - machine beta function at the interaction point (IP)
® 0., - width in two dimensions, x and y, perpendicular to the beam direction

e I - the geometric reduction factor for non-zero bunch-crossing angle

The right-hand side of the expression does not contain a factor of v because the
normalized emittance include a factor of v in the definition. Examination of the
right-hand side of Eq. 3.2 shows that £ has units of [Length]2[t]~! or inverse cross
section per unit time. In practice, the LHC normally presents the luminosity in terms
of em~2s7! which results in the luminosity numbers given in Table 3.2.

As highlighted by Table 3.2 and Fig. 3.2, the LHC enjoyed an extremely successful
run between 2010-2012. The luminosity delivered by the LHC at the end of 2012 was
approaching 300 pb~! per day, and the total integrated luminosity was approximately
23 fb~! for 2012. The data set collected in 2011 at /s = 7TeV resulted in 4.9 fb™* of
integrated luminosity. This thesis will present analyses on both data samples, where

Table 3.2: Summary of LHC parameters for 8 TeV, as well as design parameters.

Parameter V/s=8 TeV design
Beam energy (TeV) 4 7
Peak L(cm™2s71) 7.7 x 103 1034
Bunch spacing (ns) 50 25
np 1374 2808
N, 1.6 — 1.7 x 10"*  1.15 x 10"
pg* at IP 1,2,5,8 (m) 0.6, 3.0, 0.6, 3.0, 0.55
€n (pm) 2.5 3.75
Beam energy (MJ) ~ 140 362
frot (MHz) 400 400
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Figure 3.2: Left: plot of the integrated luminosity at the LHC. Right: plot of the
integrated luminosity recorded per day. Both plots show the luminosity delivered
(blue) by the LHC and recorded (yellow) by the CMS experiment.
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Figure 3.3: Plot of the average number of interactions per beam crossing in the 2012
run of the LHC.

the 2012 data sample was used in the search for stealth supersymmetry and the 2011
sample for the measurements of the T cross sections.

The high luminosity of the LHC leads to multiple pp interactions per bunch cross-
ing, which is referred to as pileup. As depicted in Fig. 3.3, the average number of
pileup interactions at 8 TeV was around 21. One of the challenges of analyzing the
2012 dataset was understanding the impact of pileup.
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3.2 CMS

This Section discusses the goals of the CMS experiment [38, 39, 40], and how they
are achieved. The general methods of particle detection and identification outlined,
and how this is achieved in CMS. This discussion will start with the magnetic field
of CMS and work outward, discussing the charged particle tracking system, both
calorimeters, muon identification, and the trigger system.

The goals of the CMS physics program include elucidating electroweak symmetry
breaking (Higgs mechanism) and exploring new physics at the TeV scale. To accom-
plish this at the high luminosities of the LHC requires a high-granularity detector with
good muon identification and charged particle momentum resolution (1%), tagging
of objects such as b-jets and taus, good energy resolution from the electromagnetic
detector (1%) and pss resolution, requiring an hermetic detector. The CMS detec-
tor was designed with all of these constraints in mind, as shown in Fig. 3.4. It has a
diameter of 14.6 m, a length of 21.6 m and weighs 12,500 tons.

3.2.1 The CMS coordinate system

In the CMS coordinate system, the x-axis points towards the center of the LHC,
the y-axis points up, and the z-axis along the anti-clockwise beam direction. The
azimuthal angle ¢ is measured in the x-y plane, with ¢=0 along the positive x-axis,
and ¢ = 7/2 points along the positive y-axis. The polar angle # is measured from
the z-axis, and the pseudorapidity is defined as n = —In[tan(6/2)].

3.2.2 Particle detection overview

To appreciate the physics of the CMS detector, it is useful to first review the main
interactions of particles with matter, which are discussed in more detail in [12, 41, 42].
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Figure 3.4: Diagram of the CMS detector, showing the overall layout and various
subsystems.

The main mechanisms of energy loss are:

e ionization,

bremsstrahlung,

pair production,
e multiple scattering,

e hadronic interactions.

For a charged particle at low energy, ionization tends to dominate energy loss.
Electrons can also scatter off the nucleus and emit a photon (bremsstrahlung) as
depicted in Fig. 3.5. The energy loss from ionization and bremsstrahlung are pro-
portional to 1/m and 1/m?, respectively, where where m is the mass of the incident
particle. Thus, bremsstrahlung tends to dominate the energy loss above an energy of
about 10 MeV. On the other hand, for more massive particles, such as muons muons,
ionization energy loss can dominate.
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Figure 3.5: Sample diagram for the emission of a bremsstrahlung photon from an
electron.

As a charged particle, such as an electron, passes through a material, it tends
to lose energy in a shower of particles. The radiation length is the average material
thickness needed to reduce the particle energy by a factor of e, on average.

For photons, the main method of energy loss is pair production, where a photon
scatters off the nucleus and produces an ete™ pair, as depicted in Fig. 3.6. At energies
below a few MeV, other mechanisms such as Compton scattering are also relevant.

For hadrons, the strong interaction with protons tends to dominate, for example
the inelastic reaction:

A p—o T+ + 7040

produces additional pions and a neutron. At very low energy (< 3 GeV), there are a

v

‘N\

Nucleus

Figure 3.6: Sample diagram for pair production of a photon from the interaction with
a nucleus.
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number of resonances that can also impact the interaction. For hadrons, the energy
loss is dominated by strong interactions, and not electromagnetic processes such as
bremsstrahlung. The interaction length is the mean distance a particle travels in
a material before interacting with the nucleus. Note that a showering phenomena
happens for hadronic interactions as well. This means that a pion incident on a
material will tend to produce a spray of additional pions, including neutral pions.
Since the lifetime of the neutral pion is very short, it decays immediately to photons.

Multiple scattering is the combined impact of many small-angle scattering events
of a particle as it travels through a medium. The distribution of deflections is gaussian
for small angles, with a non-gaussian tail for large angles.

3.2.3 Magnetic field

The 3.8 T magnetic field [43, 44] is produced by a superconducting solenoid, which
provides excellent momentum resolution for charged particles. Some of the key phys-
ical quantities are summarized in Table 3.3. The distinguishing feature of the CMS
solenoid is the large magnetic energy density ratio, shown in Fig. 3.7. The innova-
tive part of the CMS magnet is that it obtains a large energy-to-mass ratio by being
primarily self-supporting.

The solenoid is encapsulated with a return yoke made of structural steel. This
makes the magnetic field more homogeneous, and returns the stray magnetic flux to
the solenoid. In addition, the steel provides an absorber for muon identification.

A precise knowledge of the magnetic field is important for reconstruction and
simulation, which is described in detail in Ref. [45]. The magnetic field was simulated
using finite-element analysis (FEA) [46], and is depicted in Fig. 3.8. To determine the
validity of FEA, the magnetic field was directly measured in the tracker volume using

Table 3.3: Summary of some general features of the CMS magnet.
Magnetic field

Diameter (m) 6
Length (m) 12.5
Mass of return yoke (kilotons) 10
Cold mass (tons) 220
Conducting material NbTi
Operating temperature (K) 4
Stored energy (GJ) 2.6
Stored energy per cold mass (kJ/kg) 11.6
Current (kA) 19
Maximum design field (T 4
CMS operating field (T) 3.8
Absorber lengths (X,) 3.9
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ducting magnets Credit: [38].

nuclear magnetic resonance (NMR) probes that provide a very accurate measurement
of the magnetic field. To determine the field in the return yoke, cosmic ray tracks
are propagated from the tracker volume to the muon stations. By comparing the
deflection in ¢ projected from the tracks and the ¢ measured in the muon chambers,
the difference between the mapped and true field can be determined.
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3.2.4 The silicon tracker

To keep the detector occupancy near the interaction point low requires a high gran-
ularity detector. To give some idea of the challenge, 8 TeV collisions during data
collection in 2011-2012 (Run 1) saw approximately 20 interactions and 1000 particles
produced per bunch crossing. The CMS tracker uses pixels and strip silicon sensors
to measure the charged track momentum and the position of primary and secondary
vertices. Some key features of the tracking system are outlined in Table 3.4.

The tracking system utilizes silicon sensors. The operating principle of silicon
sensors is to reverse bias a pn junction; as a charged particle traverses the silicon, it
creates electron-hole pairs. The electric field then causes the electron-hole pairs to

Table 3.4: Summary of some general features of the silicon tracker.
Tracker
Pixels modules (number of pixels, million) 1440 (66)
Strip modules (number strips, million) 15148 (9.3)

Power consumption (kW) 60

Operating temperature (C) -25

Radiation lengths (X/Xo) 0.5-1.8
Active silicon (m?) 200

Momentum resolution [pr, n dependent] (%) 0.8-7
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Figure 3.9: The layout of the tracker showing the main detector regions. TIB(TID)
are the tracker inner barrel (disks). TOB is the tracker outer barrel, TEC+(-) are
the tracker endcaps for +(-) z. Credit: [38].
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travel to opposite sides of the sensor where accumulated charges are read-out. CMS
uses n-doped silicon, with an n+ strip.

As depicted in Fig. 3.9 the tracking system consists of an inner pixel system made
up of 100x 150 um silicon sensors, and extends to a radius 7 of 10 cm. As the distance
from the interaction point increases, the occupancy decreases, and silicon strips are
used for 10 cm < r < 100 cm.

For a charged particle in a magnetic field, the momentum is related to the radius
of curvature by [47]:

pr=qBR (3.3)
pr(MeV/e) =300(T - m)BR

where R is the radius of curvature, and B the magnetic field. A series of track hits
with precise r, ¢, z coordinates can then be reconstructed into a track with known
momentum given the magnetic field map [48, 49] and material budget.

The material budget of the tracker volume was measured using photon and nuclear
conversion in the tracker material [50]. Soft-photon conversion to e*e™ can occur in
the material of the silicon tracker. These electrons can then be reconstructed as
a secondary vertex. The distribution of these secondary vertices allows a material
map to be developed and compared with the expected material distribution. A plot
of these conversion vertices is depicted in Fig. 3.10, where the outline of the silicon
tracker can clearly be seen. The track momentum scale and resolution were measured
using cosmic rays at high momentum and decays from resonances such as the J/¢ at
low momentum [51].

3.2.5 Electromagnetic calorimeter

One of the pillars of the CMS experiment is an excellent electromagnetic calorimeter
(ECAL) to allow for studies of the Higgs decay to two photons. Some of the key
features of ECAL are summarized in Table 3.5.

Table 3.5: Summary of some general features of the ECAL.

ECAL
Crystal material PbWO,
Number of crystals: barrel 61200
Number of crystals: endcap 7324
Crystal cross section (n — ¢) 0.0174x0.0174
Crystal length (mm, Xo) 230, 25.8
Scintillation time (ns) 25
Mass (tons) 67
Operating temperature (°C) 18
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X (cm)

Figure 3.10: Conversion vertices in the x-y plane showing the layout of the silicon
tracker, see Ref. [50].

The ECAL consists of 75,000 PbWO, crystals arranged to cover |n| < 1.479 (bar-
rel) and 1.479< |n| <3.0 (endcaps). The crystals emit 4.5 photoelectrons/MeV, which
are collected by avalanche photodiodes (APDs) in the barrel region and VPTs (vac-
uum phototriodes) in the endcaps. The response of the crystals depends on the tem-
perature. The ECAL is cooled to 18 °C using a water cooling system. The preshower
detector covers 1.653 < |n| < 2.6, and initiates showers in the endcap. It consists of
two layers of lead absorbers and two layers of silicon strip detectors.

The transparency of the ECAL crystals changes rapidly with radiation dose. To
account for this, the transparency of the crystals is measured and corrected for using
a laser calibration system.

The resolution of calorimeters is parameterized as a simple function described

below.
(%)2 = (%)2 + (%)2 +C? (3.5)
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where S is the stochastic term, N is the noise term, and C' the constant term. In
ECAL, S has to do with effects such as fluctuations in the shape of the shower
and photostatistics. The constant term is related to how the crystals are calibrated,
and the uniformity of light collection. The noise is impacted by electronics and
digitization, as well as pileup.

Test beam measurements of an ECAL prototype resulted in: S = 2.8%, N = 12%,
and C' = 0.30%. Additional calibrations were performed using a variety of techniques
in data, such as the reconstruction of the 7° — v peak [52].

For the reconstruction of photons and electrons, basic clusters are formed by
combining crystals together; this starts with a seed crystal, which has some minimum
energy. Then adjacent crystals are added to the cluster if they contain an energy
deposit, are not already assigned to a cluster and if the energy is lower than the
previous crystal. Super clusters are made in a similar way, except that instead of
combining crystals, super clusters are built from basic clusters. [53]. Photons are
reconstructed from the super clusters, using requirements on a variety shower variables
[54]. Electron reconstruction matches ECAL clusters with tracks using super clusters
in the ECAL as a seed to reconstruct the track [55, 56, 57].

3.2.6 Hadronic calorimeter

The hadron calorimeter is depicted in Fig. 3.11 and consists of layers of brass ab-
sorbers and plastic scintillators. Hadrons are detected by showers of pions that result
when a hadron collides with the absorber material. The showering eventually pro-
duces s, which decay to photons and are detected.

The calorimeter is subdivided into the: hadron barrel (HB), endcap (HE), outer
(HO) and forward (HF) calorimeters. The HB is the first layer after the ECAL barrel

00 01 0.2 ’0,3 0.4 ,0‘5 /D,G 0.7 ,0.8 ,0.9 1.0 AN 12 1.3
i I ] / / ; , ‘ . . g - - -7

Figure 3.11: Cross Section of the HCAL detector: hadron barrel (HB), endcap (HE),
outer (HO) and forward (HF') calorimeters. Credit: Ref [3§]
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inside the magnetic field. It consists of a wedge of absorber-scintillator material, with
granularity in (A¢, An) cells of (0.087,0.087). The light from the scintillator material
is collected by wavelength-shifting fibers, and read out by hybrid photodiodes (HPDs).
HB consists of 5.8-10 interactions lengths of material and covers |n| < 1.3. HE covers
1.3< |n| < 3.0, has 10 interaction lengths, and (0.087,0.087) cells. The HF covers
3.0< |n| < 5.0, which on average collects 760 GeV per collision, compared to only 100
GeV for the rest of the detector. It is also used for a real-time measurement of the
luminosity.

3.2.7 Muon detectors

The muon system is also a key feature of the CMS program, motivated by low-
background physics signatures, such as H — ZZ* — ptp~ p*p~. The muon system
consists of three gaseous detectors: drift tubes (DT, resistive plate chambers (RPC),
and cathode strips chambers (CSC).

Table 3.6 outlines some of the key features of the muon system. The details of
the detectors are slightly different but the guiding principle for all three subsystems
is that a muon ionizes the gas, resulting in a measurable current. The DT consist
of positively charged wires in gas tubes. When a muon ionizes the gas, the electric
field causes a current to be read on the wire. The geometry of the CSC consist of
positively charged wires, with strips at ground running perpendicularly. The RPC
consist of two parallel plates separated by a region filled with gas, which creates an
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Figure 3.12: Left: projection of muon system components in the r-z plane, showing
the DT, RPC and CSC detectors. Right: transverse projection of the muon system.
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Table 3.6: Summary of some general features of the CMS muon detector.

DT
I 0-0.8
Area (m?) 2500
Sensitive wires 172,000
Gas Ar(85%)/CO2 (15%)
CSC
Il 0.9-2.4
Area (m?) 5000
Sensitive wires 2 million
Gas Ar(40%)/CO2 (50%)/CF4 (10%)
RPC
I 0-1.6
Number of strips 80,640
Area (m?) 2400
Gas R134a (96.2%,CoHsF ) /C4H10(3.5%)/ SF(0.3%)
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avalanche of electrons when a charged particle goes through it. The current is read
by external sensors.

The combination of the tracking and muon systems allows for excellent momentum
resolution for muon pr from 10 GeV to 1 TeV [58]. The resolution from an algorithm
that combines both systems is shown in Fig. 3.13.

The muon system must be aligned at the level of 100 pym. Misalignment can
come from gravitational forces on the return yoke, stresses from the solenoid field,
and thermal instabilities. The position is monitored using LEDs and laser light with
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Figure 3.13: Muon resolution in the barrel using only the muon system, a combined
reconstruction involving both the tracking and muon systems, and only the tracking
system.
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photodetectors.

3.2.8 Data acquisition and trigger

The collision rate during Run 1 was 40 MHz. Since it is not practical to store every
event, a trigger system is needed to reduce the rate by a factor of 10°, yielding a more
manageable 400 Hz of events to be written to tape.

The challenge of the trigger system is to reduce the rate and simultaneously save
interesting events at as high an efficiency as possible. Table 3.7 outlines the num-
ber of events expected for a few major processes. The challenge is obvious from the
fact that the expected background from QCD is orders of magnitude above the ex-
pected number of events expected for a new physics process such as top squark pair
production ¢ ¢ .

Table 3.7: The number of expected events per second and year assuming 20 fb~! is
collected in one year at /s = 8 TeV for a few SM processes. The number of events
expected does not include pt thresholds on muons or jets.

Process Events/s Events/yr
QCD 107 10%
W— pv 2 108
Z— i 0.2 106
tt 0.2 106
tt (300 GeV) 1073 10*

To select physics processes of interest while rejecting background events, the CMS
trigger system must be capable of making sophisticated and fast decisions. This goal
is accomplished in the CMS trigger in a two-stage system: a level-one (L1) hardware
trigger [59], and a high-level trigger (HLT) [60] implemented on a computing farm. It
is worth noting that this is a unique trigger design in that it only has two tiers. Such
a setup was enabled by rapid advances in the speed of network switching technology.

The L1 trigger hierarchy starts with local trigger primitive generators (TPG).
Trigger objects (e.g., muons) are then passed from the TPGs to regional trigger
systems where the objects are ranked according to transverse energy, momentum,
and quality information such as hit patterns in the muon chambers. The results of
the regional triggers are assessed by the global trigger system to determine whether
to accept the event. This is depicted in a schematic of the L1 trigger in Fig. 3.14.
The latency of the L1 trigger is 3.2 us. After this time interval, a trigger decision
must be sent to the detector front-end electronics.

Given a L1 accept, the data acquisition system (DAQ) reads data from the detector
front end, builds the events from fragments in the builder unit (BU), then passes the
data through an event filter (FU) that performs the HLT trigger decision [61] as
depicted in Fig. 3.15.
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The DAQ system must be capable of handling the rate from the L1 trigger
(100 kHz), which results in a data flow of ~ 650 Gb/s from 650 different sources.
Event filtering in the HLT is performed on a farm of approximately 13,000 cores
(updated in 2012) and allows for a processing time of 150 ms/event given a L1 rate
of 100 kHz [62]. Based on the L1 trigger, the HLT selection performs a coarse re-
construction of the event, including calorimeter information, the muon and tracking
systems. Objects such as muons, electrons, and jets are reconstructed, and kinematic
variables such as missing transverse energy are all used at the HLT level to perform
a final trigger decision. The limitation of the rate of data from the CMS detector
is the rate that can be recorded and reconstructed. Event sizes are typically around
1 Mb, and the rate of data written for storage corresponds to a data rate of about
100 Mb/s. To avoid this constraint, during Run 1, a set of less stringent triggers were
also archived for later reconstruction (data parking) [63]. For hadronic triggers (e.g.,
2 jets with a total pp of 200 GeV), where the rate was too high to record, data scout-
ing was also implemented, where only the HLT information rather than the full event
was recorded. These types of triggers are useful for searching for low-mass states that
decay to dijets, for example [64].
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Chapter 4

Search for supersymmetry

4.1 Introduction to SUSY searches

As described in Section 2.2, SUSY is a well motivated theory often searched for using
piss - although there are particularly interesting models with low pFs) including
stealth SUSY. This chapter will describe the search for stealth SUSY implemented
by CMS and is organized as follows. Section 4.2 explains the Monte Carlo (MC)
simulation procedures used at a hadron collider, and for this analysis in particu-
lar. Section 4.3 describes the “object“ reconstruction, such as muons and jets, and
Section 4.4 the data samples and trigger. In Section 4.6, details of the background
estimation procedures are given, and in Section 4.7 the systematic uncertainties are

outlined. The results are shown and interpreted in Section 4.8.

4.2 Monte Carlo simulation

The general strategy for simulation of proton-proton (pp) collisions is to factorize the
problem into several pieces dependent on the momentum transfer Q2. Domains with
Q > Agcep, where Agep ~ 200 MeV, are considered to be the “hard scattering”
portion of the process and can be calculated at a fixed order in perturbation theory,
typically using a matrix element (ME) generator to evaluate all the allowed Feynman
diagrams. Two sample diagrams associated with the process pp— Z j, Z— ¢T¢~ are
depicted in Fig. 4.1.

This hard scatter can be thought of as the interaction of two partons i and j that
produce a third parton k& according to the expression:

Tijsk :/d$1/d$2fi1(9517Q2)f]2($2,Q2)6ij—>kz, (4.1)

where 6;;_,), is the parton-level cross section and f;(z, QQ) is the parton distribution
function (PDF) of each parton i inside the proton. The PDF is function of the
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diagram 1 QC0=1, QED=2 diagram 2 QCD=1, QED=2

Figure 4.1: Two sample diagrams produced by MADGRAPH for the process pp— Z
j, Z— 0.
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momentum fraction x and the Q2. Sample PDFs for quarks and gluons in the proton
are shown in Fig. 4.2. The QCD evolution equations [66, 67, 68] allow quarks and
gluons generated from the hard scatter to radiate additional quarks and gluons. This
process of “parton showering” (PS) contains logarithmically divergent terms if the
radiated partons are soft or collinear with the initial parton. The KLN theorem [69,
70] guarantees that in the calculation of the inclusive cross section, large logarithmic
terms that arise from soft or collinear radiation are cancelled with virtual corrections
order by order in perturbation theory. Thus, PS effects can be approximated as a
product of probabilities, rather than amplitudes. Because each step in the PS is
independent of previous steps, this allows for the use of a MC algorithm for the
showering, as first introduced in Ref. [71]. In such procedures, the final-state partons
are allowed to produce additional radiation according to probability distributions
depending on the parton species and momenta. This procedure is iterated until
there is no further splitting of the final-state partons. Since partons are colored, the
simulation requires that each step keeps track of the color information so that the
resultant collection of partons has the correct connections between partons to form
color-neutral objects.

The PS portion of the simulation only applies in the limit of soft or collinear
particles, while the ME generators only apply to energetic or well separated particles.
To give smooth distributions and not double count contributions to the total cross
section, a full simulation typically merges the two approaches by using a “matching”

MSTW 2008 NLO PDFs (68% C.L.)
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Figure 4.2: The MSTW PDF set [65] for Q? = 10 GeV? (left) and Q* = 10* GeV?
(right).
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algorithm. In this procedure, jets (see next Section) are clustered from the partons
after the PS. Jets with pt above a matching scale ).,; are then compared with the
initial set of partons. If all of the partons are not matched with a jet, the event is
rejected [72, 73, 74].

The process of “hadronization” transforms the colored partons after the PS into
color-neutral, bound-state hadrons. There are two physical pictures typically used to
describe hadronization: the “string model” [75, 76] and the “cluster model” [77, 78,
79, 80]. In the string model, quarks are thought of as bound by a linear potential
V(r) = kr. This can be thought of as a “string” connecting two quarks. As the
quarks move apart, the potential increases and can eventually produce an additional
pair of quarks, so that q¢ — q¢ 4+ ¢’G. In the analogy, the string breaks forming
two separate strings. In the cluster model, any gluons in the final state after PS are
forced to decay to qg, and these pairs are subsequently decayed to hadrons. Models
of hadronization always include adjustable parameters that can be determined from
data.

In addition to the hard process and the ensuing radiation, there are low-pr effects
such as elastic pp scattering and additional interactions occurring inside the proton,
which are called the “underlying event” (UE). The UE includes multiple parton-
parton interactions (MPI) in a given pp collision [81, 82]. Though the particles
produced from MPI tend to be too soft to make a significant impact on observables
such as jets, there can be an impact on the color flow of the event.

A simulation of the CMS detector is then applied to all the stable and quasi-stable
particles produced the procedure described above. The most sophisticated detector
simulation, GEANT4 [83], allows for a full description of the detector geometry and
material. This includes the effects of electromagnetic and hadronic interactions of
particles with the detector over a wide range of energies (see Section 3.2.2). An
alternative fast simulation [84, 85] reduces the run time by approximately a factor of
100. This simulates the same interactions as the full simulation, but using simplified
detector layouts and reconstruction. The silicon tracker is modeled using cylinders
rather than the actual geometry, and the simulated hits fit using a simplified method
(see Section 4.3 for a discussion of the full track fit). The calorimeters are assumed
to be solid, and the shower evolution simulated using a parameterization. Results of
this simulation were found to describe early data relatively well.

For this analysis, the SM backgrounds t¢, Drell-Yan (DY), WW, WZ and ZZ
were simulated using the leading-order (LO) ME event generator MADGRAPH [86]
with the CTEQ6M PDF set [87]. Single top quark backgrounds were simulated at
NLO using the POWHEG [88] event generator and the CTEQ6M PDF set. Additional
partons were simulated in addition to the primary process, as limited by the speed
of generating the events. For tf three additional partons were generated, four for
DY, and two for diboson samples. MADGRAPH uses matching scheme where jets
must have a pr greater than Q.. to be considered. For tt, Q. = 20 GeV, and all
other backgrounds must have a Q.,; value of 10 GeV. The renormalization Q? scale
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for tf events was set by the event value of M? + " p2(jet) where M; is the mass
of the top quark fixed at 172.5 GeV. An estimate of the impact of the arbitrary @
choice was obtained by varying the scale @) by a factor of 1/2(2). The hard scatter
was then passed to Pythia 6.426 with parameters based on measurements from early
LHC data [89] to simulate the PS, hadronization, and the UE, including MPI [89].
Each event is superimposed with a simulated set of “minimum bias” events (such as
elastic pp scattering) to reproduce the effect of pileup. The cross sections used to
normalize the background MC simulations are listed in Table 4.1.

Samples of stealth SUSY events are generated with values of M; = 300-900 GeV
in steps of 100 GeV. The masses of the other particles in the decay chain are stated
in Section 2.3.4. The events are generated using the same version of Pythia and
processed with a fast simulation of the CMS detector [84, 85].

Typical cross sections for strongly produced SUSY particles are listed in Table 4.2.
These include cross sections for gluino §, squark ¢ and top squark ¢ production. These
cross sections are computed at next-to-leading-order (NLO) accuracy and include soft-
gluon emission at next-to-leading-logarithm (NLL) accuracy [94, 95, 96, 97]. The un-
certainties are typically 15-25% and include the impact of varying the renormalization
scale and PDF set [98].

4.3 Object reconstruction

Physics objects used for analysis include: muons, electrons, photons, charged hadrons,
neutral hadrons, and jets reconstructed from the collection of reconstructed particles.
Excellent momentum resolution can be obtained for charged particles using the silicon
tracker. The track reconstruction method uses an iterative procedure that is an

Table 4.1: List of cross sections for each underlying process computed at NNLO or
NLO. The cross section listed for Z— ¢¢ includes the branching fraction to all three
lepton flavors.

Process o (pb) Calculation
7 00 3504 NNLO [90]
t 245.8 NNLO [91]
Single t(t) quark, tW channel — 11.1 NLO [92]
Single ¢ quark, t-channel 30.7 NLO
Single t quark, t-channel 56.4 NLO
Single ¢ quark, s-channel 1.76 NLO
Single t quark, s-channel 3.79 NLO
WW 56.0 NLO [93]
W7 33.6  NLO (M(¢)> 12 GeV)
77 17 NLO (M(£6)> 12 GeV)
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Table 4.2: Typical cross sections in pb for pair production of gluinos (§), squarks
(§) and top (bottom) squarks, where the ¢ and b squarks are degenerate. For the
gluino cross sections, the squarks are decoupled. For the squark entry, gluinos and
top squarks are decoupled. For the top squark entry, gluinos and the light-flavor
squarks are decoupled. The mass given in each row is the mass of the gluino, squark
or top (bottom) squark.

o(pb)
M (GeV) §§  dd i
200 1010 183 18
500 45 09  0.09
1000 0.02 0.004 0.0004

41



adaptation of the Kalman filter [99]. First, track finding associates hits in the silicon
tracker detector with a track. This is based on a seed of at least three hits, or two
hits and an additional constraint based on pp collision point. The track is then
extrapolated outward based on the charged particle trajectory to each through each
layer of the detector, and the four-momentum of the track is updated based on the
surrounding hits. The extrapolation ends when there are no compatible hits or the
track reaches the outer layer of the detector. Finally, a fit of the hit associated with
the tracks is performed to determine the track four-momentum.

The primary vertex of the event is determined using an adaptive vertex fitting
(AVF) [100] algorithm. A collection of vertices is reconstructed from all tracks com-
patible with the pp collision point, then the PV is defined as the vertex with the
highest sum of p2. from the tracks contributing to that vertex. The “impact parame-
ter” of a track is the distance of closest approach between the track and the PV along
each of the three directions.

The particle flow (PF) algorithm combines information from all subdetectors to
reconstruct objects. First, the track reconstruction is run, as described above. In
addition, clusters based on energy deposits are formed for each calorimeter subdetec-
tor. Then each track is extrapolated to its predicted position at each subdetector in
order to search for “links” between tracks and clusters. A similar linking is performed
between the ECAL and HCAL clusters, and between tracks and the muon chamber
hits. These links serve as a way to distinguish between particle types, and produce a
list of particles (i.e., electrons, muons, taus, charged hadrons, and neutral hadrons)
similar to a general-level particle collection.

The four-momentum of quarks and gluons can be reconstructed from the particles
produced by the PS and hadronization using jet clustering algorithms [101, 102, 103,
104]. For each pair of particles (or jets) 4, j in the event, the quantity:

di; = min[pr (i)™, pr(j)*)[(y (@) — y(7)* + (6(i) — ¢(7))*]/ R* (4.2)

is computed, where y is the rapidity, ¢ the azimuthal angle, p a power parameter,
and R typically has a value of 0.5. Each d;; is compared with the particle pr relative
to the beam:

dip = pr(i)?. (4.3)

Clustering then proceeds by combining the energy and momenta of ¢ and j if d;; is
less than d;p, and if not, ¢ is removed from the collection and called a jet. For values
with p = 1, this algorithm is called the kr algorithm [101]. To ensure that events
with many soft particles and a few hard particles correctly form jets around the hard
particles, we set p = -1, which is called the anti-kt algorithm.

For this analysis, jets are reconstructed from PF objects [105] using the anti-
kr algorithm [106] with R = 0.5. Jet reconstruction starting with the PF particle
collection substantially improves the performance of the jet-finding algorithm. For
example, for a pr = 30 GeV jet, 90% of all jets reconstructed from PF particles can
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be matched to jets obtained from the generator-level particle collection. As a point of
comparison, the same matching efficiency for jets constructed only from calorimeter
cells is around 50%.

There are additional, standard CMS requirements to select quality jets. Jets from
instrumental and non-collision sources are reduced by requiring that some of the jet
energy comes from charged hadrons and not all from neutral hadrons. Additionally,
the jet cannot be composed entirely of energy deposits in the ECAL. The energy and
momentum of the jets are corrected as a function of the jet pr and n to account for
the non-linear response of the calorimeter and dead regions.

For each event, an average energy density from pileup based on number of recon-
structed vertices is determined. The energy contribution from pileup is computed for
each jet, based on the area of the jet. This energy is subtracted from the jet [107].

Once the collection of jets is defined, AVF is used on the jet collection to find
secondary vertices (SV) within the jets. The combined secondary-vertex (CSV) algo-
rithm then uses information from the track impact parameter and SV information to
discriminate between jets that originate from b quarks (b-tagged jets) and jets from
light-flavor quarks and gluons. The medium working point of the CSV b-tagging pro-
cedure identifies jets originating from b quarks with an efficiency of approximately
70% and misidentifies jets from ¢ quarks with a rate of approximately 20% and light-
flavor quarks or gluons at a rate of approximately 1% [108].

The dominant process at the LHC is QCD production, with quarks and gluons in
the final state. Though these are typically reconstructed as jets, hadron decay (e.g.,
b decays) can result in leptons. To reduce this background, isolation constraints are
imposed on the energy E7r cone from particle tracks or deposits in the calorimeter within
a cone AR = /(An)? + (A¢)? = 0.4(0.3) around the trajectory of a muon (electron)
candidate. The energy from the reconstructed lepton is subtracted from Ep cone. Using
a similar procedure as the pileup energy subtraction corrections described above for
jets, the average energy density from pileup collisions is also subtracted from E7 cope.

Muons are reconstructed using PF with a combined fit of momentum information
from the tracking system and the muon chambers. Cosmic ray muons are rejected by
requiring that the transverse (longitudinal) impact parameter be less than 2 (5) mm
relative to the PV. Only muons with at least ten hits in the silicon strip tracker and at
least one hit in the pixel detector are considered, which ensures a precise momentum
measurement. Isolation is imposed by the requirement that Er cone be less than 12%
of the muon pr [58].

Electrons are reconstructed by matching an energy cluster in the ECAL with a
track reconstructed using a Gaussian sum filter [109]. The difference in the inverse
cluster energy determined from the ECAL and the inverse track momentum must be
within 0.05 GeV !, and the shape of the cluster in the ECAL must be consistent with
the shape expected for an electron. To reduce backgrounds that arise from photon
conversions in the inner pixel detector, at least one pixel hit in the innermost pixel
layer is required and the electron must be inconsistent with photon pair production
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in the tracker. The energy behind the cluster in the HCAL is computed, and the
ratio of the HCAL to ECAL energy must be less than 0.12. The track for the electron
candidate must have a longitudinal impact parameter of less than 1mm. The electron
is isolated from other activity in the event by requiring that Er .one be less than 10%
of the electron pr [110].

The magnitude of ps is referred to as E¥5 and is computed using the sum of
all PF particles.

4.4 Data and trigger

Data used for this search were collected in 2012, and correspond to 19.7 fb™! at
/s =8 TeV. The data were collected using a trigger based on a single isolated muon
with pr greater than 24 GeV and |n| < 2.1.

The scalar sum of the transverse energy in the event St is computed as the scalar
sum of the pr from jets, electrons, muons and E¥* (for E¥* > 15 GeV). The
following kinematic requirements are applied:

e Jet pr > 30 GeV, |n| < 2.4,
e Muon pr > 30 GeV, |n| < 2.1,
e Electron pr > 15 GeV, |n| < 1.44,

e St > 300 GeV.

To prevent overlaps, any electron found within AR < 0.3 of a muon is removed
from the electron collection. For stealth SUSY signal, this selection was found to
not remove any electrons that would otherwise meet the reconstruction requirements.
Then, any jet found to be within AR < 0.5 of a reconstructed electron or muon is
removed from the jet collection.

Events with an opposite-charge electron and muon (eu) are selected. This reduces
the otherwise dominant QCD and W+jets backgrounds. The remaining SM back-
ground comes from: t¢, single top quark, DY, and diboson (WW, WZ, ZZ) processes.
The requirement of exactly two leptons reduces the small contribution from W7 and
ZZ. DY can produce eu from Z — 77, 7 —e(p). A small contribution to the total
SM background also comes from non-prompt events where one or more of the jets
results in an isolated lepton (from b decays, for instance).

The jet multiplicity Njes must be at least four, and none of those jets can be
b-tagged. This reduces the contribution from ¢¢, though it still remains the dominant
background.
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4.5 Optimization

For stealth-SUSY events with a large squark mass, the squarks are essentially pro-
duced at rest, and decay into leptons and jets within the acceptance requirements
on each object, resulting in the scalar sum of pr being approximately equal to the
squark mass. Thus, because the squarks are pair produced, the St in the event is
approximately twice the mass of the squark. To obtain an optimized analysis for
a range of squark masses, the St thresholds for each squark mass hypothesis were
optimized. As a figure of merit, we use the Zp; [111] variable, which is the ratio
of the Poisson means of the expected signal and background, given the systematic
uncertainty in the expected background. The backgrounds were estimated from MC
simulation. The value of Zg; is computed in bins of the St threshold S¥", with the
systematic uncertainty in the dominant background, ¢#, included. The optimum Spn
values as a function of the squark mass are summarized in Table 4.3.

Table 4.3: Summary of the St optimization results showing the optimum maximum
Zpi S values as a function of the squark mass. In addition, both the S™ value used
in the analysis and the corresponding maximum Zp; value for each squark mass are
shown. For all squark masses greater than 600 GeV, the same ST values, determined
from the 600 GeV squark mass are used.

Optimum Actual used
Mq ZBi Sfrfnin (GGV) ZBi Srrrnin (GGV)
300 | 11.9 300 11.9 300
400 | 3.9 500 3.1 700
500 | 2.5 700 2.5 700
600 | 2.0 1200 2.0 1200
700 | 2.0 1200 2.0 1200

Because three St thresholds (300, 700 and 1200 GeV) are nearly optimal for all
mass points, the analysis is simplified by using only these three St bins.

4.5.1 Sensitivity of EXss to stealth SUSY

Since the signal contains two W — (v decays, there could be some EX** in the events.
To determine if an E¥ requirement would add sensitivity to the analysis, the ratio
S/ VB is evaluated, where S is signal for a 300 GeV squark and B is background from
MC as a function of minimum and maximum requirements on the value of EI in the
event. As demonstrated by Fig. 4.3, imposing no constraints on EX gives S/ VB =~
20. Requiring that EX be less than 100 GeV makes a marginal improvement in
sensitivity. To maintain sensitivity to a range of models with or without ER we
imposed no explicit requirement on ERss,

45



@257 ]
® [ 0b-tag, u,e, M_=300 GeV ]
20+ S B —
N i
151 .
i : miss . . ]

- o ET minimum |
10_— miss . ]
- maximum-

5l ]
O_I 1 1 | | I | | 1 ITT!T’_V_‘_ﬁ L | | I I | | I_

0 50 100 150 200 250 300
miss

E;

Figure 4.3: The S/+/B distribution as a function of the requirement on the minimum
and maximum EX* values in an event, for MC events with opposite-sign u,e, > 4
jets, and 0 b-tags, for a 300 GeV squark mass.
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4.6 Background estimation

Because of the potential dependence of SM processes on generator assumptions such
as the renormalization and factorization scale, the accuracy of the jets that arise from
PS simulations, the jet matching scale, and higher-order diagrams not included in the
generation, particular care is taken to establish control samples in data that are not
contaminated by signal. The data-driven estimation procedure for each background,
based on the control samples listed in Table 4.4, are explained below.

Most of the background estimation procedures, though data-driven, still rely on
MC simulation. The background estimation procedure is validated using a signal-
depleted sample of events with one b-tagged jet.

4.6.1 MC reweighting

)

The efficiencies of the trigger requirement, the jet b-tagging, and the lepton iden-
tification procedure are measured in data and simulation. The simulation is then
corrected to match the efficiencies in data. In addition, the simulated samples are
generated with a pileup distribution slightly different than the data, and the simula-
tion pileup distribution is reweighted to that measured in data.

To account for each of these effects, we scale the MC distributions by a weight:

(2 Lint
Ngen

where each term is defined as

" Wpileup * Wtrigger * WelD * Whtag (44)

e o: LO or NNLO cross section as available (see Table 4.1),

e L;,: integrated luminosity (19.7 fb™1),

Table 4.4: Summary of the search and control samples used to estimate each back-
ground. The table is broken into categories of dilepton flavor (¢¢), whether the leptons
are the same sign (SS) or opposite sign (OS), the number of jets, and the number of
b-tagged jets.

Selection Leptons  Niets  NVb—tagged jets
Search OSepn >4 0
Top shape OSepn >2 >2
Top normalization OSepu <4 0
Drell-Yan OS p, - >2 0
Non-Prompt SSepu >2 0
Validation OSeu >2 1
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e N2 number of generated MC events,

® Wirigger: Weight that corrects the muon trigger efficiency to data,
® wep: weight that corrects the electron ID efficiency to data,

® Whae: Weight that corrects the b-tag efficiency to data and,

® Wpilenp: Weight that corrects the MC pileup distribution to the pileup distribu-
tion in data.

The first term in the expression, %ngzt, normalizes the MC distribution to the the-
oretical cross section. Three corrections based on differences between the efficiency
measurements in data and the MC are made. The trigger is applied to MC directly
using the HLT trigger emulator. Then the wy,g4er scale factor corrects for the differ-
ence between the efficiencies measured using data and MC simulation. In the dimuon
control sample, to account for the possibility of either 1 or 2 muons in the event, the

following expression is evaluated:

A [1—(1—¢€)-(1— et
trigger [1 — (1 — 61) . (1 _ 62)]MC

(4.5)

where €; (e9) is the efficiency for each muon measured in pr and 7 bins. All other
selection regions contain only one muon in the event selection, so the wyigger is always
equal to 1. For selections with one electron, we apply a single scale factor. Since the
signal is generated with the fast simulation rather than the full detector simulation,
there is an additional scale factor (0.95-0.99) to account for the lepton efficiency
difference between these simulation procedures.

The pileup distribution of the MC simulation is reweighted to match the dis-
tribution in data. The number of primary vertices for data and background the
MC-simulated before pileup reweighting is shown in Fig.4.4 on the left, and on the
right after reweighting.

The b-tagging efficiency and fake rate as implemented in the MC simulation is cor-
rected by the factor wyag. This factor is derived from b-tag efficiency measurements
in data. The efficiency of reconstructing a b-tagged jet can be measured in data us-
ing a variety of procedures, including reconstruction of events with top quarks [112].
For each jet, the efficiency in the MC simulation is corrected by the scale factor
SF=¢4ata/emc- Typically the scale factors range from 0.9-1.1. The scale factors for
b and ¢ quarks are the same, and light flavor quarks (udgs) are computed separately.
The approach is to compute the event-by-event weight to scale the MC simulation
events to the data, which requires both the SF and b-tagging efficiency. The b-tagging
efficiency in the MC simulation, binned in jet flavor, n and pr, is defined as:

b— d
Nflai)cgge (777 pT)

Nfiawor (0 07)

5fla'uor<777pT> = (46)
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Figure 4.4: The number of primary vertices for events in data and MC simulation
with > 2 jets, u,e. Left: before pileup reweighting. Right: after pileup reweighting

where the efficiency is computed separately for the MC simulation truth jet flavors.
This efficiency is computed separately for b, ¢, g, and u, d, s. The flavor of the parton
assigned to the jet is based on the parton within the cone AR = 0.3 around the jet
axis. If multiple partons are found within the jet, preference is given to largest-mass
parton. Note that some low-pr jets do not have a jet flavor defined. These jets are
included in the u, d, s efficiency.

The probability of having a given jet and b-tag configuration in the MC simulation
is:

PMC) = [T oo II  ( Ehaver)- (4.7)

i=tagged j=not tagged

The corresponding probability for the event in data is computed by replacing e
with SF - ¢,

P(data) = H SF}lavor ' 82}lcwor H (1 - Sszlavor ’ Ej“lavor)‘ (48)

i=tagged j=not tagged

Note that P(data) is not evaluated for data events. Instead, it is evaluated for MC
simulation events and gives the probability one would expect in data based on the
measured b-tag efficiencies. The event weight:

. _ 1= SF) 0 €
Whiag = P(data)/P(MC) _ H SF}lm,or Hg_not tagged( flavor flavor)

. (4.9)
i=tagged sznot tagged(l - g;lavor)

is then used to correct each MC simulation event.
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4.6.2 tt + jets

For the tt background, corrections are made to the Njes distribution using a sample
of events with > 2 b-tagged jets, where N is the total number of jets including the
b-tagged jets. Then a sample of data events with 2 or 3 jets is used to normalize the
distribution in the signal region that has 0 b-tagged jets.

The Njes distribution from ¢ events is is studied in a sample of MC simulated
events with > 2 b-tagged jets, as shown in Fig. 4.5. As demonstrated by the figure,
the control sample does not allow ¢t and single top events to be distinguished, so
the procedure to estimate t¢ background combines ¢t and single top events and are
referred to as “top”. For each jet multiplicity bin we compute the shape correction

factor,
Ndata top

M ) .
Cshape(jvjets) = W(MEtS)W(AII Jet blnS), (410)

where N9% i5 the number of data events in the > 2 b-tagged jets sample and M P
the number of simulated top events. The fraction on the left is binned in Njes and
describes deviations of data from MC simulation in each bin. The normalization is
then divided out using the fraction on the right, so that Cgyape is independent of the
overall normalization predicted by the ¢t simulation. Cypape is evaluated for St >
300 GeV. To check for an St -dependent effect, we evaluate Cgpape using exclusive St
bins: 300-700 GeV and > 700 GeV. The shapes are statistically compatible. Finally,
the MC simulation prediction in the 0 b-tagged jet signal region is corrected by Cspape
in each Njes bin.

For the tf and single top quark MC simulation, the normalization was derived
using the 2 or 3 jet data, with 0 b-tagged jets. The sample with 0 b-tagged jets is
dominated by ¢t background, which always decays to two b quarks. For top events
to be reconstructed with 0 b-tagged jets, there are three possibilities: there are two b
jets that satisfy the selection requirements but they are not b-tagged, only one b jet is
in the acceptance and the other not b-tagged, and there are no b jets that satisfy the
selection criteria. The typical fraction of events is 60%, 30%, and 10%, respectively.
As demonstrated by Eq. 4.9, the overall normalization of ¢t and single top quark MC
simulation is impacted by the b-tag efficiency and therefore depends on the number
of b-tagged jets, but is insensitive to Njes. The normalization region was chosen to
have 0 b-tagged jets to remove sensitivity to the b-tag efficiency. The normalization
correction is defined as:

Ndata - MDY _ Mdiboson . Nnonfprompt
Chorm = , (4.11)

Mtop
where N is the number of data events and M the number of simulated events for
each sample. When evaluated with events that have St > 300 GeV, Ciom = 0.97
+ 0.02, where the uncertainty is statistical. To check for an St dependence on the
normalization, the sample is split into two exclusive St bins: 300-700 and > 700 GeV.
The normalization coefficients are 0.97 + 0.02 and 0.86 + 0.12, respectively. Here the
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Figure 4.5: Distribution of Njes for data and MC simulation for three St thresholds
in the “top shape” control sample (see Table 4.4). The lower plot shows the ratio
of the data and simulation, with systematic uncertainties derived from variations of
the renormalization/factorization scale shown by the shaded bands. The (negligible)
signal contribution to this control sample is shown by the dashed line that appears
to coincide with the horizontal axis.

uncertainties are only statistical. Since the coefficients are statistically compatible,
the normalization from the inclusive bin St > 300 GeV is used, and a conservative
systematic uncertainty assigned to cover the difference (see Section 4.7).

4.6.3 Drell-Yan + jets

DY processes produce only 10% of the total background. We estimate the normal-
ization corrections to DY in bins of Njes. The control sample with at least six jets
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has substantial signal contamination from stealth SUSY if the squark mass is 300
GeV. To account for this contamination, we designed a fitting procedure to separate
DY events which have a Z peak in the dimuon invariant mass distribution from non-
peaking background and potential signal. The DY and diboson shapes were evaluated
using simulation, and the additional background was parameterized as a first-order
polynomial. Table 4.5 shows the result of a fit to background MC simulation events.
This trivial closure test ensures that the number of DY events from background MC
simulation matches the number of fit DY events from the fit. In addition, the number
of top background events agrees with the number associated with the polynomial
normalization. We then perform the same fit after simulated stealth SUSY signal
events are injected. To do this, we constructed a histogram that is the sum of all SM
backgrounds and simulated signal events. As demonstrated by Table 4.6, the number
of DY events from the fit is consistent with the number included in the MC simula-
tion. The top background and injected signal events are described by the polynomial.
The signal injection test gives us confidence that the fitting procedure can separate
the number of DY events from potential signal. We fit the data to extract the actual
number of DY events in each jet bin, as shown in Table 4.7. A sample fit for the 5-jet
bin is illustrated in Fig. 4.6. We then correct the DY MC simulation in bins of Njes,
using the ratio R of the number of DY events from the fit compared to the number
expected in MC. This number is reported in Table. 4.8, where the uncertainties are
statistical.

Table 4.5: Inputs and results for fits to combination of background MC simulation
samples, where Npy, Ndiboson, and Ny, are the number of DY, diboson and top events
from the MC simulation, respectively. Ny, is the number of signal events, which is 0
in this table. The right hand side of the table shows the number of fit DY events, and
the number of background events from the polynomial function in the fit, V. In this
example, this parameterization only accounts for top background. The parameter pl
is the slope of the polynomial, and Ngpson is fixed in the fit.

MC Composition Fit results

]vjets NDY Ndiboson Ntop N, ig NDY Ndiboson Npol p 1

2 133490 485 783 0 | 33540 £ 200 485 679 £82 -0.1 £0.2
15580 340 485 0 | 15610 £ 137 340 433 £ 57 -0.2£0.2
3665 105 123 0 3674 £ 67 105 110 £ 29 -0.3 £0.3
429 15 18 0 430 £+ 23 15 17+10 -0.5+0.6

27 1.3 2 0 28+ 6 1.3 1.2+£24 -1.0+1.8

D Ol = W
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Table 4.6: Inputs and results for fits to combinations of background MC simulation
samples, where Npy, Ndiboson, and N, are the number of DY, diboson and top events
from the MC simulation, respectively. Ng, is the number of signal events from the
simulated stealth model with a 300 GeV squark. The right hand side of the table
shows the number of fit DY events, and the number of background events from the
polynomial function in the fit, N,,. Here IV, describes both the events from top
background and signal. The parameter p1 is the slope of the polynomial, and Ngiposon
is fixed in the fit.

MC Composition Fit results
]Vjets NDY Ndiboson Ntop Nsig NdDY Ndiboson Npol pl
2 33490 485 783 32 | 33540 £+ 200 485 711 £ 82 -0.1 £0.1
3 15580 340 485 88 | 15620 £ 137 340 511 £58 -0.2 £ 0.1
4 3665 105 123 137 | 3700 4 68 105 221 +£32 -04+£0.2
) 429 15 18 76 432 + 24 15 91 £15 -0.54+0.2
6 27 1.3 2 12 26 £ 6 1.3 15+5 -07+£04

Table 4.7: Results of the fit to data for the determination of the DY normalization.
The uncertainties are statistical only.

]Vjets NDY Ndiboson Npol p 1
2 34210 £+ 202 485 911 £8 -0.1 £0.1
3 16910 + 142 340 448 £ 59 -04 £ 0.2
4 4033 £ 70 105 135 £ 30 -0.1 £0.3
5) 526 £ 25 15 3111 -0.7£04
6 42+ 7 1.3 0+£3 -0.8 £ 1.8

Table 4.8: The DY correction factor R as a function of Njes. The uncertainties are

statistical only.

]Vjets R
2 1.02 = 0.01
3 1.09 £ 0.01
4 1.10 = 0.02
5  1.22 £ 0.06
6 156 = 0.25

4.6.4 Diboson + jets

The expected background from diboson processes are estimated from simulation. It is
assumed that any mis-modeling of the jet multiplicity, as seen for the DY background

also applies to diboson backgrounds (see Section 4.7).
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Figure 4.6: Results from a sample fit for events with 5-jets, demonstrating the DY
fit method as applied to the dimuon invariant mass distribution. The figure shows
the results of the best overall fit to the DY normalization background (blue curve),
and the polynomial term (brown curve). The diboson background (red curve) that
contains a peak near 90 GeV is fixed from simulation. The sum of all background
components (black curve) has a slope across each bin introduced by the polynomial
background, which is a continuous function.

4.6.5 Non-prompt

To estimate the background from non-prompt sources such as W+jets or tf events
where at least one lepton originates from a jet rather than a W decay, we use a control
sample of same-sign (SS) ep pairs, as shown in Fig. 4.7. To estimate this effect, we
subtract the contribution that is already included in the background estimation from
the data, then use the difference as an estimate on the non-prompt backgrounds in the
opposite-sign (OS) sample. Due to the low event counts at high jet multiplicity and
St , we rely on a fit of the jet multiplicity for St > 300 GeV. We use an exponential
shape, as illustrated in Fig. 4.7, to extrapolate the Nj, distribution to large values

o4



of Njets. In each St bin, the shape from the SS control sample is normalized to the
total number of events.

4.6.6 Validation

After estimating the top, DY and non-prompt backgrounds from data, we use a sample
of data events with 1 b-tagged jet to validate the data-driven background procedures.
As depicted in Fig. 4.8, the predicted background in this signal free region agrees
with the number of observed events. The systematic uncertainties shown in the plot
will be described in Section 4.7.

4.7 Systematic uncertainties

The sources of systematic uncertainty can be divided into two categories: uncertainty
in the number of expected background events and in the signal efficiency. The sources
of uncertainty affecting the background estimate are described below, roughly in order
of decreasing importance.

e Top normalization: The systematic uncertainty in the top normalization is
determined from the statistical uncertainty in the data used to evaluate Eq. 4.11.
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Figure 4.7: Left: Comparison of N distributions from data and MC simulation
in the SS e-u non-prompt control sample for three different values of S¥". The
predicted contributions from the various backgrounds are shown by the histograms
and the expected contribution from a 600 GeV squark is shown by the dotted line.
The excess in the data estimates the non-prompt backgrounds that are unaccounted
for in the OS search region. Right: Fit of the jet multiplicity distribution for SS eu
pairs with 0 b-tags, to an exponential, for St > 300 GeV.
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Figure 4.8: The Njs distribution observed in data and the prediction from MC
simulation for the signal sample with 1 b-tagged jet for three different values of
Smin - The predicted contributions from the various backgrounds are shown by the
histograms and the expected contribution from a 600 GeV squark is shown by the
dotted line. The cross hatched region shows the systematic uncertainties, described
in Section 4.7.

In addition, to account for a possible St dependence of the normalization, we
divide the sample into two exclusive bins, 300 < St < 700 GeV and St > 700
GeV. The resulting normalization coefficients are 0.97 4+ 0.02 and 0.86 4+ 0.12,
respectively, where the uncertainties are statistical. Although the results agree
within the uncertainties, we assign a 15% systematic uncertainty. This is de-
termined from the sum in quadrature of the individual statistical uncertainties
and the difference in normalization between the two St bins.

o6



e Top shape: The uncertainty in the shape of the Njes distribution for the top
background is determined from the statistical uncertainty on the number of data
events used to evaluate Eq. 4.10, in each Njes bin. This uncertainty ranges from
negligible to 20%, depending on jet multiplicity.

e Top simulation : To understand how the MC simulation inputs to Eq. 4.11 and
Eq. 4.10 depend on generator parameters in the top simulation, we recompute
the background prediction with the renormalization and factorization scales
varied by a factor of 2 (0.5). Since the background estimation is derived using
data, it should be insensitive to these parameters. However, we find that there
is a 10% variation in the number of expected top background events for Njes >
4, which we assign as an additional systematic uncertainty.

e B-tagging efficiency and fake rate: Each b-tag efficiency scale factor de-
scribed in Section 4.6.1 has an associated systematic uncertainty, and depend
on the jet pr, 1, and correct flavor from the MC simulation. These uncer-
tainties are typically 5-8%. In addition, the scale factors of b and c jets are
correlated with each other, but uncorrelated with the light-flavor jets. The
systematic uncertainty is determined by separately evaluating Eq. 4.9, with
the scale factors shifted by their systematic uncertainties for any b or c jet:
Wy, = W(SFye £ 0osp, ). For light-flavor jets, Eq. 4.9 is evaluated again with
the variation: wyght = w(SFgnt£0s ﬂight)' The uncertainties are then combined
in quadrature, so the total uncertainty for a given number N of MC simulation
events with weights from Eq. 4.9 is given by:

N, =N+ \/(Nb,c — N)2 4 (Nyggne — N2 (4.12)

where ;. and Ny are the number of events computed as the b-tag efficiency
scale factors are varied by the b, ¢ and light-flavor quark systematic uncertain-
ties. The final uncertainty on the top background is determined by evaluating
Eq. 4.10 with the estimates from the MC simulation varied by Ny from Eq. 4.12.
This uncertainty is 1-3% depending on the jet multiplicity, and is substantially
smaller than the uncertainty on the b-tag efficiency scale factors. The system-
atic uncertainty related to b-tagging is reduced because the top background
prediction is normalized in a bin with the same number of b-tags as the signal
region.

e Drell-Yan and diboson: For each jet multiplicity bin, we take half the cor-
rection to the DY MC simulation from the fit in the control sample (Table 4.8)
as the uncertainty.

e Diboson: We assign a 30% uncertainty to cover the difference between the
CMS measurement of the WW cross section [113] and the theoretical cross
section. In addition we assume that mis-modeling of the jets in the DY MC
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simulation could also be an issue for the diboson MC simulation. We add a
30% uncertainty in quadrature with half the correction from the DY fit in the
control sample (Table 4.8). We do not apply this correction to the diboson
background.

e Non-prompt: We use the Poisson uncertainty on the number of non-prompt
events in the SS control region.

e Finite-size M C simulation: We assume a Poisson uncertainty on the number
of background MC simulation events. For ¢t this is 0-6%, Drell-Yan 4-50% and
diboson 2-35%.

The sources of uncertainty affecting the signal efficiency are described below in order
of roughly decreasing importance.

e Jet energy scale: We evaluate the change in the signal efficiency as the jet
energy scale is varied within its one-standard-deviation uncertainties. The re-
sulting changes depend on the squark mass and Njes bin, and the maximum
deviation was 5% of the efficiency computed using the nominal jet energy scale.
Thus, we conservatively assign an uncertainty of 5% for all squark masses and
Njets bins.

e Finite-size MC simulation: The uncertainty on the signal efficiency due
to the finite-size of the MC simulation samples ranges from negligible to 7%,
depending on jet multiplicity.

e Pileup: We find that the signal efficiency does not depend on the vertex multi-
plicity. Therefore, the uncertainty assigned to pileup effects is negligible. Pileup
does not contribute to the systematic uncertainty because the selections used
are not impacted by pileup.

e Lepton trigger and ID systematics: We assign a 1% systematic for the
muon trigger and identification, and a 3% uncertainty for the electron identifi-
cation.

e LuminosityThe uncertainty on the luminosity is 2.6% as determined by the
CMS Lumi Group [114].

The relative systematic uncertainties are summarized in Table 4.9.
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Table 4.9: Table of systematic uncertainties.

Source Uncertainty
Top normalization 15%
Top shape negligible-20%
Top simulation 10%
B-tag efficiency and fake rate 1-3%
Drell-Yan 10-30%
Diboson 30-48%
Non-prompt 50-100%
Finite MC sample negligible-50% (depending on sample)
Luminosity 2.6%
Jet energy scale 5%
Lepton identification (trigger) 1(3)%
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4.8 Results and interpretation

The expected and observed numbers of events in the signal region are depicted in
Fig. 4.9 as a function of Njs for three values of S, As demonstrated by the figure,
the background tends to fall rapidly with increasing Njes, while the signal tends to
produce events with large values of Njes. The three St bins are used to improve the
sensitivity to higher-mass squarks, as described in Table 4.3. The data agree with
the expected background.
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Figure 4.9: The Njs distributions for three different values of Smin from the data
and the data-driven background prediction for the search region with 0 b-tagged jets.
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4.8.1 Calculation of cross section upper limits

To determine the limit on the stealth SUSY cross section based on the data, we use
the frequentist-inspired CLs procedure [115, 116, 117]. We assume that if X is the
number of measured events, that they will be Poisson distributed and result in the
likelihood: AN (1, 1)

’ v
L(X|p,v) = ——
where A\(j, ) is the number of expected events. The signal strength modifier p scales
the number of expected signal events, and v is the nuisance parameter. The nuisance
parameter accounts for the dependence of A\ on theoretical or experimental effects,
for example the jet energy scale. Typically there are many nuisance parameters. To
account for multiple exclusive bins, we multiply the Poisson likelihoods. In addition,
we consider constraints on each nuisance parameter to be independent experiments,
where v is distributed according to the probability distribution function 7(v). Thus, a
more realistic expression for the likelihood, given N bins and M nuisance parameters,
is

(4.13)

L(X|p, 7) H H G D) e () (4.14)

where L is a function of all the nuisance parameters 7. The first product runs over
all the exclusive bins, and the second runs over all the nuisance parameters. The
distribution 7; ; is defined for each bin ¢ and each parameter j. In subsequent discus-
sion, the vector notation will be dropped and assumed implicitly. For a given data
set and prediction, a maximum-likelihood fit is performed resulting in the optimum
set of nuisance parameters for a given i, denoted by 7,.

Systematic uncertainties, as summarized in Table 4.9, are treated as nuisance pa-
rameters in the likelihood. The probability distribution 7 for each nuisance parameter
is assumed to be log-normal for the uncertainties except for the normalization of the
top quark background. This is directly related to the number of events in data, and
consequently treated using a gamma distribution. For the combination of jet multi-
plicity bins, we treat the top normalization, simulation, b-tagging, jet energy scale,
and lepton identification systematic uncertainties as fully correlated. The remainder
of uncertainties are treated as uncorrelated.

In general, to distinguish between hypotheses using a measured set of data, one
refers to a test-statistic. In CLs, this is the log-likelihood ratio (LLR), defined as

E(X’:u7 ﬁ#)
LXT D)’

where 7, is the value of v determined from the maximum-likelihood fit. The param-
eter u' is the value of u that corresponds to the global maximum of the likelihood,
and 7, the value of the nuisance parameter refit for 1/. An ensemble of experiments
will measure a distribution of X values, and ¢, (X) will have different values for each

qu(X) =—2In (4.15)
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measurement. The distribution of these values is f = f(qu|u, 7,). The distribution
f is evaluated from toy MC simulation experiments, where X is generated using a
Poisson distribution and the nuisance parameters generated according to their prob-
ability distributions. Since the use of toy experiments is computationally expensive,
f can be approximated using asymptotic expansions [118].

To determine the probability that a given measurement arose from a statistical
fluctuation, we evaluate the quantity:

o0

CLws() = [ dauflaln,) (4.16)

QH(X)

This is the probability that an additional measurement would produce a test-statistic
greater than the measured value. We normalize this to the probability that the
measurement, produces a greater value of the test-statistic with the background only
hypothesis, u = 0, given by:

1 —CLp(p) :/ dq,.f(4u]0, ). (4.17)
qu(X)
Thus, CLs is defined as:
CLsyp(1)
CL = — 4.18

and can be thought of as the confidence level (CL) of the signal-only hypothesis. If
CLs is less than 0.05 for a given p, that value of yu is said to be excluded at 95% CL.

For each squark mass hypothesis, we evaluate the CLg using the signal acceptance
from MC simulation and the theoretical cross section for squark pair production. The
four jet multiplicity bins are combined using the product of the likelihoods with the
most sensitive S¥" value (see Section 4.5).

The upper limit on the cross section can then be computed at 95% CL, and is
the maximum value of p that satisfies Eq. 4.18. This calculation is performed for
both the number of expected number of background events based on the SM, and the
number of observed events, to give both expected and observed cross section limits.
The expected and observed cross section limits depicted as a function of the squark
mass hypothesis in Fig 4.10, which also shows the theoretical cross section for squark
production. The interSection of the theoretical cross section with the expected or
observed cross section can be interpreted as a lower limit on the squark mass. Thus,
based on the 95% CL upper limit on the cross section, we can exclude squark masses
up to 550 GeV in this model at the 95% CL.
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Figure 4.10: Observed and expected 95% CL upper limits on the squark production
cross section as a function of the squark mass for stealth SUSY. In addition, the
theoretical cross section is depicted for squark production.
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4.8.2 Supplemental distributions: St

Figures 4.11-4.13 compares the St distributions from data and MC simulation. The
vertical bars on the data points are the statistical uncertainty, and the hashed band
shown in each figure shows the systematic uncertainty. The dominant systematic
uncertainties are derived from the variation of the renormalization and factorization
scale by a factor of 2(0.5). They demonstrate that the MC simulation does an excellent
job describing the backgrounds in this analysis.
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Figure 4.11: Comparison of the St distributions from data (points) and from MC
simulation (histograms) for e,u events with > 4 jets and 0 b-tagged jets. The lower
plots show the ratio of the data to the MC simulation distributions in each bin.
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4.8.3 Supplemental distributions
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Figure 4.14: Comparison of the EXs distributions from data (points) and from MC
simulation (histograms) for e,u events with > 4 jets and 0 b-tagged jets. The lower
plots show the ratio of the data to the MC simulation distributions in each bin.
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Figure 4.15: Comparison of the EXs distributions from data (points) and from MC
simulation (histograms) for e, events with > 4 jets and 1 b-tagged jet. The lower
plots show the ratio of the data to the MC simulation distributions in each bin.
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Figure 4.16: Comparison of the EXs distributions from data (points) and from MC
simulation (histograms) for e,u events with > 4 jets and > 2 b-tagged jets. The lower
plots show the ratio of the data to the MC simulation distributions in each bin.
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Chapter 5

Measurements of the T(15), T(295),
and T(35) cross sections

5.1 Introduction and analysis overview

As described in Section 2.2, measurements particularly at high-pr of the T decays
provide a way to study the QCD related to hadronization of heavy-quarks. The
LHC data taken at /s = 7 TeV corresponding to an integrated luminosity of 4.9 fb™!
provide a large sample of T events, as depicted in Fig. 5.1 and Fig. 5.2. There
are approximately 413,000 Y(1S) events, 152,000 Y(2S) events, and 111,000 Y(35)
events, which allows a measurement of the cross section even at high-pp. This section
will describe the measurement of the Y (nS) (n=1,2,3) cross sections using the decay
to two muons.

The Y (nS) differential cross section times dimuon branching ratio integrated over
rapidity interval A|y| (abbreviated as y) in a given pr bin of width Apy is

fit
do (pp — T (nS)) _ N (ns)
xB(YT(nS) — pu* = Y], 5.1
dpr Aly| (X(8) = 4%457) Lint -App - A '€[pT vl (5-1)

where Nf}t(ns) is the number of Y(nS) events in a pr bin of width Apt and rapidity
bin Aly|, & the reconstruction efficiency averaged over the bin, L;,; the integrated
luminosity, and A(pr) the polarization-corrected acceptance. Each of these terms
will be explained in detail in the following sections.

The number of signal events was extracted using a fit to the data in (pr, y)
bins which will be discussed in Section 5.5. Signal shapes were determined using
a data-driven procedure determined from the generator-level dimuon invariant mass
distribution after final-state radiation and the mass uncertainty distribution is deter-
mined from data. The background for this analysis comes from a variety of sources,
for example, B meson decays and Drell-Yan. We use a parametrization of Chebyshev
polynomials or exponentials to describe the background shape. Since the maximum
Chebyshev order (or more precisely the number of free parameters) is not a priori
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Figure 5.1: The dimuon invariant mass distribution for both rapidity ranges inte-
grated over pr for the selections listed in this Section. The vertical lines show the
signal regions in the data, a 400 MeV mass range for the Y(15) state and 200 MeV
for the T(2S) and Y(39).

known, we implement a procedure to determine the “best” background shape. In
addition to fitting for the signal yields, we made a second fit to compute directly
the ratio 7’£1 , automatically accounting for fitting correlations. We then compute the
efficiency and acceptance corrected ratio, as shown in Eq. 5.2.

v Ais €(19)
_ fit 15 .
Rnl [pT> y] =Tn AnS z—;(nS) [p

The dimuon acceptance is the fraction of dimuons for which both muons have the
minimum pr and |n| criteria, as will be discussed in Section 5.4. This quantity is
computed from simulation. Since the polarization changes the angular distribution of
the muons, we correct the acceptance using weights determined from the measured
polarization parameters. The dimuon efficiency is computed using data and MC
simulation.

The cross section and ratios of the cross sections are calculated in two bins with
ly| < 0.6 and 0.6 < |y| <1.2. To determine whether there is a shift in the pp-

T, Y- (5.2)
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Figure 5.2: The pr distribution for both rapidity ranges for a 400 MeV mass range
around the Y(1S)peak. The vertical lines show the bin boundaries for pr > 40 GeV.
Below that, bin widths are 2 GeV.

dependence of the cross section, we fit the cross sections to exponential and power-law
forms for low and high pr regions, respectively.

5.2 Data, trigger and object selection

Data used for the measurement of the T cross sections was 4.9 fb~! of 7 TeV pp col-
lisions, recorded in 2011. We use a dedicated T trigger, which uses HL'T information
from both the muon chambers and the tracking system. The trigger requires at least
two muons with dimuon rapidity |y| less than 1.25, p greater than 5-9 GeV (depend-
ing on the luminosity), dimuon invariant mass between 8.5 and 11.5GeV and the fit
to the dimuon vertex must have a y? probability of greater than 0.5%. The trigger
selects only muons that bend away from each other in the magnetic field (“seagulls”),
which is implemented by requiring that ¢(u*) — (™) < 0. Requiring that muons do
not cross in the transverse plane improves the determination of the muon efficiency.

Offline we require that |y| < 1.2 and the vertex fit must have a x? probability
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greater than 1%. We require that the muons meet the standard CMS quality require-
ments for low pr muons. The muon tracks are required to have at least ten hits in the
silicon tracker, at least one hit in the silicon pixel detector, and be matched with at
least one segment of the muon system. The muon track fit quality must have a y? per
degree of freedom of less than 1.8. The distance of the track from the closest primary
vertex must be less than 15 c¢m in the longitudinal direction and 3 ¢cm in the transverse
direction. Reconstructed muons have the following pr thresholds depending on the
muon |7|:

pr(p) > 3GeV for 1.4 < |n(p)| < 1.6,

pr(p) > 3.5GeV for 1.2 < |n(p)] < 1.4, (5.3)

pr(p) > 4.5GeV for [n(p)] < 1.2.

5.3 Efficiency

The total efficiency to reconstruct an T event is given by:
€ = Epuy - Esg " Evps (5.4)

where ¢, is the dimuon efficiency (including the effect of the trigger and muon
identification), e, the seagull efficiency and e, the efficiency of the vertex probability
requirement. The seagull efficiency is determined only by whether the muons bend
toward or away from each other in the magnetic field. The efficiency e, = 0.5, and
determined from the MC simulation. The efficiency to reconstruct a vertex is 0.99 +
0.01. This is determined from MC simulation and validated in data using a dedicated
trigger without the vertex requirement.

The determination of ,,, is the most involved, as it includes contributions from the
trigger and muon selections and must be understood using data as well as simulation.
In CMS, the trigger efficiency for muons is typically measured using the tag-and-probe
procedure (see [58] for further details on the procedure). A dedicated trigger requires
a single muon and one additional opposite-charge track that makes a vertex. The
effective mass of the pair is consistent with the J/¢ mass, then the track is tagged
as a muon candidate. The faction of muon candidates that are fully reconstructed as
muons can be used to determine the muon efficiency. Mass sideband events are used to
subtract background from accidental muon-track overlaps. The total efficiency, in the
absence of correlations between the muons is then the product of the two individual
muon efficiencies. For this analysis, the focus is on T events with high pr. As the T
becomes boosted, the spatial separation between the muons can be reduced enough
to cause the muons to be merged by the trigger, which decreases the efficiency. This
effect is called the p factor. The final dimuon efficiency is then given by,

Eup = E1[pr(pa), n(pa)] - ealpr(p2), n(p2)] - p, (5.5)

where €1 2[pr(11),n(p12)] are the muon efficiencies depicted in Fig. 5.3, measured
using tag-and-probe for each muon (labeled 1,2) as a function of pr and |7].
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Figure 5.3: The efficiency to reconstruct a single muon as a function of muon pr.

elliptic

The parameter p is calculated in terms of AR, , ™,

AR — \ /10.00157Apr)? + (An)? + (1.2A6)2. (5.6)

This parameterization is chosen because ARZ”;? "¢ drops rapidly for values less than
about 1, as expected due to the fact that the muons are close together in the detector.
We compute the p factor in both simulation and data. To compute the p factor in
simulation, we simply rearrange Eq. 5.5 to the form:

p(ARelliptic y) _ NMC(AReAlzgtiC7y|P$&qualu&trigger) 1
MC Apr Y ©McCPT (K1), 1)) - €1,2[PT(H2), TI\ 2
Avr Nyo(ARGH 41 ps emcolpr(p), n(m)] - e12lpr(p2), n(pu2)]

(5.7)
where PS means both muons satisfy Eq. 5.3, qual* means that the muons in the
numerator pass the muon quality selections and trigger means that the event passed
the trigger. The efficiency terms ¢; o are determined from the tag-and-probe procedure
described above. To measure the p factor we obtain a sample of muons using a single
muon trigger with a pr threshold of 24 GeV. Because this sample contains at least
one muon, this sets ¢[pr(p), n(w)] of the leading pr muon to 1. To estimate the
number of T events in the numerator and denominator of Eq. 5.7, we perform a
crude background subtraction by fitting the side band regions (8.5-9.2 and 10.6—
11.5GeV) to a first order polynomial. Figure 5.4 shows the p factor measurements in
both simulation and data.

For each measurement (pr, y) bin, we compute the average efficiency of events in
the data using Eq. 5.5 for each Y(nS) state, averaged over the mass regions listed in
Table 5.1. The average efficiency for the T(1.5) state is shown in Fig. 5.5.
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Figure 5.4: The p factor measured in MC simulation for T(15) events with pr in the
range 10-100 GeV compared with p factor measurements from data.

Table 5.1: Mass ranges used for computing the average dimuon efficiency for each
state.

T(15) T(25) T(39)
Mass Range [GeV] | 9.26< M, <9.66 | 9.92< M,,, <10.12 | 10.255< M, <10.455
Abbreviation M1 M2 M3

5.4 Acceptance

The acceptance is the ratio of the number of polarization-weighted T decays where

the muons satisfy Eq. 5.3 to the total number of weighted events in a given (pr, y)

bin:

Nyre(pr, yjmuon pair satisfying Eq. 5.3; w)
Nure(pr, y; w)

The acceptance is only computed given a set of seagull dimuons. For a given pr bin,

we compute the event weight w from the measured polarization parameters:

_3/(m)
3+ Mg

A(pr,y) =

. (5.8)

(1 + Mg cos® @ + Ag sin® Bcos2¢ + Aggsin26cos) (5.9)

where Mg, Ay, A\gy are the polarization parameters that were measured in a CMS anal-
ysis up to a pr of 50 GeV [119] in the center of mass helicity (HX) frame, where the
Upsilon momentum defines the polar axis [120]. The polar angle § and azimuthal
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Figure 5.5: The pr variation of average €,,, and the uncertainties due to +1¢ variations
in the single muon efficiencies and p factor for data, averaged over mass range M1.

angle ¢ are defined for the positive lepton using the HX axes. The angular correction
w is used to reweight the unpolarized distribution to account for polarization effects.
Since the polarization parameters are measured in coarser pr bins than the cross sec-
tion measurement, we perform a linear interpolation between the measured points.
To extrapolate beyond pr = 50 GeV, we use the average of the measured polarization
with pr < 50 GeV to create a point at pr = 65 GeV, which is the mean pr of the data
with pr between 50-100 GeV. The same procedure is performed to extrapolate the
68.3% CL uncertainties. The resultant overlay of the interpolated and extrapolated
polarization parameter )y is depicted in the left-hand portion of Fig. 5.6.

The right plot of Fig. 5.6 shows the pp-variation of the acceptance using the
interpolated polarization parameters and its changes in each pr-bin when the polar-
ization parameters are shifted up or down by the interpolated 68.3% CL bounds. A
comparison of the acceptance computed with the measured polarization to the fully
transverse or longitudinal polarization in Fig. 5.6 clearly illustrates the reduction in
systematic uncertainty that can be attained by using the measured polarization to
compute the acceptance.

We evaluate the acceptance calculation using kinematics from the generator-level
muons. To check the impact of this assumption on the acceptance we ensured that
the finite reconstruction resolution of muons does not change the accepted fraction
of muons by more than 2%. This justifies the use of generator-level kinematics.

We then evaluated the impact of the flat T pr distribution of the simulated sample
on the acceptance. Initially to compute the cross section, we used the average accep-
tance in each pr bin. We then performed an additional iteration, where we reweight
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Figure 5.6: Left: Measured and extrapolated Ay parameters for the Y(1S) in the HX
frame and the 68.3% CL bars. Right: T(15) acceptance as a function of dimuon pr
for |y| < 0.6. The green(red) error bands show the effects of moving all parameters
up (down) by one-standard deviation as described in the text. The solid yellow and
blue curves show the acceptance assuming the extreme case of fully transverse or fully
longitudinal polarization.

the acceptance according to the measured pr spectrum. This weight was computed
using a fit of the data to a parameterization (see Section 5.7). The acceptance was
_ SN A @),

SN for);
evaluated in 1 GeV pr bins, and the fit function was evaluated at the center of the
1 GeV bin. The largest deviation between the two iterations occurred in the 70-100

GeV bin and was less than 1.5%.

recomputed based on the following expression: A(pr) where A; was

5.5 Yield fitting procedure

To determine the number of T events in the selection we fit the dimuon invariant
mass distribution with a signal and background model. Typically in cross section
measurements the T signal shape is parameterized with a crystal ball function, which
consists of a Gaussian core and a power-law at low mass to account for the final-state
radiation (FSR) effects [121]. There are four adjustable parameters for a crystal ball
function, which either have to be determined from the fit or fixed from some other
procedure (e.g., simulation). We reduce the number of free parameters using a signal
model based on data.

The dimuon signal shape is dominated by the finite resolution of the detector,
and the radiation of a photon from one of the muons. Photon radiation tends to
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shift the dimuon mass distribution to the left of the Upsilon peak, as depicted by
Fig. 5.7 (left). FSR was simulated using PHOTOS, which has a fixed photon energy
threshold 1% of half the mass of the decaying particle (about 50 MeV depending
on the Upsilon state), which can clearly be seen in Fig. 5.7. This was too large for
this analysis, and we extended the photon energy range down to 2MeV by fitting
the tail of the distribution to the expression for final state radiation in the PHOTOS
documentation [122, 123], as shown in Fig. 5.7.

The signal shape for a muon measured by a detector with finite momentum res-
olution results from taking Fig. 5.7 and including a finite resolution for each muon,
effectively giving a mass uncertainty to each event. To account for this effect, we
compute the mass uncertainty distribution for each (pr,y) bin in data, as depicted in
Fig. 5.7 right. The double peaking structure observed in this figure results from the
combination of several muon |n| bins. The mass resolution is worse for events where
higher || is required since muons pass through more material.

The determination of the normalized lineshape F(M,,,; c,,0m) as a function of
dimuon mass M, is determined by evaluating the following expression:

N
]. 1 2 2 ~2

F(M,,;cp,om) = — e~ Mupmmi—om)*/2e0,¢7 5.10

( M ) N ; /277'ng1‘ ( )

where N=25,000, and m; is randomly sampled from Fig. 5.7 (left) and ¢; randomly

sampled from Fig. 5.7 (right). Parameters ¢,, and dm are nuisance parameters, which

account for an overall mis-measurement of the momentum resolution scale, and dm
allows for a mis-measurement in the absolute momentum scale between data and
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Figure 5.7: Left: generator-level dimuon invariant mass distribution. The red line
shows the fit to the data, and the extrapolation between 9.4-9.46 GeV. Right: plot
showing the mass resolution for several |n(x)| bins, which produces the structure seen
in the overall ¢ distribution for a given (pr, |y|) bin. Note that the muon |n(u)]
selections apply to both muons, so the histograms with tighter muon selections do
not sum up to the histogram of |n(u)| <1.6 (top contour).
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simulation. Three sample lineshape curves are depicted in Fig. 5.8, with various ¢,
and om values. The parameters apply to the entire mass distribution, not to each
peak separately.

To validate that the lineshape procedure works, we took the simulation sample,
and split it into 50 equal parts. Using 1 part, we generated a sample lineshape,
which we then used to fit the remaining 49 samples. The fits show that the lineshape
describes the simulation.

We perform a simultaneous maximum-likelihood fit of signal and background using
the following expressions:

N(M,,) = NiF(Myy; cw, 6m)rasy + NoF (M cuw, 6m)y(2sy + NaF (M; cuw, 0m)r(3s)

+B Z b T,

i=0

(5.11)
where N 5 3 is the number if signal events for each T state. The last term in the sum
describes the background, where B is the background normalization. The background
is a modeled as a series of Chebychev polynomials 7, each with coefficient b;. We also
use the following parametrization to compute the ratio of yields ro;, r3; normalized

4.9 b (7 TeV)
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Figure 5.8: Data-driven lineshape for the Y(1S) in the pr bin 10-12GeV (black
curve). The red curve shows the lineshape function with the same ¢ distribution, but
with width scale factor ¢,, = 1.2 and no mass shift. The blue curve is the lineshape
function evaluated with unit width scale factor, but ém = 100 MeV.
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to the YT (1.5)yield, automatically including correlations:

N(Muu) = Sl[(f(Muu; Cuw, 5m)T(1S) + T21~F(Muu; Cuw, 5m)T(25‘) + T31~F(Muu; Cw, 5m)T(SS)]

Nmaz

+B§:@ﬂ
=0

(5.12)
The likelihood is defined as,

L=][PM;a) (5.13)

where P(M,,,; @) is the probability distribution as a function of M,, (Eq. 5.11 or
5.12 normalized to unit area) and & is the set of free parameters. In practice, the
value of £ becomes intractably large, so we instead take the natural log and evaluate
the following sum:

InL ==Y P(M,;d). (5.14)

We constrain the overall normalization to the total number of events predicted by the
PDF Nexpectea to be the same as the number of data events Ngat, in that bin This is
implemented using a modification to the likelihood, which then becomes:

InL =— Z P(M,,,; @) — log(Poisson(Nexpecteds NVdata)), (5.15)

where the final term is determined by the Poisson distribution. The fit was performed
using RooFit [124]. For pr less than 50 GeV, we use a binned fit (the product in Eq.
5.13 is over bins), while for high-pt we use an unbinned fit (the product in Eq. 5.13
is over events.)

As evident from Fig. 5.1, the background as a function of dimuon mass can easily
be described by a polynomial series. We form a set of ansatz functions for the back-
ground from a Chebychev series terminated at N = 2, and an exponential (generally
the slope of the fit function will be small, and this can be thought of as approximat-
ing a linear function). We implement a method to determine the best background
function from this set of possible functions using the AIC [125, 126],

2k (k + 1)

AIC, =2 in+2-
C. IN(L)min + k+n—k—1

(5.16)

where [n(L), is the minimum likelihood determined from the fit, k& the number

of free parameters, and n the number of events or bins. Finite size corrections are
2k(k+1)

implemented using the term ~=-—-.

For each trial function, we compute the normalized probability,
o—Ai/2

pi = W A; = AIC; — AlCin, (5.17)
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which determines the probability of each background shape relative to the other fits.
Table 5.2 lists some typical AIC values and probabilities for a sample fit. One of the
interesting features is how the AIC tends to clearly prefer a single fit, whereas the y?
probability tends to be less sensitive to the background order. It is also important to
note that the difference in yield between each background hypothesis is within two
statistical 0. The fits are repeated for each (pr, y) bin, and two of them are depicted
in Fig. 5.9.

Table 5.2: YT(1S5) fit results for several trial background functions in the bin |y| < 0.6,
12 < pr < 14 GeV, showing the background model, yield (Y'), statistical uncertainty

on the yield (oy, x?, number of free parameters (k), AIC probability (p;) and x?
probability.

order Y oy x° k  AIC Di x? prob
0 49098 252 303 6 -2495540 3.58e-15 0.0904
1 48852 257 289 7 -2495553 2.82e-12 0.291
2 48662 265 282 8 -2495606 1 0.47
exponential 48870 259 289 7 -2495538 1.39e-15  0.149
Yield o Osys
48662 265 191

5.6 Systematic uncertainties

Sources of systematic uncertainties on the cross section (in roughly equal order of
importance) are: acceptance (due to uncertainty on the polarization), efficiency (due

4.9 (7 Tev) 4.9 b (7 Tev)
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Figure 5.9: T(nS) fits with the best background function. (a) 0 < |y| < 0.6, (b)
0.6 < |y] < 1.2 and 50 < pr < 55 GeV.
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to uncertainties on tag-and-probe and the p factor), efficiency of vertex probability
requirement, luminosity, and choice of background function.

To evaluate the systematic uncertainty on the acceptance, we vary all of the
polarization parameters by their 68.3% CL uncertainties (see Fig. 5.6 left). The
resulting change in acceptance is depicted in the right of Fig. 5.6, and is substantially
less than what the systematic uncertainty would have been if there was no knowledge
of the T polarization.

Tag-and-probe efficiencies enter into Eq. 5.5, where each have an uncertainty
[119], and the p factor has an uncertainty determined from the comparison to the p
factor measured in data. The p factor uncertainties are summarized below:

ARG <04 5%
0.4 < ARTP < 1.7 0.5% (5.18)
ARG > 1.7 5%.

For ARZZ? "¢ < 0.4 we assign the statistical uncertainty on the data as the uncer-
tainty in Eq. 5.18. At intermediate pr, there is excellent agreement between data and
simulation, so we assign a 0.5% uncertainty. At high-pt we lack the data to precisely
determine p, so we constrain p to 1, and assign a 5% uncertainty.

The efficiency ¢, is recalculated based on the mass regions in Table 5.1 as the
tag-and-probe efficiencies and p factor are varied by their uncertainties. The changes
in the efficiency result in the systematic error band depicted in Fig. 5.5.

The choice of background function is determined by the AIC procedure outlined
above. To determine a systematic uncertainty for this procedure, we assign the dif-
ference in the yield between the best background choice and an alternate background
function. The alternate function is the one with the largest difference from the yield
calculated using the best background choice, where p; > 5%. In the case where there
is no other background function with p; > 5%, we evaluate the systematic using the
next best AIC value.

All of the systematics occur on variables which are multiplicative in the cross
section calculation (Eq. 5.1), and are therefore added in quadrature. The cross section
measurement is systematics dominated for pr less than around 50 GeV. Above this
pr value, statistical uncertainties dominate.

Table 5.3: Summary of systematic uncertainty ranges for each source of uncertainty.

Source Relative uncertainty (%)
acceptance 1.0-7.0
dimuon efficiency 3.1-7.0
vertex probability efficiency 1.0
luminosity 2.2
choice of background function 0.2-9.3
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Based on the definition of the ratio measurement in Eq. 5.2, the systematic un-
certainty on the efficiency approximately cancels. This was evaluated by computing
the ratio of efficiencies for Y(25)/YT(1S) and Y(35)/Y(1S) and coherently varying
the efficiencies by the uncertainties assigned. Since the acceptance is based on dif-
ferent, independent measurements we add the uncertainties on the acceptance from
each state in quadrature.

5.7 Results and interpretation

The cross section distributions as a function of pr are presented in two independent
pr bins: |y| < 0.6 and 0.6< |y| < 1.2, as well as a combined rapidity bin with
ly| < 1.2. Figure 5.10 shows the cross section results for all three states, where the
T(2S5) and T(3S) state are scaled down to facilitate comparison. Since the shape of
the differential cross section seems to change shape near 20 GeV, we parametrize the
cross section in two forms: an exponential for pr < 20 GeV, and a power-law for pr
> 20 GeV, where the power-law has the form:

do B A
dpr  C+ (1;—701)&.

A, C and p, are normalization conditions without physical significance, and « is the
power-law, which is expected from theoretical expansions at high p. Fits to all three
T states, with |y| < 1.2 are shown in Fig. 5.10.

Ratios of the cross sections for the different T state are presented in Fig. 5.11,
computed using Eq. 5.2.

(5.19)

Table 5.4: Parameters of the power-law fits to the YT (nS) distributions for |y| < 1.2
shown in Fig. 5.10 (b). The fits for all states begin at pr = 20 GeV.

T(1S) T(25) T(39)
A 13.97 £ 0.73 6.71 £0.46 4.50 + 0.34
Q@ 5.75 £0.07  5.65 £0.10 5.27 £ 0.10
C 0.46 £ 0.13 0.64 £0.18 0.29 4+ 0.16
2 8.6 11 17
NDOF: 14 14 14

Constant 7.60 + 0.13 6.21 £ 0.15 5.52 £ 0.17
Slope  -0.27 £ 0.01 -0.24 £ 0.01 -0.21 & 0.01
Y2 0.64 0.32 0.051
NDOF: 3 3 3
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Figure 5.10: (a) The T(nS) differential pr cross sections times dimuon branching
fractions for |y| < 1.2. The Y(2S5) and Y(3S) measurements are scaled by 0.1 and
0.01, respectively, for display purposes. The vertical bars show the total uncertainty,
excluding the systematic uncertainty in the integrated luminosity. The horizontal bars
show the bin widths. Previous CMS measurements for |y| < 2.4 are shown as cross-
hatched areas [121]. These results have been scaled by 0.5 to account for the smaller
ly| range in the latest measurement, where the scaling assumes that the rapidity
distribution is flat. The solid lines are the NLO calculations from Ref. [127] extended
by the authors to cover the range pr < 100 GeV. (b) Details of the parametrized
cross section fit described in the text for Y(1S5) with |y| < 1.2. In this plot the solid
line is the result of the power-law fit (see Eq. 5.19) for pr > 20 GeV. The dashed line
shows an exponential fit to the data for 10 < pr < 20 GeV. The lower plot shows
the pulls of the fit as defined in the text.
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Chapter 6

Conclusions

The Run 1 of the LHC experiment was an exciting time; the center-of-mass energy
exceeded the previous world record, and excellent performance of the machine and
experiments allowed for a substantial data set to be collected. Included in the exciting
results of Run 1 was the discovery of the Higgs boson with a mass of 125 GeV. There
are still profound questions to be addressed: how can the Higgs mass be 125 GeV
without fine tuning, and are there indications from particle physics for the source of
dark matter. A great deal of progress has been made in answering these questions
over the last few years, most importantly which models of supersymmetry can easily
be excluded. In addition, we developed a broad tool box of machinery for performing
searches for new physics.

The lack of immediate evidence for supersymmetry also sparked additional work
between theorists and experimentalists. For example, stealth supersymmetry is an
experimentally motivated theory. We are now provided with a substantial set of gaps
in the current analysis strategies, motivating us to look for new physics using less
obvious strategies. Stealth SUSY is a unique example, because the search for SUSY
does not rely on Ess,

In this thesis, I present the summary of the search for stealth supersymmetry. In
this model, we can exclude squarks up to a mass of 550 GeV. This analysis serves as
an important compliment to existing searches, and is the first of its kind. This search
serves as an example of how gaps in the experimental strategy can be filled. Future
searches for supersymmetry will critically depend on covering all possible models and
final states, and models such as stealth supersymmetry can provide a framework to
identify these gaps and design new searches to target them.

In addition to searches, Run 1 has provided excellent measurements of standard
model processes. Section 5 provides details of a measurement of T production using
muons. This measurement demonstrates the exquisite momentum resolution of the
CMS tracker, as can be clearly seen from the summary plots where the Y(2S) and
T(35) states can easily be distinguished. We also provide an T cross section mea-
surement up to pr = 100 GeV, the highest value yet reported. This measurement will
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be useful for understanding the details of perturbative and non-perturbative QCD
involved in Y production at a hadron collider.

It is now only a few short months until the LHC begins collecting new data.
Regardless of the result, this will be an exciting time to study particle interactions
at unprecedented energies.
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