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Abstract

In the first chapter we consider the simply typed A-calculus over one ground
type with a discriminator § which distinguishes terms, augmented addition-
ally with an existential quantifier and a description operator, all of lowest
type. First we provide a proof of a folklore result which states that a func-
tion in the full type structure of [n]| is Ad-definable from the description
operator and existential quantifier if and only if it is symmetric. This proof
uses only elementary facts from algebra and a way to reduce arbitrary func-
tions to functions of lowest type via a theorem of Henkin. Then we prove
a necessary and sufficient condition for a function on [n] to be Ad-definable
without the description operator or existential quantifier, which requires a
stronger notion of symmetry.

In the second chapter, we consider the system @)y, extensively studied
by Andrews [And72, [And02]. This system is an axiomatic system of higher-
order logic in the language of the simply typed lambda calculus, augmented
with equality operators over every type and a description operator. We
prove that the axiom of extensionality is independent from the other axioms
by constructing an explicit model.

In the third chapter, we consider the question of the typability of a
particular class of terms in system F, the polymorphic typed lambda calculus
of Girard [Gir72] and Reynolds [Rey74]. w = Az.zx is a classic example of
a term which is not typeable in the simply typed lambda calculus, but is
typable in (most) polymorphic systems, like system F. The question is if
M M has a type in system F is it true that wM has a type in system F? All
terms which can be typed as inputs for w require being typable with a free
leftmost path. We will prove that if M is a normal term whose type requires
a bound leftmost path, then the term M M is not strongly normalizing (thus
not typable in system F). We will then establish that the undecidability of
the question: given a normal term M typable in system F, is MM (or wM)
typable in system F?
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Chapter 1

Survey of the lambda
calculus

We begin with a rather terse introduction to the lambda calculus. For a
complete treatment of the lambda calculus see [Bar84] and [BDS13] for the
untyped and typed lambda calculus respective. Throughout the thesis, the
concepts from this section will used. We begin with an exploration of the
untyped lambda calculus, followed by the simply typed lambda calculus. We
will define the polymorphic lambda calculus, system F, in Section

The lambda calculus is a formal system which seeks to capture func-
tions by way of abstraction and application. The lambda calculus was first
proposed by Church in in [Chu32] as a foundational system for mathemat-
ics. This foundational system was found to be inconsistent by Kleene and
Rosser in [KR35|, proving a variation of Russell’s Paradox now called the
Kleene-Rosser Paradox.

After the inconsistency, the formal system of the untyped lambda cal-
culus was used to by Church to describe effective computations. This sys-
tem was used resolved Hilbert’s Entscheidungsproblem, the decision problem
[Chu36b].

1.0.1 The untyped lambda calculus

To begin, we have a countable collection of variables,

V =A{x,y,z,x1,22,...}.

1



2 CHAPTER 1. SURVEY OF THE LAMBDA CALCULUS

We define the set of terms of the lambda calculus, which we write A, induc-
tively as follows:

V CA, (variable)
if M, N € A then (MN) € A, and (application)
if M € Aand z € V then (Az.M) € A. (abstraction)

We write M = N if M and N are syntactically identical.

Definition 1. If M is a term, we define the set of free variables of M,
denoted FV(M), inductively as follows:

o if M =y, then FV(M) = {y};
o if M = PQ, then FV(M) = FV(P) UFV(Q); and
o if M = \z.P, then FV(M) = FV(P)\ {z}.

Every variable in M either appears free or is bound to some lambda.

Remark 1 (Variable conventions). We follow the convention set in [Bar84] to
identify terms as equal implicitly up to a change of bound variable. Formally,
this notion is called a-equivalence. Specifically, if Ax. P is a part of a term
M, then, if you obtain a term N by changing this part to Ay.P’, where P’
comes from replacing all the free instances of = in P with a fresh (that is,
completely unused in P) variable y, we say that M and N are a-equivalent.
Taking the transitive reflexive closure of terms under this relation, we get
the full notion of a-equivalence relation.

We consider a-equivalent terms to be equal on a syntactic level, so when
we are considering a term we are actually working with an equivalence class
or terms. For example, we would say Az.x = Ay.y. Because of this as-
sociation, we can allow ourselves to assume that all bound variables have
different names than free variables, each bound variable in appearing in a
term has a unique binding site with the same name.

Remark 2 (Notational conventions). To improve legibility, we will follow
typical conventions with regard to associativity; namely we will always as-
sociate applications to the left. Therefore, M NP will be written to mean
(MN)P.

We use the dot . after a binder in the fashion of Church’s dot notation
to remind the reader that the scope the variable is bound in is to be as large
as possible. Therefore, Az. M N will mean Az.(MN).

We also will write successive abstractions into one abstraction; so we will
write Azy.M instead of A\z.\y. M.



For term variables, we will use lowercase Latin letters toward the end of
the alphabet. For arbitrary terms we will choose capital Latin letters toward
the middle of the alphabet.

Definition 2. We define the set of (one-hole) contexts, where a context
can be written as C| |, inductively in the same way as a term except we
also allow a hole | ] in the same place we allowed a variable in the definition
of the set A. If C[ ] is a context, then C [M] is the term that is obtained
by changing the hole to M.

To carefully define the semantics of function application, we first need a
formal notion of what a variable substitution is. This notion will be reused
for polymorphic types in Chapter [4]

Definition 3. If M and N are terms then we write M|z := N]| to stand
for the capture-avoiding substitution of free instances of x for N in M.
Formally, this is an inductive definition:

o if M =z, then M[z := N] = N;

o if M =y (where y # z), then M[z := N] = y;

o if M = PQ, M|z := N] = (Plz := N])(Q[z := NJ]); and
o if M = \y.P, M[z := N] = \y.P[z := N].

Definition 4. We call a term with no free variables closed, or a combi-
nator. We denote the set of such terms A?.

The operational semantics of the lambda calculus will be modeled around
the following notion: Az.P is a function awaiting input which can be sub-
stituted for x in P . On a syntactic level, this semantics is realized by the
notion of 3-reduction, which we will denote — 3. This relation on terms is
defined as follows: if C| | is any one-hole context then

C [(Az.M)N] =5 C [M[z := N]]

We write —3 to stand for the transitive, reflexive closure of —g, and we
write =g for the symmetric closure of this. Indeed, =3 is an equivalence
relation called S-equality, or S-convertibility.

We will make use of another notion of reduction called n-reduction,
which we write —, and whose transitive, reflexive closure we write —,,.
The definition of this form of reduction is

ClAx.Mx] —, C[M] x ¢ FV(M)
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where C[ ] is any one-hole context. n-reduction gives us a weak notion of
extensionality. When we consider a notion of reduction where at any step
we can perform either an 7 reduction or a 8 reduction we will write —g,,
—» gy for the transitive, reflexive closure of —g,, and =g, for the symmetric
closure of —g,,.

Definition 5. We call the subterms which can be reduced redexes, short
for reducible expressions. In the event a term contains no subterms which
are redexes we call it a S-normal form, or Sn-normal form, depending on
the notion of reduction we are considering. If the M is a term and M —»g N
for some term N in normal form, we call the term M normalizing. In the
event that there is no infinite reduction sequence such as

M—)g My —8 Moy —g
then we call the term M strongly normalizing.

It is an undecidable problem to determine for an arbitrary term M if it
is normalizing (or strongly normalizing) and also undecidable to determine
if two terms are convertible [Chu36b].

A classical result of the lambda calculus is the Church—Rosser theo-
rem, which is a result about gn-convertibility, and was proved by Church
and Rosser in [CR36]. It states if that M =g, N then there is a term P
such that M —g, P and N —»g, P.

A similar property is the confluence of fn-reduction (also known as
the diamond property) which states that if M —»g, N and M —»g, P
then there is a term @ such that N —»g, @Q and P —g, ). This is show in
Figure

Because of the above properties, if a term normalizes, it as has a unique
normal form. Therefore, we can say the normal form of a term rather than a
normal form. Another consequence is that lambda calculus is consistent, in
that it is not true that for terms M and N we have M =g, N. In particular,
all distinct normal forms are not convertible to each other.

Some combinators

Some combinators are particularly important for encoding some data struc-
tures and make some appearances in this paper.



P

Figure 1.1: The diamond property

Definition 6.

l:=Az.x
S:=Xxyz.xz(yz)
K:=A\zy.x

W= A\L.TT

Definition 7. If X C A, then the applicative closure of X is the smallest
set containing X which is closed under applications; that is, if M and N are
in the applicative closure of X then M N is in the applicative closure of X.

We say that a set of combinators X is a combinatorially complete
for the lambda calculus for every term M with free variables from x1, ..., x,
there is a combinator F' from the applicative closure of X where we have
that Foq ...z, =g M

It is known that {S, K} are combinatorially complete [Cur4l].
Definition 8 (Church booleans). Consider the combinators:
True := Azy.x False := Azy.y

We use these to encode boolean values. We can then define particular com-
binators to do all boolean logic.

And := Azy.xyFalse
Or := Azy.xTruey
Not := Az .zFalseTrue
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Definition 9 (Church numerals [Chu32]). The Church numerals are an
encoding of the natural numbers. The Church numeral for n, which we will
write n is a function which iterates its first argument on the second n times;
that is

n =M. f(f(... f(fz)...))

n-many

So 0= Afx.x, 1l = Afx.fe,2=Nfz.f(fx), etc.

In [Kle35], Kleene showed the definability of arithmetic operators in the
lambda calculus using the Church numeral encoding, and proved their cor-
rectness. It is a classical theorem of Turing that the arithmetic functions
computed in the lambda calculus in this sense are the same as those com-
puted using Turing machines [Tur37].

Remark 3. The original system studied primarily by Church was called Al-
calculus. This contrasts with the system of A-calculus most encountered
today, called the AK-calculus. In the Al-calculus, all bound variables must
appear at least once in the term they abstract.

For example, the term K would not be a term in the Al-calculus since
the y in Azy.z does not appear; neither would the numeral 0. Historically,
Church did sometimes consider AK-terms however, as he did in [Chu40].

The Ml-calculus has some properties which the AK-calculus does not.
One such property is that a term is strongly normalizing if and only if it
is normalizing |[Chu41]. This is not a property of the AK-calculus because
of terms like Kl(ww), where one could infinitely reduce ww, but a reduction
could be done to arrive at a normal term:

Kl(ww) =g (Ay.1)(ww) =5 |

1.0.2 The simply typed lambda calculus

We wish to restrict the notion of function application to reflect the idea of
a domain and codomain of a function. For this we will associate each term
with a type which describes its behavior.

Define the set of simple types inductively as follows: begin with some
nonempty set of type variables a,b,c, a1, a0,as,... which we call atomic
types or ground types. Often one has fixed, finite set of theses atomic
types which will correspond to different kinds of objects (for example, propo-
sitions, numbers). If a and 8 are types then o — [ is a type. We call such
types arrow types, and they’re meant to represent functions from things
of type «a to things of type .



r,x:am:a(ax) TFM:a—8 rHv;a( )
TFMN:G app

'z:abM:pj3
'Xe.M:a—p

(abs)

Figure 1.2: Deduction rules for the simply typed lambda calculus (Curry-
style typing)

Remark 4 (Notational conventions). In contrast to application of terms, we
associate — to the right. That is, « — § — y is parsed as a — (8 — 7).

For atomic types, we will use lowercase Latin letters toward the begin-
ning of the alphabet. For arbitrary types we will use lowercase Greek letters
toward the beginning of the alphabet.

There are two main ways to approach the assignment of types to terms,
called Curry-style typing and Church-style typing. In Church-style
typing, term variables (both free and bound) are all decorated with types
which control the types of the subterm that compose. The other approach,
which we use mostly in this thesis, is Curry-style typing, also called implicit
typing. Here, the terms of the simply typed lambda calculus are all terms
of the untyped lambda calculus, and the typing information is completely
external from the term.

A proper Curry-style typing of a term is a derivation in the style of
natural deductions. A context is a partial function I' with finite support
from the set of term variables to the set of types. We think of (and write)
a context as a finite list

Tl Aly...,Tp  Op

where each x; is distinct. The derivation rules for deducing M : «, read as
M has type «, are shown in Figure [1.2

Definition 10. We denote the collection of untyped lambda terms for which
have a type A™”. If M € A~ then we say that M is typable (in the simply
typed lambda calculus). Otherwise, if M € A\ A~ we say that M is
untypable.

These rules are syntax directed, meaning given typable term M there
is one and only one rule that could have been applied last in every derivation
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of a type for M. So, for instance, if M is the term Azx.x then the last rule
must have been an instance of the the abs rule.

Remark 5. There is a correspondence between the above type system and
intuitionist implicational logic. If all the terms are erased so only the types
remain then the derivations are exactly natural deduction proofs in this sys-
tem. Moreover, the terms act as a ‘certificate’ that describes the proof. The
relationship is an instance of the Curry—Howard isomorphism, which
relates systems of typed lambda calculus and logical systems [How&0].

Definition 11. We say that a Curry-style system of typed lambda calculus
has the subject reduction property, also called preservation, if for any
M :o,if M —»g N then N : a.

We say it has subject expansion if for any M : «, if N =g M then
N : a.

This simply typed lambda calculus has the subject reduction property,
due to Curry [Cur34l [CECT4]. It does not have the subject expansion prop-
erty; for example, Klw — 3 I, but the Klw is itself untypeable.

To see why w does not have a simple type, suppose it did and consider
the type of x in xx. This type must have some type a — [ since x appears
in an application in the functional position. But, then z must have type «,
but o and o« — B are distinct.

It is also the case that any term M which is typable has a normal form,
as proved first by Turing in a note published in [Gan80]. In fact, every term
is strongly normalizing, with the classical proof due to Tait in [Tai67].

In the light of the Curry-Howard isomorphism, subject reduction and
normalization give us operational semantics on proofs (at least in intuitionist
implicational logic), and a notion of a normal proof. These notions have very
deep connections to proof theory, where normal proofs yield cut-free proofs.
Therefore, the normalization result is actually a different form of the classical
cut-elimination theorem of Gentzen |Gen35].

Definition 12. The typability problem is: given a term M in the untyped
lambda calculus to determine if it is typable or not.

The inhabitation problem is: given a type «, is there a term M such
that M : a.

A type substitution is a map * which maps type variables to types
which has finite support (that is, for all but finitely many types the map is
the identity).



« is the most general type or principal type for a term M if M : «
and for every [ such that M : § there is a type substitution which sends «

to 8.

Under the Curry—Howard isomorphism, this problem of inhabitation is
the same as provability in intuitionist implicational logic, which is decidable.

Typability is also decidable; the algorithm that gives a term a type
relies on an algorithm by Robinson [Rob65] solving the first-order unification
problem. Specifically, the Hindley—Milner algorithm can decide if a term is
typable, and if it is produce the most general type [Mil78, [Hin69].

Remark 6. In Church-style typing, since it contains type information, every
term M has a unique type. In Curry-style typing, this is of course not
true. For example, | = Az.x can be assigned both the type a — a and
(a = a) = (a — a). We recover some form of this uniquicity in Curry-style
typing for simple types in the form of principal types.

There is a clear connection between Church-style and Curry-style typ-
ings. One can map a Church-style term M having type « into a term of the
untyped lambda calculus N by erasing all type decorations, as described in
[BDS13]. Then, it is provable that N : a in the Curry-style system.

Definition 13. We consider another normal form of a term called the long
normal form in the context of the typed lambda calculus with n-reduction.
We define what it means for M : « to be in long normal form by induction
on «.

If o is an atomic type, then M is is long normal form if and only if it is
of the form xMj ... M,, where each M; is in long normal form.

If « =8 — ~, then M is in long normal form if and only if it is of the
form Af.N where N is in long normal form.

Fach simply typed term has a unique long normal form which one can
obtain by S-reductions and n-expansions.

Semantics

To perform a set theoretic interpretation of typed lambda calculus terms,
we first need the idea of a type structure. A type structure is a family of
nonempty sets .# (a) where « is a type, such that .#(a — ) C . (8)%(®),
where .#()#(®) is the set of all functions from . (c) to .#(f).. If the
above relation is taken as equality instead of subset we call it the full type
structure.
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More abstractly, we can have a family of sets .# = {.#(«) | a a type}
for each type a and a operation -,z as

‘amsp i M= B) X M (a) = A (),

which replaces the normal semantics of function application above. That is,
in the case of a type structure, we have that members of .Z (o — /) act on
members of .# (a) by function application. In this scenario, -, describes
the action of members of .Z (o — ) on A ().

We say that -, is extensional if for any f,g € .#(a — () then if
for every m € #(«a), f-m = g-m. In the event that this operation is
extensional, we call this a typed applicative structure. A type structure
is an example of an applicative structure where - is taken to be function
application.

Often we conflate the family of sets .# with |, .# («) by saying f € .#
to mean f € .#(«) for some o

Definition 14 (Friedman [Fri75]). A partial homomorphism is a partial
function £ between type structures .# and .4 over the same ground types
which has the following properties:

1. If fe# and £(f) € A (a) then f € A ().

2. If f e #(a— B) then &(f) = g if and only if g is the unique element
of A (a — ) such that for all x € dom(&) N («), we have g(§{(z)) =

§(f (@)

Note, the uniqueness may not hold, making this map partial. In the
situations we will encounter, uniqueness will hold, and the map is total, and
we call the map a homomorphism. The essential property of a homomor-
phisms the above captures in the more general situation is that

Also note that a homomorphism is completely determined by the map re-
stricted to the ground type.

An environment is a function ¢ which maps variables of type «a to
members of .Z («). An interpretation of terms subject to environment ¢
is in a type structure is a function [-]4 which maps typed terms to members
of . of appropriate type, such that

e [z]y = ¢(x) for any variables,
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o [MN]y=[M]s([N]y),
o [Az.M]y = Nz [M]gf:—z)

where ¢z := z] is the environment ¢ except x maps to z, and Nz.M is
function in our meta-language (commonly written as the function z — M).
Note that this function is unique (given ¢), but if the type structure is not
full it is possible that [Az.M]y & A (o — f5).

This interpretation respects the semantics of Sn-reduction. Namely, if
M and N are terms of the untyped lambda calculus where M, N : « and
M —Bn N then [[M]](ﬁ = [[N]]¢
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Chapter 2

Classical Definability

2.1 M\d-calculus and type theory

We extend the simply typed lambda calculus over one ground type 0 with
a constant §. This symbol will represent an equality operator. Adding such
an equality operator over all types would elicit the study of higher order
logic, which we discuss in Chapter 3] For our purposes, we are dealing with
first-order classical logic, and our equality symbol will be just for the ground
type O.

To encode booleans in our logic, we will use the usual Church encoding
discussed in Definition [8| Notice that the types of booleans over a type « is
a — a — a. We will call this type bool,. For the remainder of this chapter,
we will use the notation o™ — g to stand for the type

a— = a— 0.
——

n—many

That is, the type which takes is n-many terms of type a and returns a term
of type .

Definition 15. We add our constant § : 0 — 0 — booly to our language, as
studied by Church in [Chu4l]. We define J-equivalence using the axiom

u ifrx=y
dryuv = ]
v ifx#y.

In [Sta00] it was proven that under Sn-conversion, the equational conse-
quences of this axiom are exactly the same as from these rules:

13



14 CHAPTER 2. CLASSICAL DEFINABILITY

OMMUV =U (Reflexivity)
SMNUU = U (Identity)

0XYUV =6Y XUV (Symmetry)

IXYXY =Y (Hypothesis)

P(OMN) = 0MN(PTrue)(PFalse) (Monotonicity)
SMN@GMNUVYW = SMNUW (Stutter)
SIMNU(SMNWYV)=0MNUV (Stammer)

Definition 16. In addition to J, in order to do first-order logic, we add
two other constants: a quantifier 3 : (0 — booly) — booly and a description
operator ¢ : (0 — booly) — 0 — 0 defined by the rules,

S0 — True if Mn = True for some n : 0
| False otherwise,

and

n  if Mn = True and n is unique such
tMm = '
m  otherwise.

We will define a family of sets .#™(«) to be the full type structure over
[n]; that is, where we have

AM0) =1{1,....n}.

For the interpretation of a term in this model with environment ¢ we write
[M ﬂg We will write set-theoretic functions as lowercase Latin like f, g, h.
We have the following:

Theorem 1. Let M and N be terms of type a.
1. (Soundness) If M =g,5 N then for every n € N and every ¢ we have
[M]% = [N1g-
2. (Completeness) If M #g,5 N then there is ann € N and a ¢ such that
[M]7 # INTG-
Proof. Proof in Statman [Sta00] O
Definition 17. We say that a function f € .# is Ad-definable if there is a
closed term M in the Ad-calculus where [M]7 is f.

We will also analyze define A\j-definablity in the system discussed about
with 3 and ..
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2.2 Henkin’s Theorem

We can say that, in some way, every function in the above semantics can be
represented in the Ad-calculus.

Theorem 2 ([Hen63)). Fiz an environment ¢, a natural number n, and a
type a. Then

1. There is a term 0o : 0" — a — «a — bool, such that for every
frg,h,j € A" () we have

wawr~nﬁwm—{7 ii=9

7 otherwise.

2. If f € 4™ () then there is a term F : 0" — « such that:
[FIj1--n=f

Proof. We do induction on the type a.
If & = 0, then define
00 = AT1...Tp0.

If fe.#™(0) then f € [n], so f =i where 1 <i <n. Then we can just
make F' be the ith projection:

AL ... Ty e T

Suppose that = 3 — . By induction, We have closed terms dg and d,
with the desired properties. Enumerate all elements of .Z"(3): mq, ..., mg.
By the induction hypothesis, we have representations My, ..., M}, closed
terms of type 0™ — 8 such that [[MZ]]gl ...n =m; for every i. So we define

05, = AZFG.
5,2(F(M2)) (G(M ) A 8,2(F(Maz))(G(Moz))
Ao N6, E(F(ME) (G(Mii)),

where Z is shorthand for z; ...z, and M AN is AndM N (from Deﬁnition@.
This is as desired.

Let f be a function in .#Z"(8 — ~). Note that f(m;) € .#™(vy) by
definition. Therefore, set p; = f(m;). By induction hypothesis, there are
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Py, ..., P, such that [[P,]]gl ...n = p; for every 1 < i < k. We define F' by
doing cases on the input. That is

F = Azm.
If §gZm(My) then P, T else
If 6pZm(MoT) then PoT else

If (Sgifm(Mk_li) then P,_17 else P,
where “If M then N else P” is shorthand for M N P. This is as claimed. O

The following is an easy corollary to Theorem [2] and to the completeness
result in Theorem [

Corollary 1. Take M, N : a1 — ag — -+ — ap — 0 with all free variables
having type 0. If M #g,s N then there somen and closed terms F; : 0" — o
such that

M(F\Z) - - (FiT) #pps N(F1T) - (F).T)

where T includes all variables free in both M and N.

Proof. By soundness, for some ¢ and n we have [M]} # [N]j. Take Z to
be a sequence of length n of free variables of type 0, containing all the free
variables of M and N. Clearly [Az. M} # [Az.N]j.

These are set-theoretic functions, therefore there are f; € 4" (1), ...,
fr € A" (ay) such that

(D&MD .n)fr .. fr # (NENEL..n) fi .. fi

By Henkin, all these f; have closed terms of type 0" — «; representing them;
denote those closed terms F;. By soundness, the result follows. O

Consider the set of terms of type « in the language of the Ad-calculus,
which we denote A°(a). Define the set .7 (a) by

7 (@) == A(a)/=ns.

That is, .7 («) is the set of terms of type o modulo nd-equivalence. As
a consequence to Corollary [I] above we have that 7 is a typed applicative
structure. For each natural number n we consider a set of n free variables,
X ={x1,...,z,} of type 0. We can take the set of all terms M in 7 which
are Ad-definable from this set.
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This is not necessarily a typed applicative structure. For we may have
two terms M7 and M, which are not extensionally equal, but are with respect
to all terms A-definable from X U{d}. That is, none of the witnesses that M;
and Ms are different are A-definable from X U {0}. Therefore, we consider
only the equivalence classes formed by equality under § restricted only to the
ground set X. So, if we have a M7 and My as above, we collapse them. We
call the resulting model the Gandy Hull of X U {6} in .7. This is a typed
applicative structure, which we will denote by Z". For more information
on the Gandy Hull construction, see [BDS13].

Remark 7. There is a natural homomorphism (see Definition between
J"™ and 4™ which is completely determined by a mapping of X to [n].
Further, we can consider some infinite models. For instance, we can define
A“ to be the full type structure in this language over the natural numbers;
so #*“(0) = N. We can then take the Gandy Hull of {1,2,3,...} UJ in this
model and get a model .Z .

This model could be obtained another way. Fix a bijection from free
variables of type 0 and w. Then one can build a corresponding homomor-
phism from 7 to .#“. The image is exactly .#. These models are discussed
further in Statman [Sta82].

2.3 Symmetric iff \-definable with ¢, 94, and ¢

In this section, we will provide a proof of a folklore theorem giving necessarily
and sufficient conditions for a function being Ad-definable with ¢ and 3. The
origin of this folklore theorem is murky; it was known to Robin Gandy in at
least the 1940s, and is not unlikely that it was known to Church before that.
There are few proofs in print, one being in [vBDO0I1], but it is incomplete.
Here we present a novel proof only using some basic algebra and Theorem

Definition 18. The symmetric group on n elements, which we denote
as Sy, is the subset of .#Z™(0 — 0) which are bijections. These form a
group with the operation of composition. We call members of the group
permutations. We shall use lower case Greek letters in the middle of the
alphabet to denote permutations, like 7, p, o, 7.

Members of S,, act naturally on objects of type 0 by application. But,
we can lift this action to higher types. Consider w € S,,. We define 7, €
A" (a — «) by induction on «a. If o = 0, then we just take mo(n) := m(n).
If o = 8 — ~ then we define

To(f) =7y ofo7r51
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Therefore, we have an action of S,, on our entire model .#Z", where m acts
on f:«a by my(f). For this action, we will write 7 - f.

Definition 19. If f € .#"™, then we denote the stabilizer of f under this
action St(f); that is, St(f) is the set of all permutation which fix f, as in

St(f) ={meS,|m-f=f}.

We call an f € .#™ symmetric if St(f) = Sy, that is, if f is fixed under
the action by all permutations.

Remark 8. We can say that S,, acts on 7" as well. Any permutation of
the free variables elicits an automorphism on the entire set 7™ (that is, a
bijective homomorphism from 7" to 7™). The converse, however, is false;
there are automorphisms of 7" that do not come from permutations of the
variables.

For example, consider the automorphism f on .74 elicited by the follow-
ing map on variables:

f(z1) ==
f(z2) =z
f(x3) = dxix9m314
f(xq) = dx120m423.

This is a well-defined automorphism on .74,

Later, we will consider particular members of 7" to be symmetric. When
we call F' € " symmetric, we mean preserved under all automorphisms,
not just the “inner” automorphisms arising from permutations of variables.

Interestingly, the set of automorphisms is not the set of all permutations
on all distinct objects of type 0. In particular, there is no automorphism of
7% which sends

X1 — X1,
X9 —r X9,
xr3 — I3,
T4 — 51’133‘2{[,‘3$4.
This is because such an automorphism A would have
h(dx1zow324) = 6(h(21))(h(22))(h(23))(h(24))
= (51’1:62333(5:613321'3564)

= 5.%'1&323?3.%‘4,
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where the last equality is by the Stammer property; so h would not be a
bijection.

Theorem 3 (Folklore Thoerem). f € .#Z" is symmetric if and only if it is
A-definable from d,1,3

Proof. The right-to-left direction is straightforward. For ¢, ¢, and 3 are all
symmetric, as are combinators S and K. As S and K form a basis for all
A-terms, and A-definable objects are closed under application, we have that
all A-definable objects are indeed symmetric. The left-to-right direction will
constitute the majority of the remainder of this section.

At a high level, what we will do in this direction of the proof is begin
by study a particular class of functions at low type (0" — 0) which we
call regular functions. We’ll show that regular functions are easily definable
(in fact, just in the Ad-calculus) just using some algebraic properties of the
action of the symmetric group on these functions. Then, we’ll show that
an arbitrary symmetric function can be represented in terms of a set of
functions we called coordinate functions, which are all regular functions of
low type, 3, and ¢; this will complete the proof. To begin, however, we come
up with some notation so we can more easily analyze some of the algebraic
properties of these functions.

For each function f : 0" — a we associate a functional f*: (0 — 0) —» «
such that, for all 7 :0 — 0,

fTm = f(x1)(x2)...(7n).
A function f is said to be regular if for every g € .#"(0 — 0) where g ¢ S,
we have ftg = g(1).
For the present we will restrict our attention only on functions f : 0" —
0. Note that the action 7 - f in this case is
wef= ))\:Z‘.W(f(w_lml) e (w_lznn)).

From this and the fact that St(f) is a subgroup, we have that = € St(f) if
and only if

»\f.w_l(f(mnl) o (may)) = S (1)
Fix f: 0" — 0 regular. We define a relation ~; on S, by
T~po = 1 (f(rl)... () = o (f(ol)... (on)).
We restrict this this relation to be a right congruence by taking its right
congruence hull, which we denote N}"c, defined by

T~po = VpE Spemp ™t~ op L.
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Lemma 1. For f : 0" — 0 regular, and w € Sy, the following are equivalent:
1. e St(f),
2. For all p € S,, we have mp ~¢ p, and
3. N} id.
Proof. () = (2))). Take = € St(f). By (), we have
AT (f(m2) .. (m2)) = £
Fix p € S, and apply pl, p2,..., pn to the right, giving us

! (f(ﬂ'(pl)) e (W(pn))) = f(pl)...(pn).

Then, applying p~! to the left, gives us

= <7T1(f(77(p1)) . (W(pn)))) = 0 (f(pD)... (om),

which implies that wp ~ p.

(@) = @)). Take p € S,. We want to show that mp~t ~ idp~ .
The right hand side is of course just p~!, therefore this follows immediately
from .

() = (). By (i), it suffices to show that

Nzt (f(ﬂ'],‘l) . (ﬂ'xn)) = f.

By extensionality, it suffices to show the above holds after an arbitrary
application. Moreover, let us fix an arbitrary g : 0 — 0 (not necessarily in
Sy). The application of g(1) to the right of both sides, followed by g(2),
etc, up to g(n) is an arbitrary application as g is arbitrary, thus it suffices
to show that

! (f(ﬂ'(gl)) . (W(gn))) = f(g1)...(gn).

If g ¢ Sy, then by regularly of f, both sides are exactly g(1). Otherwise,
set p := g, which is a member of S,,. By (using the right congruence
property on p~1), we have that 7p ~ ¢ p- This means that

o (7 (1) - (o)) ) =07 (101 o)

which is exactly what we wanted. O
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Let % be the set of equivalence classes of N}. For each B € A, let
xB : 0" — booly denote its characteristic function; that is,

+

True if7eB
Xp(7) =

False otherwise.

By definition of the equivalence relation, if 7 and ¢ are in a block B then
71 (ftr) = o7 (f*o) =: i, for some i. When f is given inputs correspond-
ing to a permutation in B, f is just the ith projection function. Thus, to
define f, we need only know which block the given input it in. So, f itself
is Ad-definable from the set {xp | B € #} via the function

F=X\vy...xp.1f xpx1 ... 2, then z;, else

If xp,21 ... 2y then z;, else

If xp;z1... 2y, then z;; else z1,

where {By,...B;} = % and iy, is the coordinate that f projects on block
By.

Lemma 2. If f is reqular, symmetric of type 0™ — 0 then f is Ad-definable.

Proof. As f is symmetric, by Lemmal[l] there is only one block of the equiv-
alence class formed by ~% since every m is in the stabilizer of f. As f
is Ad-definable from the set of blocks, we have that f is Ad-definable out-
right. O

Now, consider arbitrary symmetric f : oy = a2 — ... = ap — 0. It
suffices, given the above, to show that f is definable from regular, symmetric
functions of type 0" — 0. Consider the set of lists

L =MN(ay) x - x A(ag) = {{f1, for - s fi) | fi i}

For each list L = (fy,..., fi) in £ we define a function ¢z, : 0" — 0, which
we call the Lth coordinate function defined by:

f(lel e acn) . (Fk{L‘l .. l‘n) if T1y... Tk distinct

r1 otherwise,

cL:)}\azl...xn.{

where the F; : 0" — «; are the terms from Theorem [2| corresponding to
fi- Each coordinate function is regular (by the cases defining it) and also
symmetric (as f is). So, each ¢y, is Ad-definable. Thus we need only show
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that f is definable from its coordinate functions; however f is not definable
outright, but is with the use of ¢+ and 3. We begin by the remark that the
function alldiff : 0" — boolg which returns True if all the first n inputs are
different, and False otherwise is Ad-definable by

alldiff := Azy - 2o N\ iz

1<i<j<n

where A is a contraction of ‘and’s parameterized by ¢ and j which are defined
in terms of the And combinator from Definition [} Now, we can define f as

f=Ax1. ..xk.L<)\z.E|y1 oy (alldiffy oyp) A

\/ (5x1(F1y1...yn)/\...Aéxk(Fkyl...yn)

Ley
L=(F1,...F)

A (8z(cpzy .. mk))))xl

where the \/ is a contraction of ‘or’s parameterized by L, which is defined
in terms of the Or combinator from Definition [6l

Therefore we have that f is definable as each of the ¢y, are definable and
we can substitute the definition for ¢y, into the above term. O

Theorem 4. Fix a function f € #™ and A C .#". Then if

() Stlg) | < suf) (+)

geA
then f is Ad-definable from functions in A along with ¢,3.

Proof. Tt’s easy to see that St(f) = [ St(cr), where the ¢y, are the coordinate
functions of f; for, as f and its coordinate functions are definable from each
other, any permutation which fixes f must fix its coordinate functions, and
any which fixes all its coordinate functions fixes the function.

Therefore, it suffices that we prove the theorem only for f : 0" — 0
and, similarly, assume all g € A be of type 0" — 0. We suppose that the
subset relation in holds. By Lemma 1} since St(g) is exactly the block
of the equivalence relation ~j containing id that the set of left cosets of
Nyea St(g) are a finer partition of S, than the set of left cosets of St(f),

which are exactly the blocks of N;.
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Therefore, on any left coset of geA St(g) we have that f behaves like a
projection operator, as the coset is entirely contained in a block of N}, which
in turn is contained in a block of ~. Thus, for any permutations 7 we can
identify the left coset of ngA St(g) that m is in. Indeed, f acts uniformly
on that block as a projection function, so we can make a definition similar
to the above definition of f by its blocks in ~ . O

2.4 Super-symmetry and \j-definablity

Let us return our attention to the term model .7, where members are terms
with possible free variables among x1,xs,.... We first state the following
result of Lauchli.

Theorem 5 ([Lau70]). There is a closed Ad-term F of type o if and only
if there is a symmetric F € F(«) (recall: for terms in 7 (a), symmetric
means fized under all automorphisms).

Proof. In Lauchli [Lau70], it is stated and proved in terms of intuitionist
logic: F; « if and only if there is an “invariant” function of type «. O

Theorem 6. Any F € .7 is \d-definable if and only if it is symmetric.

Proof. 1t is easy to see that every element of .7 which is Ad-definable is
symmetric. To see why, note that any element is Snd-equal to a closed
term, and closed terms are fixed under all automorphisms. We will just
prove the converse.

Let F' € .7 by symmetric; consider F' to be of type a1 — -+ — ag — 0.
Write F' as Gz ...x,, where G is closed and free variables of F' are among
Z1,...,%n. By the proposition above, we can get a closed term H : a; —
.-+ = ag — 0, which has the long normal form

Ayl . .yk.Hl,
where H' has type 0, and free variables only among ¥, ... y,. Consider

GH ...H .
—
n times
This is a term of type oy — -+ — ap — 0 which has free variables only
among ¥1,...Yg. LThus the term

M::/\yl...yk.GH’...H’yl...yk:a1—>...—>ak—>0

n many
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is a closed.
Recall that F' is symmetric. Therefore

F:G:L’l...l‘n =pné Gyl...yn,

for any variables yi,...,y, : 0. Thus, by a substitution, we have that
F =g, GY1...Y, for any Yi,...,Y;, : 0. Therefore, M =g,5 F' and is
closed, thus is a AJ-definition of F. O

Corollary 2. Let h : T — # be defined as x; — i. This is called the
canonical homomorphism. A function f € A is Ad-definable if and only if
there is ' € h=Y(f) symmetric.

Proof. Once again the forward direction is straightforward. For the back-
ward direction, we just apply the last theorem. By the last theorem, if
F € hY(f) is symmetric then it is Ad-definable by some closed term G.
h(G) = f and G is closed, therefore G is also a \d-definition for f. O

Definition 20. We call a homomorphism h : " — . #™ canonical if
z;— 1 foralll <i<m.

We say that an F' € 7" is super-symmetric if for every homomor-
phism ¢ : " — ", ¢(F) is symmetric.

Theorem 7 ([GS14]). f € 4™ is A-definable if and only if there is some
n>m and F € I" super-symmetric such that for all canonical homomor-

phisms h: T™ — A™ we have h(F) = f.

Proof. The left to right direction is trivial since f being Ad-definable gives
us a closed term which will satisfy all the requirements.

For the other direction, fix f € .#™ of type a1 — a3 — -+ = ag — 0.
Suppose that n > m and F € " is super-symmetric where all homomor-
phisms h : ™ — #"™ have h(F) = f. Write F' = F'zy...x; where I’ is a
closed term.

The idea is as follows: we will do induction on the number of free vari-
ables on F'; j. We will construct a new term M which has j—1 free variables
and still has the property that it is super-symmetric is sent to f under all
canonical homomorphisms. At the end of our construction, we will have
eliminated all free variables, and will have constructed a closed term M
which is sent to f under all canonical homomorphisms. But, as M will be
closed, M will be a Aj-definition for f.

To start the induction, if j = 1, then F = F'z1. Asn > m > 1, we
know n > 1 so that z, # x1. F is super-symmetric, and therefore it is
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symmetric, so under the automorphism sending x; to z, we know F'zy =
F'z,. As n > m, we have freedom with our canonical homomorphism to
send x, anywhere; in particular for any 1 < s < m we can define canonical
homomorphism h where h(z,) = s. Therefore f = F’s for all s. Therefore,
we may replace x1 in F' by anything of type 0 and it would still be sent to
f through any canonical homomorphism.

By Theorem |5} there is a closed term G of type a; — ... — 0. We
can write I as

)\Zl PN zk.F':rlzl W2k

by doing 71 expansions. Then, replacing x; to form the term
Aot zk o FI(Gey oo ozi)21 - 2,

we have a closed A\J-term which is equal to f.

If j > 1, then we wish to eliminate the variable ;. If j > m then we al-
ready have freedom to send x; to any number in a canonical homomorphism
h. Therefore, for every 1 < s < m, by picking a canonical homomorphism
which sends x; to s we have

f=h(F'z1...2))=F'1...n(h(n+1))...(h(j — 1))s.

As s is unrestricted, we can replace x; with anything of type 0 and the
above is still preserved. In particular, doing an 1 expansion of F' gives us
F=Xey...25.F'2q. .. xjz1 ...z, and then replaces x; we get

f: h(/\z1...zk.F'xl...a:j_l(F’:cl...xlzl...zk)zl...zk).

M

Note that M has only j — 1 free variables. It remains to show that M is
super-symmetric. This, however, is not hard to see. Under the map x; — x1
for all 1 < ¢ < j we have that, since F is super-symmetric, F'xzy ...z is
symmetric, and therefore preserved under all automorphisms. Therefore, for
any homomorphism ¢ : 7" — 7" we will have ¢(M) symmetric as ¢(F)
was symmetric and M is just F' with a free variable replaced by a symmetric
term.

If 1 < j <m < n, we have by the symmetry of F', after applying the
automorphism which sends z; to x,, that

F = F/.%'l e .%'j_ll'n.

Now, we have the freedom to send x, to anywhere under any canonical
homomorphism, and thus we can repeat what we did above to eliminate
T ]
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2.5 Conclusion and future work

In this chapter we have established a novel proof of a folklore theorem de-
scribing necessary and sufficient conditions to definablity of functions in
these finitary models in the A\j-calculus with 3 and ¢. In addition, we prove
necessary and sufficient conditions for definablity in the Ad-calculus by this
new notion of super-symmetry.

For future work, we’d like to find more natural conditions than super-
symmetry. In addition, a study of the automorphisms on 7™ would serve
to be interesting. As established, there are non-trivial automorphisms, and
they seem difficult to describe.



Chapter 3

(o and Extensionality

3.1 The type theory Q)

In Chapter [2| we discussed a system of type theory for first-order classical
logic in the simple typed lambda calculus based on the AJ-calculus. In this
chapter, we follow the direction of Andrews in [And02] to do higher-order
logic. This system is a refinement Church’s in [Chu40]. This system of
Church was refined by Henkin in [Hen63| and Andrews in [And63].

Definition 21 (Types of Qp). In the system Qg we have two atomic types:
0 and bool. The type 0 represents the domain of individuals. The type
bool represents the domain of boolean values.

Definition 22 (Terms of Qy). Our language is the language of the simple
typed lambda calculus (see Section augmented with some constants.
One constant is ¢ : (0 — bool) — 0, which called the description operator;
the intended semantics are to match that of Definition 16l

Another is an equality operator, similar to § from Definition except
that it is a schema for each type a. We call these constants Q, : @ — o —
bool, where « is a type. When it is clear from context what type we are
considering, we will write @) instead of ).

In the above language, we will do higher-order logic. To that end, in
Figure you can see all the usual logical symbols defined in terms of these
primitives.

On the aforementioned terms, we axiomatize our system. The axioms
are displayed in Figure [3.2

Remark 9. In the formulation by Andrews [And02], the S-rule is replaced
by 5 other rules essentially representing the usual combinatory axioms of

27
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Definition Meaning
F"=G" Q.FG
Abool — Bbool A=RB
TbOOl Qbool = Qbool
Vo, AP0 (Az®.T) = (Az®. A)
J_bool beool T
—APO A = L
Abool A Bbool ()\Gbool—)bool—mool.GTT) — ()\Gbool—>bool—)bool.GAB)
Abool —, pbool A (A A B)
Abool vV Bbool —|((—\A) A (—|B))
Jz. APl —(Va® .- A)

Figure 3.1: Definition of logical symbols in Q.

((Gboolﬁbool—l—) A (GJ_))
(% = y*)
(Fa—>,8 _ Ga—)ﬁ) — (
QM%) =M

Figure 3.2: The axioms of Q.

(Excluded Middle)
(Substutitivity of Equality)
(Extensionality)
(Description)

(B-rule)
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lambda reduction and rules to allow a-renaming. Here, we prefer to just
give one rule based on substitution and take a-equivalence to be primitive
along with syntactic equality, as we did in our introduction to the lambda
calculus in Section

Definition 23 (Provability in (p). We define a notion of provability -
inductively. First we say that = M for any instance M of an axiom in
Figure Further, if = M = N and + C then - C’ where C’ comes from
replacing a subformula M with N.

This system is conservative over sentences from first-order logic [And02].
Meaning, if ¢ is a first-order sentence which is translated into the system
Qo using the suggestive notions from Figure then F ¢ according to the
definition above if and only if ¢ is a theorem of first-order logic. Therefore,
since provability in first order logic is undecidable [Tur36l [Chu36al, [Chu36b],
so is provability in Q.

3.2 Semantics

For the semantics of Qg we take a type structure .# where the type constants
are interpreted as:

A (0) = X where X is a set, and
M (bool) ={T, F}.

We interpret terms in the usual way, but for constants we do the follow-
ing:
[Qobecl] = characteristic function of equality on . («)

[1(0=boo)=0] . — any function that takes characteristic

functions of singleton to the member.

These semantics are sound and complete for the system (Qg; for a proof,
see [And02].

3.3 A model of Qy—Ext

In this section, we prove the following.

Theorem 8 (Gunther, Statman). The axiom of extensionality is indepen-
dent of the other azioms of Qq.
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Proof. To do this, we define a structure .# as follows which satisfies the
axioms of )y but violates extensionality. We first describe the model in
which our terms our interpreted.

A(0) =N
M (bool) = {T, F}
M(a— B)=Nx{f: Ha)— #P)}

We then interpret our terms in the following way:

[2]s := é(x)
[[FQH*BGO‘]](ﬁ := f(m,g) if [Fly = (n, f) and [G]g = (m, g)
[[A%.M]](z) = (Oa»‘z'[[M]Lb[x::z})

a—a—sbooly .__ T if.iL':y
(e o 55)

,(0->bool) 507 ,_ Jof T =0 >
” 3 (QM’” {y for y = min( /= ({T}) W

where ¢ is an environment. In , we are taking the minimum element of
a nonempty set of natural numbers which satisfy the predicate provided as
input. The choice of the minimum is arbitrary; any function which behaves
like the description operator as described in Section would serve.

The intuition beyond this model is that we are adding fairly arbitrary
labels which discern members of the model which are extensionally equal.

Clearly if M is a term of type a then fix [M], € .# () for any environ-
ment ¢. We call the natural number in the first coordinate of the pair from
elements of .Z (a — () the label of the function.

We say F M in Qo if either 1) M is an axiom or 2) - M = N and + C,
then we can say = C” where C’ comes from replacing an instance of M with
N in C. We will show that if - M then [M], = T for any valuation of the
variables ¢.

Let’s verify that this is a model for Qo-Ext. First we will verify it
models the axioms and the equality rule. Note that [T] = T and [L] =
F, and moreover logical connectives are all as expected. Since the logical
connectives work as expected, we will argue the truth of each inside the
model using the standard interpretation of logical connectives. For example,
if an axiom is A — B, we can argue its truth by assuming [A]4 and proving

[Be-
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Excluded middle
((Gbool—>bool—|—) A (Gbool—>boo|J_)) — (()\xbool.GbooI—)boolx) —_ ()\x.—r))

Suppose [G]y = (n,9). g is a function from {T, F'} to itself; therefore,
do cases on four possible values of g. Each case is straightforward. Notice,
the label on the term on the right-hand side is 0 for both terms.

Substutitivity of equality
(Xa _ Ya) N (GaﬁboolX _— Ga%booly)

Suppose [G]g = (n,g), and assume [X = Y]y = T. Therefore, we have
[X]¢ = [Y]4, by the definition of [=]4. Therefore, g ([X]g) =g ([Y]s). So
[GX =GY]y=T.

Description
QYY) =Y

[QY]s = (0,x {[[Y]]¢})’ where y (1v],) is the characteristic function of
[Y]s. By definition of [i]4, the left-hand side of the above exactly [Y],.

B-reduction
(Ax.M)N = M|z := N]|

We do a familiar calculation:

[(Az . M)N]g = N2o[M]pa:=2)) [N]p = [M]gpe=gn1,-

Now, we need only show that [M]g.—[ny,) = [M[z := N]]s. We will be
explicit to show that the choices of labels to constants and abstractions will
not spoil this property. We do induction on the shape of M.

If M is a variable y # x then the left-hand side and right-hand side
above are both ¢(y). If M is the variable x then the right and left-hand side
of the above are both [N]g. If M is any constant then it is preserved under
any variable substitution.

If M is the term PQ then

[PQlgw=[n7,) = P([Qlg[z:=[n14)) = P([Q[z == N]y)

where [P]gz.=[ny,) = [Pz := Nl]s = (n,p). This is the same however as
[Plz := N]Q[z := N]], which is [M[z := N]]4 as required.
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If M = M\y.P then

[Ny« Ploja:=in1g) = (0, X2 [Plgfemfng ) z=y1)
= (0, Az.[Plx := N|[p[z:=y))
= [M[z := N]]s

Equality Rule

Now we verify the equality rule. We show if for all valuations ¢ we have
[M = N]4 =T then we have [C = C']4 = T for all valuations ¢ where C’
is obtained from substituting an instance of M in C with N. This clearly
implies the result.

To do this we will do an induction on the shape of C. If C' is a variable
which is the same as M then after the substitution we have M = N, and
we assumed this is evaluated to T'. Similarly for constants.

If C' is an application, then C = PQ. If M is a subterm of P, then by
induction hypothesis we have that [P = P'], where P’ is obtained from
substituting an instance of M with an instance of N. Therefore, [Py =
[P’y = (n,p). So, [M]s =p([Qls) = [P'Qlg. Similarly if M is a subterm
of Q.

If C is an abstraction, then C = Az.P, then the instance of M lives
in P. By induction hypothesis, for any valuation ¢ we have [P]y = [Py
where P’ is obtained from substituting an instance of M for N in P. In
particular, the equality holds for any z which x is mapped to in ¢. Therefore,
N2 [Plgzi=z] = AN2e[P']4[z:=z). And since the label for both C' and ¢ =
Az. P’ is 0, the result follows.

Extensionality fails

Finally, we will show that this model fails to satisfy the extensionality axiom.
With some of the definitions in Figure[3.]lunwound, the extensionality axiom
is

(F=G) < (AM.Fzr=Gzx)=(\z.T).

For this, we take F' := @Q and G := A\x.Qz (where the type we are considering
@ over is unimportant). We will show that the left-hand side evaluates to
F but the right-hand side evaluates to T

By the above verifications that this model satisfies the S-rule, we have
that - Qz = (A\y.Qy)z, and so it is easy to check that

[(Ae-Qz = (A Qu)z) = (AT =T.
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However, [Q]4 has label 1, but [Az.Qx]4 has label 0, therefore,

[Q = x.Qx] = F.

Note, this also shows that n-equivalence does not hold in this model. O

3.4 Conclusion and future work

In this chapter we prove that extensionality is independent from the other
axioms of QJy. In future work, it would be nice to build a better model.
Attempts by the author to find a model where the Q) equality schema was
interpreted non-uniformly proved unsuccessful. Similarly, it would be worth
investigating whether 7 is coupled with extensionality in Qg; in our model,
both fail, but typically, n is weaker than extensionality, which suggests an-
other model could be find where 1 succeeds and extensionality fails.
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Chapter 4

Self application and
polymorphism

4.1 Survey of system F

System F is another type system which is polymorphic, meaning that a
term is actually given multiple types. Just as the simply typed lambda
calculus relates to intuitionistic implicational propositional logic, system F
relates to second-order intuitionistic propositional logic. In system F, the
assignment of types is described by variable parameters, and to get other
types one instantiates those parameters for other types (like a universally
quantified formula in logic).

For a detailed survey of system F, see the books of Girard [GTL89] and
Serensen and Urzyczyn [SUOG).

Definition 24. Formally, we define the set of types from F inductively as
follows: a is a type, where a is a type variable; if « and (8 are types then
a — ([ is a type; and if « is a type and a is a type variable then Va.« is a

type.

Remark 10. We assume that same notation conventions from Remark [I] for
this type binder as we do for the lambda binder. Namely, we will assume
a-equivalence for types on a syntactic level, that all bound type variables
have different names than free variables, and no two bound variables have
the same name. Again, the dot reminds us that bindings occur in the largest
scope possible.

We now define what it means for for a term M to have type a, written
M : «, in system F. I' is an arbitrary context; that is, a finite partial function

35
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r,x:am;a(ax) TFM:a—8 FHV:a( )
TFMN:G 2pp

I'z:abFM: B
't Xe.M:a0— 3

(abs)

'-M:« a¢’l I'-M:Va.« B=ala:=7~] .
T M Va.a (& NSSVRY (inst)

Figure 4.1: Deduction rules for system F (Curry-style typing)

from term variables to types from Definition[24] We can think of I" as a finite
like of variable assignments x : «, where each variable is distinct. The rules
are given in Figure In the rule (inst), we call the type § an instance
of o and the process instantiation.

As in the simply typed lambda calculus, we have presented the system
in the style of Curry-style typing, where terms live in the untyped lambda
calculus, as opposed to Church-style typing, where term decorations governs
types. Church-style typing is more complicated in system F than it is in
the simply typed case since partial type information may be insufficient to
reconstruct the type for the entire term [P{e88]. Therefore, in a Church-style
approach of the system F, the terms convey addition type information, which
is done by introducing a type binder and making all type instantiations
explicit.

Even in a Curry-style typing system, there are other formulations that
could be given. For example, there is a syntax directed presentation where
the shape of the term corresponds to a unique rule that was used last. The
presentation in Figure is clearly not syntax directed since the last two
rules, (inst) and (gen), do not depend at all on the shape of M, and be
used repeatedly to add and remove a quantifier on the type. This presenta-
tion, however, has the advantage that it mimics a standard presentations of
intuitionistic second-order propositional logic.

The Curry-style typed version of system F enjoys the subject reduction
property defined in Definition In addition, it also satisfies the subterm
property; that is, if M is a term such that M : « for some « then for every
subterm M’ of M there is a type o’ such that M’ : /.

System F was created by Girard [Gir72] and by Reynolds [Rey74] in-
dependently, the latter calling it the polymorphic lambda calculus. It was
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proved by Girard that all terms which have types in this system are nor-
malizing in the introductory work, which was expanded by Prawatz [Pra7l]
into a proof of strong normalization.

There are many different systems of typed lambda calculus where a term
may be given more than one type, such as intersection typed systems. Sys-
tem F is different in that the family of types given to a term are all governed
by parameters. It is actually at the bottom of a entire hierarchy of paramet-
ric polymorphic systems also explored by Girard. The higher-order systems
allow quantification of higher-order type predicates.

It was proved by Wells [Wel99] that typability in system F is undecid-
able; that is, it is an undecidable problem given a term M in the untyped
lambda calculus to determine if there is a type « such that M : a. Type
inhabitation is also undecidable, and is an older result by Lob [Lob76] and
Gabbay [Gab74) |Gab81]. This, along with the complexity of the strong nor-
malization proof, indicate a great deal of complexity of this system over that
of the simple types.

System F is more limited in its ability to type terms than non-parametric
polymorphic systems, such as intersection types. For example, as proved by
Giannini and Della Rocca [GDRS&S], not all strongly normalizing terms have
a type in system F. A classical example of such a term is 22K, where 2 is
the Church numeral from Definition [9] It’s a theorem of Reynolds that all
normal terms have types in system F. In fact, all normal forms have a type
in a much weaker system based on intuitionistic implicational logic with a
bottom type (with the elimination rule ex falso).

If o is a type of system F we can view «a as a rooted binary tree, where
each node is decorated with a quantified (possibly empty) set of variables,
and each leaf is decorated with a possibly quantified type variable. An arrow
type is a branch where the left child is the input type and the right child is
the output type.

Using these binary trees, we can talk about a path from the root to a
node (or, usually, a leaf). We can also talk about the depth of a variable
or binding location of a variable in a type, which would correspond to its
depth in the tree. We can also describe the location of a variable or binding
location by its path from the root to the location. Here, we will be particular
interested in the leftmost path of a type: in particular, its depth and binding
location. The primary fact that we will use about depths and paths are that
any free variable a in a type « will have the same path for all 8 which are
instances of . That is, you cannot change the location of a free variable in
a type by instantiation.
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Yab

vd

a b

Figure 4.2: The type Vab.(Vc.c) = (Vd.d — a — b)

Example 1. The type

Vab.(Vc.c) = (Vd.d — a — b)

would translate to the tree in Figure Its leftmost path is the bound
variable ¢ which is depth 1, and is bound at depth 1.

4.2 Expansions

Since system F types all normal terms but does not type all strongly nor-
malizing terms, it is necessarily true that system F is not closed under
[-expansions. We say that F' permits M-expansions if for any N typable
in system F, if MN —3 P and P has a type in system F then MN has a
type in system F. Our goal is an investigation of w-expansions: that is, the
question if M M has a type, does wM have a type?

There are no known terms M which act as counterexamples to terms
typable in system F being closed under w-expansions, and this seems like a
difficult thing to resolve. If the answer is yes, it seems the proof will give a
uniform construction of the type of w given a typing of M M and the shape
of M. Where this typing information would fit in is mysterious since system
F lacks most general types. If the answer is no, then such a term seems
difficult to construct since, on its face, being typed for being an argument
for w gives less information than one would like, which we will now discuss.

The type of w has one primary restriction: it must be of the form Va.«
where the leftmost path of the type « is a variable in a. To see why, consider
if the leftmost path was not bound at this level. Then, it would not be
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Vo

Figure 4.3: Shape of type of w

possible to change the depth of this variable by instantiation, but in order
to apply x to z, the depth of the leftmost paths must differ by 1 in two
different instantiations of the type. This restriction is shown in Figure 4.3
Since the leftmost path of w must be bound at this depth, we can say that
terms M such that wM has a type require that M can be typed with a free
leftmost path.

This realization of this restriction has some power in itself. For instance,
it supplies a fairly concise proof that ww has no type in system F which does
not resort to the fact that ww it not normalizing. It follows simply from the
fact that the type of the w subterm in the argument position must be typed
with a leftmost path bound at depth 0 (which means, it must be typable
with a free leftmost path) which is impossible.

Note that there is nothing, a priori, restricting a term which requires the
leftmost variable be bound from being self-applied. This is because it could
be that there is a requirement that the variable is bound, but the binding
location could be flexible and vary in either instance. For example, consider
| = Axz.x which can be typed in the following ways:

I (Va.a) = B
I (Vaoa) = B) = (Va.a) — B).

Of course, Il is typable in this way where both types of | have bound leftmost
path. But, wl certainly does not have a type with either type of | above.

The remainder of the chapter will be to show that finding such a term
which is normal is not possible.

Theorem 9 (Gunther, Statman). If M is a normal term that requires a
bound leftmost path then MM does not have a type in system F. Further-
more, MM is not even strongly normalizing.
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4.3 A non-normalizing class

We go on a brief diversion to explore some interesting normal terms which all
fail to normalize under self-application in the untyped lambda calculus. We
will then discuss the relationship between terms of this class and requiring
a bound leftmost path in system F.

For this we first develop the idea of an important variable. Consider a
normal combinator M. Then M = Ax.P.

Remark 11. Before establishing the definition of an important variable, it
is worth pointing out that important variables are not actually variables.
They are bound variables, and because we are associating terms up to a-
equivalence, we are actually talking about binding sites. Despite this, it
is very important that we be able to talk about binding sites easily, which
is is why we are conflating variable names with binding sites in the below
definitions and proofs.

Definition 25 (Important variable). We say that a variable z is important
if:
e 2 = x where z is the outer bound variable, or

e P =C[yrz.Q] where C is any one-hole context and y important.

Namely, the outer bound variable is important, this causes the importance of
other variables via application of that variable to the binding site of another.

Definition 26 (Influence tree). The collection of important variables can
be partially ordered by which variables cause other variable importance: we
say z <y if y appears in the proof of the importance of z.

This partial order makes a rooted tree, where the root is the outer bound
variable x, and the child of a variable y are all variables z for which yAz.Q
is a subterm. We will call this tree the influence tree of a normal term.

Example 2. If M is the term
Az 2y .y (Av.v) (yAz.z (Aw.wy) )

then its influence tree is given in Figure Note, the important variables
w and y are applied to each other.

The motivation of this definition is it gives us a necessary condition for
strong normalization of a normal term self-applied.
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x

w

Figure 4.4: Influence tree of a term.

Theorem 10 (Gunther, Statman). If M is a normal term with two impor-
tant variables applied to each other then MM is not strongly normalizing.

To prove this, we will prove that a class of terms in the untyped lambda
calculus is not strongly normalizing.
We say that a two place context P is eventually applicative if

e Plz,y| =zy or Plx,y] = yx, or
o Plx,y] = z\z.Qly, 2], where @ is eventually applicative, or
o Plz,y] = yAz.Qlz, 2], where Q is eventually applicative.
Then we define a class of terms which we write % inductively as follows:
e \z.Px,z| € € if P is eventually applicative;
e \x.Px,T] € € if P is eventually applicative and T € ¢’; and
e \z.P[T,z| € € if P is eventually applicative and T € €.

Note that every term M € ¥ has two important variables applied to each
other. Further, M is a term in the AI-calculus; that is, there are no bound
variables that do not appear in the term which is abstracted.

Lemma 3. If M, N € ¥ and P is eventually applicative then
P[MvN] —8 Q[MlvN,}
where Q is eventually applicative and M', N’ € €.

Proof. This we do by cases on the context P and subcases on on term M
(or N).

First consider the case where P[x,y] = xy (or, analogously, yx). Then we
have that P[M, N] = M N. We now do subcases on M. If M = \z.Q[z, 2]
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where @ is eventually applicative then M N —3 Q[N, N], as required. Oth-
erwise, if M = Ax.Q[x,T] where @ is eventually applicative and T" € ¢
then MN —3 Q[N,T], as required. M = Az.Q[T, z] is analogous.

In the case where Plz,y] = xAz.Q[y, 2] then P[M,N]| = MAz.QI[N, z].
This reduces to the previous case as M and Az.Q[N, z] are in € by using
the trivial eventually applicative context R[x,y] = zy.

In the case where Plz,y] = yAz.Q|x, z] then P[M,N] = NAz.Q[M, z]
which similarly reduces to the first case. O

Lemma 4. If M, N € € then P[M,N] does not have a normal form, for
any eventually applicative context P.

Proof. Begin by noting, for any eventually applicative context P, P[M, N]
is never normal since all M, N € € are abstractions.

Furthermore, by the Lemma [3| we have that P[M,N]| —g Q[M’, N']
which itself is not normal, and has the same property. This shows that
P[M, NJ is not strongly normalizing as it has an infinite reduction strategy.

As P[M, N] is a AI-term, strong normalization and normalization coin-
cide (see Remark [3)). O

Lemma 5. If M, N € € then M N does not that have a normal form.
Proof. Set Plz,y] := xy and apply Lemma O
Now, we have the appropriate infrastructure to prove Theorem

Proof of Theorem[1(. Consider a term M with two important variables ap-
plied. Call these variables y and z. We can build a corresponding ‘skeleton
term’ M’ from the influence tree of M and the binding order. This skeleton
term only has variables that are in the influence tree of M that are ancestors
of either y or z.

We build this skeleton term inductively as follows: M = Az.P. If P =
Clzzx] (so y = z = x) then the skeleton term is simply Az.zz.

Otherwise, P = C[xAw.Q] where w is an important variable that is the
first bound important variable which is either an ancestor of z or y in the
influence tree of M. Then the skeleton term of M is Ax.z w.Q’ where
Q' is the skeleton term of Q under the assumption that x and w are both
important.

Denote the skeleton term of M as M’. Note that M’ € €, so M'M’ is not
normalizing by Lemma [5| All applications in M’'M’ have a corresponding
application in M M, and furthermore, this correspondence continues after
any contractions. Therefore the infinite reduction sequence that exists in
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Figure 4.5: Depth of important variables leftmost path.

M'M’ can be emulated in MM, and so M M is not strongly normalizing, as
required. O

So we have shown a class of normal terms whose self-application cannot
have types in system F (for lack of being strongly normalizing): those are
the normal terms which have two important variables applied to each other.
These terms actually fail syntactically to be well-typed for w based on the
shape of their types in system F.

Theorem 11 (Gunther, Statman). If M is a normal term with two im-
portant variables applied then M cannot be typed in system F with a free
leftmost path.

Proof. Let M = Ax.P and suppose that there is a typing of M without a
bound leftmost path. Then the leftmost path of the type of x is free, and it
has some depth n which is fixed under all instantiations.

By a straightforward induction on the influence tree of the term, all
important variables must also have a free leftmost path.

We next claim that the parity the depth of the leftmost path of all the
important variables is the same as the parity of x. The idea of the proof is
in Figure We can do induction on the influence tree, noting that if a
variable x causes the importance of y then the depth of the leftmost path of
y is exactly 2 less than the depth of the leftmost path of x, and these depths
are unaffected by other instantiations.

Therefore, since all important variables have a free leftmost path of the
same parity, it is not possible that they are ever applied to each other as
that would require a difference in leftmost path depth of exactly 1. O
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4.4 Avoiding a bound leftmost path

In the last section, we showed a class of normal combinators that requires a
bound leftmost path, and interestingly cannot be self-applied. We will now
show that those are exactly the normal terms that require a bound leftmost
path, thus completing the proof Theorem [9] We will do this by typing all
the other terms with a free leftmost path.

Theorem 12 (Gunther, Statman). If M is a normal combinator in which
no two important variables are applied then there is a typing of M which
has a free leftmost path.

Proof. We will inductively type M maintaining the following:
1. All unimportant variables will get type L := Va.a.
2. All important variables will get some type in this inductive class:

e g — 1,and

e Vb.(aw = b) — L where « is in the class.

Call the complexity of a type in this class the length of the proof that the
type is in this class.

3. If z is an important variable with complexity n then we may alter the
typing of the term to give z a type with any complexity m > n. This
allows important variables who are siblings in the influence tree to be
given the same type.

We initially assign to each leaf variable of the influence tree the type
a — L. If z is an leaf variable of influence tree then we have M = C[\z.P],
where P is the entire term that z abstracts. We initially assign z type
a — L, and will now verify that this is valid way to type z so that all the
invariants above are satisfied.

We claim we can type P to be one of the following: either L — --- — L
or L = ---— 1 — «a where « is the type of an important variable which is
either the type of z or one in which we can determine independently from
the type of z.

To see why, there are only 4 possibilities for the form of P: it is either
an important variable, an unimportant variable, an application, or an ab-
straction of an unimportant variable. In the case when it is an unimportant
variable, the type of P with be L. If it is an important variable, it may be
z, which is given a type of the form above, or some other important variable
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w. This variable w will be assigned some type «, which we will verify when
we assign a type for w that it will not require knowledge of the type of P to
properly type.

If it is an application, the P will be L if we fulfill our obligations in
typing all important variables since any application will either be between
unimportant variables (all given type L) or an important variable with a
type in the above class and an unimportant variable (whose output can be
given type L). Otherwise, it is an abstraction, in which case it is L — ¢ for
some ¢ where ¢ has the same kind of form as the possible types of P.

Further note, we can make the type of z as complex as we want as it is
never applied to anything other then a term of type L; it is never applied to a
lambda as then it wouldn’t be a leaf important variable, and it is not applied
to an important variable as we are assuming no two important variables are
applied. Therefore it is either applied to an application or an unimportant
variable, which both have type L.

Suppose, for induction, that we are typing an important variable z which
causes the importance of y1, y2, ..., yn, which have been given the types
Quyp s Qys,, - - .y Oy, . By induction using invariant 3, by taking the max of their
complexities, we can assume that they can all be typed with the same type,
1. Therefore, the terms that these variables abstract all look like

AYiwi .. wg Py i — @
for some types ¢;. Then type
z:Veo(n —c) — L.

Note that z can accept any of these for input. Further note that this
type of z can be done without affecting the types of any of the important
variables already decided (after altering their complexity, of course), which
we were obligated to show from the base case where the term P was an
important variable.

All unimportant variables still have type L, the type of any important
variables still satisfies invariant 2, and as we may increase the complexity
of n arbitrarily, we can increase the complexity of the type of z arbitrarily,
preserving the 3rd invariant. O

It is not true that requiring a bound leftmost path is equivalent to the
term being self-applicable in system F. Consider the normal term

M = \zx.x(Auvw.vl)(Ay.yww)
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The above typing construction gives us a typing of this term with a free
leftmost path since there are no two important variables applied. However,
MM is not strongly normalizing.

The problem of determining if a term is self-applicable, or if wM has a
type for a normal term M is actually undecidable.

Theorem 13 (Gunther, Statman). The problem of deciding, given a normal
term M if MM has a type in system F is undecidable.

Proof. We will reduce this problem to deciding if a term has a type in

system F., which is undecidable by a result of Wells [Wel99]. Let N be an

arbitrary term. Every redex in N, ...(Ax.P)Q... can be transformed as

...z(Ax.P)Q. .., to create a new term N*. Note that N*I =3 N.
Consider the normal term

M = Az .x(Auvw.vl)N*.
We have
MM — g M(Auwvw.vl)N* =5 (Auvw.ol) Aduvw ol)N*N* —5 N*I =5 N.

Therefore, if M M has a type then N has a type. It’s only left to show that
if N has a type then MM has a type. Let N : «, and let o, denote the
polymorphic type for | in system F: Va.a — a.

First note, if NV : o then we can type N* : oy — «. Then we can assign
the following type to M:

M : (Va.a—>(a|—>a)—>(a|—>a)—>a) — (o = a) = a.
Similarly, we can type M as
M : ((Va.a—>(a|—>a)—>(a|—>a)—>a) —>(0|—>a)—>a> - a,
since we can type
Auvw.ul s Vaca — (0 = ) = (0 = a) = .

So, M M is properly typed of type a. O

Theorem 14 (Gunther, Statman). The problem of deciding, given a normal
term M if wM has a type in system F is undecidable.
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Proof. As above, we reduce this problem to typability of an arbitrary term
in system F. Let N be an arbitrary term, and again consider N* : oy — .
Use the same M has above. As before, it’s clear that if wM has a type then
N has a type.

Now, type the x in M as

z:(a— (o= a)—= (00— a)) = (o= a) > (00— )

and
Avvw.vl :a — (o = a) = o = a.

Then
M:((a—>(a|—>a)—>(a|—>a))—>(U|—>a)—>(a|—>a))—>a|—>a

O

4.5 Conclusion and future work

In this chapter we explored a particular class of normal terms which are
typable in system F with a free leftmost path. We did this in the hope
that it gives us some insights in constructing counterexamples to the set of
typable terms in system F being closed under w-expansions. Further, we
proved some relevant problems are undecidable.

For future work, it would be nice to extend this result to non-normal
terms. This is not straightforward as it seems that we’d need some kind of
generalization of important variables, or another approach all together. We
might also look at the original question in higher-order parametric polymor-
phic systems (e.g. F,).
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