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#### Abstract

In today's machine learning research, probabilistic graphical models are used extensively to model complicated systems with uncertainty, to help understanding of the problems, and to help inference and predict unknown events. For inference tasks, exact inference methods such as junction tree algorithms exist, but they suffer from exponential growth of cluster size and thus is not able to handle large and highly connected graphs. Approximate inference methods do not try to find exact probabilities, but rather give results that improve as algorithm runs. Gibbs sampling, as one of the approximate inference methods, has gained lots of traction and is used extensively in inference tasks, due to its ease of understanding and implementation.

However, as problem size grows, even the faster algorithm needs a speed boost to meet application requirement. The number of variables in an application graphical model can range from tens of thousands to billions, depending on problem domain. The original sequential Gibbs sampling may not return satisfactory result in limited time.

Thus, in this thesis, we investigate in ways to speed up Gibbs sampling. We will study ways to do better initialization, blocking variables to be sampled together, as well as using simulated annealing. These are the methods that modifies the algorithm itself.

We will also investigate in ways to parallelize the algorithm. An algorithm is parallelizable if some steps do not depend on other steps, and we will find out such dependency in Gibbs sampling. We will discuss how the choice of different hardware and software architecture will affect the parallelization result.

We will use optical flow problem as an example to demonstrate the various speed up methods we investigated. An optical flow method tries to find out the movements of small image patches between two images in a temporal sequence. We demonstrate how we can model it using probabilistic graphical model, and solve it using Gibbs sampling. The result of using sequential Gibbs sampling is demonstrated, with comparisons from using various speed up methods and other optical flow methods.


## Contents

1 Introduction ..... 1
2 Preliminaries ..... 5
2.1 Probabilistic Graphical Model ..... 5
2.1.1 Motivation ..... 5
2.1.2 Probabilistic Graphical Model ..... 8
2.1.3 Markov Blanket ..... 10
2.1.4 Inference in PGM ..... 12
2.2 Junction Tree Algorithm ..... 13
2.3 Gibbs Sampling ..... 17
2.4 Optical Flow ..... 20
3 Probabilistic Optical Flow ..... 23
3.1 Intuition ..... 23
3.2 Probabilistic Optical Flow ..... 25
3.3 Computing POF Using Gibbs Sampling ..... 29
3.4 Examples of Running POF ..... 32
3.5 Conclusion of the Chapter ..... 34
4 Speeding Up Gibbs Sampling ..... 35
4.1 Convergence in Gibbs Sampling ..... 35
4.2 Initialization ..... 39
4.3 Block Gibbs Sampling ..... 39
4.3.1 Motivation ..... 39
4.3.2 Sampling a Block Jointly ..... 42
4.3.3 Previous Work ..... 45
4.3.4 Generating Blocks ..... 46
4.3.5 Time to Generate Blocks ..... 48
4.3.6 Number and Size of Blocks ..... 49
4.3.7 Adjacency of Blocks ..... 50
4.3.8 Algorithm ..... 50
4.4 Simulated Annealing ..... 58
4.5 Conclusion of the Chapter ..... 61
5 Parallelizing Gibbs Sampling ..... 63
5.1 Motivation ..... 63
5.2 Parallelization in General ..... 65
5.3 Parallelizing Gibbs Sampling ..... 68
5.3.1 Markov Chain Monte Carlo (MCMC) ..... 68
5.3.2 Designing Correct Parallel Gibbs Sampling Method ..... 71
5.4 Chromatic Gibbs Sampling ..... 72
5.5 Parallel Block Gibbs Sampling ..... 75
6 Experiments ..... 79
6.1 POF Compared With Other Optical Flow Methods ..... 79
6.1.1 Evaluation Metrics and Methods ..... 80
6.1.2 Interpolation ..... 83
6.1.3 Input Dataset ..... 86
6.1.4 Impact of Object Shape ..... 87
6.1.5 Impact of Movement ..... 94
6.1.6 Using Middlebury Images ..... 102
6.1.7 Using Cardiac Images ..... 104
6.1.8 Conclusion ..... 107
6.2 Measuring Gibbs Sampling Convergence ..... 108
6.3 Doing Clever Initialization ..... 109
6.3.1 Preparation ..... 109
6.3.2 Input Data ..... 111
6.3.3 Comparing XOF and POF ..... 112
6.3.4 Comparing POF-XOF and POF ..... 113
6.3.5 Conclusion ..... 117
6.4 Using Staged Annealing ..... 118
6.5 Block Gibbs Sampling ..... 121
6.5.1 Preparation ..... 122
6.5.2 Impact of Block Growth Method ..... 124
6.5.3 Impact of Block Size and Count ..... 126
6.6 Parallelized Gibbs Sampling ..... 130
6.6.1 Chromatic Gibbs Sampling ..... 130
6.6.2 Parallel Block Gibbs Sampling ..... 132
7 Conclusion 137
7.1 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
7.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

Bibliography 141

## List of Figures

2.1 Probabilistic graphical model representation of student probability distribution ..... 8
2.2 Probabilistic graphical model representation of image denoising model ..... 9
2.3 Simple four node MRF ..... 9
2.4 Markov blanket for node $A$ in a PGM ..... 12
2.5 A PGM representation of an eleven-dimensional joint probability ..... 19
2.6 Illustration of Gibbs sampling steps in one round ..... 20
2.7 Optical flow examples ..... 21
3.1 Illustration of probabilistic formulation of optical flow ..... 24
3.2 Probability distribution of flow value for different intensity changes for a pixel ..... 26
3.3 Markov random field model and corresponding factor graph for POF ..... 28
3.4 Possible movements of a pixel ..... 29
3.5 Illustration of Gibbs sampling steps in one round for optical flow MRF ..... 31
3.6 Illustration of sampling one flow vector ..... 31
3.7 Running POF on synthetic images ..... 32
3.8 Running POF on cardiac images ..... 33
4.1 Probability space for random distribution $P(X, Y)$ ..... 36
4.2 Probability space for 2-dimensional normal distribution $P(X, Y)$ ..... 36
4.3 MRF for 2-dimensional normal distribution $P(X, Y)$ ..... 37
4.4 Gibbs sampling process for two dimensional normal distribution ..... 37
4.5 Log likelihood of Gibbs sampling process for two dimensional normal distribution ..... 38
4.6 Gibbs sampling in highly correlated two dimensional normal distribution ..... 40
4.7 Illustration of block Gibbs sampling in two rounds ..... 41
4.8 Markov blanket of a block in MRF graph ..... 42
4.9 Distribution of one dimension of two dimensional normal distribution ..... 46
4.10 Symptoms of high correlation between two variables ..... 47
4.11 Block separation in block Gibbs sampling ..... 50
4.12 Block growth example: Initial blocks ..... 56
4.13 Block growth example: Growing blocks ..... 57
4.14 Transition probability in different temperatures ..... 59
5.1 Bayesian network model for an EPS system ..... 64
5.2 Graphical model for latent dirichlet allocation ..... 65
5.3 An algorithm ran sequentially and in parallel ..... 66
5.4 An algorithm ran sequentially and in parallel, when there are dependent steps ..... 66
5.5 Overhead with running parallel algorithm ..... 67
5.6 Example of running chromatic Gibbs sampling ..... 73
5.7 How different blocking affects parallelization ..... 76
6.1 Partial ranking of optical flow algorithms on the Middlebury website ..... 81
6.2 Error metric implementation ..... 83
6.3 Straightforward optical flow interpolation with rigid movement flow ..... 83
6.4 Straightforward optical flow interpolation with expanding flow ..... 84
6.5 Filling in the holes of interpolated image ..... 85
6.6 Image interpolation examples ..... 86
6.7 York dataset sample cardiac MRI images ..... 87
6.8 Input shapes used in determining impact of object shape on flow result ..... 87
6.9 Optical flow used in determining impact of object shape on flow result ..... 88
6.10 Applying transformations on five different input shapes ..... 88
6.11 Optical flow result on changing shapes, with ground truth flow in Figure 6.9a. ..... 89
6.12 Using optical flow results to interpolate input images (Transformation 1) ..... 90
6.13 Error measures of shape test (Transformation 1) ..... 91
6.14 Optical flow result on changing shapes, with ground truth flow in Figure 6.9b. ..... 92
6.15 Optical flow result applied on input images (Transformation 2) ..... 93
6.16 Error measures of shape test (Transformation 2) ..... 94
6.17 Input to movement experiment ..... 95
6.18 Optical flow result of movement test (Single object, rectangle) ..... 96
6.19 Optical flow result of movement test (Single object, ventricles) ..... 97
6.20 Interpolated images using optical flow result of movement test (Single object, rectangle) 98
6.21 Interpolated images using optical flow result of movement test (Single object, ventricles) 99
6.22 Error measures of movement test (Single object) ..... 100
6.23 Interpolated images using optical flow result of movement test (Two objects moving closer and away) ..... 101
6.24 Error measures of movement test (Two objects) ..... 102
6.25 Input of Middlebury data (Urban3) ..... 103
6.26 Optical flow result on Urban3 ..... 103
6.27 Input of cardiac image ..... 104
6.28 Optical flow result on cardiac MRI images ..... 105
6.29 Evolvement of optical flow result on cardiac MRI images at different time ..... 106
6.30 Median best errors and log likelihoods of POF algorithm on cardiac image input ..... 106
6.31 Input images for better POF initialization experiments ..... 111
6.32 Comparing POF-XOF with POF, using "Ventricles" as input ..... 114
6.33 Optical Flow Results of XOF and POF on "Ventricles" input ..... 115
6.34 Comparing POF-XOF with POF, using "Two objects" as input ..... 116
6.35 Comparing POF-XOF with POF, using "Urban3" as input ..... 117
6.36 Runtime comparison of POF-XOF and POF ..... 118
6.37 Input images for better POF initialization experiments ..... 119
6.38 Comparing POF with and witout staged annealing ..... 120
6.39 Log likelihood curve for stage-annealed POF on "Two rectangles" input ..... 121
6.40 "Students" graph ..... 123
6.41 Comparing different block growth method in block Gibbs sampling and plain Gibbs sampling ..... 125
6.42 Average round time of sampling ..... 126
6.43 Comparing different block counts and sizes in block Gibbs sampling ..... 127
6.44 Overhead associated with block Gibbs sampling ..... 128
6.45 Relationship among block count, block size, maximum treewidth and round duration ..... 129
6.46 Comparing chromatic Gibbs sampling and sequential Gibbs sampling ..... 132
6.47 Comparing parallel block Gibbs sampling and sequential block Gibbs sampling ..... 135

## List of Tables

2.1 Possible factor table for $\phi(A, B)$ ..... 10
6.1 Overview of experiments ..... 79
6.2 Errors of optical flow results on Urban3 input ..... 104
6.3 Errors of optical flow results on cardiac MRI input ..... 105
6.4 Comparing XOF and POF ..... 113

## List of Algorithms

2.1 JTA: Junction Tree Algorithm ..... 14
2.2 Sequential Gibbs Sampling ..... 19
3.1 POF: Computing Probabilistic Optical Flow with Gibbs Sampling ..... 30
4.1 Block Gibbs Sampling General Framework ..... 41
4.2 JTA-Sample: Junction Tree Sampling Algorithm ..... 45
4.3 Block Gibbs Sampling Algorithm Customized ..... 51
4.4 ComputeScore: Compute score for a node given a block ..... 52
4.5 Computing Probabilistic Optical Flow with Gibbs Sampling using Staged Annealing ..... 60
5.1 Hypothetic Fully Parallel Gibbs Sampling ..... 71
5.2 Chromatic Gibbs Sampling ..... 73
5.3 Parallel Block Gibbs Sampling General Framework ..... 76
6.1 InterpolateImage: Image interpolation algorithm ..... 85
6.2 FillHoles: Filling unknown pixels by interpolating from known pixels ..... 85
6.3 POF-XOF: Hybrid Probabilistic Optical Flow ..... 110

## Chapter 1

## Introduction

We live in a world filled with uncertainties. A certain event $E$ may happen with a probability $P_{1}$ given certain condition $C_{1}$, and given another condition $C_{2}$, it may happen with a different probability $P_{2}$. For example, when the weather is cloudy, the chance of rain is higher, and when it's sunny, the chance of rain is lower.

Probability theory studies how uncertain events affect each other. For the above example, there are two random variables, $C$ representing the weather condition, and $E$ representing raining event. We can compactly represent the relationship as $P=P(E \mid C)$, which shows the probability of rain event $E$ conditioned on ther weather condition $C$. For example, $P(E=$ rain $\mid C=$ sunny $)$ shows the probability of a rain when the weather is sunny.

In this simple example, there are only two random variables, $E$ and $C$. For some complicated event model, there can be many more random variables. Representing the entire probabilistic relation among all these many random variables can be difficult, and thus Probabilistic Graphical Model (PGM) are introduced to simplify the matter. Using a PGM, we use a graph to store the random variables and probabilities. The nodes (vertices) of the graph represent random variables, the edges represent relationship, and additionally, the probabilities associated with a group of random variables are stored in the form of factors.

One of the problems we are interested in, after having a PGM representation of a complicated event, is to get samples from the entire random variable collection. With the samples, we can find
out rough characteristics of the probability distribution, for example, get the expectation of some function that depends on these variables. There are many methods for sampling from probability distributions, such as uniform sampling, importance sampling, rejection sampling, etc. When the dimension (i.e., number of random variables) of the probability distribution is high, many of these sampling methods perform poorly.

Gibbs sampling is one of the sampling methods that allow us to deal with high dimensional sampling easily. It goes as follows: First, all variables are initialized randomly. Then, it samples one random variable at a time, using information available from random variables in its Markov blanket, given which the random variable is conditionally independent from all other random variables. It does this sampling for each variable in the PGM, sequentially, which marks one round of Gibbs sampling. This procedure is executed multiple rounds, until the distribution of samples approach the real underlying distribution.

Though Gibbs sampling is faster than many other sampling algorithms, we still want it to be faster, to cope with problems that either have a large number of random variables, or require fast computation. Here are a few directions to improve it:

- The original Gibbs sampling algorithm is sequential. We can change the algorithm so that it can be parallelized. Then we can use many parallel computing platforms to speed up sampling.
- Random variables are sampled one at a time. Sometimes it's better to sample a group of random variables together, when they have a strong correlation.
- The initial sample is traditionally chosen randomly. We can try to use better initialization, so that the samples approach underlying distribution faster.

An interesting problem that we have successfully applied Gibbs sampling and various speed-up optimizations, is the optical flow problem. Optical flow algorithms try to find out the movements of small image patches or pixels between two consecutive images in a sequence. The result of optical flow can be used in areas such as image segmentation, video compression and object recognition. Many optical flow methods have been developed, such as differential methods (Horn-Schunck [20] and Lucas-Kanade [32]), region-based matching, frequency-based methods, and phase-based meth-
ods.
One key assumption in most existing optical flow methods is the invariance of pixel intensity, meaning that the intensity of each pixel in the original image should be the same as the intensity of the corresponding pixel in the moved image. This assumption will not hold in many real world situations due to changing illumination conditions or changing object surface direction. In these circumstances, algorithms that assume invariant pixel intensity often yield poor results.

We present a new approach of modeling and solving optical flow problems, using probabilistic graphical models. We will first discuss the intuitions that guide the design of the model, then we build the model using Markov random field. We show that our method is able to handle changing pixel intensities.

The rest of the thesis is organized as follows. In Chapter 2, we walk through several preliminary concepts, e.g., optical flow, probabilistic graphical model and Gibbs sampling. These concepts will be the foundation of the entire thesis. In Chapter 3, we present how we use probabilistic graphical model and Gibbs sampling to model and solve optical flow problem. In Chapter 4, we discuss ways to speed up Gibbs sampling. Discussions of parallelizing Gibbs sampling are in Chapter 5. In Chapter 6, we report on experiments using various speed-up methods, and compare results. We come to a conclusion in Chapter 7, and discuss future work.

## Chapter 2

## Preliminaries

In this chapter, we describe several fundamental concepts that are used throughout the thesis. We use bold typefaced letters (such as $\boldsymbol{X}$ ) to represent a vector or a collection, and normal ones (such as $X$ ) to represent a scalar or one element from a collection. We use uppercase to represent random variable (such as $X$ ), and lowercase to represent an instantiation of that variable (such as $x$ ).

### 2.1 Probabilistic Graphical Model

### 2.1.1 Motivation

In probability theory, we use a random variable, such as $X$, to denote a event that has random possible outcomes, or states. The random outcome can be discrete, such as when tossing a coin. In this case, there are two possible results: Head or tail. We use $P(X)$ to denote the probability of possible outcomes. In this case, the probability of having a head or tail is equal (assuming a fair coin), which we can describe as $P(X=$ head $)=0.5, P(X=$ tail $)=0.5$. The sum of all possible outcomes' probabilities should be equal to 1 .

The random variable can also be continous. For example, when a person is throwing a coin away from him, the distance of the throw is continous. In this case, the probability of the distance being exactly same as any value $x$ is infinitely small. But we can still do an integration on a range of distances. The integration on the entire possible range will be $1, \int P(X) \mathrm{d} X=1$.

In some situations, the outcome of an event is dependent on another event. Let's denote $R$ as a raining event, which has two possiblities: true and false. It depends on the current weather, denoted as $W$. If $W=$ sunny, then there is a low chance of raining, which we can represent as a conditional probability: $P(R=$ true $\mid W=$ sunny $)=0.1, P(R=$ false $\mid W=$ sunny $)=0.9$. When $W=$ cloudy, then it's more likely to rain, which can be represented as $P(R=\operatorname{true} \mid W=$ cloudy $)=$ $0.4, P(R=$ false $\mid W=$ cloudy $)=0.6$.

In this simple model, there are two random variables: $W$ and $R . \quad R$ depends on $W$, and $W$ depends on nothing. Assuming that sunny and cloudy weather are equally likely, we can say $P(W=$ sunny $)=0.5, P(W=$ cloudy $)=0.5$.

What is the chance of the weather being sunny with a rain? It comes down to the joint probability of $W$ and $R$, denoted as $P(W, R)$. The chance of both a sunny and raining day, will be $P(W=$ sunny, $R=$ true $)=P(R=$ true $\mid W=$ sunny $) \cdot P(W=$ sunny $)=0.1 \cdot 0.5=0.05$, which understandably is quite low. Here, the joint probability is broken down to multiplication of a conditional probability, as well as a standalone probability.

Another question is, what is the probability of a raining event, regardless of weather condition? It is the marginal probability $P(R)$. It can be computed as follows:

$$
\begin{aligned}
P(R=\text { true })= & \sum_{W} P(R=\text { true }, W) \\
= & \sum_{W} P(R=\text { true } \mid W) P(W) \\
= & P(R=\text { true } \mid W=\text { sunny }) P(W=\text { sunny })+ \\
& P(R=\text { true } \mid W=\text { cloudy }) P(W=\text { cloudy }) \\
= & 0.1 * 0.5+0.4 * 0.5=0.25
\end{aligned}
$$

It means, if we did not know anything about current weather condition, the chance of having a rain is $25 \%$.

The examples we have used so far have at most two random variables. In more complicated models, the number of random variables can be quite large.

Think about a case, where we are trying to find out whether a student will have a happy life
$H$, together with the following evidences: His intelligence $I$, course difficulty $D$, course grade $G$, reference letter from professor $L$, SAT score $S$, his job status $J$. The entire joint distribution can be written as $P(H, D, I, G, S, L, J)$.

Now, to compute the marginal probability of $H$ under varying evidence, we will need to store all combination of the evidences involved. Assuming there are 2 different states for each of the random variable, the number of combinations will be $2^{6} *(2-1)=64$, since there are 6 random variables to be marginalized, and we only need to know the probability of $H$ being true (thus the " $2-1$ " term). When there are more random variables in a model, the number of values to store grows exponentially with the number of random variables, and it quickly becomes a big problem.

There are better ways to store the probabilities. With careful observation of the random variables, we find that some of them are dependent on each other. Here's a list of reasonable dependencies:

- Course grade $G$ depends on course difficulty $D$ and intelligence $I$
- SAT score $S$ depends on intelligence $I$
- Reference letter $L$ depends on course grade $G$
- Job status $J$ depends on reference letter $L$ and SAT score $S$
- Happiness $H$ depends on his course grade $G$ and job status $J$

With these dependencies, we can decompose the original joint probability into smaller terms:

$$
\begin{equation*}
P(H, D, I, G, S, L, J)=P(H \mid G, J) P(J \mid L, S) P(L \mid G) P(G \mid D, I) P(S \mid I) P(D) P(I) \tag{2.1}
\end{equation*}
$$

Now, to find out the probability of the student being happy, we only need to store the individual probabilities of the smaller terms, and multiply them together. There are 3 terms with 3 random variables: $P(H \mid G, J), P(J \mid L, S), P(G \mid D, I), 2$ terms with 2 random variables: $P(L \mid G), P(S \mid I)$, and two random variables that have no dependencies: $P(D)$ and $P(I)$. The total number of values to store is thus $3 * 2 * 2+2 * 2+2 * 1=18$, which is much better than the original 64 . Using this method, the number of values to store grows linearly with the number of random variables (assuming the joint probability can be perfectly broken down to smaller terms), rather than exponentially.

### 2.1.2 Probabilistic Graphical Model

As shown, knowing the local dependencies among random variables can be very helpful in storing the entire probability distribution. It would be even better, if we could visualize this kind of local dependencies. This is where Probabilistic Graphical Model (PGM) comes into play [29]. Figure 2.1 shows a PGM representation of the student probability distribution.


Figure 2.1: Probabilistic graphical model representation of student probability distribution

In this PGM, the nodes represent random variables, and directed edges represent dependencies. We were able to compactly represent the dependencies discussed earlier into this graph.

When edges are directed, as in this example, we call the PGM a Bayesian network [23, 38]. The directed edges often (but not necessarily) represent causal relationships.

There are cases where there are no clear causal relationships, and it is hard to decide which direction the edge should point to. For example, consider the image denoising PGM model in Figure 2.2.

Here, the dark nodes represent pixels in a noisy image we observed (denoted as $Y_{i}$ ), and the white nodes represent the de-noised pixel values we are trying to uncover (denoted as $X_{i}$ ). For $X_{i}$, we connect neighboring nodes, since usually a pixel's value is influenced by its neighboring pixels. For $Y_{i}$, since their values are already known, there is no influence from one to another and there is no need to connect them. Each $Y_{i}$ is connected to corresponding $X_{i}$ to show the impact of observed pixel to hidden pixel. This kind of undirected PGM is called Markov random field [26, 30].

In a PGM, except for nodes (representing random variables) and edges (representing dependen-


Figure 2.2: Probabilistic graphical model representation of image denoising model
cies), we also need to specify how much the random variables depend on each other. We call them factors. A factor, denoted as $\phi\left(\boldsymbol{X}_{\phi}\right)$, quantifies the relative likelihoods of all possible states for a subset of random variables $\boldsymbol{X}_{\phi} \subseteq \boldsymbol{X}$. A factor may have only one variable, or it may contain the entire set of variables in the graph.

For a Bayesian network, each factor is defined as the conditional probability of a child node conditioned on its parents, $\phi_{i}\left(\boldsymbol{X}_{\phi_{i}}\right)=P\left(X_{i} \mid \boldsymbol{X}_{P A_{i}}\right)$, where $\boldsymbol{X}_{P A_{i}}$ is the parent set of $X_{i}$. For example, in Figure 2.1, there is a dependency between grade $G$, difficulty $D$ and intelligence $I$, and we can represent this kind of dependency as a factor $\phi(G, D, I)=P(G \mid D, I)$. For node that doesn't have a parent, such as $D$, the factor will contain only one node, $\phi(D)=P(D)$.

In an MRF, a factor does not have a concrete meaning as in a Bayesian network, and it merely serves as an indicator of relative likelihood of different states of nodes in that factor. For example, in a simple four-node MRF shown in Figure 2.3, there is no causal dependency among nodes (such as between $A$ and $B$ ) like in a Bayesian network. In this case, the factor simply shows relative likelihood. For $\phi(A, B)$, a possible factor table is shown in Table 2.1. It shows that an assignment $\left(a^{\prime}, b^{\prime}\right)$ is 100 times more likely than $(a, b)$.


Figure 2.3: Simple four node MRF

| $A$ | $B$ | $\phi(A, B)$ |
| :---: | :---: | :---: |
| $a$ | $b$ | 1 |
| $a$ | $b^{\prime}$ | 10 |
| $a^{\prime}$ | $b$ | 10 |
| $a^{\prime}$ | $b^{\prime}$ | 100 |

Table 2.1: Possible factor table for $\phi(A, B)$

With factors introduced, now we can formally define a PGM as $G(\boldsymbol{X}, \boldsymbol{E}, \boldsymbol{\phi})$ - It includes the node set $\boldsymbol{X}$, the edge set $\boldsymbol{E}$ and the factor set $\boldsymbol{\phi}$.

Also with factors, the joint probability of the entire graph can be represented as

$$
\begin{equation*}
P(\boldsymbol{X})=\frac{1}{Z} \prod_{i} \phi_{i}\left(\boldsymbol{X}_{\phi_{i}}\right) \tag{2.2}
\end{equation*}
$$

Here $Z$ is normalization term,

$$
Z=\sum_{\boldsymbol{X}} \prod_{i} \phi_{i}\left(\boldsymbol{X}_{\phi_{i}}\right)
$$

For a Bayesian network, since the factors are defined as conditional probabilities,

$$
\begin{equation*}
P(\boldsymbol{X})=\prod_{i} \phi_{i}\left(\boldsymbol{X}_{\phi_{i}}\right)=\prod_{i} P\left(X_{i} \mid \boldsymbol{X}_{P A_{i}}\right) \tag{2.3}
\end{equation*}
$$

### 2.1.3 Markov Blanket

Given a PGM as in Figure 2.1 and Figure 2.2, one question we want to answer is the probability of an individual random variable. For example, in Figure 2.1, what is the probability of happiness $H$, given all other variables? We can compute it as follows:

$$
\begin{aligned}
P(H \mid D, I, G, S, L, J) & =P(H, D, I, G, S, L, J) / P(D, I, G, S, L, J) \\
& =P(H, D, I, G, S, L, J) / \sum_{H} P(H, D, I, G, S, L, J)
\end{aligned}
$$

Using the decomposition found in Equation 2.1, we can further simplify the equation:

$$
\begin{aligned}
P(H \mid D, I, G, S, L, J) & =P(H, D, I, G, S, L, J) / \sum_{H} P(H, D, I, G, S, L, J) \\
& =\frac{P(H \mid G, J) P(J \mid L, S) P(L \mid G) P(G \mid D, I) P(S \mid I) P(D) P(I)}{\sum_{H} P(H \mid G, J) P(J \mid L, S) P(L \mid G) P(G \mid D, I) P(S \mid I) P(D) P(I)} \\
& =\frac{P(H \mid G, J) P(J \mid L, S) P(L \mid G) P(G \mid D, I) P(S \mid I) P(D) P(I)}{P(J \mid L, S) P(L \mid G) P(G \mid D, I) P(S \mid I) P(D) P(I) \sum_{H} P(H \mid G, J)} \\
& =P(H \mid G, J)
\end{aligned}
$$

The conclusion is, as long as we know the values for $G$ and $J$, we can determine the probability of $H$, and do not care about all other variables. In other words, $H$ is conditionally independent from all other random variables, given $G$ and $J$.

In a PGM with a random variable set $\boldsymbol{X}$, for a random variable $X$, the minimal set of random variables $\boldsymbol{X}_{M B_{X}}$ given which $X$ is conditionally independent from all other random variables $\boldsymbol{X}$ -$\{X\}-\boldsymbol{X}_{M B_{X}}$, is called the Markov blanket of random variable $X$. In other words, $\boldsymbol{X}_{M B_{X}}$ is the minimal set of nodes to make the following equation hold:

$$
P\left(X \mid \boldsymbol{X}_{M B_{X}}\right)=P\left(X \mid \boldsymbol{X}_{M B_{X}}, \boldsymbol{X}-\{X\}-\boldsymbol{X}_{M B_{X}}\right)
$$

In the student probability example in Figure 2.1, the Markov blanket for $H$ is thus $\{G, J\}$.
In a Bayesian network, the Markov blanket of any arbitrary random variable consists of its parents, its immediate decendents, as well the parents of its immediate decendents. It can be visualized as in Figure 2.4a. In a Markov random field, the Markov blanket of a random variable consists of its immediate neighbors, as shown in Figure 2.4b.


Figure 2.4: Markov blanket for node $A$ in a PGM

### 2.1.4 Inference in PGM

With a PGM, one of the task we wish to perform is inference. Inference means computing the probability distribution of a set of variables $\boldsymbol{Y} \subseteq \boldsymbol{X}$, given certain conditions $\boldsymbol{E}=\boldsymbol{e}$, i.e., find $P(\boldsymbol{Y} \mid \boldsymbol{E}=\boldsymbol{e})$, where $\boldsymbol{Y} \subseteq \boldsymbol{X}, \boldsymbol{E} \subset \boldsymbol{X}$.

The most straightforward way of computing above is the following. Assuming $\boldsymbol{W}=\boldsymbol{X}-\boldsymbol{Y}-\boldsymbol{E}$,

$$
P(\boldsymbol{Y} \mid \boldsymbol{E}=\boldsymbol{e})=\frac{P(\boldsymbol{Y}, \boldsymbol{E}=\boldsymbol{e})}{P(\boldsymbol{E}=\boldsymbol{e})}=\frac{\sum_{\boldsymbol{W}} P(\boldsymbol{Y}, \boldsymbol{W}, \boldsymbol{E}=\boldsymbol{e})}{\sum_{\boldsymbol{Y}, \boldsymbol{W}} P(\boldsymbol{Y}, \boldsymbol{W}, \boldsymbol{E}=\boldsymbol{e})}
$$

However, when the number of random variables grows, the number of summation grows exponentially. For example, if the joint distribution $P(\boldsymbol{X})$ has 100 variables in $\boldsymbol{X}$, each with 2 states, and there are 10 variables in $\boldsymbol{W}$, then the summation of $\sum_{\boldsymbol{W}} P(\boldsymbol{Y}, \boldsymbol{W}, \boldsymbol{E}=\boldsymbol{e})$ involves $2^{100}-2^{100-10} \approx 1.27 \times 10^{30}$ summations, making it infeasible to do the bruteforce inference.

Many algorithms have been proposed to solve the problem. They can be roughly put into two categories: Exact inference methods and approximate inference methods.

For exact inference methods, the outcome of the inference is exact. Methods include variable elimination [7, 49], junction tree algorithm [24, 31, 42], among others. Running these methods involve doing summation of factor tables of dependent random variables. It's much better than the
bruteforce method shown above, because we don't need to sum the entire probability distribution. However, as we will show in Section 2.2, the runtime of an exact inference algorithm is exponential to the treewidth of the graph, making it infeasible for graphs with large treewidth.

Approximate inference methods do not try to solve the problem exactly, instead they give results that are close to exact results. The runtime of approximate methods are typically much shorter than exact methods. Though they don't give exact solution, most of the time approximate results are good enough for problems of our interests. Methods of approximate inference include sampling methods such as Gibbs sampling [17], variational methods [25], among others. A detailed description of Gibbs sampling method is presented in Section 2.3.

### 2.2 Junction Tree Algorithm

Given a PGM $G(\boldsymbol{X}, \boldsymbol{E}, \phi)$ whose joint distribution is given as $P(\boldsymbol{X})=\frac{1}{Z} \prod_{i} \phi_{i}\left(\boldsymbol{X}_{\phi_{i}}\right)$, we would like to answer queries such as computing marginal probability of $P\left(X_{i}\right)$, or conditional probability given some evidence $P\left(X_{i} \mid X_{j}=x_{j}\right)$. Junction Tree Algorithm (JTA) [24, 31, 42], being one of the exact inference algorithms, can be used to answer such queries. It first converts the given PGM $G$ into a clique tree $\mathcal{T}$, whose nodes are cliques $\left\{C_{i}\right\}$, each consisting of a subset of random variables in $G: \boldsymbol{X}_{C_{i}} \subseteq \boldsymbol{X}$. It will then "caliberate" the clique tree $\mathcal{T}$ to find out marginal probabilities of variables in each clique $C_{i}$. The detailed procedure of JTA is presented in Algorithm 2.1.

First, the input PGM is moralized if it is a Bayesian network. Moralization involves connecting all parents of a node, and removing edge directions.

Then, the undirected graph is triangulated so that no cycles of length bigger than 3 is chordless. A cycle is a closed path in a graph with no repeated vertices other than the starting and ending vertice. A chordless cycle is a cycle where no non-adjacent vertices on the cycle are joined by an edge.

Then, from the triangulated graph, we find maximal cliques. A clique is a group of nodes where every pair of nodes is connected by an edge. A maximal clique in a graph is a clique where no extra node in the graph can be added to the clique and still remain as a clique.

```
Algorithm 2.1 JTA: Junction Tree Algorithm
Input: PGM \(G(\boldsymbol{X}, \boldsymbol{E}, \boldsymbol{\phi})\)
Output: Junction tree \(\mathcal{T}\), caliberated cliques \(\left\{\beta_{i}\right\}\)
1. Generate moralized graph
\(G^{\prime} \leftarrow G\)
if \(G^{\prime}\) is a Bayesian network then
In \(G^{\prime}\), for each node \(X_{i}\), connect each pair of its parents \(\boldsymbol{X}_{P A_{i}}\)
Make \(G^{\prime}\) undirected
end if
```


## 2. Generate triangulated graph

```
\(G^{\prime \prime} \leftarrow G^{\prime}\)
If there exists chordless cycles in \(G^{\prime \prime}\) with more than 3 nodes, add an edge to each of the cycles to make them chordal.
```


## 3. Find maximal cliques

In $G^{\prime \prime}$, find maximal cliques $\boldsymbol{C}_{M A X} \equiv\left\{C_{i}\right\}$.

## 4. Generate clique tree

$\mathcal{T} \leftarrow$ empty graph. Let $\mathcal{T}$ 's node set $\boldsymbol{C}_{\mathcal{T}} \leftarrow \boldsymbol{C}_{M A X}$ and edge set $\boldsymbol{E}_{\mathcal{T}} \leftarrow \varnothing$.
For each clique $C_{i}$ initialize clique value: $\psi_{i}\left(\boldsymbol{X}_{C_{i}}\right) \leftarrow \prod_{j: \boldsymbol{X}_{\phi_{j}} \subseteq \boldsymbol{X}_{C_{i}}} \phi_{j}\left(\boldsymbol{X}_{\phi_{j}}\right)$.
For each pair of cliques $\left(C_{i}, C_{j}\right)$, add undirected edge $(i, j)$ to edge set $\boldsymbol{E}_{\mathcal{T}}$. Find the edge weight $w_{i, j} \leftarrow\left|\boldsymbol{X}_{C_{i}} \cap \boldsymbol{X}_{C_{j}}\right|$.

Find maximum spanning tree (MST) of $\mathcal{T}$, remove all other edges.

## 5. Caliberate clique tree

Initialize message set $\Delta \leftarrow \varnothing$
while $\exists i, j$ such that $\forall k \in N B_{i}-\{j\}, \delta_{k \rightarrow i} \in \Delta$ AND $\delta_{i \rightarrow j} \notin \Delta$ do
if $N B_{i}=\{j\}$ then $\delta_{i \rightarrow j} \leftarrow \sum_{\boldsymbol{X}_{C_{i}}-\boldsymbol{X}_{C_{j}}} \psi_{i}\left(\boldsymbol{X}_{C_{i}}\right)$
else $\delta_{i \rightarrow j} \leftarrow \sum_{\boldsymbol{X}_{C_{i}}-\boldsymbol{X}_{C_{j}}}\left\{\psi_{i}\left(\boldsymbol{X}_{C_{i}}\right) \prod_{k \in N B_{i}-\{j\}} \delta_{k \rightarrow i}\right\}$
end if
$\Delta \leftarrow \Delta+\left\{\delta_{i \rightarrow j}\right\}$
end while
for all $C_{i} \in \boldsymbol{C}_{\mathcal{T}}$ do
$\beta_{i} \leftarrow \psi_{i}\left(\boldsymbol{X}_{C_{i}}\right) \prod_{k \in N B_{i}} \delta_{k \rightarrow i}$
end for
return $\left(\mathcal{T},\left\{\beta_{i}\right\}\right)$

After maximal cliques are found, a clique tree $\mathcal{T}\left(\boldsymbol{C}_{\mathcal{T}}, \boldsymbol{E}_{\mathcal{T}}\right)$ is constructed with tree nodes $\boldsymbol{C}_{\mathcal{T}}$ being the maximal cliques. For each clique $C_{i}$, the variables in it is denoted as $\boldsymbol{X}_{C_{i}}$. The corresponding clique value $\psi_{i}\left(\boldsymbol{X}_{C_{i}}\right)$, similar to a factor value $\phi(\boldsymbol{X})$, shows a relative likelihood for each possible state combination of the variables. The initial value $\psi_{i}\left(\boldsymbol{X}_{C_{i}}\right)$ is computed as the product of all factors contained in the clique:

$$
\begin{equation*}
\psi_{i}\left(\boldsymbol{X}_{C_{i}}\right)=\prod_{j: \boldsymbol{X}_{\phi_{j}} \subseteq \boldsymbol{X}_{C_{i}}} \phi_{j}\left(\boldsymbol{X}_{\phi_{j}}\right) \tag{2.4}
\end{equation*}
$$

Note that each factor should be included in only one clique.
The tree edges $\boldsymbol{E}_{\mathcal{T}}$ are added between cliques so that it is a maximal spanning tree, i.e., out of all possible clique trees constructed from the cliques, the sum of edge weights is largest. The edge weight between a pair of cliques is the number of common nodes between the two cliques.

In the last step, the clique tree is caliberated. Caliberation is done through message passing. Messages are passed from one clique $C_{i}$ to its adjacent cliques $\left\{C_{j}\right\},(i, j) \in \boldsymbol{E}_{\mathcal{T}}$. The message passed from $C_{i}$ to $C_{j}$, denoted as $\delta_{i \rightarrow j}$, is computed as follows:

$$
\begin{equation*}
\delta_{i \rightarrow j}\left(\boldsymbol{X}_{C_{i}} \cap \boldsymbol{X}_{C_{j}}\right)=\sum_{\boldsymbol{X}_{C_{i}}-\boldsymbol{X}_{C_{j}}}\left\{\psi_{i}\left(\boldsymbol{X}_{C_{i}}\right) \prod_{k \in N B_{i}-\{j\}} \delta_{k \rightarrow i}\right\} \tag{2.5}
\end{equation*}
$$

As can be seen in Equation 2.5, message from $C_{i}$ to $C_{j}$ can only be computed when all messages from $C_{i}$ 's neighbors $N B_{i}$ are passed to $C_{i}$, except from the destination clique $C_{j}$. Thus, the message passing must be started from cliques who have only one neighbor. In that case, the message passed from $C_{i}$ to its only neighbor $C_{j}$ is:

$$
\begin{equation*}
\delta_{i \rightarrow j}=\sum_{\boldsymbol{X}_{C_{i}}-\boldsymbol{X}_{C_{j}}} \psi_{i}\left(\boldsymbol{X}_{C_{i}}\right) \tag{2.6}
\end{equation*}
$$

Message from one clique to another clique is passed only once. After messages are passed between each pair of cliques (in both directions), the caliberated clique value is computed as

$$
\begin{equation*}
\beta_{i}\left(\boldsymbol{X}_{C_{i}}\right)=\psi_{i}\left(\boldsymbol{X}_{C_{i}}\right) \prod_{k \in N B_{i}} \delta_{k \rightarrow i} \tag{2.7}
\end{equation*}
$$

The caliberated clique value $\beta_{i}\left(\boldsymbol{X}_{C_{i}}\right)$ can be shown (in [29]) to be proportional to the marginal probability of $\boldsymbol{X}_{C_{i}}$ :

$$
\begin{equation*}
\beta_{i}\left(\boldsymbol{X}_{C_{i}}\right) \propto \sum_{\boldsymbol{X}-\boldsymbol{X}_{C_{i}}} P(\boldsymbol{X})=P\left(\boldsymbol{X}_{C_{i}}\right) \tag{2.8}
\end{equation*}
$$

Thus, after running junction tree algorithm, individual marginal probabilities for any random variable can be computed, by marginalizing that variable from any clique that contains that variable:

$$
P\left(X_{i}\right)=\frac{P\left(\boldsymbol{X}_{C_{j}}\right)}{\sum_{\boldsymbol{X}_{C_{j}}-\left\{X_{i}\right\}} P\left(\boldsymbol{X}_{C_{j}}\right)}=\frac{\beta_{i}\left(\boldsymbol{X}_{C_{j}}\right)}{\sum_{\boldsymbol{X}_{C_{j}}-\left\{X_{i}\right\}} \beta_{i}\left(\boldsymbol{X}_{C_{j}}\right)}, \text { where } X_{i} \in \boldsymbol{X}_{C_{j}}
$$

Minimum triangulation, one where the largest clique in the resulting chordal graph is of minimum size, is $\mathcal{N} \mathcal{P}$-hard [4]. Exact algorithms of finding optimal triangulation are exponential in the size of the largest clique in the graph. However, heuristic triangulation methods exist that have runtimes linear to the number of nodes in the graph [14, 28]. Finding maximal cliques in a graph is also $\mathcal{N} \mathcal{P}$-hard, however, for chordal graphs more efficient algorithms exist [29].

When passing message from one clique $C_{i}$ to another clique $C_{j}$ (Equation 2.5), all incoming messages to $C_{i}$, i.e., $\left\{\delta_{k \rightarrow i}\right\}, k \in N B_{i}-\{j\}$, have to be multiplied to clique value $\psi_{C_{i}}$. Then, the multiplied result is summed on variables $\boldsymbol{X}_{C_{i}}-\boldsymbol{X}_{C_{j}}$, as the message passed to $C_{j}$. Assume there are $L$ variables in $\boldsymbol{X}_{C_{i}}$, and $M$ variables in $\boldsymbol{X}_{C_{i}}-\boldsymbol{X}_{C_{j}}(0<M<L)$, and each variable has $S$ states. Then $C_{i}$ has a total of $S^{L}$ combination of states, and $\delta_{i \rightarrow j}$ has $S^{L-M}$ states. The number of summation is thus $S^{L}-S^{L-M}=O\left(S^{L}\right)$, which is exponential to the number of nodes $L$ in the clique $C_{i}$. Since this kind of summation occurs for every clique in message passing, assuming the largest clique has $L_{M A X}$ nodes, the summation has a complexity of $O\left(S^{L_{M A X}}\right)$. The treewidth $T w$ of a graph is defined as the $L_{M A X}-1$, thus, junction tree algorithm has a runtime exponential
to the treewidth.

### 2.3 Gibbs Sampling

Sampling methods are used in various fields of machine learning and statistics. Given a probability distribution $P(\boldsymbol{X})$, we wish to either

1. Draw samples from this distribution, or
2. Estimate expectations of target function $\phi(\boldsymbol{X})$ with the input of $\phi(\boldsymbol{X})$ obeying the distribution of $P(\boldsymbol{X})$, such that

$$
\begin{equation*}
\Phi=\int P(\boldsymbol{X}) \phi(\boldsymbol{X}) d \boldsymbol{X} \tag{2.9}
\end{equation*}
$$

Drawing samples from $P(\boldsymbol{X})$ is not always straightforward. For example, we may not know the normalized distribution $P(\boldsymbol{X})$, but unnormalized distribution $\hat{P}(\boldsymbol{X})=Z P(\boldsymbol{X})$, whose normalizing constant $Z=\sum_{\boldsymbol{X}} \hat{P}(\boldsymbol{X})$ is not easy to compute. Even if we can compute $Z$, sampling from $P(\boldsymbol{X})$ can still be challenging, since we need to evaluate $P(\boldsymbol{X})$ for every possible $\boldsymbol{X}$ so that the samples come from regions where $P(\boldsymbol{X})$ is big. For high dimensional distribution, the problem is even bigger.

Several methods have been developed to overcome the difficulty. With uniform sampling, the algorithm first draws samples $\boldsymbol{x}_{i}, i=1, \ldots, R$, uniformly from the input space $\boldsymbol{X}$, then use the probability of the drawn sample $P\left(\boldsymbol{x}_{i}\right)$ as a weight, so that samples drawn from a less likely region of $P(\boldsymbol{X})$ play less important role in evaluating the expectation of the target function. When the state space is huge for $\boldsymbol{X}$, the chance of picking a sample from a high likelihood region of $P(\boldsymbol{X})$ becomes small, and we will need to draw large number of samples so that some of them come from high likelihood regions.

Importance sampling is a variation of uniform sampling, where instead of uniformly sampling from input space $\boldsymbol{X}$, we use another function, $Q(\boldsymbol{X})$, as an approximation of $P(\boldsymbol{X})$, and draw samples from $Q(\boldsymbol{X})$. We weight them by the ratio $P(\boldsymbol{X}) / Q(\boldsymbol{X})$. This method is better than uniform sampling in that now we are able to draw more samples from regions where $P(\boldsymbol{X})$ is huge (given $Q(\boldsymbol{X})$ approximates $P(\boldsymbol{X})$ correctly). However, it is very difficult to find a good
approximation of $P(\boldsymbol{X})$.
Other methods exist, such as rejection sampling, but they have the problem of not being able to sample efficiently from high-dimensional probability space [33].

Gibbs sampling [17] is introduced to address the problem. Given an N-dimensional variable to sample, Gibbs sampling tries to sample 1 dimension at a time, using probability of that dimension conditioned on all other dimensions. It is a type of Markov Chain Monte Carlo (MCMC) method [18], where we start from an initial state of $\boldsymbol{X}=\boldsymbol{x}^{0}$, and generate a series of samples $\boldsymbol{X}^{t}, t=0, \ldots, N$, one after another, with each successive sample drawn solely based the previous sample.

Unlike uniform sampling or importance sampling, the series of samples drawn from Gibbs sampling is dependent on each other, since we are drawing new samples based on the probability distribution suggested by previous samples. Gibbs sampling is especially suitable for distributions whose joint probability $P(\boldsymbol{X})$ is hard to compute, but whose local conditional probability is easy to compute. For example, in a Markov random field where a node's conditional probability only depends on the immediate neighboring nodes (i.e., nodes in its Markov Blanket), we can sample this node using the values of its neighbors without considering the rest of the nodes.

Gibbs sampling works as follows. Assume we have a joint probability shown in Equation 2.10, which can be represented graphically as in Figure 2.5.

$$
\begin{equation*}
P(X)=P\left(X_{1}, X_{2}, \cdots, X_{N}\right), N=11 \tag{2.10}
\end{equation*}
$$

With Gibbs sampling, we do not attempt to sample all variables at the same time, but rather sample one variable at a time, assuming all other variables are fixed. This idea can be expressed as follows:


Figure 2.5: A PGM representation of an eleven-dimensional joint probability

$$
\begin{aligned}
x_{1}^{t+1} & \sim P\left(X_{1} \mid x_{2}^{t}, x_{3}^{t}, \cdots, x_{N}^{t}\right)=P\left(X_{1} \mid \boldsymbol{x}_{M B_{1}}^{\text {current }}\right) \\
x_{2}^{t+1} & \sim P\left(X_{2} \mid x_{1}^{t+1}, x_{3}^{t}, \cdots, x_{N}^{t}\right)=P\left(X_{2} \mid \boldsymbol{x}_{M B_{2}}^{\text {current }}\right) \\
x_{3}^{t+1} & \sim P\left(X_{3} \mid x_{1}^{t+1}, x_{2}^{t+1}, \cdots, x_{N}^{t}\right)=P\left(X_{3} \mid \boldsymbol{x}_{M B_{3}}^{\text {current }}\right) \\
& \vdots \\
x_{N}^{t+1} & \sim P\left(X_{N} \mid x_{1}^{t+1}, x_{2}^{t+1}, \cdots, x_{N-1}^{t+1}\right)=P\left(X_{N} \mid \boldsymbol{x}_{M B_{N}}^{\text {curent }}\right)
\end{aligned}
$$

Note that the order of nodes to be sampled is chosen randomly. Pseudocode for the Gibbs sampling is shown in Algorithm 2.2.

```
Algorithm 2.2 Sequential Gibbs Sampling
    for all \(t \in 1,2, \ldots, N\) do
        for all \(X_{i}\) do
            Sample \(X_{i}^{(t+1)} \sim P\left(X_{i} \mid \boldsymbol{x}_{M B_{i}}^{\text {current }}\right)\)
        end for
    end for
```

Figure 2.6 shows one round of Gibbs sampling. Many rounds are executed until certain termination condition is met. Section 4.1 will provide more details on termination condition in Gibbs sampling.


Figure 2.6: Illustration of Gibbs sampling steps in one round. (a) Initial state. (b)-(d) New node values are sampled sequentially, based on their Markov blankets (connected by red lines). (e) End of a sampling round.

The reason we can sample a node purely based on its neighbors is that, in a probabilistic graphical model, a variable is conditionally independent from all other variables, given its Markov blanket, as discussed in Section 2.1.

How do we use Gibbs sampling for inference tasks? Suppose that we are interested in $P(X, Y \mid \boldsymbol{E}=$ $\boldsymbol{e})$, the joint probability of $X$ and $Y$ given evidence $\boldsymbol{E}=\boldsymbol{e}$. When sampling, we fix random variable $\boldsymbol{E}$ to have value $\boldsymbol{e}$. After having enough samples, we can simply count the occurrences of $X$ and $Y$ in different joint states, and divide by the total number of samples, and use it as an approximation of $P(X, Y \mid \boldsymbol{E}=\boldsymbol{e})$. Assume we have $R$ independent samples, then

$$
\begin{gathered}
P(X=x, Y=y \mid \boldsymbol{E}=\boldsymbol{e})=\frac{\sum_{i}^{R} I\left(X_{i}=x, Y_{i}=y\right)}{R} \\
I(B)= \begin{cases}1, & \text { if } B=\text { true } \\
0, & \text { otherwise }\end{cases}
\end{gathered}
$$

### 2.4 Optical Flow

Optical flow algorithms measure the movement of objects and pixels between consecutive images in a temporal sequence [5,20]. Result of optical flow computation can be used in a wide range of tasks, including image segmentation [46, 47], 3D shape acquisition [43], perceptual organization [41], object recognition [48], and more. Many optical flow methods have been developed, such as differential methods Horn-Schunck in [20], Lucas-Kanade in [32], etc, region-based matching [2],
frequency-based methods [1] and phase-based methods [16].
As input to an optical flow algorithm, we are given two images $\boldsymbol{I}$ and $\boldsymbol{I}^{\prime}$. Each image consists of $N$ pixels: $\boldsymbol{I}=\left\{I\left(p_{i}\right)\right\}, i=1, \ldots, N$, where $I\left(p_{i}\right)$ is the pixel's intensity. A pixel $p$ is represented by its coordinates (e.g., $p=\left(p_{x}, p_{y}\right)$ for 2-D image). The output of an optical flow algorithm is a list of vectors $\boldsymbol{F}=\left\{F\left(p_{i}\right)\right\},\left(F\left(p_{i}\right)=\left(F_{x}\left(p_{i}\right), F_{y}\left(p_{i}\right)\right)\right.$ in 2-D image), corresponding to the movement of each pixel in the first image. For simplicity, we will use $F_{i}$ and $F\left(p_{i}\right)$ interchangeably.

For example, consider the images shown in Figure 2.7.


Figure 2.7: Optical flow examples. The input images (a) and (d) are two consecutive images overlaid on each other. Optical flows from the first to the second images are shown in colors ((b) and (e)), with the corresponding flow vector for each color shown in the color palette (c).

In the example, Figure 2.7 a shows two images of a car moving on a country road, overlaid on each other. The car moved a bit to the left side. The optical flow between the two images are shown in Figure 2.7b. Here, optical flow is represented by colors, and the corresponding flow matching each color can be found in the color palette in Figure 2.7c. For example, green color is on the left side of the palette, meaning the flow vector is pointing to the left. The section corresponding to
the car is green, meaning the pixels in this section moved leftwards. Other parts are red, meaning a movement to the right side, perhaps due to a shift in camera's angle.

In Figure 2.7d, a man is juggling balls. Most of the image is static, while the balls and hands have movements. The corresponding optical flow is shown in Figure 2.7e. Indeed, there are only very few movements in areas with bright colors, while most areas are black, meaning there are no movement.

The key assumption for existing optical flow methods is the invariance of pixel intensities, i.e., the pixels in the first image, after the movement, should have the same pixel intensity in the second image: $I^{\prime}(p+F(p))=I(p)$. An optical flow method tries to find an assignment of $\boldsymbol{F}$ such that the intensity assumption holds for every pixel. There are usually more than one way of doing the assignment, thus various optical flow methods impose different extra assumptions to help find the best optical flow.

## Chapter 3

## Probabilistic Optical Flow

In this chapter, we demonstrate how we can solve optical flow problems in a probabilistic setting, using Markov random fields. We first show a few intuitions in the general optical flow problem, then discuss how they can be expressed probabilistically. We formalize the algorithm as Probabilistic Optical Flow (POF), and show a few results of this method. Comparisons of our novel POF method with other optical flow methods will be presented in Chapter 6.

### 3.1 Intuition

Optical flow algorithms usually assume invariance of pixel intensity, meaning that the intensity of each pixel in the original image should be the same as the intensity of the corresponding pixel in the moved image. It is an assumption that does not hold in many situations, for example, when illumination condition changes or object surface direction changes. We can relax this assumption by assigning probablity to different flow vector values. For example, a flow vector that does not change pixel intensity has a higher likelihood, while one that changes intensity has a lower likelihood. The change in likelihood can be modeled as a function of change in intensity.

Consider the example in Figure 3.1. Here we are trying to find the optical flow from Image 1 to Image 2. For simplicity, both images are of 3 x 3 size, with 3 pixels on each edge. There is a black $2 \times 2$ square in the top left corner of Image 1, and it moved to the bottom right corner in Image 2. We can see the entire black square moved in bottom right direction for 1 pixel. The true


Figure 3.1: Illustration of probabilistic formulation of optical flow. The block square in Image 1 moved to bottom right corner in Image 2, with corresponding ground truth flow in (d). For each pixel, it can move to 8 of its neighbors, and stay in its current position.
optical flow is shown in Figure 3.1d. The true optical flow for the white section is unknown, and we marked them with question marks. When calculating optical flow, we are only interested in the flow for the black box.

Now, if we did not know the true flow, how many possible optical flow assignments are there? For simplicity, assume each pixel in Image 1 can only move 1 pixel (to its 8 neighboring pixels), or not move at all (shown in Figure 3.1c). Note that we allow pixels to move out of the image. Then, each pixel's optical flow has 9 possible assignments. Since there are 9 pixels, there are $9^{9}$ possible assignments, for this simple $3 x 3$ image. Finding the optimal optical flow involves finding the one "best" assignment from these $9^{9}$ possible assignments.

We denote all the pixels in Image 1 as $\boldsymbol{p} \equiv\left\{p_{i}\right\}, i=1, \ldots, 9$, and the corresponding optical flow as $\boldsymbol{F} \equiv\left\{F_{i}\right\}$. How do we tell whether one optical flow assignment is better than another?

There are several intuitions:

- Intensity: A pixel's intensity should not change, or change very little, after the movement.
- Distance: A pixel's movement should favor short distance moves over long distance moves.
- Neighbors: Neighboring pixels should move similar distances and in similar directions.

For the intensity intuition, traditional optical flow methods have made very tight assumptions, namely that pixel intensity does not change after movement. Ideally, in our method, we can still have flows that don't change intensities, but when necessary, allow for intensity changes.

The neighbor intuition is understandable: In an image, blocks of pixels usually represent the
same objects, and when the object moves, all pixels depicting it will move in a similar fashion. It also implies that optical flow at boundary of objects should be smooth, and not have sudden changes.

### 3.2 Probabilistic Optical Flow

With the above intuitions, we assign each optical flow instantiations a probability, with higher probability given to instantiations that satisfy the intuitions better. We wil call our method Probabilistic Optical Flow (POF).

First let us consider how to express intensity intuition. For a pixel $p_{i}$ in image $\boldsymbol{I}$ (the first image), the intensity of the pixel is $I\left(p_{i}\right)$. The optical flow vector corresponding to the pixel is $F\left(p_{i}\right)$, which we will denote as $F_{i}$ for conciseness. In a 2D image, a pixel $p$ is represented by its $x$ and $y$ coordinates: $p \equiv(x, y)$, and $F_{i}$ is a 2 -dimensional vector, $F_{i} \equiv\left(F_{x}, F_{y}\right)$. After the movement, the new position of the pixel in the second image $\boldsymbol{I}^{\prime}$ is now $p_{i}+F_{i}$, and thus the new intensity for that pixel is $I^{\prime}\left(p_{i}+F_{i}\right)$. The change in intensity can be represented as $\delta I=I^{\prime}\left(p_{i}+F_{i}\right)-I\left(p_{i}\right)$.

We wish to give higher probability to $F_{i}$ that results in smaller $\delta I$, and smaller probability for higher $\delta I$. Since we use a distribution to express our "belief" in how likely a flow vector takes different values, it is subjective and any distribution that gives higher probability to smaller $\delta I$ can be used. We will use Gaussian distribution to model this probability, shown in Equation 3.1.

Gaussian distribution is used here since it is part of exponential family and allows easy chaining of multiple probabilities within the family. The variance parameter $\alpha$ is used to control the sensitivity of the probability to intensity change. When $\alpha$ is big, changes in intensity has little impact in the probability, while when $\alpha$ is small, a small change in intensity can vary the probability a lot.

$$
\begin{align*}
P_{I}\left(F_{i} ; \boldsymbol{I}, \boldsymbol{I}^{\prime}\right) & \propto \exp \left(-\frac{\delta I^{2}}{\alpha^{2}}\right) \\
& \propto \exp \left(-\frac{\left(I^{\prime}\left(p_{i}+F_{i}\right)-I\left(p_{i}\right)\right)^{2}}{\alpha^{2}}\right) \tag{3.1}
\end{align*}
$$

Figure 3.2 shows the probability variation for different $\delta I$.


Figure 3.2: Probability distribution of flow value for different intensity changes for a pixel. The bigger intensity change, the less likely it will happen.

Then, we will continue with modeling based on distance intuition. We assign higher likelihood to shorter pixel movements, still using Gaussian distribution. The distance of pixel $p_{i}$ 's movement is $\left|F_{i}\right|$, thus:

$$
\begin{equation*}
P_{D}\left(F_{i} ; \boldsymbol{I}, \boldsymbol{I}^{\prime}\right) \propto \exp \left(-\frac{\left|F_{i}\right|^{2}}{\beta^{2}}\right) \tag{3.2}
\end{equation*}
$$

The variance parameter $\beta$ is used to control sensitivity to distance changes. Bigger $\beta$ gives more tolerance in distance changes.

The third intuition is about neighboring pixels: They should move in a similar fashion. We represent two neighboring pixels as $p_{i}$ and $p_{j}$, and denote the entire set of neighboring pixels as $\boldsymbol{E} \equiv\{(i, j)\}$ for all $p_{i}$ and $p_{j}$ that are adjacent in $\boldsymbol{I}$. Higher probability is assigned to flow values that are similar. Again, the variance parameter $\gamma$ is used to control sensitivity to difference in neighboring pixels' intensities:

$$
\begin{equation*}
P_{N}\left(F_{i}, F_{j} ; \boldsymbol{I}, \boldsymbol{I}^{\prime}\right) \propto \exp \left(-\frac{\left|F_{i}-F_{j}\right|^{2}}{\gamma^{2}}\right), \quad \forall(i, j) \in \boldsymbol{E} \tag{3.3}
\end{equation*}
$$

The joint distribution for all optical flow vectors $\boldsymbol{F}=\left\{F_{i}\right\}$ is a product of all the individual probability distributions, as seen in Equation 3.4:

$$
\begin{align*}
P\left(\boldsymbol{F} ; \boldsymbol{I}, \boldsymbol{I}^{\prime}\right) & =\frac{1}{Z} \prod_{i} P_{I}\left(F_{i} ; \boldsymbol{I}, \boldsymbol{I}^{\prime}\right) \cdot \prod_{i} P_{D}\left(F_{i} ; \boldsymbol{I}, \boldsymbol{I}^{\prime}\right) \cdot \prod_{(i, j) \in \boldsymbol{E}} P_{N}\left(F_{i}, F_{j} ; \boldsymbol{I}, \boldsymbol{I}^{\prime}\right) \\
& =\frac{1}{Z} \prod_{i} \exp \left(-\frac{\left(I^{\prime}\left(p_{i}+F_{i}\right)-I\left(p_{i}\right)\right)^{2}}{\alpha^{2}}\right) \cdot \prod_{i} \exp \left(-\frac{\left|F_{i}\right|^{2}}{\beta^{2}}\right) \cdot \prod_{(i, j) \in \boldsymbol{E}} \exp \left(-\frac{\left|F_{i}-F_{j}\right|^{2}}{\gamma^{2}}\right) \\
& =\frac{1}{Z} \exp \left(-\left(\sum_{i} \frac{\left(I^{\prime}\left(p_{i}+F_{i}\right)-I\left(p_{i}\right)\right)^{2}}{\alpha^{2}}+\sum_{i} \frac{\left|F_{i}\right|^{2}}{\beta^{2}}+\sum_{(i, j) \in \boldsymbol{E}} \frac{\left|F_{i}-F_{j}\right|^{2}}{\gamma^{2}}\right)\right) \tag{3.4}
\end{align*}
$$

Here, $Z$ is the normalization term,

$$
Z=\sum_{\boldsymbol{F}} \exp \left(-\left(\sum_{i} \frac{\left(I^{\prime}\left(p_{i}+F_{i}\right)-I\left(p_{i}\right)\right)^{2}}{\alpha^{2}}+\sum_{i} \frac{\left|F_{i}\right|^{2}}{\beta^{2}}+\sum_{(i, j) \in \boldsymbol{E}} \frac{\left|F_{i}-F_{j}\right|^{2}}{\gamma^{2}}\right)\right)
$$

The exponential form of probability distribution shown in Equation 3.4 can be represented more compactly using energy function, as the following:

$$
\begin{aligned}
P\left(\boldsymbol{F} ; \boldsymbol{I}, \boldsymbol{I}^{\prime}\right) & =\frac{1}{Z} \exp \left(-\left(\sum_{i} \frac{\left(I^{\prime}\left(p_{i}+F_{i}\right)-I\left(p_{i}\right)\right)^{2}}{\alpha^{2}}+\sum_{i} \frac{\left|F_{i}\right|^{2}}{\beta^{2}}+\sum_{(i, j) \in E} \frac{\left|F_{i}-F_{j}\right|^{2}}{\gamma^{2}}\right)\right) \\
& =\frac{1}{Z} \exp (-E(\boldsymbol{F}))
\end{aligned}
$$

Where

$$
\begin{equation*}
E(\boldsymbol{F})=\sum_{i} \frac{\left(I^{\prime}\left(p_{i}+F_{i}\right)-I\left(p_{i}\right)\right)^{2}}{\alpha^{2}}+\sum_{i} \frac{\left|F_{i}\right|^{2}}{\beta^{2}}+\sum_{(i, j) \in E} \frac{\left|F_{i}-F_{j}\right|^{2}}{\gamma^{2}} \tag{3.5}
\end{equation*}
$$

We can represent individual terms in the energy function as separate energy components:

$$
\begin{align*}
E(\boldsymbol{F}) & =\sum_{i} \frac{\left(I^{\prime}\left(p_{i}+F_{i}\right)-I\left(p_{i}\right)\right)^{2}}{\alpha^{2}}+\sum_{i} \frac{\left|F_{i}\right|^{2}}{\beta^{2}}+\sum_{(i, j) \in \boldsymbol{E}} \frac{\left|F_{i}-F_{j}\right|^{2}}{\gamma^{2}} \\
& =\sum_{i} E_{I}\left(F_{i}\right)+\sum_{i} E_{D}\left(F_{i}\right)+\sum_{(i, j) \in \boldsymbol{E}} E_{N}\left(F_{i}, F_{j}\right), \tag{3.6}
\end{align*}
$$

where

$$
\begin{align*}
E_{I}\left(F_{i}\right) & =\left(I^{\prime}\left(p_{i}+F_{i}\right)-I\left(p_{i}\right)\right)^{2} / \alpha^{2}  \tag{3.7}\\
E_{D}\left(F_{i}\right) & =\left|F_{i}\right|^{2} / \beta^{2}  \tag{3.8}\\
E_{N}\left(F_{i}, F_{j}\right) & =\left|F_{i}-F_{j}\right|^{2} / \gamma^{2} . \tag{3.9}
\end{align*}
$$

We will call these energy components intensity energy $\left(E_{I}\right)$, distance energy $\left(E_{D}\right)$ and neighbor energy $\left(E_{N}\right)$ respectively. Intensity energy and distance energy are defined on individual pixels, and neighbor energy is defined on pairs of pixels that are adjacent to each other, in Image $\boldsymbol{I}$. The factors corresponding to these energies are intensity factor $\phi_{I}$, distance factor $\phi_{D}$ and neighbor factor $\phi_{N}$.


Figure 3.3: Markov random field model and corresponding factor graph for POF.

Now we will use a probabilistic graphical model (PGM) representation of the distribution in Equation 3.4. As mentioned in Section 2.1, there are two types of probabilistic graphical models: Bayesian network (with directed edges) and Markov random fields (with undirected edges). Since in our probabilistic modeling of optical flow there is no clear causal dependency from one flow vector to another flow vector, we will use Markov random fields (MRF) as the representation. Figure 3.3a shows the MRF. Here, each pixel $p_{i}$ 's optical flow $F_{i}$ is a random variable (the nodes), and
neighboring pixels' flows are connected by edges. A fully annotated factor graph of the MRF is shown in Figure 3.3b.

### 3.3 Computing POF Using Gibbs Sampling

Now we modeled optical flow with a probability distribution $P\left(\boldsymbol{F} ; \boldsymbol{I}, \boldsymbol{I}^{\prime}\right)$. What we are interested in is to find out an optical flow assignment $\boldsymbol{f}^{*}$ that yields maximum probability, i.e., $\boldsymbol{f}^{*}=\boldsymbol{f}_{\text {MPE }}$. When we consider the energy function representation $P\left(\boldsymbol{F} ; \boldsymbol{I}, \boldsymbol{I}^{\prime}\right)=\frac{1}{Z} \exp (-E(\boldsymbol{F}))$, we want to find $\boldsymbol{f}^{*}$ that minimizes the energy $E(\boldsymbol{F})$ (Equation 3.6).

Consider, as input, we are given two images, each with $N$ pixels. For each pixel, assume it can move at most $d$ pixels (both horizontally and vertically), in integer values. It means the flow vector is discrete, and the total number of possible movements is $(2 d+1)^{2}$, as seen in Figure 3.4. Here the black pixel in the center can move to all the grey pixels, as well as stay in its original position, if the maximum moving distance is $d$. Thus, the total possible assignments for all pixels in an $N$ pixel image is $\left[(2 d+1)^{2}\right]^{N}=(2 d+1)^{2 N}$.


Figure 3.4: Possible movements of a pixel. It can stay in its current position, or move to neighbors within $d$ pixel's range.

With this exponentially many possible assignments, it is impractical to calculate $P\left(\boldsymbol{F} ; \boldsymbol{I}, \boldsymbol{I}^{\prime}\right)$ for all possible $\boldsymbol{f}$ and pick the optimal one. Even for a quite small case, $d=1, N=100$, there are
$2.66 \times 10^{95}$ values to compute, which is clearly infeasible for current technology.
We can turn to randomized methods, such as Gibbs sampling. With Gibbs sampling, we can perform a random walk in a probability space $P(\boldsymbol{F})$, with the goal of finding an optical flow instantiation $\hat{\boldsymbol{f}}$ such that $\hat{\boldsymbol{f}}$ approaches $\boldsymbol{f}^{*}=\operatorname{argmax}_{\boldsymbol{f}} P(\boldsymbol{f})$. Note that we are omitting the terms $\boldsymbol{I}, \boldsymbol{I}^{\prime}$ from now on to simplify notations.

To be able to use Gibbs sampling, we need to be able to sample $F_{i}$ given its Markov blanket $\boldsymbol{F}_{M B_{i}}$. For Markov random field, a random variable's Markov blanket is its immediate neighbors, $\boldsymbol{F}_{M B_{i}}=\left\{F_{j}\right\},(i, j) \in \boldsymbol{E}$. Thus, the probability of $F_{i}$ is

$$
\begin{align*}
P\left(F_{i} \mid \boldsymbol{f}_{M B_{i}}\right) & =\frac{1}{Z_{i}} P_{I}\left(F_{i}\right) \cdot P_{D}\left(F_{i}\right) \cdot \prod_{(i, j) \in \boldsymbol{E}} P_{N}\left(F_{i}, f_{j}\right) \\
& =\frac{1}{Z_{i}} \exp \left(-\frac{\left(I^{\prime}\left(p_{i}+F_{i}\right)-I\left(p_{i}\right)\right)^{2}}{\alpha^{2}}-\frac{\left|F_{i}\right|^{2}}{\beta^{2}}-\sum_{(i, j) \in \boldsymbol{E}} \frac{\left|F_{i}-f_{j}\right|^{2}}{\gamma^{2}}\right) \tag{3.10}
\end{align*}
$$

We can apply Equation 3.10 directly to the Gibbs sampling algorithm: First we initialize flow vectors $\boldsymbol{F}$ randomly, then in each round $t$, sample new flow vectors $\boldsymbol{f}^{t}$ based on the current values of their 4 neighbors, using Equation 3.10. We keep sampling until there is no improment in $P(\boldsymbol{f})$ for certain amount of rounds, then return the sample $\hat{\boldsymbol{f}}$ with highest probability as an estimate of $\boldsymbol{f}^{*}$. The pseudocode is presented in Algorithm 3.1.

```
Algorithm 3.1 POF: Computing Probabilistic Optical Flow with Gibbs Sampling
Input: Image \(\boldsymbol{I}\), Image \(\boldsymbol{I}^{\prime}, \alpha, \beta, \gamma\), observe rounds \(R\)
Output: Optical flow \(\hat{\boldsymbol{f}}\)
    Initialize \(\boldsymbol{f}^{0}: \forall i, f_{i}{ }^{0}=(0,0) ; \hat{\boldsymbol{f}}=\boldsymbol{f}^{0} ; \hat{t}=0\); Round \(t=1 ;\)
    repeat
        for all \(F_{i} \in \boldsymbol{F}\) do
            Sample \(f_{i}^{t} \sim P\left(F_{i} \mid \boldsymbol{f}_{M B_{i}}\right)\{\) Refer to Equation 3.10\}
        end for
        if \(E\left(\boldsymbol{f}^{t}\right)<E(\hat{\boldsymbol{f}})\) then
            \(\hat{\boldsymbol{f}}=\boldsymbol{f}^{t} ; \hat{t}=t\)
        end if
        \(t=t+1\)
    until \(t-\hat{t}>R\)
    return \(\hat{\boldsymbol{f}}\)
```

The sampling process of one round can be seen in Figure 3.5.

(a)

(b)

(c)

(d)

(e)

Figure 3.5: Illustration of Gibbs sampling steps in one round for optical flow MRF. (a) Initial state. (b)-(d) New flow values are sampled sequentially; The node currently being sampled is red and has red neighboring edges. (e) End of a sampling round; Node F9 in the bottom right corner is the last one to be sampled.

An example of sampling one flow vector is shown in Figure 3.6. In Figure 3.6a, two input images are shown. The dark $3 \times 3$ rectangle moved from top left corner in Image 1 to bottom right corner in Image 2. Assume we are just starting with the sampling, and all flow vectors are initialized as $F_{i, j}=(0,0)$. Now, if we sample the next value for $F_{3,3}$ (the pixel in the center), what is $P\left(F_{3,3}\right)$ ?


Figure 3.6: Illustration of sampling one flow vector. The dark rectangle in Image 1 moved from top left corner to bottom right corner in Image 2. The probability of pixel $(3,3)$ to move to each pixel is shown in (b).

In Figure 3.6b, the probability of each possible movement desitination for $F_{3,3}$ is shown, computed using $\alpha=5, \beta=10, \gamma=10$. Because of intensity energy's constraint (Equation 3.7), probability for the pixel to move to $X \geq 3, Y \geq 3$ is bigger than moving to other pixels. Also,
probability is highest in the center $(3,3)$, and drops for surrounding pixels. The first reason is due to distance energy (Equation 3.8), moving to a pixel closer to $(3,3)$ has higher probability than moving to a further pixel. Then, since all flow vectors are currently $F_{i, j}=(0,0)$, the flow vector $F_{3,3}$ has higher probability for staying as $F_{3,3}=(0,0)$, since that minimizes the neighbor energy.

### 3.4 Examples of Running POF

In this section we show a few examples of running our probabilistic optical flow method. Extensive experiments and results will be presented in Chapter 6.


Figure 3.7: Running POF on synthetic images. The bright rectangle in top left corner moved in bottom right direction, with slight dimming. The bottom rectangle moved leftwards and became brighter. The POF flow (f) captured the true flow (e), with smoothing flow between objects.

In Figure 3.7, we apply the POF method on a pair of synthetic images. The first image, in Figure 3.7a, consists of two bright rectangles with different intensity levels. In the second image (see Figure 3.7 b ), both rectangles moved and changed their intensity levels. The ground truth optical flow is shown, with black section representing areas where the true flow is unknown. From the POF
result in Figure 3.7f, we can see it correctly found out true flow for most pixels. Additionally, the flow connects areas between two rectangles with smooth transition.

In Figure 3.8, we use images of the left ventricle of a patient, from York University's Cardiac MRI dataset ${ }^{1}$ [3]. The dataset contains cardiac MR images acquired from 33 patients, each patient's sequence consisting of 20 frames and 8-15 slices along the long axis, for a total of 7980 images. The input Image 1 corresponds to patient 3 , slice 5 , at time frame 1 . The dataset does not have ground truth flows between images, thus we manually created a ground truth flow (Figure 3.8e), and applied it on Image 1, to create Image 2. The result of POF running on Image 1 and Image 2 is shown in Figure 3.8f. We applied the POF's optical flow result on Image 1, and generated interpolated image Figure 3.8c. As can be seen, the interpolated image is almost identical to input Image 2. More detailed experiment descriptions using cardiac images will be presented in experiment Section 6.1.6.


Figure 3.8: Running POF on cardiac images. Image 1 is taken from York dataset, patient 3, slice 5 at time frame 1. Image 2 is generated by applying manually created ground truth flow (e) to Image 1.
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### 3.5 Conclusion of the Chapter

We presented a probabilistic model of optical flow, and showed how to use Gibbs sampling to compute an approximate optimal flow assignment. This model is first presented in [39]. We also showed a couple of experiments where we applied POF to input images. Ideas of forumulating optical flow using a probability can also be found in [15].

In our POF method, we use three different energies to constrain flow values, namely intensity, distance, and neighbor energies. The POF method is robust to changing pixel intensity, results in consistent flow values among neighboring pixels and within tracked objects, and yields smooth transitions along object boundaries. Formulating optical flow in a probabilistic setting also enables adding more constraints on flow values, should the need arise.

However, we have not mentioned the speed of running POF method. Actually, compared to several other numerical and deterministic optical flow algorithms, such as [12, 13, 20], the POF method is very slow. Fortunately there are many different ways to speed up Gibbs sampling, which is the primary component of POF method. We will discuss general ways to speed up Gibbs sampling in Chapter 4, and how to parallelize Gibbs sampling in Chapter 5 . We will apply the techniques discussed in those chapters to our POF method, and present the experimental results in Chapter 6.

## Chapter 4

## Speeding Up Gibbs Sampling

In this chapter, we look into ways to make Gibbs sampling run faster, in other words, converge faster. We will first explain what "convergence" is, then discuss three different ways to have faster convergence: Clever initialization, blocking, and simulated annealing. We will discuss how these methods can be applied to our POF algorithm, when applicable.

There is another very important aspect of having faster convergence: Parallelization. We will separate it into Chapter 5.

### 4.1 Convergence in Gibbs Sampling

When we are doing Gibbs sampling, we are trying to get samples from an unknown probability space, and use them as an approximation of the probability space. For example, consider a 2 dimensional probability space $P(X, Y)$, depicted in Figure 4.1.

There are several peaks in the probability space, representing highly likely regions for $(X, Y)$. Ideally, in our samples, we have samples drawn evenly from the probability space, so that we have a good understanding of the probability distribution.

Consider another simpler example. In Figure 4.2, we show the probability space for a simple 2-dimensional normal distribution $P(X, Y) \sim \mathcal{N}(\mu, \Sigma)$.

In Gibbs sampling, we typically don't know the entire joint probability, but only the conditional


Figure 4.1: Probability space for random distribution $P(X, Y)$


Figure 4.2: Probability space for 2-dimensional normal distribution $P(X, Y)$
probabilities. In this case, assume $P(X, Y)$ is unknown, but only $P(X \mid Y)$ and $P(Y \mid X)$ are known. Drawn as a Markov random field, we have the following 2-node MRF in Figure 4.3.

In this simple MRF, one round of Gibbs sampling involve sampling two nodes $X$ and $Y$ sequentially. Assume we start from an initial state of $\left(x_{0}, y_{0}\right)=(0,0)$. When $Y=0, P(X \mid Y=0)$ is a 1-dimensional normal distribution, centered somewhere around $X=2$ (See heat map in Figure 4.2 b ). Thus when we sample $X$, it will be more likely to have a value closer to 2 . Let's say the sampled value is 2.3 . Then, we use this new value to sample $Y$. Still based on the heat map, $P(Y \mid X=2.3)$ is a 1-dimensional normal distribution, centered somewhere around $Y=2$. Let's say $Y$ is sampled to be 1.8 .


Figure 4.3: MRF for 2-dimensional normal distribution $P(X, Y)$

Now we finished the first round of sampling, and have the sample $\left(x_{1}, y_{1}\right)=(2.3,1.8)$. We continue using this new value for the next round of sampling. Since the value is closer to the mean of the $P(X, Y)$, the next sample will have a even higher chance of being close to the center. We illustrated the possible sampling process in Figure 4.4.


Figure 4.4: Gibbs sampling process for two dimensional normal distribution. Starting from initial state $\left(x_{0}, y_{0}\right)$, each dimension is sampled sequentially, conditioned on the current value of the other dimension. After a few iterations, the sample $\left(x_{2}, y_{2}\right)$ is drawn from the more likely probability space.

As can be seen, the samples are gradually drawn from region with higher likelihood. To be able to monitor the sampling process, we can plot the $\log$ likelihoods of the samples, that is, $\log P(X, Y)$. It is shown in Figure 4.5.

Initially, since we randomly picked a sample $\left(x_{0}, y_{0}\right)=(0,0)$, the $\log$ likelihood is very low. As we continue sampling, each new sample is sampled from a region with higher likelihood, thus the log likelihoods keep improving. In the end, when there is no more improvement to make, the log likelihood plateaus at certain level, with fluctuations.

The plateau we observed in the $\log$ likelihood plot is what we call "convergence" in Gibbs


Figure 4.5: Log likelihood of Gibbs sampling process for two dimensional normal distribution
sampling. When sampling converged, we know that the random walk has gone through large portion of the probability space, and the samples can be said to be independent of the initial sample we used as input. Note that the notion of "convergence" is heuristic. There is no concrete definition of convergence, and thus there is no scientifically proven way to detect when a sampling chain has converged.

Another thing to note is that in a probability distribution with multiple "peaks", i.e., highly likely regions (as in Figure 4.1), the samples may be drawn from just one of the many peaks. In this case the plateau we observed may not represent a real convergence, since the sample chain has not traversed a large enough region of the probability space, and samples cannot be seen as a truthful representation of the distribution. Convergence in this kind of distribution is harder to determine than a distribution with a single peak, since we cannot tell whether the plateau comes from one of many peaks, or a single peak. One way to counter such a problem is to extend the sampling for certain period after a plateau is reached, and see if the samples display big change in likelihoods. If there is, then it might be because the sample chain is transitioning from one peak to another peak, in which case we should keep the sampling run longer. Another way to detect a fake convergence, is by running multiple sample chains in parallel, and see if the log likelihood curves converge to the same value.

### 4.2 Initialization

In Figure 4.4, we started with a random sample $\left(x_{0}, y_{0}\right)=(0,0)$. This sample is randomly chosen, and is quite far from the center of the distribution. This led to the slow start in log likelihood convergence in Figure 4.5.

If we started somewhere near the mean of the normal distribution, the log likelihood of the samples would have started right from a high value, leading to a faster convergence.

Thus, when doing Gibbs sampling, one way of having a faster convergence, is doing better initialization. We want to choose initial samples close to regions with high probability mass, so that later samples can be sampled from that region directly.

In the Gibbs sampling process of POF algorithm (Section 3.3), currently we are initializing the optical flows with all 0's (Algorithm 3.1 line 1). In order to have a faster convergence, we would like to initialize with flow values that have higher likelihoods. One way to find such an initialization is to use results from some other optical flow algorithms. The reason is, an optical flow assignment another optical flow algorithm believes to be a good fit for the input images should have higher likelihood in our POF model than a random flow assignment. Of course, the time spent on the other optical flow algorithm to find an initial sample as input to POF should be relatively short, and the flow result has to "fit" into POF algorithm, i.e., has a high likelihood in the POF model. The question is, which optical flow algorithm's result has this property, and how fast can it generate such a result? We will experiment with using results from different optical flow methods in Section 6.3 , and see how they improve the POF runtime.

### 4.3 Block Gibbs Sampling

Another way to speed up Gibbs sampling, is to sample nodes jointly, i.e, doing block Gibbs sampling.

### 4.3.1 Motivation

We will use another normal distribution to illustrate the motivation.

Consider a two dimensional normal distribution $P(X, Y) \sim \mathcal{N}(\mu, \Sigma)$ shown in Figure 4.6a. As can be seen, the two dimensions are highly correlated.

(a) Highly correlated two dimensional normal distribution

(b) Gibbs sampling process

Figure 4.6: Gibbs sampling in highly correlated two dimensional normal distribution

If we start sampling from $\left(x_{0}, y_{0}\right)=(-2,-2)$, it will take many sampling rounds for the sample chain to reach the center, which is depicted in Figure 4.6b.

The convergence for this sampling process is very slow. Since the variables are highly correlated, when we fix one variable and sample another, it will have very small changes in its sampled value, thus the sampling is "stuck" in a local region.

If we sample the highly correlated variables jointly, in this example, sample $(x, y) \sim \mathcal{N}(\mu, \Sigma)$, the correlation problem can be solved.

In PGM with large number of random variables, sampling all variables jointly will be impractical, and we have to sample small groups of random variables in the hope that they can bring the sampling chain out of those "local" regions quickly. This is exactly the definition of block Gibbs sampling.

Another way to understand why sampling blocks of random variables is better, is to consider state coverage. Assume we have a 10 node PGM, each node with 2 possible states, then the entire graph will have $2^{10}=1024$ states. If we sample each node sequentially, each time we can
transition from one state to two possible states. However, if we jointly sample 5 nodes, each time we can transition to $2^{5}=32$ possible states, thus greatly speeding up the sampling.

The general framwork of doing block Gibbs sampling is shown in Algorithm 4.1. In Figure 4.7, we illustrate block Gibbs sampling process. Compare it with Figure 2.6 of regular Gibbs sampling on page 20 .

```
Algorithm 4.1 Block Gibbs Sampling General Framework
    for all \(t \in 1,2, \ldots, N\) do
        Decide on blocks \(\boldsymbol{B}=\left\{B_{i}\right\}, B_{i}=\boldsymbol{X}_{B_{i}}, \cup_{i} \boldsymbol{X}_{B_{i}} \subseteq \boldsymbol{X}\)
        for all \(B_{i}\) do
            Jointly sample \(\boldsymbol{X}_{B_{i}}^{(t+1)} \sim P\left(\boldsymbol{X}_{B_{i}} \mid \boldsymbol{x}_{M B_{B_{i}}}^{\text {current }}\right)\)
        end for
        for all \(X_{i} \in \boldsymbol{X}-\cup_{j} \boldsymbol{X}_{B_{j}}\) do
            Sample \(X_{i}^{(t+1)} \sim P\left(X_{i} \mid \boldsymbol{x}_{M B_{i}}^{\text {current }}\right)\)
        end for
    end for
```



Figure 4.7: Illustration of block Gibbs sampling in two rounds. (a) Initial graph. (b) Round 1 blocking. (c)-(f) Round 1 sampling of blocks, conditioned on current values of the blocks' Markov blanket (red edges). (g) Round 2 blocking. (h)-(i) Round 2 sampling of blocks. (j) Sampling individual nodes not in blocks.

Given a PGM (Figure 4.7a), at the beginning of each round, the blocking is determined (Figure $4.7 \mathrm{~b}, 4.7 \mathrm{~g}$ ). They don't need to include the entire set of random variables (such as in Figure 4.7 g ). Then, each block is sampled, conditioned on nodes in its Markov blanket. If there are any variables not included in blocks, they are sampled individually just as in regular Gibbs sampling.

What is a Markov blanket for a block? In Section 2.1 Page 11, we defined the Markov blanket of a single random variable $X$ : It is the minimum set of random variables $\boldsymbol{X}_{M B_{X}}$ given which $X$ is conditionally independent of all other random variables $\boldsymbol{X}-\{X\}-\boldsymbol{X}_{M B_{X}}$. The Markov blanket for a group of variables $\boldsymbol{X}_{B}$ has a similar definition: It is the minimum set of random variables $\boldsymbol{X}_{M B_{X_{B}}}$ given which $\boldsymbol{X}_{B}$ is conditionally independent of all other random variables $\boldsymbol{X}-\boldsymbol{X}_{B}-\boldsymbol{X}_{M B_{X_{B}}}$, as in Equation 4.1.

$$
\begin{equation*}
P\left(\boldsymbol{X}_{B} \mid \boldsymbol{X}_{M B_{\boldsymbol{X}_{B}}}\right)=P\left(\boldsymbol{X}_{B} \mid \boldsymbol{X}_{M B_{\boldsymbol{X}_{B}}}, \boldsymbol{X}-\boldsymbol{X}_{B}-\boldsymbol{X}_{M B_{\boldsymbol{X}_{B}}}\right) \tag{4.1}
\end{equation*}
$$

A graphical representation of a block's Markov blanket is shown in Figure 4.8. The black nodes are nodes in the block, and the grey ones are nodes in the Markov blanket.


Figure 4.8: Markov blanket of a block in MRF graph

### 4.3.2 Sampling a Block Jointly

Now, how do we sample nodes in a block jointly? The most straightforward way is to compute the joint distribution for all possible states and sample from the joint distribution. However, the number of possible states of a block is exponential to number of nodes in the block, making it computationally infeasible.

We can sample with the help of junction tree algorithm. Details of junction tree algorithm is
shown in Algorithm 2.1. In junction tree algorithm, the original input PGM $G(\boldsymbol{X}, \boldsymbol{E}, \boldsymbol{\phi})$ is first converted to a clique tree $\mathcal{T}\left(\boldsymbol{C}_{\mathcal{T}}, \boldsymbol{E}_{\mathcal{T}}\right)$, where $\boldsymbol{C}_{\mathcal{T}}=\left\{C_{i}\right\}$ is the node set consisting of maximal cliques, and $\boldsymbol{E}_{\mathcal{T}}$ is the edge set. Each clique $C_{i}$ consists of a subset of random variables $\boldsymbol{X}_{C_{i}}$ in the input PGM, i.e., $\boldsymbol{X}_{C_{i}} \subseteq \boldsymbol{X}$. The value of the clique $\psi_{i}\left(\boldsymbol{X}_{C_{i}}\right)$ is computed by multiplying all factors contained in the clique, i.e., $\psi_{i}\left(\boldsymbol{X}_{C_{i}}\right)=\prod_{j: \boldsymbol{X}_{\phi_{j}} \subseteq \boldsymbol{X}_{C_{i}}} \phi_{j}\left(\boldsymbol{X}_{\phi_{j}}\right)$. The clique values are "caliberated" through message passing. The caliberated clique values, denoted as $\beta_{i}\left(\boldsymbol{X}_{C_{i}}\right)$, is proportional to the marginal distribution of nodes in the clique, i.e.,

$$
\begin{equation*}
\beta_{i}\left(\boldsymbol{X}_{C_{i}}\right) \propto \sum_{\boldsymbol{X}_{-\boldsymbol{X}_{C_{i}}}} P(\boldsymbol{X}) . \tag{4.2}
\end{equation*}
$$

The unnormalized joint distribution of the PGM, denoted as $\tilde{P}(\boldsymbol{X})$, can be shown as Equation 4.3 (see proof in [29]):

$$
\begin{equation*}
\tilde{P}(\boldsymbol{X})=\frac{\prod_{i} \beta_{i}\left(\boldsymbol{X}_{C_{i}}\right)}{\prod_{(i, j) \in \boldsymbol{E}_{\mathcal{T}}} \mu_{i, j}\left(\boldsymbol{X}_{\mu_{i, j}}\right)} \tag{4.3}
\end{equation*}
$$

Here $\mu_{i, j}$ is the separator of $C_{i}$ and $C_{j}$. It includes variables that are common to $C_{i}$ and $C_{j}$, i.e., $\boldsymbol{X}_{\mu_{i, j}}=\boldsymbol{X}_{C_{i}} \cap \boldsymbol{X}_{C_{j}}$, and the value of the separator is the marginalization of the common variables:

$$
\begin{equation*}
\mu_{i, j}\left(\boldsymbol{X}_{\mu_{i, j}}\right)=\sum_{\boldsymbol{X}_{C_{i}}-\boldsymbol{X}_{\mu_{i, j}}} \beta_{i}\left(\boldsymbol{X}_{C_{i}}\right)=\sum_{\boldsymbol{X}_{C_{j}}-\boldsymbol{X}_{\mu_{i, j}}} \beta_{i}\left(\boldsymbol{X}_{C_{j}}\right) \tag{4.4}
\end{equation*}
$$

To jointly sample all variables in the junction tree, we can do a backward sampling of cliques in the junction tree. Since the cliques form a tree, we pick a random clique as the root clique $C_{r}$. Then, for each remaining clique $C_{i}$, we denote $C_{P A_{i}}$ as its parent clique. Each clique, except for the root clique, will have exactly one parent clique. We can re-write the joint distribution in Equation 4.3 using the new notation:

$$
\begin{align*}
\tilde{P}(\boldsymbol{X}) & =\frac{\prod_{i} \beta_{i}\left(\boldsymbol{X}_{C_{i}}\right)}{\prod_{(i, j) \in \boldsymbol{E}_{\mathcal{T}}} \mu_{i, j}\left(\boldsymbol{X}_{\mu_{i, j}}\right)} \\
& =\beta_{r}\left(\boldsymbol{X}_{C_{r}}\right) \frac{\prod_{i} \beta_{i}\left(\boldsymbol{X}_{C_{i}}\right)}{\prod_{i} \mu_{i, P A_{i}}\left(\boldsymbol{X}_{\mu_{i, P A_{i}}}\right)} \\
& =\beta_{r}\left(\boldsymbol{X}_{C_{r}}\right) \prod_{i} \frac{\beta_{i}\left(\boldsymbol{X}_{C_{i}}\right)}{\mu_{i, P A_{i}}\left(\boldsymbol{X}_{\mu_{i, P A_{i}}}\right)} \\
& =\beta_{r}\left(\boldsymbol{X}_{C_{r}}\right) \prod_{i} \frac{\beta_{i}\left(\boldsymbol{X}_{C_{i}}\right)}{\sum_{\boldsymbol{X}_{C_{i}}-\boldsymbol{X}_{C_{P A_{i}}}} \beta_{i}\left(\boldsymbol{X}_{C_{i}}\right)} \tag{4.5}
\end{align*}
$$

As shown in Equation 2.8, $\beta_{i}\left(\boldsymbol{X}_{C_{i}}\right)$ is the unnormalized marginal probability of $\boldsymbol{X}_{C_{i}}$, i.e., $\beta_{i}\left(\boldsymbol{X}_{C_{i}}\right)=Z_{i} P\left(\boldsymbol{X}_{C_{i}}\right)$, where $Z_{i}=\sum_{\boldsymbol{X}_{C_{i}}} \beta_{i}\left(\boldsymbol{X}_{C_{i}}\right)$. Plugging it to Equation 4.5, we get

$$
\begin{align*}
\tilde{P}(\boldsymbol{X}) & =\beta_{r}\left(\boldsymbol{X}_{C_{r}}\right) \prod_{i} \frac{\beta_{i}\left(\boldsymbol{X}_{C_{i}}\right)}{\sum_{\boldsymbol{X}_{C_{i}}-\boldsymbol{X}_{C_{P A_{i}}}} \beta_{i}\left(\boldsymbol{X}_{C_{i}}\right)} \\
& =\beta_{r}\left(\boldsymbol{X}_{C_{r}}\right) \prod_{i} \frac{Z_{i} P\left(\boldsymbol{X}_{C_{i}}\right)}{\sum_{\boldsymbol{X}_{C_{i}}-\boldsymbol{X}_{C_{P A_{i}}}} Z_{i} P\left(\boldsymbol{X}_{C_{i}}\right)} \\
& =\beta_{r}\left(\boldsymbol{X}_{C_{r}}\right) \prod_{i} \frac{P\left(\boldsymbol{X}_{C_{i}}\right)}{\sum_{\boldsymbol{X}_{C_{i}}-\boldsymbol{X}_{C_{P A_{i}}}} P\left(\boldsymbol{X}_{C_{i}}\right)} \\
& =\beta_{r}\left(\boldsymbol{X}_{C_{r}}\right) \prod_{i} P\left(\boldsymbol{X}_{C_{i}}-\boldsymbol{X}_{C_{P A_{i}}} \mid \boldsymbol{X}_{C_{i}} \cap \boldsymbol{X}_{C_{P A_{i}}}\right) \tag{4.7}
\end{align*}
$$

If we replace $\beta_{r}$ by its normalized version, we get the joint normalized distribution:

$$
\begin{equation*}
P(\boldsymbol{X})=P\left(\boldsymbol{X}_{C_{r}}\right) \prod_{i} P\left(\boldsymbol{X}_{C_{i}}-\boldsymbol{X}_{C_{P A_{i}}} \mid \boldsymbol{X}_{C_{i}} \cap \boldsymbol{X}_{C_{P A_{i}}}\right) \tag{4.8}
\end{equation*}
$$

This means that we can first sample nodes in the root clique $C_{r}$, then, sample nodes that are
adjacent to the root clique, conditioned on the sampled values of nodes in the root clique. We keep sampling downstream cliques conditioned on sampled values from upstrea cliques, until all nodes are sampled. The whole sampled values will obey the distribution of $P(\boldsymbol{X})$.

The above junction tree sampling algorithm is summarized in Algorithm 4.2.

```
Algorithm 4.2 JTA-SAMPLE: Junction Tree Sampling Algorithm
Input: PGM \(G(\boldsymbol{X}, \boldsymbol{E}, \boldsymbol{\phi})\)
Output: Sample \(\boldsymbol{x}\)
    \(\left(\mathcal{T}\left(\boldsymbol{C}_{\mathcal{T}}, \boldsymbol{E}_{\mathcal{T}}\right),\left\{\beta_{i}\left(\boldsymbol{X}_{C_{i}}\right)\right\}\right) \leftarrow \mathrm{JTA}(G(\boldsymbol{X}, \boldsymbol{E}, \boldsymbol{\phi}))\) \{Algorithm 2.1\}
    Pick a random clique from \(\boldsymbol{C}_{\mathcal{T}}\) and set as root clique \(C_{r}\)
    Initialize unsampled clique set \(\boldsymbol{C}_{U} \leftarrow \boldsymbol{C}_{\mathcal{T}}\)
    Sample \(\boldsymbol{x}_{C_{r}} \sim \beta_{r}\left(\boldsymbol{X}_{C_{r}}\right)\)
    \(\boldsymbol{C}_{U} \leftarrow \boldsymbol{C}_{U}-\left\{C_{r}\right\}\)
    while \(\exists C_{i} \in C_{U}\) AND \(C_{P A_{i}} \notin C_{U}\) do
        Sample \(\left(\boldsymbol{x}_{C_{i}}-\boldsymbol{x}_{C_{P A_{i}}}\right) \sim \beta_{i}\left(\boldsymbol{X}_{C_{i}}-\boldsymbol{X}_{C_{P A_{i}}} \mid \boldsymbol{x}_{C_{P A_{i}}}\right)\)
        \(\boldsymbol{C}_{U} \leftarrow \boldsymbol{C}_{U}-\left\{C_{i}\right\}\)
    end while
    return \(\boldsymbol{x}\)
```


### 4.3.3 Previous Work

There are a few existing works exploring the blocking of Gibbs sampling. Jensen et al. first introduced the concept of blocking to Gibbs sampling in [21]. In their method, they propose to first put all nodes in a single block, and gradually trim down nodes so that the joint sampling of nodes in the block is computationally feasible. They try to make the block as large as possible to fully take advantage of speed of joint sampling.

Later, Joseph [19] proposed a way to construct multiple "splashes" of nodes: Starting from a certain number of empty blocks, symultaneiously add new nodes to the splashes, using heuristics to select the best nodes to be added. This method is designed for parallel computing, where each of the block is given to a separate computation unit and sampled simultaneously.

Deepak et al. [45] presented a way to do dynamic blocking and collapsing for Gibbs sampling. Their algorithm periodically updates partitioning into blocked and collapsed variables by leveraging correlation statistics gathered from generated samples and enables rapid mixing. They try to find the best way to both block variables and collapse them, by using scoring functions, and cast it as
a multi-objective optimization problem. They use Hellinger distance to compute distance between $P\left(X_{i}, X_{j}\right)$ and $P\left(X_{i}\right) P\left(X_{j}\right)$ and use it as a meatric of correlation between $X_{i}$ an $X_{j}$.

With several blocking methods proposed, what is the best way of blocking variables? Also, when we later would like to apply parallelization to sampling individual blocks, what is the appropriate size of each block, and what is the proper number of blocks? Since we are using junction tree algorithm to sample the nodes in the blocks, what is the proper treewidth for each block?

### 4.3.4 Generating Blocks

Now we come to the first question: What is the best way of blocking variables? We have discussed that we want to jointly sample variables that are tightly coupled, or in other words, highly correlated. When the variables are highly correlated, when sampling one variable, the possible results will come from a small section from its entire possible choices.

Still using the two variable distribution example in Figure 4.6a. When we don't know $Y$, the choice of $X$ range in a broad region. When $Y$ is fixed, the possible choice of $X$ is limited to a small region. This is depicted in Figure 4.9.


Figure 4.9: Distribution of one dimension of two dimensional normal distribution. The marginal distribution $P(X)$ has a more even distribution across all possible values than the conditional distribution $P(X \mid Y=2)$.

To be able to tell $X$ and $Y$ are highly correlated assuming we did not know the true underlying joint distribution of these two variables, we can compare the ratio of the conditional probability
of $X$ given $Y$ to the marginal probability of $X$, and see how much they differ. There are two situations: 1) The conditional probability is much bigger than the marginal. 2) The conditional is much smaller than the marginal. Both situations signal a high correlation between the two variables. This is depicted in Figure 4.10.


Figure 4.10: Symptoms of high correlation between two variables. When the conditional distribution of one variable differs a lot from its marginal distribution, it may be due to high correlation.

To be able to quantitively measure correlation, we propose a correlation score $C_{X \mid Y}$ for correlation $X$ to $Y$, as defined in Equation 4.9.

$$
\begin{equation*}
C_{X \mid Y}=\left|\log \frac{P(X \mid Y)}{P(X)}\right| \tag{4.9}
\end{equation*}
$$

We are taking an absolute logarithm of the ratio between conditional and marginal probability, which allows fair comparison of both when conditional is much larger or much smaller than marginal probability.

We can extend Equation 4.9 to a block of nodes $\boldsymbol{X}_{B}$, as in Equation 4.10:

$$
\begin{equation*}
C_{X \mid X_{B}-\{X\}}=\left|\log \frac{P\left(X \mid \boldsymbol{X}_{B}-\{X\}\right)}{P(X)}\right| \tag{4.10}
\end{equation*}
$$

Note that the correlation measure can only be computed when the variables being conditioned on are fixed on certain values, such as $Y=2$ in Equation 4.9.

Except for the correlation score we proposed, there are other ways to find out if one variable
is correlated with a set of variables. We can compute mutual information between two variables to determine how much information one can tell about one variable, based on knowledge about another variable, and use it as approximation of correlation. We can also use symptoms of high correlation, such as slow transition in a variable's state, to detect blocks. We will implement some of the methods and compare how they perform in block Gibbs sampling.

### 4.3.5 Time to Generate Blocks

Another thing to think about when implementing block Gibbs sampling, is the time to generate the blocks. If we choose to generate the blocks before sampling starts (call it static blocking), we will have to completely rely on information given by the factors of the PGM. For example, to compute $C_{X \mid \boldsymbol{X}_{B}-\{X\}}$, we will need to compute $P\left(X \mid \boldsymbol{X}_{B}-\{X\}\right)$ and $P(X)$. When the block size increases, the computation of $P\left(X \mid \boldsymbol{X}_{B}-\{X\}\right)$ grows exponentially. Computing $P(X)$ is even harder, since that involves integrating out all other random variables.

We can also try to compute the blocks after we have some initial samples, after which we have some insights to the distribution. We call it dynamic blocking. For example, say one variable $X$ has 10 possible values, but in the first 10 samples $X$ has only 1 sampled value, then probably we can put $X$ into a larger block and sample them jointly to make $X$ transition to other states faster. Also, after having some initial samples, we can use them as an approximation of the underlying distribution, and compute the correlation measures using these samples directly. For example, to compute $P(X=x \mid Y=y)$, we can simply count the co-occurrences of $(X=x, Y=y)$, and divide by the number of times $Y=y$. Computing the measures in such a heuristic way may not yield accurate results, but they are very fast to compute, and are able to provide insight into correlation status.

In our experiment, we will focus on finding the blocks dynamically, at the beginning of each sampling round.

### 4.3.6 Number and Size of Blocks

When we are generating the blocks, we need to control the number of blocks, as well as the size of them. The number of blocks will affect how we can parallelize the computation, and the size of a block affects the time and resource required for jointly sampling the block. There are several possible strategies:

- Generate very few blocks, with huge sizes. The most extreme example of this is Jensen's method [22], where only one block is generated that is made as large as possible. The advantage of this method is that the huge block can take advantage of exact inference algorithm (such as junction tree algorithm) to the fullest extent, but the drawback is there is very less opportunity is exposed for parallelization. The sampling of the entire round has to be done sequentially, since there is only one block.
- Generating many small blocks. When the blocks are small, sampling each block is very fast. However, splitting the blocks, sending blocks to individual computation units, and sampling the blocks may incur a significant overhead, when the number of blocks is huge. If the number of blocks is not determined beforehand, deciding on the number can be an algorithmic burden.
- Generate fixed number of blocks, each with controlled size. In this case, we are manually controlling the size and number of blocks. The design of algorithm can be simplified since it doesn't have to be clever about choosing these parameters, but that burden is on the person who is running the algorithm. Choosing the right size and number of blocks can be a tough decision. In Joseph's work [19], the number of blocks is matched to the number of computation unit, and the size of block is restricted such that the treewidth of the block is below a certain threshold.

Deciding on the number and size of blocks is an engineering choice. We will experiment with different configurations, and present the result in Section 6.5.

### 4.3.7 Adjacency of Blocks

When we are generating multiple blocks and sample them in parallel, there is an important note: The blocks that needs to be sampled at the same time should not be adjacent to each other. That is, if $\boldsymbol{X}_{B_{1}}$ and $\boldsymbol{X}_{B_{2}}$ are going to be sampled simultaneously, there should be no nodes $X_{1} \in \boldsymbol{X}_{B_{1}}$ and $X_{2} \in \boldsymbol{X}_{B_{2}}$ such that $X_{1}$ and $X_{2}$ are neighbors. In other words, there should be a "safety zone" at least one node wide that separates blocks. We show an example in Figure 4.11.

(a) Incorrect blocking

(b) Correct blocking

Figure 4.11: Block separation in block Gibbs sampling. Blocks that will be sampled simultaneously should not have Markov blanket nodes in each other. That means the nodes in them should not be adjacent.

Why can't adjancent blocks be sampled at the same time? Because sampling a block requires the current value of its Markov blanket, and sampling the block that is adjacent to this block will change the value of its Markov blanket, leading to a conflict situation. The exact theory behind it has to do with property of Markov Chain Monte Carlo (MCMC), which will be explained Section 5.3.1.

### 4.3.8 Algorithm

In Algorithm 4.3 we summarize the process we will use to experiment with different blocking methods.

```
Algorithm 4.3 Block Gibbs Sampling Algorithm Customized
Input: PGM \(G(\boldsymbol{X}, \boldsymbol{E}, \boldsymbol{\phi})\), Number of blocks \(B\), max treewidth \(T w\), minimum block size \(S_{\text {min }}\),
    maximum block size \(S_{\text {max }}\), minimum samples before blocking \(N_{S}\), block growth method \(\mathcal{M}\)
Output: Samples \(\boldsymbol{S}\)
    Initialize sample set \(\boldsymbol{S} \leftarrow \varnothing\)
    for all \(t \in 1,2, \ldots, N\) do
        if \(t<N_{S}\) then
            Sample \(\boldsymbol{X}\) sequentially (Algorithm 2.2)
        else
            Generate \(B\) blocks \(\boldsymbol{B}=\left\{B_{i}\right\}=\left\{\boldsymbol{X}_{B_{i}}\right\}_{i=1}^{B}\), each with one randomly chosen variable \(X \in \boldsymbol{X}\)
            For each block \(B_{i}\), create neighbor set \(\boldsymbol{X}_{N_{B_{i}}}\), that contains all neighbors of nodes in \(B_{i}\)
            while \(\exists\left|\boldsymbol{X}_{N_{B_{i}}}\right|>0\) do
                for all \(B_{i}\) with non empty neighbor set \(\boldsymbol{X}_{N_{B_{i}}}\) do
                    for all \(X_{j} \in \boldsymbol{X}_{N_{B_{i}}}\) do
                        \(S_{j} \leftarrow\) ComputeScore
                        end for
                        Add \(\hat{X}\) to \(\boldsymbol{X}_{B_{i}}\) with minimum score \(\hat{S}=\min _{j} S_{j}\)
                        Update \(\boldsymbol{X}_{N_{B_{i}}}\) : Remove \(\hat{X}\) and add its neighbors. If any node \(X\) belongs to multiple
                        neighbor sets, remove \(X\) from all of them.
                end for
            end while
            for all \(B_{i} \in \boldsymbol{B}\) do
                Remove \(B_{i}\) from \(\boldsymbol{B}\) if \(\left|\boldsymbol{X}_{B_{i}}\right|<S_{\text {min }}\) or \(\left|\boldsymbol{X}_{B_{i}}\right|>S_{\text {max }}\) or treewidth of \(\boldsymbol{X}_{B_{i}}>T w\)
            end for
            for all \(B_{i} \in \boldsymbol{B}\) do
                Sample \(\boldsymbol{X}_{B_{i}}\) using JTA
            end for
            Sample remaining nodes \(\boldsymbol{X}-\cup_{i} \boldsymbol{X}_{B_{i}}\) sequentially
        end if
        Add current sample to sample set \(\boldsymbol{S} \leftarrow \boldsymbol{S}+\left\{\boldsymbol{X}^{t}\right\}\)
    end for
```

As input, we specify a number of parameters, such as number of blocks, max treewidth, etc, to control block generation. We also specify minimum number of samples before blocking, so that various heuristics are computed only when there are enough samples. As of block growth method $\mathcal{M}$, we implemented a few of the measures we discussed above, and the details of the measures and how they are calculated are presented in Algorithm 4.4.

Then, we start the sampling process. We use regular Gibbs sampling, until we have enough samples $N_{S}$ to start blocking (Line 4).

When generating blocks, we first initialize blocks with single randomly chosen variables (Line
6). Then, we loop through the blocks, and grow the blocks. Each time a single node is added to the block, chosen from the block's neighbor set. The nodes in the block's neighbor set is sorted by the score (Line 11), and the node with minimum score is added to the block. Algorithm 4.4 shows how to compute the score.

After block is grown, its neighbor set is updated. At any time, if a node is added to more than one neighbor set, it is removed from all those neighbor sets to guarantee that no blocks are adjacent to each other.

After we grow the blocks until no more node can be added to any of the blocks, we filter out the blocks that do not meet requirements: Too small, too large, or has a big treewidth (Line 18). We will show how controlling the size and treewidth of blocks can affect the runtime, in Section 6.5.

Then, we start sampling the blocks, using junction tree algorithm (Line 21). If there are nodes that do not belong to any blocks, they are sampled using regular Gibbs sampling (Line 23).

```
Algorithm 4.4 ComputeScore: Compute score for a node given a block
Input: Node \(X\), block \(\boldsymbol{X}\), block growth method \(\mathcal{M}\), sample set \(\boldsymbol{S}=\left\{\boldsymbol{x}^{t}\right\}, t=1, \cdots, R\), current
    sample round \(t^{*}\)
Output: Score \(S\)
    \(S \leftarrow \infty\)
    if \(\mathcal{M}=\) max_correlation \(^{\text {then }}\)
        \(S=-C_{X \mid X_{B}}\)
    else if \(\mathcal{M}=\) min_conditional then
        \(S=\sum_{t=1}^{R} I\left(\boldsymbol{x}_{B}^{t}=\boldsymbol{x}_{B}^{t^{*}}, x^{t}=x^{t^{*}}\right)\)
    else if \(\mathcal{M}=\) min_marginal then
        \(S=\sum_{t=1}^{R} I\left(x^{t}=x^{t^{*}}\right)\)
    else if \(\mathcal{M}=\) min_coverage then
        \(S=\mid\) unique \(\left(\left\{x^{t}\right\}_{t=T-|X|}^{T}\right)|/|X|\)
    else
        print Unknown method \(\mathcal{M}\)
    end if
    return \(S\)
```

In Algorithm 4.4 ComputeScore, we show how to compute score for various metrics. We implemented the correlation measure in Equation 4.10, and call it min_correlation. there is also min_conditional metric which is essentially the heuristics measure used in Joseph's splash sampler [19], which will be explained below. We also implemented two additional measures: min_marginal
and min_coverage.

- max_correlation: In Equation 4.10, we defined the correlation between a random variable $X$ and a block of variables $\boldsymbol{X}_{B}$ to be $C_{X \mid \boldsymbol{X}_{B}-\{X\}}=\left|\log \frac{P\left(X \mid \boldsymbol{X}_{B}-\{X\}\right)}{P(X)}\right|$. Assuming $\boldsymbol{X}_{B}$ and $\{X\}$ are disjoint, which is the case in COMPUTESCORE, we can simplify the equation to be $C_{X \mid \boldsymbol{X}_{B}}=\left|\log \frac{P\left(X \mid \boldsymbol{X}_{B}\right)}{P(X)}\right|$. We will be using samples we have collected up to the current sampling round, $\boldsymbol{S}=\left\{\boldsymbol{x}^{t}\right\}, t=1, \ldots, R$, to approximate both $P\left(X \mid \boldsymbol{X}_{B}\right)$ and $P(X)$. We will be calculating the correlation score for the current status of $X$ and $\boldsymbol{X}_{B}$, since it is the correlation in the current status that affects the convergence and state transition. So, what we are interested in is really $C_{X=x^{t^{*}} \mid \boldsymbol{X}_{B}=\boldsymbol{x}_{B}^{t^{*}}}=\left|\log \frac{P\left(X=x^{t^{*}} \mid \boldsymbol{X}_{B}=\boldsymbol{x}_{B}^{t^{*}}\right)}{P\left(X=x^{t^{*}}\right)}\right|$

$$
\begin{equation*}
P\left(X=x^{t^{*}} \mid \boldsymbol{X}_{B}=\boldsymbol{x}_{B}^{t^{*}}\right)=\frac{P\left(X=x^{t^{*}}, \boldsymbol{X}_{B}=\boldsymbol{x}_{B}^{t^{*}}\right)}{P\left(\boldsymbol{X}_{B}=\boldsymbol{x}_{B}^{t^{*}}\right)} \tag{4.11}
\end{equation*}
$$

where

$$
\begin{gather*}
P\left(X=x^{t^{*}}, \boldsymbol{X}_{B}=\boldsymbol{x}_{B}^{t^{*}}\right)=\sum_{t=1}^{R} I\left(\boldsymbol{x}_{B}^{t}=\boldsymbol{x}_{B}^{t^{*}}, x^{t}=x^{t^{*}}\right) / R  \tag{4.12}\\
P\left(\boldsymbol{X}_{B}=\boldsymbol{x}_{B}^{t^{*}}\right)=\sum_{t=1}^{R} I\left(\boldsymbol{x}_{B}^{t}=\boldsymbol{x}_{B}^{t^{*}}\right) / R \tag{4.13}
\end{gather*}
$$

Note $I(x)$ is the indicator function, and takes value 1 when $x$ is true, and 0 when $x$ is false.
Similarly,

$$
\begin{equation*}
P\left(X=x^{t^{*}}\right)=\sum_{t=1}^{R} I\left(x^{t}=x^{t^{*}}\right) / R \tag{4.14}
\end{equation*}
$$

Putting Equation 4.12 and 4.13 back into Equation 4.11 , and putting both Equation 4.11 and 4.14 into the definition of $C_{X=x^{t^{*}} \mid \boldsymbol{X}_{B}=\boldsymbol{x}_{B}^{t^{*}}}$, we get

$$
\begin{equation*}
C_{X=x^{t^{*}} \mid \boldsymbol{X}_{B}=\boldsymbol{x}_{B}^{t^{*}}}=\left|\log \frac{R \cdot \sum_{t=1}^{R} I\left(\boldsymbol{x}_{B}^{t}=\boldsymbol{x}_{B}^{t^{*}}, x^{t}=x^{t^{*}}\right)}{\sum_{t=1}^{R} I\left(x^{t}=x^{t^{*}}\right) \cdot \sum_{t=1}^{R} I\left(\boldsymbol{x}_{B}^{t}=\boldsymbol{x}_{B}^{t^{*}}\right)}\right| \tag{4.15}
\end{equation*}
$$

This means we can simply count the occurrences of samples when $X$ is equal to current value, $\boldsymbol{X}_{B}$ is equal to current values, and $X \cup \boldsymbol{X}_{B}$ jointly takes their current values, and use them to compute the approximation of their correlation.

- min_conditional: For this metric, we try to find the conditional probability of $P(X=$
$\left.x^{t^{*}} \mid \boldsymbol{X}_{B}=\boldsymbol{x}_{B}^{t^{*}}\right)$. In splash sampler [19], when they are growing the blocks, the metric they used to find the node to add to the block is a heuristic measure, defined as follows:

$$
\begin{equation*}
S(X)=\left|\log \frac{\sum_{x} P\left(\boldsymbol{X}_{B}, X=x\right)}{P\left(\boldsymbol{X}_{B}, X=x^{t^{*}}\right)}\right| \tag{4.16}
\end{equation*}
$$

We can simplify the above measure:

$$
\begin{aligned}
S(X) & =\left|\log \frac{\sum_{x} P\left(\boldsymbol{X}_{B}, X=x\right)}{P\left(\boldsymbol{X}_{B}, X=x^{t^{*}}\right)}\right| \\
& =\left|\log \frac{P\left(\boldsymbol{X}_{B}\right)}{P\left(\boldsymbol{X}_{B}, X=x^{t^{*}}\right)}\right| \\
& =\left|\log \frac{1}{P\left(X=x^{t^{*}} \mid \boldsymbol{X}_{B}\right)}\right| \\
& =\left|-\log P\left(X=x^{t^{*}} \mid \boldsymbol{X}_{B}\right)\right| \\
& =-\log P\left(X=x^{t^{*}} \mid \boldsymbol{X}_{B}\right)
\end{aligned}
$$

The last step is possible since $\log P(\cdot)$ is always negative.
In splash sampler block growth, they pick nodes with biggest $S(X)$, that means the smallest $\log P\left(X=x^{t^{*}} \mid \boldsymbol{X}_{B}\right)$. Since logarithm is monotonicly increasing function, it is really finding node with smallest conditional probability $P\left(X=x^{t^{*}} \mid \boldsymbol{X}_{B}\right)$. Thus, we renamed it to be min_conditional.

To find the conditional probability, we can use the following heuristics:

$$
\begin{aligned}
P\left(X=x^{t^{*}} \mid \boldsymbol{X}_{B}=\boldsymbol{x}_{B}^{t^{*}}\right) & =\frac{P\left(X=x^{t^{*}}, \boldsymbol{X}_{B}=\boldsymbol{x}_{B}^{t^{*}}\right)}{P\left(\boldsymbol{X}_{B}=\boldsymbol{x}_{B}^{t^{*}}\right)} \\
& \propto P\left(X=x^{t^{*}}, \boldsymbol{X}_{B}=\boldsymbol{x}_{B}^{t^{*}}\right)
\end{aligned}
$$

Since $P\left(\boldsymbol{X}_{B}\right)$ stays the same for all neighbors of $\boldsymbol{X}_{B}$, the denominator $P\left(\boldsymbol{X}_{B}=\boldsymbol{x}_{B}^{t^{*}}\right)$ can be removed from the equation.

Also,

$$
P\left(X=x^{t^{*}}, \boldsymbol{X}_{B}=\boldsymbol{x}_{B}^{t^{*}}\right)=\sum_{t=1}^{R} I\left(\boldsymbol{x}_{B}^{t}=\boldsymbol{x}_{B}^{t^{*}}, x^{t}=x^{t^{*}}\right) / R
$$

Thus,

$$
\begin{align*}
P\left(X=x^{t^{*}} \mid \boldsymbol{X}_{B}=\boldsymbol{x}_{B}^{t^{*}}\right) & \propto P\left(X=x^{t^{*}}, \boldsymbol{X}_{B}=\boldsymbol{x}_{B}^{t^{*}}\right)  \tag{4.17}\\
& \propto \sum_{t=1}^{R} I\left(\boldsymbol{x}_{B}^{t}=\boldsymbol{x}_{B}^{t^{*}}, x^{t}=x^{t^{*}}\right) / R  \tag{4.18}\\
& \propto \sum_{t=1}^{R} I\left(\boldsymbol{x}_{B}^{t}=\boldsymbol{x}_{B}^{t^{*}}, x^{t}=x^{t^{*}}\right) \tag{4.19}
\end{align*}
$$

And this is the final equation we are using in ComputeScore for min_conditional measure.

- min_marginal: When a random variable $X$ is in one of its unlikely state, i.e., $P\left(X=x^{t^{*}}\right)$ is very small, then probably it is because it is being "held back" by variables that it is highly correlated to and could not move to its more likely states. We would like to add such a node to a block so that the state can transition faster. To compute marginal probability, we can get approximations from existing samples, i.e.,

$$
P\left(X=x^{t^{*}}\right)=\sum_{t=1}^{R} I\left(x^{t}=x^{t^{*}}\right) / R
$$

Thus, we can compare $\sum_{t=1}^{R} I\left(x^{t}=x^{t^{*}}\right)$ for nodes in a block's neighbor set, and add one with minimum score.

- min_coverage: As discussed earlier, one symptom of high correlation or slow convergence, is that a node's state transition is slow. If a node has 10 potential states, but in the last 10 samples only on state appeared, it might be the reason of slow convergence.

Denote the number of states of a variable $X$ as $|X|$, and current sampling round as $T$, the score for min_converage is calculated as

$$
S(X)=\frac{\left|\operatorname{unique}\left(\left\{x^{t}\right\}_{t=T-|X|}^{T}\right)\right|}{|X|}
$$

We find out the number of unique states of $X$ in the past $|X|$ existing samples, and divide by number of all possible states $|X|$. We are not using all past samples when finding unique states of $X$, because when the number of samples increase, all possible states of $X$ will likely be visited. Thus, min_coverage will approach 1, and the distinguishing power of min_coverage
will slowly diminish. We use only limited number of past samples to counter such effect. We use $|X|$ past samples instead of some fixed number $K$, so that variables with different number of states can have a normalized score.

We will use an example to illustrate the block growing process in Algorithm 4.3. In Figure 4.13, we show the initial state of two blocks in an MRF, one block is dark blue, the other block is dark yellow. For the blue block, the neighbor set nodes are colored with light blue, and the computed scores for the nodes are shown as the number in each node. For the yellow block, the neighbor set nodes are colored light yellow. The computed score is assigned randomly, and is only for illustration purpose, they are not real result from any of the score measures discussed above.


Figure 4.12: Block growth example: Initial blocks. Nodes in blocks are darker colored, and neighboring nodes are light colored. The numbers on the neighboring nodes represent the scores computed from ComputeScore (Algorithm 4.4).

In Figure 4.13, we show the growth of each block step by step. Note that block growth is done in rounds (as in Line 9 in Algorithm 4.3): Each block is given the chance to add a node from its neighbor set into the block sequentially, when all blocks are traversed, the next round of growth begins. This is done until there are no more nodes in any block's neighbor set.

In Figure 4.13a, blue block chose the node in neighbor set with smallest score, and added into the block. The neighbor set is updated, and scores for neighbor set nodes are re-calculated because the block nodes have changed. Note also that one neighbor node is changed to black, meaning it does not belong to any neighbor set and cannot be added to any block. It is because this node is neighbor to both blue and yellow block, and adding it to any block will make the two blocks adjacent. We discussed block adjacency rules in Section 4.3.7.


Figure 4.13: Block growth example: Growing blocks. Blue and yellow blocks take turns to add a new node into the block. The new node is chosen based on score computed using one of the heuristic measure defined in Algorithm 4.4 ComputeScore. When a node is added to a block, all its neighbors that are adjacent to another block are marked black, so they cannot be added to another block. This process is continued until no more nodes can be added to blocks.

In Figure 4.13b, now the yellow block grows. It takes the same approach: Add node with minimum score, update neighbor set, and black out nodes that belong to multiple neighbor sets.

In the rest of figures, the blue and yellow block take turns to grow. In Figure 4.13d, we can see two nodes in blue block's neighbor set have the same score 2 , in this case the node to be added is chosen randomly (Figure 4.13e).

In the end, in Figure 4.13j, all neighbor sets became empty, thus we stop growing the blocks. This block assignment is then used in later steps (after Line 16 in Algorithm 4.3).

### 4.4 Simulated Annealing

"Simulated annealing is a generic probabilistic metaheuristic for the global optimization problem of locating a good approximation to the global optimum of a given function in a large search space. It is often used when the search space is discrete (e.g., all tours that visit a given set of cities). For certain problems, simulated annealing may be more efficient than exhaustive enumeration provided that the goal is merely to find an acceptably good solution in a fixed amount of time, rather than the best possible solution. The state of some physical systems, and the function $\mathrm{E}(\mathrm{s})$ to be minimized is analogous to the internal energy of the system in that state. The goal is to bring the system, from an arbitrary initial state, to a state with the minimum possible energy."

The above is an excerpt from Wikipedia ${ }^{1}$, and it provides an excellent summary of the basics of simulated annealing [17, 27]. We will try to adapt simulated annealing to Gibbs sampling in probabilistic optical flow, described in Chapter 3.

In POF's Gibbs sampling, we are trying to find a sample (optical flow assignment), that has lowest energy (and thus highest likelyhood) among all possible flow assignments. We don't necessarily need to find a globally optimal solution - we only need a good enough optical flow assignment. In simulated annealing, the goal is also about bringing down the system's energy and finding a good approximation of the global optimum, which fits our goal in POF.

In simulated annealing, it tries to bring down the energy of the system by executing many rounds of state transitions. In POF, the "state" will be the current optical flow assignment $\boldsymbol{F}$.

[^1]Each simulated annealing transition moves the current state from $\boldsymbol{F}$ to another state $\boldsymbol{F}^{\prime}$, which is actually what Gibbs sampling is doing.

However, in simulated annealing, the state transition is guided by a temperature $T$, which controls the probability of transitioning from one state to another. Assume the current state is $\boldsymbol{F}$ and one possible state to transition into is $\boldsymbol{F}^{\prime}$, and their respective energy is $E(\boldsymbol{F})$ and $E\left(\boldsymbol{F}^{\prime}\right)$. When $T$ is high, the state transition probability from $\boldsymbol{F}$ to $\boldsymbol{F}$ is not affected by the relative quantity of $E(\boldsymbol{F})$ and $E\left(\boldsymbol{F}^{\prime}\right)$, i.e., no matter how unlikely $\boldsymbol{F}^{\prime}$ is, there is still a chance to transition to that state.

As annealing process goes on, the temperature $T$ is gradually lowered. When $T$ is low, the transition probability from a low energy state to a high energy state is lowered, making it more likely to transition to low energy state.

We denote the transition probability from $\boldsymbol{F}$ to $\boldsymbol{F}^{\prime}$ given a temperature $T$ as $P_{T}\left(\boldsymbol{F}, \boldsymbol{F}^{\prime} ; T\right)$. As an example, assume the possible states to transition into from $\boldsymbol{F}$ is one dimensional, and the hypothetical probability to transition into each of them when temperature $T$ is high and low is shown in Figure 4.14.


Figure 4.14: Transition probability in different temperatures. When $T$ is lower, the probability of sampling a highly likely state is made even higher.

By introducing an additional temperature in POF's Gibbs sampling, we can speed up the algorithm. The lowering of temperature effectively does a re-scaling of probability space, increasing probability of the high probability region, and decreasing probability of low probability region.

In our implementation of simulated annealing in POF, we made a few changes to help Gibbs sampling find the optimum flow assignment faster. The modified algorithm changes temperature
in stages, hence we call it Staged Annealing. In Algorithm 4.5 we show the pseudocode of this process.

```
Algorithm 4.5 Computing Probabilistic Optical Flow with Gibbs Sampling using Staged Anneal-
ing
```

Input: Image $\boldsymbol{I}$, Image $\boldsymbol{I}^{\prime}, \alpha, \beta, \gamma$, observe rounds $R$, stage count $S$, temperature decay $D$
Output: Optical flow $\hat{\boldsymbol{f}}$
Initialize $\boldsymbol{f}^{0}: \forall i, f_{i}{ }^{0}=(0,0) ; \hat{\boldsymbol{f}}=\boldsymbol{f}^{0} ; \hat{t}=0$; Round $t=1$; Temperature $T=1$
for all stage $=1 \ldots S$ do
repeat
for all $F_{i} \in \boldsymbol{F}$ do
Sample $f_{i}^{t} \sim P\left(F_{i} ; T \mid \boldsymbol{f}_{M B_{i}}\right)\{$ Refer to Equation 4.20\}
end for
if $E\left(\boldsymbol{f}^{t}\right)<E(\hat{\boldsymbol{f}})$ then
$\hat{\boldsymbol{f}}=\boldsymbol{f}^{t} ; \hat{t}=t$
end if
$t=t+1$
until $t-\hat{t}>R$
$T=T \times D ; \hat{t}=t ; \boldsymbol{f}^{t}=\hat{\boldsymbol{f}}$
end for
return $\hat{f}$

Compare it with the Algorithm 3.1 (in page 30) that do not do annealing. In Line 2, we add an outer loop for stages of sampling. In each stage, sampling is done until no more improvements to energy is seen for $R$ rounds. Then, we use the current optimal flow assignment $\hat{f}$ as the input to next stage (Line 12). Also, the temperature is changed at the end of each stage (also in Line 12).

The sampling probability in Line 5 is modified to take annealing into account. It is defined as in Equation 4.20:

$$
\begin{equation*}
P\left(F_{i} ; T \mid \boldsymbol{f}_{M B_{i}}\right) \propto \exp \left(-\frac{E\left(F_{i} \mid \boldsymbol{f}_{M B_{i}}\right)}{T}\right) \tag{4.20}
\end{equation*}
$$

Initially when $T$ is $1, P\left(F_{i} ; T \mid \boldsymbol{f}_{M B_{i}}\right)=P\left(F_{i} \mid \boldsymbol{f}_{M B_{i}}\right)$, thus it has no impact to the flow sampling. Later when temperature drops, the sampling will favor those states in high probability region. It can be seen more clearly when we break down 4.20 to the following:

$$
\begin{aligned}
P\left(F_{i} ; T \mid \boldsymbol{f}_{M B_{i}}\right) & \propto \exp \left(-\frac{E\left(F_{i} \mid \boldsymbol{f}_{M B_{i}}\right)}{T}\right) \\
& \propto\left(\exp \left(-E\left(F_{i} \mid \boldsymbol{f}_{M B_{i}}\right)\right)\right)^{\frac{1}{T}} \\
& \propto P\left(F_{i} \mid \boldsymbol{f}_{M B_{i}}\right)^{\frac{1}{T}}
\end{aligned}
$$

Since $P\left(F_{i} \mid \boldsymbol{f}_{M B_{i}}\right) \in[0,1]$, having an exponent $\frac{1}{T}>1$ will make smaller probability even smaller, thus favoring states in high probability region.

The difference between our modified staged annealing to original simulated annealing is twofolds:

- The temperature $T$ is changed in stages which include many state transitions, while in simulated annealing it changes after every transition. We do this to allow a more equal opportunity for states to be transitioned into within each stage.
- We use the best result in each stage as input to the next stage (Line 12), while simulated annealing always use the result from previous transition as input to the next transition. We do this so that we always have the best result within a stage to be used, not the latest result.

We will show how staged annealing helps speed up POF algorithm, in Section 6.4.

### 4.5 Conclusion of the Chapter

In this chapter we showed a few directions where we can speed up Gibbs sampling process, including 1) Doing better initialization, 2) Jointly sampling blocks of random variables, 3) Doing simulated annealing. We demonstrated the motivation of using these techniques, and showed how they can be incorporated into probabilistic optical flow algorithm we presented in Chapter 3. We will show experiment results of applying these speed up techniques in Chapter 6.

In the next chapter, we will discuss another important aspect of speeding up Gibbs sampling: Parallelization. We separated it into a single chapter since it deals with the implementation more than the algorithm itself, and sometimes it needs special computation framework or hardware.

## Chapter 5

## Parallelizing Gibbs Sampling

In this chapter, we dig into the world of parallelization, and see how we can use parallelization to speed up Gibbs sampling and POF algorithm. We will first see some compelling examples of why we need parallelization, then we will introduce parallelized computation in general. We will discuss various ways of parallelizing Gibbs sampling, and how we can apply these methods to our POF Gibbs sampling. The experiment results will be shown in Section 6.6.

### 5.1 Motivation

A lot of recent developments in machine learning comes with new probabilistic graphical models for various problem domains. For example, in [40], a way to model and diagnose the health of Electrical Power Systems (EPS) using Bayesian networks is described. The sensor readings of voltage, current and temperature of each component, as well as control devices in the EPS are modeled as random variables in the Bayesian network. An example Bayesian network from [40] is shown in Figure 5.1. The figure shows a small power system, for larger systems there can be easily tens of thousands of random variables.

Another example where graphical models are used is topic modeling. In [9], a method to model topics of text documents is proposed, namely Latent Dirichlet Allocation (LDA). It uses a custom MRF model to model the words, documents and topics. The graphical model can be seen in Figure 5.2.


Figure 5.1: Bayesian network model for an EPS system

Here, the graphical model uses plate notation to remove duplications. See [11] for an introduction to plate notation. The rectangle box marked with $D$ at bottom right corner represents documents, and we have $D$ documents. Within each document, there are $W$ words (the inner rectangle box), and each word has its own topic classification $z$, as well as the actual word itself $w$. The left rectangle box with $K$ represents the topics we are trying to classify the words into, and $\phi$ represents each topic. In the entire model, only the words $w$ are observed (thus shaded), and all other variables are up to the inference algorithm to infer their values.

As can be seen, the number of random variables in this LDA model is of size $O(W D)$. LDA and its various forms of derivatives are frequently used to model various documents for automatic topic modeling, and the size of the documents can be very huge. For example, let's say we try to model twitter's ${ }^{1}$ tweets using LDA. As of today, there are almost 500 million tweets sent every day ${ }^{2}$. In one month, that will be 15 billion, which will be approximately 1.5 TB in disk size, assuming the

[^2]

Figure 5.2: Graphical model for latent dirichlet allocation. Plate notation is used to show repeated graph structures.
average size of a tweet is 100 bytes. With this massive size, it is hard to put all data in a single computer, not to mention doing Gibbs sampling with it.

Since both the space and time complexity of Gibbs sampling is linear to the size of the input graph, we need a way to parallelize the algorithm into multiple computation units. We will discuss parallelization of algorithms in general, then see how Gibbs sampling can be parallelized.

### 5.2 Parallelization in General

Traditionally, computers execute programs in a sequential manner. This is becuase a CPU can execute only one line of machine instruction at one time. Algorithm designers only needed to design an algorithm that runs sequentially, and try to make it run as fast as possible.

Things have changed. There are now multicore CPUs that enable multi-threaded execution of a single program. There are now GPUs that have thousands of computation units all of which can run simultaneously. There are distributed computer clusters that enable multiple computers to collaborate on a single task.

With all these new hardwares and new ways of organizing computers, algorithms don't have to run sequentially any more. We can spread the same task across multiple computation units, and make the algorithm run much faster than on a single computation unit.

An algorithm typically contains many steps. If any of the later steps do not have to depend on the results from previous steps, they can be run on separate computation units in parallel. In Figure 5.3 we illustrated this possiblity.


Figure 5.3: An algorithm ran sequentially and in parallel

However, if there are steps that depend on the results from earlier steps, they will have to be run in a sequential order, as seen in Figure 5.4.


Figure 5.4: An algorithm ran sequentially and in parallel, when there are dependent steps

When we are trying to run an algorithm in parallel, the first thing is to identify the steps that are dependent. We can then allocate the steps that are independent into individual computation units.

Another thing to note when designing a parallel algorithm, is the overhead associated with making the algorithm parallelized. When an algorithm is ran on a single computation unit, all the data is available in a single place. When it is parallelized, some of the data will need to be transmitted to the additional computation units. There is also overhead of splitting the task to be allocated to multiple computation units. This can be seen in Figure 5.5.


Figure 5.5: Overhead with running parallel algorithm

Depending on the hardware used for transmitting the data, the time of transmission can range from negligible to significant. For example, if the computation units are different cores in a multicore CPU, data transmission hardly takes any time, since the extra computation unit (another core) can access the data in the same way as the original core. If the computation units are separate computers connected through network, the data transmission occurs through network and will be significantly slower.

When choosing hardware architecture, we want to make sure that the speedup achieved by splitting work into multiple computation units is not shadowed by the overhead. If, for example, each step in Figure 5.3 takes 1 second to finish, then running them sequentially takes a total of 3 seconds. After splitting up the steps in 3 computation units, the time spent in splitting task and transmitting data should be less than 2 seconds for the parallelization to have any real benefit.

One way to evaluate whether parallelizing an algorithm will be beneficial or not, is to measure computation time to communication time ratio (CCR). Communication time is the time to send input of a step to the computation unit and receving output of the step from that unit. We can use CCR to roughly tell whether parallelization of a sequential algorithm is good or not. If CCR is too low, meaning there is too much overhead, we may want to adjust the parallelization strategy.

There are many more factors in evaluating whether a parallelized algorithm is beneficial, such as the total cost of running the algorithm (running on extra hardware may cause extra electricity bill, hardware rental bill, etc), time spent in developing parallel algorithm, etc. All these should be part of the consideration when trying to parallelize an algorithm.

### 5.3 Parallelizing Gibbs Sampling

### 5.3.1 Markov Chain Monte Carlo (MCMC)

Gibbs sampling is part of a larger family of sampling methods, called Markov Chain Monte Carlo (MCMC) methods [36]. MCMC's goal is to transition an initial probability distribution $P^{0}(\boldsymbol{X})$ to a target probability distribution $P(\boldsymbol{X})$ with a series of probabilistic transitions $T\left(\boldsymbol{X}^{\prime} \mid \boldsymbol{X}\right)$, each transition converting a previous probability distribution $P^{t}(\boldsymbol{X})$ to a new probability distribution $P^{t+1}(\boldsymbol{X})$, defined by

$$
P^{t+1}\left(\boldsymbol{X}^{\prime}\right)=\int_{\boldsymbol{X}} P^{t}(\boldsymbol{X}) T\left(\boldsymbol{X}^{\prime} \mid \boldsymbol{X}\right) d \boldsymbol{X}
$$

MCMC is able to bring an arbitrary initial distribution $P^{0}(\boldsymbol{X})$ to the target distribution $P(\boldsymbol{X})$ as $t \rightarrow \infty$, as long as the target distribution $P(\boldsymbol{X})$ and the transition probability $T\left(\boldsymbol{X}^{\prime} \mid \boldsymbol{X}\right)$ satisfies the following properties:

- $P(\boldsymbol{X})$ is an invariant distribution of $T\left(\boldsymbol{X}^{\prime} \mid \boldsymbol{X}\right)$. It means $P(\boldsymbol{X})$ stays the same, after being transitioned by $T\left(\boldsymbol{X}^{\prime} \mid \boldsymbol{X}\right)$, in other words,

$$
\begin{equation*}
P\left(\boldsymbol{X}^{\prime}\right)=\int_{\boldsymbol{X}} P(\boldsymbol{X}) T\left(\boldsymbol{X}^{\prime} \mid \boldsymbol{X}\right) d \boldsymbol{X} \tag{5.1}
\end{equation*}
$$

- The Markov chain is ergodic. That is,

$$
\begin{equation*}
\forall P^{0}(\boldsymbol{X}), \lim _{t \rightarrow \infty} P^{t}(\boldsymbol{X})=P(\boldsymbol{X}) \tag{5.2}
\end{equation*}
$$

When we try to prove $P(\boldsymbol{X})$ is an invariant distribution of $T\left(\boldsymbol{X}^{\prime} \mid \boldsymbol{X}\right)$, we can prove $P(\boldsymbol{X})$ has detailed balance property instead. Detailed balance property means the probability of picking a random state $\boldsymbol{x}_{a}$ from the target distribution $P(\boldsymbol{X})$ and then transitioning it to a state $\boldsymbol{x}_{b}$ is equal to picking a state $\boldsymbol{x}_{b}$ from $P(\boldsymbol{X})$ and then transitioning it to state $\boldsymbol{x}_{a}$. In other words,

$$
\begin{equation*}
P\left(\boldsymbol{x}_{a}\right) T\left(\boldsymbol{x}_{b} \mid \boldsymbol{x}_{a}\right)=P\left(\boldsymbol{x}_{b}\right) T\left(\boldsymbol{x}_{a} \mid \boldsymbol{x}_{b}\right) \tag{5.3}
\end{equation*}
$$

When $P(\boldsymbol{X})$ is detailed balanced with $T\left(\boldsymbol{X}^{\prime} \mid \boldsymbol{X}\right)$, we can easily prove it is an invariant distribution of $T\left(\boldsymbol{X}^{\prime} \mid \boldsymbol{X}\right)$ :

$$
\begin{aligned}
P\left(\boldsymbol{X}^{\prime}\right) & =P\left(\boldsymbol{X}^{\prime}\right) \cdot 1 \\
& =P\left(\boldsymbol{X}^{\prime}\right) \cdot \int_{\boldsymbol{X}} T\left(\boldsymbol{X} \mid \boldsymbol{X}^{\prime}\right) d \boldsymbol{X} \\
& =\int_{\boldsymbol{X}} P\left(\boldsymbol{X}^{\prime}\right) T\left(\boldsymbol{X} \mid \boldsymbol{X}^{\prime}\right) d \boldsymbol{X} \\
& =\int_{\boldsymbol{X}} P(\boldsymbol{X}) T\left(\boldsymbol{X}^{\prime} \mid \boldsymbol{X}\right) d \boldsymbol{X}
\end{aligned}
$$

The last step is possible because of detailed balance property, and the last equation is the definition of invariant distribution.

The sequential Gibbs sampling algorithm introduced in Chapter 2 Page 19 can be proved to satisfy detailed balance property, as follows.

Assume the two distinct random states we have chosen are $\boldsymbol{x}$ and $\boldsymbol{x}^{\prime}$. There are two cases:

- $\boldsymbol{x}$ and $\boldsymbol{x}^{\prime}$ differ by more than one variable. In sequential Gibbs sampling, only one variable is changed in a transition, so in this case $T\left(\boldsymbol{x}^{\prime} \mid \boldsymbol{x}\right)=T\left(\boldsymbol{x} \mid \boldsymbol{x}^{\prime}\right)=0$, meaning it is impossible to transition between $\boldsymbol{x}$ and $\boldsymbol{x}^{\prime}$. Thus,

$$
P(\boldsymbol{x}) T\left(\boldsymbol{x}^{\prime} \mid \boldsymbol{x}\right)=P\left(\boldsymbol{x}^{\prime}\right) T\left(\boldsymbol{x} \mid \boldsymbol{x}^{\prime}\right)=0
$$

- $\boldsymbol{x}$ and $\boldsymbol{x}^{\prime}$ differ by only one variable, assume it is $x_{D}$. We will denote all other variables as $\boldsymbol{x}_{-D}$. Then, $\boldsymbol{x}=\left\{x_{D}, \boldsymbol{x}_{-D}\right\}, \boldsymbol{x}^{\prime}=\left\{x_{D}^{\prime}, \boldsymbol{x}_{-D}\right\}$.

The transition probability from $\boldsymbol{x}$ to $\boldsymbol{x}^{\prime}$ will be

$$
\begin{align*}
T\left(\boldsymbol{x}^{\prime} \mid \boldsymbol{x}\right) & =T\left(x_{D}^{\prime}, \boldsymbol{x}_{-D} \mid x_{D}, \boldsymbol{x}_{-D}\right) \\
& =T\left(x_{D}^{\prime} \mid x_{D}, \boldsymbol{x}_{-D}\right) \cdot T\left(\boldsymbol{x}_{-D} \mid x_{D}, \boldsymbol{x}_{-D}\right) \\
& =P\left(x_{D}^{\prime} \mid x_{D}, \boldsymbol{x}_{-D}\right) \cdot 1  \tag{5.4}\\
& =P\left(x_{D}^{\prime} \mid \boldsymbol{x}_{-D}\right) \tag{5.5}
\end{align*}
$$

In Equation 5.4, $T\left(x_{D}^{\prime} \mid x_{D}, \boldsymbol{x}_{-D}\right)$ is changed to $P\left(x_{D}^{\prime} \mid x_{D}, \boldsymbol{x}_{-D}\right)$, since by definition of Gibbs sampling, the state transition is made by sampling the new value of a node based on current value of all other variables. Also, since $\boldsymbol{x}_{-D}$ is not changing, the probability of transitioning from $\boldsymbol{x}_{-D}$ to the same values is 1 . In Equation 5.5, $x_{D}^{\prime}$ only depends on $\boldsymbol{x}_{-D}$, thus $x_{D}$ is removed from conditional term.

Similarly, we can also get

$$
\begin{equation*}
T\left(\boldsymbol{x} \mid \boldsymbol{x}^{\prime}\right)=P\left(x_{D} \mid \boldsymbol{x}_{-D}\right) \tag{5.6}
\end{equation*}
$$

Thus,

$$
\begin{array}{rlrl}
P(\boldsymbol{x}) T\left(\boldsymbol{x}^{\prime} \mid \boldsymbol{x}\right) & =P\left(x_{D}, \boldsymbol{x}_{-D}\right) P\left(x_{D}^{\prime} \mid \boldsymbol{x}_{-D}\right) & & \text { Apply Equation } 5.5 \\
& =P\left(x_{D} \mid \boldsymbol{x}_{-D}\right) P\left(\boldsymbol{x}_{-D}\right) P\left(x_{D}^{\prime} \mid \boldsymbol{x}_{-D}\right) & & \\
& =P\left(x_{D} \mid \boldsymbol{x}_{-D}\right) P\left(x_{D}^{\prime}, \boldsymbol{x}_{-D}\right) & & \\
& =T\left(\boldsymbol{x} \mid \boldsymbol{x}^{\prime}\right) P\left(\boldsymbol{x}^{\prime}\right) & \text { Apply Equation } 5.6
\end{array}
$$

Since in both situations we have $P(\boldsymbol{x}) T\left(\boldsymbol{x}^{\prime} \mid \boldsymbol{x}\right)=P\left(\boldsymbol{x}^{\prime}\right) T\left(\boldsymbol{x} \mid \boldsymbol{x}^{\prime}\right)$, the detailed balance property is proved for sequential Gibbs sampling. Thus, Gibbs sampling can bring arbitrary initial distribution $P^{0}(\boldsymbol{X})$ to the target distribution $P(\boldsymbol{X})$, if $P(\boldsymbol{X})$ is ergodic.

### 5.3.2 Designing Correct Parallel Gibbs Sampling Method

When we are converting the sequential Gibbs sampling algorithm to parallelized version, it is important to make sure the parallelized algorithm still satisfies the properties required by MCMC. Specifically, detailed balance property needs to be satisfied.

One tempting way to parallelize sequential Gibbs sampling, is to simultaneously sample all variables in one round of sampling. The pseudocode is shown in Algorithm 5.1.

```
Algorithm 5.1 Hypothetic Fully Parallel Gibbs Sampling
    for all \(t \in 1,2, \ldots, N\) do
        for all \(X_{i}\) do in parallel
            Sample \(X_{i}^{(t+1)} \sim P\left(X_{i} \mid \boldsymbol{x}_{M B_{i}}^{t}\right)\)
        end for
    end for
```

This method actually does not satisfy detailed balance property. We can see it from the following deduction. Since in Algorithm 5.1 we are sampling all variables at the same time, based on the current values of the variables,

$$
\begin{aligned}
& T\left(\boldsymbol{x}^{\prime} \mid \boldsymbol{x}\right)=\prod_{i} P\left(x_{i}^{\prime} \mid \boldsymbol{x}_{-i}\right) \\
& T\left(\boldsymbol{x} \mid \boldsymbol{x}^{\prime}\right)=\prod_{i} P\left(x_{i} \mid \boldsymbol{x}_{-i}^{\prime}\right)
\end{aligned}
$$

Thus,

$$
\begin{aligned}
P(\boldsymbol{x}) T\left(\boldsymbol{x}^{\prime} \mid \boldsymbol{x}\right) & =P(\boldsymbol{x}) \prod_{i} P\left(x_{i}^{\prime} \mid \boldsymbol{x}_{-i}\right) \\
P\left(\boldsymbol{x}^{\prime}\right) T\left(\boldsymbol{x} \mid \boldsymbol{x}^{\prime}\right) & =P\left(\boldsymbol{x}^{\prime}\right) \prod_{i} P\left(x_{i} \mid \boldsymbol{x}_{-i}^{\prime}\right)
\end{aligned}
$$

The two equations are not equal. We can use a simple example to verify their difference: Assume we have a two node probability distribution $P(A, B)$ with the following factor table:

| $A$ | $B$ | $\phi(A, B)$ |
| :---: | :---: | :---: |
| $a$ | $b$ | $w$ |
| $a$ | $b^{\prime}$ | $x$ |
| $a^{\prime}$ | $b$ | $y$ |
| $a^{\prime}$ | $b^{\prime}$ | $z$ |

Assuming $\boldsymbol{x}=(a, b)$ and $\boldsymbol{x}^{\prime}=\left(a^{\prime}, b^{\prime}\right)$, then,

$$
\begin{aligned}
P(\boldsymbol{x}) T\left(\boldsymbol{x}^{\prime} \mid \boldsymbol{x}\right) & =P(\boldsymbol{x}) \prod_{i} P\left(x_{i}^{\prime} \mid \boldsymbol{x}_{-i}\right)=P(a, b) P\left(a^{\prime} \mid b\right) P\left(b^{\prime} \mid a\right) \\
& =\frac{w}{w+x+y+z} \frac{y}{w+y} \frac{x}{w+x} \\
P\left(\boldsymbol{x}^{\prime}\right) T\left(\boldsymbol{x} \mid \boldsymbol{x}^{\prime}\right) & =P\left(\boldsymbol{x}^{\prime}\right) \prod_{i} P\left(x_{i} \mid \boldsymbol{x}_{-i}^{\prime}\right)=P\left(a^{\prime}, b^{\prime}\right) P\left(a \mid b^{\prime}\right) P\left(b \mid a^{\prime}\right) \\
& =\frac{z}{w+x+y+z} \frac{x}{x+z} \frac{y}{y+z}
\end{aligned}
$$

Which are apparently different.

### 5.4 Chromatic Gibbs Sampling

Joseph et al. [19] proposed a way to sample groups of variables in a PGM in parallel, called Chromatic Gibbs sampling. In this method, the nodes in PGM are colored so that no adjacent (neighboring) nodes have the same color, then in a Gibbs sampling round, we go through each color
sequentially, and sample all nodes in that color in parallel. The pseudocode for this algorithm is shown in Algorithm 5.2.

```
Algorithm 5.2 Chromatic Gibbs Sampling
Input: PGM \(G(\boldsymbol{X}, \boldsymbol{E}, \boldsymbol{\phi})\)
    1: \(\left\{\boldsymbol{X}_{i}\right\}_{i=1}^{C}=\operatorname{MinColor}(\mathrm{G})\) : Color nodes \(\boldsymbol{X}\) into color groups \(\left\{\boldsymbol{X}_{i}\right\}, i=1, \cdots, C\), such that
    \(\forall i \neq j, \boldsymbol{X}_{i} \cap \boldsymbol{X}_{j}=\varnothing, \cup_{i} \boldsymbol{X}_{i}=\boldsymbol{X}, \forall X_{p}, X_{q} \in \boldsymbol{X}_{i},\left(X_{p}, X_{q}\right) \notin \boldsymbol{E}\), and \(C\) is minimum.
    for all \(t \in 1,2, \cdots, N\) do
        for all \(i \in 1,2, \cdots, C\) do
            for all \(X_{p} \in \boldsymbol{X}_{i}\) do in parallel
                    Sample \(X_{p}^{(t+1)} \sim P\left(X_{p} \mid \boldsymbol{x}_{M B_{p}}^{\text {current }}\right)\)
                end for
        end for
    end for
```

We show an example of running chromatic Gibbs sampling, in Figure 5.6.


Figure 5.6: Example of running chromatic Gibbs sampling. Nodes are first minimum colored (b), then we iterate through each color, and sample nodes with the same color in parallel, using their Markov blankets (red edges).

In Figure 5.6b, the original PGM is colored using three colors, where nodes with the same color are not adjacent to each other. Then, in the sampling round, we iterate over each color sequentially, and sample nodes in each color in parallel.

Since when we are sampling nodes in the same color, none of their Markov blanket neighbors contain any nodes with the same color, sampling all of them in parallel yields the same result as when sampling each of them sequentially, which can help us understand why chromatic Gibbs sampling is a correct way to parallelize Gibbs sampling.

Formally to prove chromatic Gibbs sampling is correct MCMC algorithm, we need to prove it satisfies detailed balance property. Assume we are sampling color group $\boldsymbol{X}_{c}$, then the collective

Markov blanket of $\boldsymbol{X}_{c}$, denoted as $\boldsymbol{X}_{M B_{c}}$, will be disjoint from $\boldsymbol{X}_{c}$, i.e., $\boldsymbol{X}_{c} \cap \boldsymbol{X}_{M B_{c}}=\varnothing$.
Thus,

$$
T_{C}\left(\boldsymbol{X}^{\prime} \mid \boldsymbol{X}\right)=T_{C}\left(\boldsymbol{X}_{c} \mid \boldsymbol{X}_{M B_{c}}\right)=\prod_{X_{i} \in \boldsymbol{X}_{c}} T_{S}\left(X_{i} \mid \boldsymbol{X}_{M B_{c}}\right)
$$

We can see that the transition probability of chromatic Gibbs sampling, $T_{C}$, is a multiplication of transition probability of sequential Gibbs sampling $T_{S}$. We have proved $P(\boldsymbol{X})$ is detailed balanced with $T_{S}$ in previous section. In MCMC, if a transition is a concatenation of other transitions that already satisfy detailed balance property, then it will satisfy detailed balance property itself. Thus, chromatic Gibbs sampling is valid as a parallel Gibbs sampling algorithm.

In sequential Gibbs sampling, the time complexity of running a single round of sampling is $O(N)$, with $N$ being number of nodes. In chromatic sampling, given we have $P$ processors and the graph is colored with $C$ colors, each color containing $N_{c}$ nodes, the time complexity becomes

$$
\begin{equation*}
O\left(\sum_{c}\left\lceil\frac{N_{c}}{P}\right\rceil\right)=O\left(\sum_{c}\left(\frac{N_{c}}{P}+1\right)\right)=O\left(\frac{N}{P}+C\right) \tag{5.7}
\end{equation*}
$$

Thus, as long as $C$ is small, we can speed up sequential Gibbs sampling by a factor of $P$. This is also the reason why we want to color the graph with minimum colors (Line 1 in Algorithm 5.2).

Unfortunately, minimum coloring a general graph is NP-Complete. For many types of graphs, however, it is easy to color them with minimum colors. For example, the grid MRF for POF algorithm (Figure 3.3a on page 28) is trivially two colorable. Even for graphs without easy way to find minimum coloring, it is found that simple heuristic graph coloring method perform well in practice [19].

Now let's try to apply chromatic Gibbs sampling to our POF algorithm (Algorithm 3.1). The MRF for POF is a grid model that can be trivially two colored, thus if we have enough processors, and assuming graph data are instantly available to all of them (i.e., no communication overhead), the original $O(N)$ complexity sampling in each round can be done in $O(1)$ complexity. In actual implementation, we don't have infinite processors, also transferring data between computation units do cost time, thus the real speedup won't be that dramatic. We will show comparisons in Section
6.6.

### 5.5 Parallel Block Gibbs Sampling

In Section 4.3 we discussed block Gibbs sampling as a way to speed up Gibbs sampling convergence. We devised way to detect highly correlated nodes, and sample them jointly after caliberating the block's clique tree.

Here we will first prove the block Gibbs sampling algorithm satisfies detailed balance property, then try to find a way to parallelize it.

In block Gibbs sampling (Algorithm 4.1), we decide on the blocks $\left\{\boldsymbol{X}_{b}\right\}$ before each round of sampling starts, and nodes within each block will be sampled jointly. The blocks are gone through sequentially, so we only need to prove one transition, i.e., sampling one block, satisfies detailed balance property.

Assume the current block to sample is $\boldsymbol{X}_{B}$, and all other nodes is $\boldsymbol{X}_{-B}$. We have the following proof:

$$
\begin{aligned}
P(\boldsymbol{x}) T\left(\boldsymbol{x}^{\prime} \mid \boldsymbol{x}\right) & =P\left(\boldsymbol{x}_{B}, \boldsymbol{x}_{-B}\right) P\left(\boldsymbol{x}_{B}^{\prime} \mid \boldsymbol{x}_{-B}\right) \\
& =P\left(\boldsymbol{x}_{B} \mid \boldsymbol{x}_{-B}\right) P\left(\boldsymbol{x}_{-B}\right) P\left(\boldsymbol{x}_{B}^{\prime} \mid \boldsymbol{x}_{-B}\right) \\
& =P\left(\boldsymbol{x}_{B} \mid \boldsymbol{x}_{-B}\right) P\left(\boldsymbol{x}_{B}^{\prime}, \boldsymbol{x}_{-B}\right) \\
& =T\left(\boldsymbol{x} \mid \boldsymbol{x}^{\prime}\right) P\left(\boldsymbol{x}^{\prime}\right)
\end{aligned}
$$

It is almost identical to the proof of sequential Gibbs sampling, except that now we replaced a single node with a block of nodes.

Now let's think about how to parallelize block Gibbs sampling. Take a look at Figure 5.7. The natural way will be trying to sample all the blocks in parallel. Recall Algorithm 5.1 where we sample all nodes in parallel, and we proved that it doesn't satisfy detailed balance property. When the blocks are generated so that they are adjacent to each other (Figure 5.7a), and we sample all
of them in parallel, it will have the same problem. However, if we leave a margin among the blocks (Figure 5.7 b ), we will be able to sample these blocks in parallel.

(a) Blocks adjacent, cannot sample blocks in parallel

(b) Blocks with margins, can sample blocks in parallel

Figure 5.7: How different blocking affects parallelization. Only blocks with nodes that are not adjacent can be sampled in parallel. For example, blue and yellow block can be sampled together, or blue and green, but not green and yellow, or all three together.

The parallelized version of block Gibbs sampling algorithm (Algorithm 4.1) is shown in Algorithm 5.3. In Line 7, the sequential sampling of individual nodes can also incorporate chromatic sampling to have more speed up.

```
Algorithm 5.3 Parallel Block Gibbs Sampling General Framework
    for all \(t \in 1,2, \ldots, N\) do
        Decide on blocks \(\boldsymbol{B}=\left\{B_{i}\right\}, B_{i}=\boldsymbol{X}_{B_{i}}, \cup_{i} \boldsymbol{X}_{B_{i}} \subseteq \boldsymbol{X}\) so that no blocks are adjacent
        for all \(B_{i}\) do in parallel
            Jointly sample \(\boldsymbol{X}_{B_{i}}^{(t+1)} \sim P\left(\boldsymbol{X}_{B_{i}} \mid \boldsymbol{x}_{M B_{B_{i}}}^{\text {current }}\right)\)
        end for
        for all \(X_{i} \in \boldsymbol{X}-\cup_{j} \boldsymbol{X}_{B_{j}}\) do
            Sample \(X_{i}^{(t+1)} \sim P\left(X_{i} \mid \boldsymbol{x}_{M B_{i}}^{\text {current }}\right)\)
        end for
    end for
```

In [19], a way to dynamically generate "splashes" of nodes are proposed, and the splashes are sampled in parallel. The splashes are the same as blocks we have been discussing. In their work, the splashes are generated so that each splash's treewidth is always bounded, which can guarantee reasonable runtime for jointly sampling nodes in a splash using junction tree algorithm.

When we parallellize block Gibbs sampling, another aspect of consideration is hardware and
architecture choice. As we discussed in Section 5.2, the overhead of splitting work into extra computation units should be less than the speedup we try to achieve. In our situation, the part that's being sent to individual computation unit, is the sampling of individual blocks.

The size of blocks depend roughly on the size of the entire graph and the number of blocks we are trying to generate. Also, the workload of sampling each block is associated with the treewidth of the block. Before we send any blocks to compute, we can filter them by their size, such as number of nodes and treewidth. We do this to control the amount of computation involved for sampling each block.

Then, depending on the size we have chosen for each block, we can decide on the hardware architecture. For example, if each block is huge, we can choose to distribute the workload into multiple computers across network, since the communication time over network is negligible compared to sampling time for each block. However, when block is small, distributing them over network can be costly, and we may opt to use multicore architecture to parallelize the algorithm.

We will experiment with different block sizes, number of computation units, and test out the speedup in experiment Section 6.6.

## Chapter 6

## Experiments

In this Chapter, we present experimental results for methods presented in earlier chapters. First we will show how the Probabilistic Optical Flow (POF) algorithm compares with other state-of-theart optical flow algorithms. Then we will apply various speedup techniques, such as doing clever initialization, using staged annealing, doing block Gibbs sampling and parallelization, and see how they can improve algorithm speed.

Various concepts and their corresponding experimental sections are summarized in Table 6.1.

| Section Content | Concept Introduced | Experiment Section |
| :---: | :---: | :---: |
| Compare POF algorithm with others | Chapter 3 | Section 6.1 |
| Initialization | Section 4.2 | Section 6.3 |
| Staged annealing | Section 4.4 | Section 6.4 |
| Block Gibbs sampling | Section 4.3 | Section 6.5 |
| Parallelization | Chapter 5 | Section 6.6 |

Table 6.1: Overview of experiments.

### 6.1 POF Compared With Other Optical Flow Methods

In this section, we first present the metrics we will use to evaluate optical flow algorithms in Section 6.1.1. One metric uses interpolated image of the original image, thus we will discuss how to do the interpolation in Section 6.1.2. Discussion of experimental datasets is in Section 6.1.3.

Experiments will be split into several categories, to evaluate different aspects of the algorithms.

Using synthetic datasets, we evaluate optical flow algorithms' ability to handle different shapes (Section 6.1.4) and different movement patterns (Section 6.1.5). Experiments with real-world images will be presented in Section 6.1.6 and Section 6.1.7.

### 6.1.1 Evaluation Metrics and Methods

The "Middlebury" dataset ${ }^{1}$ has became very popular in the optical flow research field as the standard evaluation dataset, and we will be using it in our experiments. The Middlebury dataset has an accompanying survey paper [5], which presents a few metrics that measure the quality of optical flow algorithms. In their website ${ }^{2}$, they allow optical flow algorithm programs to be submitted, and use a test set with hidden ground truth to evaluate submitted algorithms. The up-to-date rankings of algorithms are presented on the website, sorted by different metrics.

Four metrics are discussed in [5], i.e., Endpoint Error (EE), Angular Error (AE), Interpolation Error (IE) and Normalized Interpolation Error (NE). We implemented the first three - EE, AE and IE - as our evaluation metrics. We now describe each metric in detail.

- Endpoint Error (EE): Originally used by Otte et al. [37], endpoint error measures the length of flow vector difference. Denote a flow vector for a pixel as $f(p)=(u, v)$ for 2-D images, and the ground truth flow vector as $f_{G T}=\left(u_{G T}, v_{G T}\right)$, then

$$
\begin{equation*}
\mathrm{EE}(p) \equiv \sqrt{\left(u-u_{G T}\right)^{2}+\left(v-v_{G T}\right)^{2}} \tag{6.1}
\end{equation*}
$$

The endpoint error for the entire flow field can be summarized by a few statistics, including mean, standard deviations, and $R X$ statistics. $R X$ denotes the percentage of pixels that have an error measure above $X$. For example, $R 2.5$ means the following:

$$
\begin{equation*}
\mathrm{EE}_{R 2.5} \equiv \frac{\sum_{p} I(\mathrm{EE}(p)>2.5)}{N} \tag{6.2}
\end{equation*}
$$

We will use EE to denote the mean of all $\mathrm{EE}(p)$, and $\mathrm{EE}_{S D}$ as the standard deviation. In Figure 6.1 we show part of the EE ranking on the Middlebury website.

[^3]| Average endpoint error | avg. rank | Army <br> (Hidden texture) <br> GI im0 im1 |  |  | Mequon (Hidden texture) GI im0 im1 |  |  | Schefflera (Hidden texture) GI im0 im1 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NNF-Local [87] | 2.7 | 0.071 | 0.202 | 0.051 | 0.151 | 0.513 | 0.125 | 0.181 | 0.371 | 0.141 |
| OFLAF [77] | 6.9 | 0.087 | 0.213 | 0.065 | 0.165 | 0.534 | 0.125 | 0.192 | 0.371 | 0.141 |
| MDP-Flow2 [68] | 7.9 | 0.087 | 0.213 | 0.0714 | 0.151 | 0.481 | 0.111 | 0.204 | 0.404 | 0.141 |
| NN-field [71] | 8.7 | 0.087 | 0.2214 | 0.051 | 0.177 | 0.556 | 0.1310 | 0.192 | 0.393 | 0.156 |
| ComponentFusion [96] | 10.0 | 0.071 | 0.213 | 0.051 | 0.165 | 0.556 | 0.125 | 0.204 | 0.447 | 0.156 |
| WLIF-Flow [93] | 14.7 | 0.087 | 0.213 | 0.065 | 0.189 | 0.556 | 0.1519 | 0.2513 | 0.5614 | 0.1712 |
| TC/T-Flow [76] | 15.0 | 0.071 | 0.213 | 0.051 | 0.1914 | 0.6827 | 0.125 | 0.2818 | 0.6623 | 0.141 |
| Layers++ [37] | 16.5 | 0.087 | 0.213 | 0.0714 | 0.1914 | 0.569 | 0.1726 | 0.204 | 0.404 | 0.1818 |
| LME [70] | 17. | 0.087 | 0.2214 | 0.065 | 0.151 | 0.492 | 0.111 | 0.3026 | 0.6418 | 0.3169 |
| IROF++ [58] | 17.5 | 0.087 | 0.2319 | 0.0714 | 0.2126 | 0.6827 | 0.1726 | 0.2818 | 0.6317 | 0.1930 |
| nLayers [57] | 17.6 | 0.071 | 0.191 | 0.065 | 0.2232 | 0.5912 | 0.1945 | 0.2513 | 0.5411 | 0.2038 |
| FC-2Layers-FF [74] | 19.7 | 0.087 | 0.213 | 0.0714 | 0.2126 | 0.7031 | 0.1726 | 0.204 | 0.404 | 0.1818 |
| Correlation Flow [75] | 20.1 | 0.0928 | 0.2319 | 0.0714 | 0.177 | 0.5811 | 0.111 | 0.4347 | 0.9950 | 0.156 |
| AGIF+OF [85] | 21.1 | 0.087 | 0.2214 | 0.0714 | 0.2344 | 0.7335 | 0.1836 | 0.2818 | 0.6623 | 0.1818 |
| Classic+CPF [83] | 22.8 | 0.087 | 0.2319 | 0.0714 | 0.2232 | 0.7335 | 0.1726 | 0.3026 | 0.7026 | 0.1818 |
| FESL [72] | 22.9 | 0.087 | 0.213 | 0.0714 | 0.2554 | 0.7541 | 0.1945 | 0.2715 | 0.6115 | 0.1818 |
| ALD-Flow [66] | 23.2 | 0.071 | 0.213 | 0.065 | 0.1914 | 0.6421 | 0.1310 | 0.3026 | 0.7329 | 0.156 |
| TC-Flow [46] | 23.4 | 0.071 | 0.213 | 0.065 | 0.151 | 0.5912 | 0.111 | 0.3131 | 0.7834 | 0.141 |
| COFM [59] | 23.4 | $\underline{0.087}$ | 0.2636 | 0.065 | 0.189 | 0.6217 | 0.1415 | 0.3026 | 0.7431 | 0.1930 |
| Sparse-NonSparse [56] | 23.7 | 0.087 | 0.2319 | 0.0714 | 0.2232 | 0.7335 | 0.1836 | 0.2818 | 0.6418 | 0.1930 |
| Efficient-NL [60] | 23.9 | $\underline{0.087}$ | 0.2214 | 0.065 | 0.2126 | 0.6725 | 0.1726 | 0.3131 | 0.7329 | 0.1818 |
| LSM [39] | 25.3 | 0.087 | 0.2319 | 0.0714 | 0.2232 | 0.7335 | 0.1836 | 0.2818 | 0.6418 | 0.1930 |
| Ramp [62] | 25.8 | 0.087 | 0.2426 | 0.0714 | 0.2126 | 0.7233 | 0.1836 | 0.2715 | 0.6216 | 0.1930 |
| Classic+NL [31] | 27.6 | 0.087 | 0.2319 | 0.0714 | 0.2232 | 0.7439 | 0.1836 | 0.2923 | 0.6522 | 0.1930 |

Figure 6.1: Partial ranking of optical flow algorithms on the Middlebury website, ranked by the average ranking of endpoint errors (EE) among different input images.

- Angular Error (AE): Originally used in a survey by Barren et al. [6], the angular error of a pixel $\mathrm{AE}(p)$ measures the angle difference between a flow vector and ground truth vector:

$$
\begin{equation*}
\operatorname{AE}(p) \equiv \arccos \left(\frac{1.0+u \cdot u_{G T}+v \cdot v_{G T}}{\sqrt{1.0+u^{2}+v^{2}} \sqrt{1.0+u_{G T}^{2}+v_{G T}^{2}}}\right) \tag{6.3}
\end{equation*}
$$

It is defined as the angle between 3-D vector $(u, v, 1.0)$ and ( $u_{G T}, v_{G T}, 1.0$ ). We are using 3-D vector with an extra $Z$-dimension length as 1.0 , to deal with situations when one of the 2-D vector has zero length. However, the AE error penalizes longer flow vectors less than shorter flow vectors, and the choice of $Z$-dimension length is a bit arbitrary [5].

Similar to EE, we use AE to denote the mean of all angular errors, and $\mathrm{AE}_{S D}$ for standard deviation.

- Interpolation Error (IE): Given an image $\boldsymbol{I}$ and optical flow $\boldsymbol{f}$, if we move all pixels in $\boldsymbol{I}$ based on $\boldsymbol{f}$, the result image is called an interpolation of $\boldsymbol{I}$ using $\boldsymbol{f}$. We denote the interpolated image as $\boldsymbol{I}_{I N T(\boldsymbol{f})}$.

Given first image $\boldsymbol{I}$, second image $\boldsymbol{I}^{\prime}$ and calculated flow $\boldsymbol{f}$, interpolation error IE represents the difference between second image $\boldsymbol{I}^{\prime}$ and interpolated image $\boldsymbol{I}_{I N T(\boldsymbol{f})}$ :

$$
\begin{equation*}
\mathrm{IE} \equiv \sqrt{\frac{1}{N} \sum_{p}\left(\boldsymbol{I}^{\prime}(p)-\boldsymbol{I}_{I N T(\boldsymbol{f})}(p)\right)^{2}} \tag{6.4}
\end{equation*}
$$

We will describe the interpolation algorithm we used in Section 6.1.2.

When selecting optical flow algorithms to compare with the POF algorithm, we would like to use algorithms that both have good performances in the Middlebury evaluation dataset, and have open source code available. In the Middlebury ranking page, ${ }^{3}$ algorithms can be ranked by any of the metrics presented above - AE, EE or IE. We chose the following algorithms: Classic+NL (C+NL) $[\mathbf{4 4}]^{4}$ (Highly ranked in AE and EE), Correlation Flow (CF) [13] ${ }^{5}$ (Highly ranked in AE and EE), CLG-TV [12] ${ }^{6}$ (Highly ranked in IE), as well as one classic optical flow algorithm, the Horn Schunck method (HS) [20] ${ }^{7}$.

For each algorithm, we use the default settings provided in the respective open source code. For the POF algorithm, we use $\alpha=3, \beta=100, \gamma=1$ for most experiments, unless otherwise noted. For the $\alpha$ parameter, a smaller value enforces a tighter control on intensity conformity. The $\beta$ parameter is set to a large value for less restriction on movement distances. A small value of the $\gamma$ parameter makes neighboring pixels more conformant with each other, thus making flow fields smoother.

Some optical flow algorithms are probabilistic, such as the POF algorithm, meaning they generate different results on different runs. For such algorithms, we run the same experiment multiple times and take the average for the metrics measured.

When implementing error metrics AE and EE, we only consider areas where we know the ground

[^4]truth flow. The reason can be seen in Figure 6.2. Here, the rectangle moved in the bottom right direction, and the ellipse moved in the top left direction. We only know the ground truth flow for the two objects, but not the background. Figure 6.2d and Figure 6.2e shows results from the POF and CLG-TV algorithms. They differ quite a lot, but in the area where we know the ground truth, both of them have the same results, thus they should have the same error result. For this reason, we will only compute AE and EE in areas where we know the ground truth flows.


Figure 6.2: Error metric implementation. Here ground truth is known for the objects (rectangle and ellipse), but not for the black background. When measuring AE and EE of different flow results (Figure (d) and (e)) only flow values in the area of known ground truth are measured.

### 6.1.2 Interpolation

Given an image $\boldsymbol{I}$ and an optical flow $\boldsymbol{f}$, an interpolation algorithm $f_{I N T}(\boldsymbol{I}, \boldsymbol{f})$ maps the image $\boldsymbol{I}$ to an interpolated image $\boldsymbol{I}_{I N T(\boldsymbol{f})}$, based on the optical flow $\boldsymbol{f}$.


Figure 6.3: Straightforward (naive) optical flow interpolation with rigid movement flow. Edge pixels in interpolated image are left unknown. Ideally they are filled as original edge pixels.

A straightforward method for interpolating $\boldsymbol{I}$ with $\boldsymbol{f}$ is to simply apply flow vector $f(p)$ on pixel $p$ in $\boldsymbol{I}$, and place the resulting pixel in the interpolated image. An example is given in Figure 6.3. In this example, we have a small dark square in the center of the $4 x 4$ input image, and the
optical flow is given such that all pixels move one pixel in the bottom right direction. When we apply the flow to the image, the black box is moved to the bottom right corner. However, since we don't know what should be filled in at the top and left edges, they are marked with a "?" (Figure $6.3 \mathrm{~d})$. This problem can potentially be solved by filling the unknown edge pixels with the original edge pixel values. The ideal interpolated image is shown in Figure 6.3e.

However, the unknown pixels can also appear in the middle of an interpolated image. In Figure 6.4, we show such an example.


Figure 6.4: Straightford (naive) optical flow interpolation with expanding flow. The black box in the center is expanded by the given flow, and the pixels inside are left unknown. Ideally the object is expanded with inside filled.

Here, the input image is the same as last example, but the flow is changed to be expanding from the center. Ideally, as an object expands, it will occupy all areas inside of it, as shown in the ideal interpolation Figure 6.4e. However, the straightforward (naive) interpolation is not able to fill in the unknown pixels (Figure 6.4d).

We can fill in the "holes" by "guessing" their values from their surrounding pixels. In our modified interpolation algorithm, we fill in the holes by interpolating the unknown pixels using their neighbors. An illustrated example is given in Figure 6.5.

Assume the interpolated image has only two known pixels, marked with "O", and one is darker than the other (Figure 6.5a). All the remaining pixels are unknown (holes).

We fill the holes that are nearest to the known pixels, and gradually to the ones that are further away. In Figure 6.5b, all holes one pixel away from known pixels are filled by their closest known pixels.

In Figure 6.5c, we keep filling holes that are two pixels away. For the hole with equal distance

| O | $?$ | $?$ | $?$ |
| :---: | :---: | :---: | :---: |
| $?$ | $?$ | $?$ | $?$ |
| $?$ | $?$ | $?$ | $?$ |
| $?$ | 0 | $?$ | $?$ |

(a) Interpolated image with holes

(b) Filling holes within 1 pixel

(c) Filling holes within 2 pixels

(d) Filling holes within 3 pixels

Figure 6.5: Filling in the holes of interpolated image. Intensity values of original pixels (marked by "O") are propagated to neighboring pixels with unknown values (marked by "?"), level by level. When multiple intensity values are propagated to the same pixel, average value is used.
to the dark and light pixel, we fill it with the average intensity of the pixels marked with "O". In Figure 6.5d, we fill the last hole using the same process.

Using this process, the previous interpolated images in Figure 6.3 d and Figure 6.4 d can be easily filled to the ideal interpolations (Figure 6.3e and Figure 6.4e).

Pseudocode for this interpolation algorithm is presented in Algorithm 6.1.

```
Algorithm 6.1 InterpolateImage: Image interpolation algorithm
Input: Image \(I\), optical flow \(f\)
Output: Interpolated image \(\boldsymbol{I}_{I N T(\boldsymbol{f})}\)
    Temporary image \(\boldsymbol{I}^{\prime} \leftarrow\) Apply \(\boldsymbol{f}\) on \(\boldsymbol{I}\), mark unknown pixels with "?". If multiple pixels in \(\boldsymbol{I}\)
    move to the same position in \(\boldsymbol{I}^{\prime}\), then use the maximum value.
    \(\boldsymbol{I}_{I N T(\boldsymbol{f})} \leftarrow \operatorname{FilLHoles}\left(\boldsymbol{I}^{\prime}\right)\) \{Algorithm 6.2\}
    return \(\boldsymbol{I}_{I N T(f)}\)
```

```
Algorithm 6.2 FillHoles: Filling unknown pixels by interpolating from known pixels
Input: Image with holes \(\boldsymbol{I}\)
Output: Image without holes \(\boldsymbol{I}^{*}\)
    Initialize \(\boldsymbol{I}^{*} \leftarrow \boldsymbol{I}\)
    for all unknown pixel \(p\) in \(\boldsymbol{I}^{*}\) do
        \(D \leftarrow\) Distance from \(p\) to nearest known pixel in \(\boldsymbol{I}\)
        \(\boldsymbol{I}_{D} \leftarrow\) All known pixels \(D\) pixels away from \(p\), in \(\boldsymbol{I}\)
        \(\boldsymbol{I}^{*}(p) \leftarrow \operatorname{average}\left(\boldsymbol{I}_{D}\right)\)
    end for
    return \(I^{*}\)
```

In Figure 6.6, we show a few examples of image interpolation.


Figure 6.6: Image interpolation examples. With an expanding optical flow, naive interpolation leaves "holes" (black grids), while improved algorithm fills the holes nicely.

### 6.1.3 Input Dataset

We use both synthetic images and real images for testing. The benefit of using synthetic images is the ability to control ground truth optical flow and input image, which allows fine grained testing of optical flow algorithms. Using real images allows testing algorithms in real world situations.

When using synthetic images, we first generate the first image $\boldsymbol{I}$ and the ground truth flow $\boldsymbol{f}_{G T}$. Then we generate the second image $\boldsymbol{I}^{\prime}$ by interpolating $\boldsymbol{I}$ with $\boldsymbol{f}_{G T}$. The exact shapes of synthetic images will be shown in the following experimental sections. The synthetic images have a size of $20 \times 20$ pixels, unless otherwise noted.

For real images, one set of images used comes from York University's Cardiac MRI dataset ${ }^{8}$ [3]. The dataset contains cardiac MR images acquired from 33 patients, each patient's sequence consisting of 20 frames and 8-15 slices along the long axis, for a total of 7980 images. A sample of the dataset is shown in Figure 6.7.

We also use the Middlebury dataset ${ }^{9}$ [5]. The dataset contains both synthetic images with
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Figure 6.7: York dataset sample cardiac MRI images.
known ground truth, as well as camera captured image sequences with ground truth measured by special texture-tracking device. We will use part of this dataset for comparison.

### 6.1.4 Impact of Object Shape

In this set of experiment, we investigate how the shape of an input object affects the resulting optical flows. The input objects are shown in Figure 6.8.


Figure 6.8: Input shapes used in determining impact of object shape on flow result

The input objects $\boldsymbol{I}$ include the following:

- Rectangle and ellipse - These are basic geometric shapes, with inside filled.
- Ventricles - This is a simplified image of a person's left ventricle (LV) and right ventricle (RV). The actual shape of $L V \& R V$ varies for different people, while two examples can be seen in Figure 6.7a and Figure 6.7c.
- Heart - This image is a crop of Figure 6.7a, focusing on the ventricles area.
- Heart2 - This is an illustrated heart, to add some irregularity to input shapes. It is also made hollow to differentiate it from the other shapes.

We applied two different types of transformations to the input images $\boldsymbol{I}$ to generate their sequel images $\boldsymbol{I}^{\prime}$ :


Figure 6.9: Optical flow used in determining impact of object shape on flow result

- Transformation 1 (Moving in the bottom right direction): Apply optical flow shown in Figure 6.9a. It moves all pixels towards bottom right direction for 2 pixels.
- Transformation 2 (Expansion and dimming): Apply optical flow shown in Figure 6.9b, which expands the image from the center to $130 \%$ of the original size, then dim all pixels' intensity values to $80 \%$ of the original values, to mimic changing intensity situation.


Figure 6.10: Applying transformations on five different input shapes.

Note that the optical flow applied (Figure 6.9a and Figure 6.9b) will be the ground truth flow
we will be comparing the results of optical flow algorithms with. The result of applying the two transformations on the five input shapes are shown in Figure 6.10.


Figure 6.11: Optical flow result on changing shapes, with ground truth flow in Figure 6.9a.

We will first investigate the results of applying Transformation 1. In Figure 6.11, we show the optical flow results of using $\boldsymbol{I}$ from Figure 6.8, and $\boldsymbol{I}^{\prime}$ generated using Transformation 1 (Movement, second row in Figure 6.10).

Since the ground truth flow we used is rigid movement in the bottom right direction, most
algorithms generated correct result, with most, if not all flow vectors the same as ground truth (Classic+NL, CLG-TV, POF, and part of Correlation Flow). For Correlation Flow, it detected the shape of the simpler input objects (rectangle, ellipse and ventricles). This doesn't affect error metrics since AE and EE are only computed in the object area, but this feature may be useful when using optical flow result to track objects. For the Horn Schunck algorithm, the overall result is worse than other algorithms.


Image 2 (Moved to bottorm right direction, using Thansformation $\left.{ }^{n \prime 2} 1\right)^{n}$


Horn Schunck optical flow interpolation of Image 1


Classic+NL optical flow interpolation of Image 1


CLG-TV optical flow interpolation of Image 1


POF optical flow interpolation of Image 1
Figure 6.12: Optical flow result applied on input images. Here Image 2 is achieved by applying Transformation 1 to Image 1.

In Figure 6.12, we show the results of interpolating Image 1 with computed optical flow, and compare with ground truth Image 2. Since most algorithms generated flow results close to ground truth, the interpolated images are very close to input Image 2. For the HS method (third row in Figure 6.12), the result is not ideal.

With both optical flow results and interpolated images shown, we can go ahead and calculate the error metrics - AE, EE and IE. Results are shown in Figure 6.13. Generally, the CLG-TV and POF algorithms performed the best, with basically no errors for most shapes. However, both algorithms showed a much better performance on the simpler object shapes (rectangle, ellipse and ventricles) than the more complicated ones (hollow heart and real heart image). Interestingly, for Correlation Flow and Classic+NL algorithm, it is the opposite. They performed better on the complicated shapes than on simple geometric shapes. This result suggests that these two algorithms may be able to handle more complicated inputs.


Figure 6.13: Error measures of shape test (Transformation 1). The input shapes affect flow results a lot. Generally, CLG-TV and POF performed the best.

Now we analyze the results of applying Transformation 2. Figure 6.14 shows the optical flow results. As can be seen, most of the result are quite confusing, since ideally the flow is an expansion from the center (as in ground truth in Figure 6.9b). Interestingly, many of the algorithms detected the shapes of geometric objects (rectangle, ellipse, ventricles, hollow heart) (column $1,2,3$ and 5).


Figure 6.14: Optical flow result on changing shapes, with ground truth flow in Figure 6.9b.

In Figure 6.15, we show the results of interpolating Image 1 with the computed optical flows, and compare with ground truth Image 2. Intuitively, the interpolation result is worse than the first experiment (Transformation 1 - Movement).


Figure 6.15: Optical flow result applied on input images. Here Image 2 is obtained by applying Transformation 2 to Image 1.

In Figure 6.16, we show the results for different metrics. Here, since the intensity is changed after the transformation, measuring interpolation error will not make sense any more. The reason is, when we apply computed optical flow to Image 1 , the interpolated image will keep the original intensity of Image 1, thus it will be dramatically different from Image 2 whose intensity is dimmed during transformation. The AE and EE results across different shapes are very similar, with errors from the two heart images slightly higher for AE. Also, compared with errors in the previous movement test, the errors are much higher.


Figure 6.16: Error measures of shape test (Transformation 2, expansion and dimming). Compared to errors in the first test (Transformation 1) which has a rigid movement, here the errors are much higher. Shape didn't affect error results that much. Also, errors are pretty consistent among different algorithms (except HS algorithm).

### 6.1.5 Impact of Movement

In this section, we study how movement patterns affect the results of optical flow algorithms. The following types of movements are used.

- Single object moving in varying distances: We will use two types of objects - rectangle and ventricles. They will each move towards bottom right direction for 1 pixel to 5 pixels.
- Two objects moving toward each other


## - Two objects moving away from each other

The input Image 1, Image 2 and corresponding ground truth flow are shown in Figure 6.17.
The optical flow result on the single object moving test is shown in Figure 6.18 and Figure 6.19.


Figure 6.17: Input to the movement experiments. The left two columns (with rectangle and ellipse) are inputs to movement distance test. We only showed the result of moving Image 1 by 5 pixels. The right two columns are two objects moving closer to and away from each other.

For the rectangle movement (Figure 6.18), similar to results in the shape test (Figure 6.11), both CLG-TV and POF algorithm generated consistent flows, for movement distances 1 pixel to 4 pixels. However when distance increased to 5 pixel, both of them started generating non-ideal results. For CF and $\mathrm{C}+\mathrm{NL}$, as distance increases, both of them showed more explicit contours of the objects, though the flow of $\mathrm{C}+\mathrm{NL}$ on 5 pixel distance is clearly wrong. The HS algorithm again generated confusing result.

When we changed the shape to ventricles (Figure 6.19), the results are generally worse than for the rectangle. Both CLG-TV and POF generated worse result from shorter distances (4 pixels), and for CF and $\mathrm{C}+\mathrm{NL}$, the results are absolutely incorrect, starting from 4 pixels (CF) and 3 pixels $(\mathrm{C}+\mathrm{NL})$ respectively.


Figure 6.18: Optical flow result for the movement test (Single object, rectangle). As the movement distance increases, results have decreasing quality. Interestingly, CF and $\mathrm{C}+\mathrm{NL}$ flows showed the contours of input objects, though C+NL's flow result is completely incorrect when distance is 5 pixels.


Figure 6.19: Optical flow result for the movement test (Single object, ventricles). As movement distance increases, results have decreasing quality. Again, CF and $\mathrm{C}+\mathrm{NL}$ flows showed the contours of input objects, but this time both CF and $\mathrm{C}+\mathrm{NL}$ 's flow results are wrong when distance is large.

In Figure 6.20 and 6.21, we show the interpolated images using optical flow results.


Figure 6.20: Interpolated images using optical flow result of movement test (Single object, rectangle). As movement distance increases, results have decreasing quality.


Figure 6.21: Interpolated images using optical flow result of movement test (Single object, ventricles). As movement distance increases, results have decreasing quality.

The error metrics (AE, EE, IE) of the single object moving test are shown in Figure 6.22. Generally, errors increase when moving distance increases. CF algorithm has the best performance when the input is a rectangle, across all three error metrics, but degraded a lot when the shape is
changed to ventricles. CLG-TV and POF had very similar errors, and both are less susceptible to changes of shapes.


Figure 6.22: Error measures of movement test (Single object). As distance increases, errors increase. Generally CLG-TV and POF performed best when input shape is ventricles, while CF is better when the shape is rectangle.

We now go on to see how movement of two objects affects optical flow algorithms. In Figure 6.23 , we show both the optical flow result and interpolated image for the two objects movement test. Image 1 is previously shown in Figure 6.17. For Image 2, the first one is the result of two objects moving closer (the ground truth flow on left and right side points toward each other), and the second one is the result of two objects moving away (ground truth flow pointing in opposite direction). CF and $\mathrm{C}+\mathrm{NL}$ again generated flows that showed boundaries around the input objects, though for C+NL the rectangle's flow is incorrect when the objects are moving away. For CLG-TV and POF, both generated flow values correctly on top of the objects. The difference is in how much neighboring areas are also included in the flow.


Image 1, Image 2 and ground truth optical flow


Figure 6.23: Interpolated images using optical flow result of movement test, two objects moving closer and away. From the second row to bottom, the 1st and 3rd columns show interpolated images using optical flow results shown in 2 nd and 4 th columns.

When objects moved away (right two columns), again CF and C+NL's flow results showed object boundaries.


Figure 6.24: Error measures of movement test (Two objects). CLG-TV and POF are the winners here, showing their adaptabiity to non-rigid movements.

The error metrics of the two objects moving test is shown in Figure 6.24. For CF, C+NL and CLG-TV, they all performed better when objects move away, while POF performed better when objects move closer. Also, CLG-TV and POF (the two algorithms that generated a larger area of flows) performed a lot better than CF and C+NL. It shows CLG-TV and POF has a better adaptability to non-rigid movements (movements with different directions).

### 6.1.6 Using Middlebury Images

From the Middlebury dataset, ${ }^{10}$ we used Urban3 image input, which can be seen in Figure 6.25.
The flow and interpolation results are shown in Figure 6.26, and the errors are shown in Table 6.2. From the flow result, we can tell that CLG-TV and POF have more fragmented flow fields, while CF and $\mathrm{C}+\mathrm{NL}$ are more smooth. The EE and AE for CF and $\mathrm{C}+\mathrm{NL}$ are better than for CLG-TV and POF, while CLG-TV and POF have better IE result. The reason is that CLG-TV and POF algorithms allow more flexibility of flows in local small image patches, while CF and $\mathrm{C}+\mathrm{NL}$ enforce a tighter global control. Thus, CLG-TV and POF will generate flows that give better interpolation result (since small image patches can be more flexibily flown to desired endpoint), while this flexibility often hurts the global EE and AE which requires flow to be more consistent,
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Figure 6.25: Input of Middlebury data (Urban3)
like ground truth flow.


Figure 6.26: Optical flow result on Urban3. POF result is more fragmented compared with CF, C+NL and CLG-TV method.

|  | EE | AE | IE |
| :---: | ---: | ---: | ---: |
| HS | 1.4 | 40.0 | 15.8 |
| CF | 0.8 | 24.0 | 14.1 |
| C+NL | $\mathbf{0 . 6}$ | $\mathbf{2 0 . 4}$ | 13.6 |
| CLG-TV | 0.9 | 25.9 | $\mathbf{9 . 7}$ |
| POF | 1.2 | 37.2 | 10.2 |

Table 6.2: Errors of optical flow results on Urban3 input

### 6.1.7 Using Cardiac Images

Here we compare OF algorithms on cardiac images. As mentioned in Section 6.1.3, we will be using York University's Cardiac MRI dataset ${ }^{11}$ [3]. For input Image 1, we used patient 3's images, with slice number 5 at time frame 1. Since we don't have ground truth flow between these MRI images, we opted to generate our own ground truth flow, and apply it on Image 1 to generate the input Image 2. The input images can be seen in Figure 6.27. The ground truth flow shown in Figure 6.27 c is an expanding flow, centered on the bottom left corner.


Figure 6.27: Input of cardiac image

The resulting flows and interpolated images with the flows can be seen in Figure 6.28, and resulting errors can be seen in Table 6.3.

[^7]|  | EE | AE | IE |
| :---: | :---: | ---: | ---: |
| HS | 3.4 | 40.9 | 14.8 |
| Correlation Flow | 2.8 | 31.2 | 14.4 |
| Classic+NL | 2.1 | 17.5 | 12.6 |
| CLG-TV | $\mathbf{1 . 2}$ | $\mathbf{1 0 . 0}$ | 4.3 |
| POF | 2.0 | 22.3 | $\mathbf{3 . 6}$ |

Table 6.3: Errors of optical flow results on cardiac MRI input


Figure 6.28: Optical flow result on cardiac MRI images.

Both CLG-TV and POF generated optical flows close to ground truth flow, while POF's result had lower interpolation error. This result shows that POF is able to deal with non-rigid motions nicely. It also shows POF's ability to lower interpolation error compared to the other algorithms. A low interpolation error means that pixels in Image 1 are moved to positions in Image 2 with similar intensity values. In POF, each pixel's intensity error is lowered individually via intensity energy
(Equation 3.7). It is more flexible than other algorithms in which pixels are moved in groups, and that is the reason for the superior IE performance of POF algorithm.


Optical flow result from POF at different time steps, from $t=0.3 \mathrm{sec}$ to $t=216 \mathrm{sec}$.


$$
t=0.3
$$


$t=2.5$

$t=6.7$

$t=21.3$

$t=85.2$

$t=216($ Final $)$

Interpolated image using OF result from POF at different time, from $t=0.3 \mathrm{sec}$ to $t=216 \mathrm{sec}$.
Figure 6.29: Evolvement of optical flow result on cardiac MRI images at different time.


Figure 6.30: Median best errors and log likelihoods of POF algorithm on cardiac image input. OF samples' performance increase quickly at the beginning, then the improvement speed slows down.

In the end, we show the evolution of POF's optical flow samples over time, as computed by the

POF Gibbs sampler, in Figure 6.29. The evolution of various error measures and log likelihoods are shown in Figure 6.30. We can see that initially the log-likelihood of the flow samples increases quickly, then it slows down. Similar pattern can be found for the error measures. This kind of behaviour is very typical for the POF algorithm. It takes very short time (compared to the entire sampling time) to find a reasonably good flow assignment, then finding a better flow assignment becomes harder and takes longer time.

### 6.1.8 Conclusion

In this section of experiments, we tested the performance of various optical flow algorithms, on different types of testing inputs, including varying shapes, changing moving distance on single object, two objects moving closer and away, and real images.

Notably, POF algorithm is often able to generate flows that have a better IE error result than other algorithms, which shows the strong adaptability of the algorithm to fine-grained flow variations. Also, compared to other OF algorithms, POF is less susceptible to changing input shapes, nor non-rigid movement patterns. However, when movement distance of an object increases, POF, together with all other algorithms, has decreasing flow result quality. Also, when the input image becomes larger, the result of the POF algorithm starts to become fragmented, which may not be desired in real-world images. The reason for such behaviour is that in the definition of the POF algorithm, we used neighbor energy (Equation 3.9) that only involves adjacent nodes to control smoothness of generated flow. While in small images this is enough, in larger images the conformity among neighbors may not propagate far enough to cover a larger section of the image.

There are several directions to improve the POF algorithm.

- Use higher level factors. Currently, the only restriction in POF on having conformant flow among adjacent pixels is the neighbor factor defined on adjacent flow values. We can extend the neighborhood to enforce a higher level of conformity.
- Use pyramid method, i.e., incremental multi-resolution technique. This technique is a common method used in optical flow algorithms (see [8], [10] and the Correlation Flow [13] and CLG-TV [12] algorithms), to determine flow values in a coarse to fine process. First,
images are scaled down to enable a fast and coarse optical flow calculation, then this result is used as guidance on higher-resolution image optical flow calculations. Using this method, conformity can be enforced among larger image patches, since the same flow value (generated from a coarse image) is used as guidance on many pixels on fine grained image.
- Speed up POF. Using pyramid method can potentially speed up POF. Also, since most time of POF algorithm is spent on Gibbs sampling, any method that speeds up Gibbs sampling will be able to speed up POF. We will be discussing these methods in the following experimental sections.


### 6.2 Measuring Gibbs Sampling Convergence

We define a few metrics to measure the speed of convergence for Gibbs sampling. Since Gibbs sampling process is probabilistic, we wish to reduce the variation in our results. Thus, for any Gibbs sampling process with the same input, we run it $L$ times (typically $L=30$ ). Denote $\boldsymbol{S}$ as all samples collected from all $L$ runs for one Gibbs sampling experiment, and $\boldsymbol{S}_{l}$ as the samples collected from the $l$-th run, then $\boldsymbol{S} \equiv\left\{\boldsymbol{S}_{l}\right\}, l=1, \cdots, L$. Denote the number of samples in run $\boldsymbol{S}_{l}$ as $R$, then, $\boldsymbol{S}_{l}=\left\{S_{l}^{r}\right\}, r=1, \cdots, R$. The entire set of samples we collected from one experiment can be denoted as

$$
\begin{equation*}
\boldsymbol{S}=\left\{\boldsymbol{S}_{l}\right\}_{l=1}^{L}=\left\{\left\{S_{l}^{r}\right\}_{r=1}^{R}\right\}_{l=1}^{L} \tag{6.5}
\end{equation*}
$$

For each sample $S_{l}^{r}$, we record its $\log$ likelihood $\log P\left(S_{l}^{r}\right)$ and total elapsed time since algorithm started $t\left(S_{l}^{r}\right)$. With these data we can measure Average Best Log-Likelihood, Median Best Log-Likelihood, Convergence Time Distribution and Cumulative Convergence Time Distribution, defined as follows:

- Average Best Log-Likelihood (ABL) and Median Best Log-Likelihood (MBL): Average / median best log-likelihood at time $t$ for an experiment measures the average / median
of highest log-likelihoods from all sample chains, up to time $t$ :

$$
\begin{align*}
\operatorname{ABL}(t) & =\operatorname{mean}\left[\max _{r=1, \cdots, r^{*}}\left\{\log P\left(S_{l}^{r}\right)\right\}\right],  \tag{6.6}\\
\operatorname{MBL}(t) & =\operatorname{median}\left[\max _{r=1, \cdots, r^{*}}\left\{\log P\left(S_{l}^{r}\right)\right\}\right],  \tag{6.7}\\
\text { where } & \\
r^{*} & =\underset{r}{\operatorname{argmax}}\left\{t\left(S_{l}^{r}\right)<t\right\} \tag{6.8}
\end{align*}
$$

$\operatorname{ABL}(t)$ and $\operatorname{MBL}(t)$ provides an estimate of how well an average sample chain will perform at a given time. Also, we can plot $\operatorname{ABL}(t) / \operatorname{MBL}(t)$ with $t$ ranging from $[0, T]$ where $T$ is the total sampling time.

## - Convergence Time Distribution (CTD) and Cumulative Convergence Time Distri-

 bution (CCTD): Convergence time distribution is the probability distribution of the time of convergence of a sampling chain. Denote $T_{\text {conv }}$ as the time of convergence of one sampling chain $\boldsymbol{S}_{l}$, since $T_{\text {conv }}$ is a random variable, it will follow a certain probability distribution $P_{C T D}\left(T_{\text {conv }}\right)$. We can approximate this distribution by producing many sampling chains and recording their convergence times. Similar approach of measuring random processes can be found in [34, 35].For convergence time, we will simply use the first time for a sample chain to reach a certain $\log$ likelihood threshold $\log P_{\text {conv }}$, i.e., $T_{\text {conv }}=\min \left\{t\left(S_{l}^{r}\right)\right\}, \forall \log P\left(S_{l}^{r}\right) \geq \log P_{\text {conv }}$. With CTD, we can have an estimate of how likely a sample chain can converge at time $t$, and use it to compare convergence speed of different sampling chains.

Cumulative convergence time distribution is simply the cumulative form of CTD.

### 6.3 Doing Clever Initialization

### 6.3.1 Preparation

As discussed in Section 4.2, we will experiment with using results from different OF algorithms as input to POF's Gibbs sampling. We wish to use a $\boldsymbol{f}_{0}$ that is close to $\boldsymbol{f}^{*}=\operatorname{argmax}_{\boldsymbol{f}} P(\boldsymbol{f})$ as
a starting point, so that the sample chain can quickly find an optimal or approximately optimal result. Using results from other OF methods can provide such initial samples, since these results are "believed" by the other algorithms to be optimum solutions, and thus may do relatively well in POF's probability evaluation.

We denote a candidate OF algorithm as XOF, and our hybrid method as POF-XOF. The pseudocode of the hybrid approach can be seen in Algorithm 6.3.

```
Algorithm 6.3 POF-XOF: Hybrid Probabilistic Optical Flow
Input: Images \(\boldsymbol{I}, \boldsymbol{I}^{\prime}\), an OF method XOF, runtime limit \(T\), observation rounds \(R\)
Output: Optical flow \(\hat{\boldsymbol{f}}\)
    \(t \leftarrow 0 ; \hat{t} \leftarrow 0 ; \boldsymbol{f}^{0} \leftarrow \operatorname{XOF}\left(\boldsymbol{I}, \boldsymbol{I}^{\prime}\right) ; \hat{\boldsymbol{f}} \leftarrow \boldsymbol{f}^{0}\)
    while \(t-\hat{t}<R\) AND runtime \(<T\) do
        \(t \leftarrow t+1\)
        \(\boldsymbol{f}^{t} \leftarrow\) POF_SAMPLE_ROUND \(\left(\boldsymbol{I}, \boldsymbol{I}, \boldsymbol{f}^{t-1}\right)\)
        if \(P\left(\boldsymbol{f}^{t}\right)>P(\hat{\boldsymbol{f}})\) then
            \(\hat{t} \leftarrow t ; \hat{\boldsymbol{f}} \leftarrow \boldsymbol{f}^{t}\)
        end if
    end while
    return \(\hat{f}\)
```

Here one round of POF Gibbs sampling is denoted as POF_SAMPLE_ROUND. The difference between POF-XOF and the original POF algorithm is that instead of initializing $f^{0}$ randomly, we initialize it using the result of XOF. The previous POF algorithm is thus a special case of POFXOF, namely the case where XOF generates a random flow assignment.

As of the choice of XOF algorithms, we will keep using the ones we used to compare with POF algorithm in Section 6.1, i.e., Classic+NL (C+NL) [44] ${ }^{12}$, Correlation Flow (CF) $[\mathbf{1 3}]^{13}$ and CLG-TV [12] ${ }^{14}$. Horn Schunck method is not used because of its unsatisfactory performance.

The following factors should be taken into consideration when deciding whether an XOF algorithm is a good candidate for POF:

- Speed of XOF: XOF should be relatively fast in generating an initial result $\boldsymbol{f}^{0}$, so that the time saved by starting POF with $f^{0}$ directly is more than the time spent on generating $\boldsymbol{f}^{0}$.
- "Compatibility" of XOF with POF: Different OF methods use different models and

[^8]target functions to compute their optimized OF results. These models may not align with POF's model nicely, e.g., they may not generate an $\boldsymbol{f}^{0}$ that has high likelihood in $P\left(\boldsymbol{f}^{0}\right)$, and thus may not help in speeding up the Gibbs sampling. We want to choose an XOF that produces flow result with high likelihood in POF.

We will keep the settings used in Section 6.1 for the XOF algorithms and POF algorithms. For each algorithm, we use the default settings provided in the respective open source code package. For POF algorithm, we use $\alpha=3, \beta=100, \gamma=1$.

### 6.3.2 Input Data

We will use both synthetic images and real world images as input to our algorithms. They are summarized in Figure 6.31.


Figure 6.31: Input images for better POF initialization experiments
"Ventricles" and "Two objects" are both synthetic images. "Ventricles" is a simplified illustra-
tion of human cardiac images, and the entire image moved in bottom right direction. We use this image to test OF algorithms' ability to handle rigid movements for irregular shapes. "Two objects" shows movements of two objects in opposite directions, we use this since many OF algorithms do not handle such movements well. "Urban3" is a real world image taken from the Middlebury dataset [5].

To compare the speed of POF-XOF and POF algorithm, we will keep using the convergence measures defined in 6.2, i.e., Median Best Log-Likelihood (MBL), Convergence Time Distribution (CTD) and Cumulative Convergence Time Distribution (CCTD). Additionally, we measure three additional values: Median Best Endpoint Error (MBEE), Median Best Angular Error (MBAE) and Median Best Interpolation Error (MBIE). The errors for a flow result is defined in Section 6.1.1. These are median best errors measured in essentially the same way as median best log-likelihood, except that here "best" means lowest error (whereas best log-likelihood is the maximum). For example, MBEE is defined as follows:

$$
\begin{equation*}
\operatorname{MBEE}(t)=\operatorname{median}\left[\min _{r=1, \cdots, r^{*}}\left\{\operatorname{EE}\left(S_{l}^{r}\right)\right\}\right], \tag{6.9}
\end{equation*}
$$

where

$$
\begin{equation*}
r^{*}=\underset{r}{\operatorname{argmax}}\left\{t\left(S_{l}^{r}\right)<t\right\} \tag{6.10}
\end{equation*}
$$

For each experiment, we run it $L$ times where $L=30$.

### 6.3.3 Comparing XOF and POF

We first compare flow results between POF and the candidate XOF algorithms. We let the POF algorithm terminate when no log likelihood improvements are made in the most recent 200 sampling rounds. The errors and runtime (denoted as RT) of all OF methods on all the input images are measured in Table 6.4. The runtimes are measured in seconds, and for POF, all values are medians taken from 30 independent sampling runs.

We can see that for both "Ventricles" and "Two objects", POF algorithm's results have much

|  | Ventricles |  |  |  | Two Objects |  |  |  | Urban3 |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | EE | AE | IE | RT | EE | AE | IE | RT | EE | AE | IE | RT |
| CF | 5.2 | 58.5 | 90.0 | 3.2 | 1.3 | 15.0 | 28.6 | 3.2 | 0.8 | 24.0 | 14.1 | 4.1 |
| C+NL | 4.9 | 53.6 | 104.1 | $\mathbf{0 . 6}$ | 1.0 | 12.7 | 25.9 | $\mathbf{0 . 7}$ | $\mathbf{0 . 6}$ | $\mathbf{2 0 . 4}$ | 13.6 | 5.1 |
| CLG-TV | 2.9 | 30.8 | 52.8 | 3.2 | 0.1 | 1.2 | $\mathbf{5 . 9}$ | 3.5 | 0.9 | 25.9 | $\mathbf{9 . 7}$ | $\mathbf{2 . 4}$ |
| POF | $\mathbf{0 . 0}$ | $\mathbf{0 . 1}$ | $\mathbf{0 . 9}$ | 71.3 | $\mathbf{0 . 0}$ | $\mathbf{0 . 3}$ | 10.5 | 52.4 | 1.3 | 37.0 | 10.4 | 291.8 |

Table 6.4: Comparing XOF and POF. POF generates best OF results for "Ventricles" and "Two objects", but the runtime is much longer than other OF methods.
smaller errors (EE, AE and IE) than other XOF algorithms, while for the "Urban3" input it has mediocre results. However, for all these methods, POF method's runtimes (RT) are far longer than the other algorithms. Depending on the application, the superior error performance of POF may be overshadowed by the long runtime of the POF algorithm.

### 6.3.4 Comparing POF-XOF and POF

We run hybrid OF methods: POF-CF, POF-CLG-TV and POF-C+NL on the same inputs, and measure the convergence speed of these methods, comparing with POF method. The runtime is set to 60 seconds for "Ventricles" and "Two objects", and 120 seconds for "Urban3". The results are shown in Figure 6.32, Figure 6.34 and Figure 6.35. Note that all curves of POF-XOF are shifted along the time axis by the amount of time spent on XOF.

Figure 6.32 shows results on "Ventricles" input. In both MBEE and MBAE we see that using POF-XOF brings down the EE and AE errors much faster than POF method. For example, POFCF and POF-CLG-TV were able to reach $\operatorname{MBEE}=0$ at around $t=10$, while POF reached the same result at $t=45$. In Figure 6.32c, we can also verify that the median best log likelihood of POF-CF and POF-CLG-TV reached the convergence threshold $\log P_{\text {conv }}=-300$ much faster than POF. The cumulative convergence time distribution plot in Figure 6.32d shows that at $t=30$, almost all sample chains in POF-CLG-TV have reached the convergence threshold, while for POF, even at $t=60$, only around $40 \%$ of sample chains were able to reach the convergence threshold.

Another thing to note is how the choice of XOF affected the convergence of POF-XOF. Even though POF-C+NL and POF-CLG-TV started at around the same log likelihood (Figure 6.32c), the MBL curves were drastically different. Also, though POF-CF had a very low starting log


Figure 6.32: Comparing POF-XOF with POF, using "Ventricles" as input. For CCTD (Cumulative Convergence Time Distribution), the convergence threshold is set to $\log P_{c o n v}=-300$, as shown in the MBL plot. POF-CLG-TV converged the fastest, with POF-CF trailing. POF-C+NL was slower, but still faster than running POF alone.
likelihood, it was able to catch up fast with POF-CLG-TV and converged much faster than POF$\mathrm{C}+\mathrm{NL}$. To better understand these behaviours, we plot the optical flow results from XOF and POF algorithms in Figure 6.33.

In Figure 6.33, we can see that though CLG-TV, C+NL and CF all performed badly in error metrics (see Table 6.4), their flow results are quite different. The flow result from CLG-TV is much closer to POF compared with C+NL and CF. Thus, when using result of CLG-TV as input to POF, POF was able to quickly start from what is provided, and reach convergence. This shows the importance of choosing the right initial sample for Gibbs sampling. As for C+NL, the result has similar log likelihood as CLG-TV in POF's evaluation (Equation 3.4), but the convergence path in Figure 6.32 c is drastically different. That's because the probability space defined by Equation 3.4
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Figure 6.33: Optical Flow Results of XOF and POF on "Ventricles" input. CLG-TV's result is closest to POF, thus POF-CLG-TV was able to converge fast. CF and C+NL's results are both very different from POF, but CF's result was corrected easily by POF, while C+NL's result was further away from global optimal $\boldsymbol{f}^{*}$.
is multi-modal, with many locally optimal but globally non-optimal peaks. $\mathrm{C}+\mathrm{NL}$ 's result appears to be in one of the locally optimal peaks, but to reach the globally optimal result, it had to go through a longer sampling path than CLG-TV. This may also explain why CF algorithm's result had a lower likelihood, but was able to catch up fast.

Figure 6.34 shows the convergence on "Two objects" input images. Here both POF-CLG-TV and POF-C + NL performed better than POF, while POF-CF performed worse. Comparing with Figure 6.32 , where POF-CF performed well, we can see that even the same algorithm may not always generate a flow that "fits" into the POF algorithm.

Figure 6.35 shows convergence on "Urban3" input images. The input images are much larger and complicated than the previous synthetic images, thus POF's performance was not outstanding (see Table 6.4). However, using our hybrid approach, POF-XOF was able to improve the IE measure (Figure 6.35b), when using CF and $\mathrm{C}+\mathrm{NL}$ as XOF , from the original $\mathrm{IE}=10.4$ (in Table 6.4) to IE $\sim 9.7$ at $t=120$. Using POF alone, to be able to reach such result, it could have taken much longer sampling time. The MBL and CCTD curves also suggest that POF-XOF has much faster


Figure 6.34: Comparing POF-XOF with POF, using "Two objects" as input. Convergence threshold in CCTD is set to $\log P_{\text {conv }}=-250$, as shown in MBL plot. Here, both POF-CLG-TV and POF-C+NL converged faster than POF, while POF-CF was slower.
convergence than POF.

Comparing Figure 6.32, Figure 6.34 and Figure 6.35 , we see that the convergence pattern is drastically different. The reason is that different OF algorithms generate completely different flow results for the same input images, and it greatly affects the starting sample of the POF algorithm. The other reason is, the ability of the same OF algorithm to handle different input images is quite different. Determining the "best" XOF algorithm for POF-XOF is thus still a trial and error process.

In the end, we show the runtime comparisons of $\mathrm{POF}-\mathrm{XOF}$ with POF in Figure 6.36. Here we set termination condition $T=\infty$ and $R=200$ for both POF-XOF and POF in Algorithm 6.3. All runtimes are medians from 30 runs.


Figure 6.35: Comparing POF-XOF with POF, using "Urban3" as input. Convergence threshold in CCTD is set to $\log P_{\text {conv }}=-2.9 \times 10^{4}$, as shown in MBL plot.

As expected, POF-XOF were able to speed up the original POF. For "Ventricles" and "Urban3" inputs, all 3 candidate XOF algorithms were able to generate a speedup. For "Two objects", only POF-C+NL had noticable speedup. It may be due to the fact that these XOF algorithms do not perform well for objects with complete opposite moving directions (see errors in Table 6.4), and thus could not help POF to get to a better starting position.

### 6.3.5 Conclusion

When we are using sampling to solve probability based OF methods, the initial sample needs to be chosen carefully to have a fast sampling process. We showed that significant speedups in POF method can be achieved by applying result from other OF methods, i.e., using the hybrid POFXOF approach. We also showed that the choice of input OF algorithm affects the convergence of


Figure 6.36: Runtime comparison of POF-XOF and POF
the hybrid algorithm in various degrees, depending on the input images given and how close the result of input OF is to that of the probability-based OF method. As of now, there is no good way to determine which OF method is the best to be used in POF-XOF, and it remains as a future research direction.

### 6.4 Using Staged Annealing

In this section we will evaluate how staged annealing improves POF algorithm. In Section 4.4 we discussed how simulated annealing is able to speed up POF algorithm. We adapted simulated annealing into staged annealing in POF, as in Algorithm 4.5. In Algorithm 4.5, instead of continously lowering temperature $T$ every round as in simulated annealing, we keep it consistent within a stage, and lower it only between stages. The sample with highest likelihood from each stage is passed as input to next stage, instead of using the sample from previous sampling round.

In our experiment, we run POF algorithm with and without staged annealing on each input for $L=30$ times. For stage-annealed POF, we set observation round $R=100$, and stage count $S=3$. The temperature decay $D$ is set to 0.5 . We will use two inputs, as shown in Figure 6.37. "Two rectangles" shows two rectangles moving positions and changing intensities, and "Ventricles" shows
synthetic ventricles moving in bottom right direction. For "Two rectangles" input, each sample run is bounded to 30 seconds, and for "Ventricles" it is 60 seconds.


Figure 6.37: Input images for better POF initialization experiments

The resulting errors and log likelihoods are shown in Figure 6.38. Here, we use the convergence metrics Median Best Log-Likelihood (MBL) and Cumulative Convergence Time Distribution (CCTD) defined in Section 6.2.

Figure 6.38a and Figure 6.38b are results on "Two rectangles", and Figure 6.38c and Figure 6.38 d are results on "Ventricles". In both MBL curves (Figure 6.38a and Figure 6.38c), the log likelihoods with and witout staged annealing are basically the same up to certain point (in Figure 6.38a it is $\sim 9$ second, and in Figure 6.38 c it is aroud 30 second), which shows that the staged annealing were in the first stage. In the first stage, the temperature is $T=1$, and it has no impact on the original POF sampling (see Equation 4.20).

Then, log likelihood starts to differ for annealed / non-annealed POF, when the temperature begins to lower in stage-annealed POF. For the "Two rectangles" example (Figure 6.38a), the MBL of stage-annealed POF outgrew the non-annealed POF starting from $t=10$, and the difference in log likelihood remained for the entire testing duration. For the "Ventricles" example (Figure 6.38c), the difference started at $t=30$, and the non-annealed POF started to catch up at around $t=45$.


Figure 6.38: Comparing POF with and witout staged annealing. For both "Two rectangles" and "Ventricles", using stage-annealed POF allows faster increase in best log likelihoods.

The CCTD curves also show similar findings. For "Two rectangles" (Figure 6.38b), stageannealed POF were able to reach $\log P_{\text {conv }}=-865$ at around $t=27$ for $100 \%$ of sample chains, while only about $10 \%$ of non-annealed POF reached same threshold at that time. For "Ventricles" (Figure 6.38 d ), at each time step after $t=20$, the percentage of conversion for annealed POF was roughly $10-15 \%$ higher than the non-annealed version.

From these experiments we can see staged annealing does help POF algorithm to find samples with higher log likelihood faster, and thus speed up POF algorithm. The convergence speed improvement from doing staged annealing, however, will differ by input images.

We show the log likelihood curve for one typical stage-annealed POF sampling chain, for the "Two rectangles" input, in Figure 6.39. The log likelihood in different stages are marked. An earlier stage has bigger variance in log likelihoods than later stage (e.g., Stage 1 vs Stage 2), showing that when temperature is high (in earlier stage), the Gibbs sampler has more flexibility in choosing from possible states than when temperature is low. When temperature is lowered, the sampler is more inclined to sample from higher-likelihood states.


Figure 6.39: Log likelihood curve for stage-annealed POF on "Two rectangles" input. Stages are marked. In an earlier stage, temperature $T$ is higher, which allows more flexible sampling and bigger variance in log likelihoods from samples.

### 6.5 Block Gibbs Sampling

In this section, we will study the impact of doing blocking in Gibbs sampling. The details of block Gibbs sampling is previously discussed in Section 4.3. We will experiment on different methods of generating blocks, and test on different block sizes and block counts.

### 6.5.1 Preparation

As input to the block Gibbs sampling, we will use UAI benchmark PGM dataset ${ }^{15}$. UAI benchmark PGM dataset is a publicly accessible graphical model dataset for the evaluation of various graphical model related algorithms. The dataset includes a variety of PGM from a range of application domains. It has both Bayesian networks and Markov random fields, and the size of graphs span from small ( $\sim 50$ nodes) to large $(\sim 76,000)$. Some of the graphs are designed to have huge treewidth ( $\sim 60$ ) so that exact inference algorithms are not applicable.

The graph we will be using is shown in Figure 6.40. It is chosen from Students graph set, which is a set of "Relational Bayesian networks constructed from the Primula tool". It is a Bayesian network with 376 binary variables, 376 factors with an average factor size of 2.72 (mostly 3 -node factors). It has a relatively large treewidth ( $\sim 20$ ), and the nodes are highly correlated. This graph is also used in [45] for their blocking algorithm. We will later add another graph for the experiment, i.e., image denoising grid MRF.

We are not experimenting with the POF MRF described in Section 3.2, since in the POF MRF, each node (i.e., flow vector) has a large number of discrete states (i.e., possible directions and lengths). In block Gibbs sampling, before sampling each block, the blocks need to be caliberated using message passing algorithm. The time complexity of message passing is exponential to the treewidth of nodes in the block, i.e., the largest clique size minus one, in the factor graph created from the block. If there are $N$ nodes in a clique, to be able to pass the message from this clique to another one, there needs to be $O\left(S^{N}\right)$ additions. Say we are allowing a pixel to move 5 pixels away, then each flow vector has $(2 \times 5+1)^{2}=121$ possible states. When a clique has (say) 5 nodes, the number of additions is in the order of $121^{5} \approx 10^{10}$, which is overly expensive for computation. Unless there are ways to generate blocks with controlled treewidth, doing block Gibbs sampling on graphs with high-state count nodes is computationally infeasible.

We implemented the block Gibbs sampling described in Algorithm 4.3 in Scala programming language ${ }^{16}$, which is a highly efficient language with performance on par with Java language. It also compiles to Java byte code, and can be run on any Java Virtual Machine (JVM). Our experiments

[^9]

Figure 6.40: "Students" graph. It is a Bayesian network with 376 binary variables, 376 factors with an average factor size of 2.72 .
are conducted on a MacBook Pro with 2.6 GHz Intel Core i7 (quad core) and 16GB RAM.
In Agorithm 4.3, the inputs to the algorithm include the following: Input graph $G$, Gibbs sampling duration $T$, Number of blocks $B$, max treewidth $T w$, minimum block size $S_{\text {min }}$, maximum block size $S_{\text {max }}$, minimum samples before blocking $N_{S}$ and block growth $\operatorname{method} \mathcal{M}$. We denote all experiments with the same setting as $E$, which is characterized by the inputs, i.e., $E \equiv E\left(G, T, B, T w, S_{\min }, S_{\max }, N_{S}, \mathcal{M}\right)$.

We will use Average Best Log-Likelihood (ABL), Convergence Time Distribution (CTD) and Cumulative Convergence Time Distribution (CCTD) to compare the convergence speed of different sampling processes, as described in Section 6.2. For each experiment, we run it $L$ times where $L=100$. For each sample $S_{l}^{r}$, in addition to $\log$ likelihood $\log P\left(S_{l}^{r}\right)$ and current sampling time $t\left(S_{l}^{r}\right)$, we also record these statistics: Block counts, average block size $\bar{B}\left(S_{l}^{r}\right)$, maximum treewidth of the blocks $T w\left(S_{l}^{r}\right)$, and round duration $t_{R}\left(S_{l}^{r}\right)$.

### 6.5.2 Impact of Block Growth Method

In ComputeScore algorithm (Algorithm 4.4), we discussed four types of heuristics when growing a block: max_correlation, min_conditional, min_marginal and min_coverage. Here min_conditional is a heuristic metric used in [19], and the other three are proposed by us.

We ran block Gibbs sampling (Algorithm 4.3), using each of the heuristics to grow the blocks. The settings we used in the experiments are as follows. Sampling with each setting is run 100 times ( $L=100$ ).

- Input graph $G$ : Students Bayesian network with 376 binary nodes
- Gibbs sampling duration $T: 30$ seconds.
- Number of blocks $B: 10$
- Max treewidth Tw: 12
- Minimum block size $S_{\text {min }}: 10$
- Maximum block size $S_{\max }$ : 200
- Minimum samples before blocking $N_{S}: 100$
- Block growth method $\mathcal{M}$ : max_correlation, min_conditional, min_marginal and min_coverage

Figure 6.41 shows the ABL, CTD and CCTD plots. Here we showed the convergence situation of block Gibbs sampling using all four types of heuristics, as well as using plain sequential Gibbs sampling. For CTD and CCTD, we used $\log P_{c o n v}=-465$.

Clearly using block sampling greatly sped up the sampling process, compared to using plain Gibbs sampling. Among the four different block growth heuristics, max_correlation, min_marginal and min_coverage performed better than min_conditional. The CCTD curve (Figure 6.41c) shows that at $t=10$, max_correlation, min_marginal and min_coverage all have $\sim 70 \%$ chance of reaching convergence, while min_conditional has $\sim 50 \%$ chance of converging. For plain Gibbs sampling, it has $\sim 35 \%$ chance.


Figure 6.41: Comparing different block growth method in block Gibbs sampling and plain Gibbs sampling. max_correlation, min_marginal and min_coverage performed better than min_conditional, and all blocking methods performed better than plain Gibbs sampling.

Figure 6.42 shows the average round time for the sampling methods. Understandably, plain Gibbs sampling runs much faster in each round compared with block Gibbs sampling. For various block growth heuristics, min_conditional and max_correlation take the longest time, since both of them require counting the joint occurrences of current states of the nodes in the block and the node in consideration, in all past samples (Equation 4.15 and Equation 4.17). For min_marginal, it only needs to count the occurrences of the current state of the node in consideration in all past samples (Equation 4.3.8), thus is much faster. In the end, min_coverage only needs to iterate the
past $|X|$ samples (Equation 4.3.8), thus is the fastest.


Figure 6.42: Average round time of sampling. min_conditional and max_correlation take the longest time due to higher algorithm complexity. All blocking methods take significantly longer time to finish than plain Gibbs sampling, due to block generation and joint sampling of nodes in the blocks.

Even though the blocking methods take considerably longer time than plain Gibbs sampling in each round, they are still able to make the sampling converge faster (Figure 6.41). It shows indeed jointly sampling blocks of correlated nodes makes state transition much faster in the MCMC chain. When doing blocking, using max_correlation, min_marginal and min_coverage heuristics seem to be the better way of growing blocks.

### 6.5.3 Impact of Block Size and Count

In this experiment, we test how the block counts and block sizes affect sampling process. The settings we used are as follows:

- Input graph $G$ : Students Bayesian network with 376 binary nodes
- Gibbs sampling duration $T: 30$ seconds.
- Number of blocks $B: 2,4,8,16,32,64$
- Max treewidth Tw: 14
- Minimum block size $S_{m i n}$ : 1
- Maximum block size $S_{\text {max }}: 200$
- Minimum samples before blocking $N_{S}: 100$


## - Block growth method $\mathcal{M}$ : max_correlation

Figure 6.43 shows the ABL, CTD and CCTD plots. Here we showed the convergence situation of block Gibbs sampling using different block counts. For CTD and CCTD, we used $\log P_{\text {conv }}=-465$. Additionally, it shows the average round duration (Figure 6.43d), average block size (Figure 6.43e) and average maximum treewidth (Figure 6.43f).


Figure 6.43: Comparing different block counts and sizes in block Gibbs sampling. $B=4, B=8$ have the best performances, with $B=16, B=32$ trailing. Having too few blocks $(B=2)$ or too many blocks $(B=64)$ all have bad performances. As block count decreases, block size increases (Figure (e)), and that leads to increased treewidth (Figure (f)), thus the round duration increases (Figure (d)).

We can see that $B=4, B=8$ lead the convergence metrics, with $B=16$ and $B=32$ following. $B=2$ and $B=64$ have the slowest convergence. We analyze the reason as the following:

- When there are too few blocks, such as when $B=2$, the block size is too large (Figure 6.43e), and large blocks tend to have large treewidth (Figure 6.43f). The time of sampling a block
is exponential to treewidth, thus, when block number is small, the exponential increase in sampling time cannot compensate the benefit of jointly sampling larger blocks of nodes.
- When there are too many blocks, such as when $B=32$ or 64 , the block size is too small (as small as 1 or 2 nodes), and sampling these small blocks of nodes jointly do not help much in transitioning the graph's state faster (since eventually when block size goes down to 1 , it will become plain Gibbs sampling). Instead, the overhead associated with sampling these small blocks, such as generating blocks, building junction tree, doing caliberation, etc, outweighed the benefit of jointly sampling blocks of nodes.

Figure 6.44 summarizes the tradeoff. In our particular experiment, when $B=4, B=8$ led to optimum convergence, which makes the optimum block size to be around $40 \sim 100$. However, the optimum size in this experiment may not apply to other input graphs, since the convergence speed depends on many factors, including block count (affects overhead of generating blocks and distribution workload), correlation between nodes in blocks (affects state transition speed), state number for nodes and blocks (affects speed in sampling nodes jointly) and so on. Among these factors, correlation between nodes in blocks is hardest to estimate, and it differs even for blocks with same sizes. One of the possible future work direction is thus trying to estimate the optimum block size during block Gibbs sampling, and gradually adjust the block size to approach the optimum to speed up later sampling.


Figure 6.44: Overhead associated with block Gibbs sampling

It is interesting to look at the relationship among block count, block size, maximum treewidth and round duration. In Figure 6.45 we show the scatter plot using sample points collected.

(a) Block Size vs Maximum Treewidth. Treewidth is cut out at $T w=14$. Blocks with bigger treewidth are removed.

(b) Maximum Treewidth vs Round Duration. Round duration can be seen to be exponential to maximum treewidth.

(c) Block Size vs Round Duration

Figure 6.45: Relationship among block count, block size, maximum treewidth and round duration. Each dot represents a sample. Larger block size leads to bigger treewidth, which results in exponential growth of sampling time in a round.

Figure 6.45 a shows relation between block size and maximum treewidth, when block size varies. Clearly, when block size increases, maximum treewidth increases almost linearly, with random fluctuations. Note here when $B=2$, the maximum treewidth is cut out at $T w=14$, because
we are limiting the maximum treewidth as 14 in our experiment setting. All blocks with a larger treewidth are discarded.

Figure 6.45 b shows relation between maximum treewidth and round duration. Here the trend is very clear: Round duration is exponential to maximum treewidth. It also proves that the complexity of junction tree algorithm message passing is indeed exponential to the maximum treewidth.

Figure 6.45 c shows relation between block size and round duration. The round duration is almost exponential to the block size, and that is easy to understand: Treewidth is almost linear to block size (Figure 6.45 a ), round duration is exponential to treewidth (Figure 6.45 b , thus round duration is almost exponential to block size. This explains the overhead in Figure 6.44: When block size increases, the sampling time overhead outweights the benefit of jointly sampling larger blocks of nodes.

### 6.6 Parallelized Gibbs Sampling

In this section we experiment with Gibbs sampling parallelization methods, as discussed in Chapter 5. Two methods will be evaluated: Chromatic Gibbs sampling and parallel block Gibbs sampling.

### 6.6.1 Chromatic Gibbs Sampling

The idea of chromatic Gibbs sampling is discussed in detail in Section 5.4. In short, chromatic Gibbs sampling does a minimum coloring of the PGM so that nodes with the same color are not adjacent to each other, then go through each color and sample all nodes in that color in parallel. As shown in Equation 5.7, the time complexity for one round of chromatic Gibbs sampling is $O(N / P+C)$, where $N$ is the number of nodes, $P$ is the number of parallel computing units, and $C$ is the number of colors. In contrast, the time complexity of one round of sequential Gibbs sampling is $O(N)$. The theoretical speedup from using chromatic Gibbs sampling is thus

$$
\begin{equation*}
\text { Speedup }=\frac{N}{N / P+C} \tag{6.11}
\end{equation*}
$$

When $C$ is small (say, $C=k N$, where $k \ll 1$ ), the speedup can approach $P$ :

$$
\begin{aligned}
\text { Speedup }=\frac{N}{N / P+C} & =\frac{N}{N / P+k N}=\frac{1}{1 / P+k} \\
\lim _{k \rightarrow 0} \text { Speedup } & =P
\end{aligned}
$$

We will use POF's MRF model to experiment the speedup of chromatic Gibbs sampling. We will run POF with chromatic Gibbs sampling and sequential Gibbs sampling, and compare the runtimes of one round of sampling. Since the runtime of one round of Gibbs sampling (both chromatic and sequential) only depends on the size of input image, we vary the input image size $N$ (pixels) from $2^{1}$ to $2^{20}$. All input images are randomly generated. For each input image size, sampling are conducted 30 rounds for both chromatic and sequential Gibbs, and average runtime is used.

The experiment is conducted on a MacBook Pro with 2.6 GHz Intel Core i7 (quad core) and 16GB RAM. The programs for both chromatic Gibbs sampling and sequential Gibbs sampling are written in Matlab. For chromatic Gibbs sampling, the parallel sampling for nodes with the same color are executed by Matlab's vectorized operation, i.e., all nodes that can be sampled together are put into a vector structure in Matlab, and sampled together.

Matlab doesn't have an official document about how many cores do vectorized operations use, nor how much speedup it has over sequential operation, thus we don't know the exact $P$ number in Equation 6.11. However, the purpose of this experiment is not in exact evaluation of speedup, but rather a verification of speedup capability of chromatic Gibbs sampling.

The speedup result is shown in Figure 6.46.
When input image size is small $\left(<2^{5}\right)$, chromatic Gibbs and sequential Gibbs have similar


Figure 6.46: Comparing chromatic Gibbs sampling and sequential Gibbs sampling. As input image size increases, chromatic sampling starts to demonstrate significant speedup compared to sequential sampling.
runtime, because the overhead associated with running parallelized sampling overshadowed any speed gain. When the size keeps increasing, chromatic Gibbs starts to have significant speedup, until the speedup tops at $N=2^{16}$ to about $32 \times$. It shows the relative overhead in parallel sampling is deminishing. Then, the speedup drops a bit back to around $24 \times$. The reason for this may be associated with how Matlab handles vectorized computation. It is able to handle vectorized computation very efficiently up to $N=2^{16}$, but when the vector size becomes larger, the cost of running vectorized computation in Matlab starts increasing, making the speedup drop from its optimum value.

Overall, chromatic sampling demonstrated significant speedup compared to sequential Gibbs sampling. For an image with at least moderate size ( $N=2^{12}$ corresponding to a $64 \times 64$ image), the speedup was bigger than $16 \times$. For some image size (e.g., $N=2^{16}$, corresponding to $256 \times 256$ image), the speedup can be bigger than $30 \times$.

### 6.6.2 Parallel Block Gibbs Sampling

Block Gibbs sampling is introduced in Section 4.3, and we discussed a simple way to parallelize it in Section 5.5, with the pseudocode shown in Algorithm 5.3. In this section we experiment with the parallelized block Gibbs sampling.

From Algorithm 5.3, we can see the parallelization is applied when sampling the blocks. Instead of sampling each block sequentially, we can simaltaneously sample all blocks in parallel. We denote the blocks as $\boldsymbol{B} \equiv\left\{B_{i}\right\}$, and the time to sample each block as $T_{i}$, then the time to run sequential block Gibbs sampling will be

$$
\begin{equation*}
\text { Runtime of sampling blocks sequentially }=\sum_{i} T_{i} \tag{6.12}
\end{equation*}
$$

When we parallelize it, each block will be sent to a separate computation unit and sampled. Assume there are $P$ computation units, denote the blocks that are sent to $j$-th computation unit as $\boldsymbol{B}_{j} \equiv\left\{B_{i, j}\right\}$. In addition to the time to sample these blocks $T_{i, j}^{\text {Comp. }}$, there's also the time to distribute the data of each block to and from the computation units, denoted as $T_{i, j}^{\text {Comm. }}$. The time spent on $j$-th computation unit will be $\sum_{i}\left(T_{i, j}^{\text {Comp. }}+T_{i, j}^{\text {Comm. }}\right)$. The total time spent on sampling blocks in one round will equal to the time spent on the longest running computation unit:

$$
\begin{equation*}
\text { Runtime of sampling blocks in parallel }=\max _{j}\left\{\sum_{i}\left(T_{i, j}^{\text {Comp. }}+T_{i, j}^{\text {Comm. }}\right)\right\} \tag{6.13}
\end{equation*}
$$

In the ideal case, where the communication between computation units do not cost time, and all blocks take equal time to sample, the time of sampling all blocks in parallel will be $P$-times faster than the sequential version. However, in Algorithm 4.1 (block Gibbs sampling), when generating the blocks, their sizes are not always equal, and the treewidth of each block is non-deterministic, thus the time spent on sampling each block will be different. Also, when block size is big, the time to transfer data to and from other computation unit is not negligible. Thus the overall speedup will be smaller than $P$.

In our experiment, we continue using the "Students" network (Figure 6.40) used in the experiment for block Gibbs sampling (Section 6.5). We will increase the block count from 2 to 64 , and test how much speedup parallel block Gibbs sampling gives over sequential block Gibbs sampling. The parallel block Gibbs sampling algorithm is implemented in Scala ${ }^{17}$, and the parallelization is done in a multi-core shared memory architecture. Scala language provides naive support for running

[^10]multi-core applications, using their parallel collections ${ }^{18}$. The parallel collections will detect the number of processors in the current computer, and allocate one thread for each processor for the parallelization. Our experiments are conducted on a MacBook Pro with 2.6GHz Intel Core i7 (quad core) and 16GB RAM, thus, the $P$ number is 4 . Since we are using a shared memory architecture, the time cost of transferring data to and from other computation units $T_{i, j}^{\text {Comm. }}$ (Equation 6.13) is negligible, and the main limiting factor of speedup will be the inequality of block sampling time.

We summarize the experiment settings below:

- Input graph $G$ : Students Bayesian network with 376 binary nodes (Figure 6.40)
- Gibbs sampling duration $T: 240$ seconds.
- Number of blocks $B: 2,4,8,16,32,64$
- Max treewidth Tw: 14
- Minimum block size $S_{m i n}: 1$
- Maximum block size $S_{\max }$ : 200
- Minimum samples before blocking $N_{S}: 100$
- Block growth method $\mathcal{M}$ : max_correlation
- Computation units: 1 (sequential block Gibbs), 4 (parallel block Gibbs)

The result is shown in Figure 6.47.
When there are 2 blocks, only 2 computation units can be used, thus the upper bound of speedup is $2 \times$. However, due to inequality of block size and treewidth, the actual speedup is around $1.4 \times$. When there are 4 blocks, all 4 computation units are used, so the overall speedup is better than 2 blocks, at around $2 \times$. However, compared to $B=8 \sim 64$ where the speedup is around $2.5 \times$, the speedup from $B=4$ is not significant. The reason is, when there are fewer number of blocks, the probability of generating a big block with high treewidth is higher (as evidenced in Section 6.5, in Figure 6.45a), thus the runtime of sampling one block has a bigger chance of dominating other blocks.

[^11]

Figure 6.47: Comparing parallel block Gibbs sampling and sequential block Gibbs sampling

## Chapter 7

## Conclusion

The thesis first discussed the probabilistic formulation of optical flow algorithm (POF), and proposed to use Gibbs sampling to solve the problem. Different methods to improve the POF algorithm are discussed with corresponding experimental evaluations. In this chapter we summarize our contributions, and point out future research directions.

### 7.1 Contributions

Optical flow methods try to find pixel movements between images in temporal sequences. We proposed a new probabilistic model of formulating optical flow (POF) using Markov random field, with three different energies to restrict flow movements. A series of experiments are conducted, comparing POF algorithm with various state-of-the-art OF algorithms, on different input shapes, movement patterns, and real world images. We showed that the POF approach is advantageous when dealing with smaller images, and is more robust when dealing with different input shapes. It also has better adaptibility when objects in the images move in different patterns. The IE result of POF method is very competitive even for larger images.

We also proposed a hybrid optical flow method POF-XOF, i.e., using an optical flow algorithm's result as input to POF, to speed up POF algorihm. We showed that significant speedup can be achieved for convergence. We compared several input OF methods, and result shows that improvement varies depending on the input OF method used. Algorithms that generate similar
results to POF enable bigger speedup, while it also depends on input images.
When sampling nodes that are highly correlated, it is better to sample them jointly in a block. We proposed several heuristic measures to find highly correlated nodes, and compared with existing heuristics. We showed using our proposed heuristics, faster convergence can be achieved for sampling. We also investigated on the relationships between block size, block count, treewidth and runtime, and showed the tradeoff between block size and block count.

In a stochastic random walk, simulated annealing can be used to speed up the random walk process. In POF, we adapted simulated annealing into staged annealing. We showed that faster convergence in POF algorithm can be achieved with staged annealing.

In the end, we investigated two different methods to parallelize Gibbs sampling. We discussed theories on designing correct parallel Gibbs sampling algorithms. To parallelize sequential Gibbs sampling, chromatic Gibbs sampling method is investigated. Experiment result shows that significant speedup can be achieved. For block Gibbs sampling, we showed that as long as the blocks are not adjacent to each other, all of them can be sampled in parallel. Experiments on parallelizing block Gibbs sampling show expected speedup.

### 7.2 Future Work

One of the biggest concern of using the POF algorithm is the slow speed. Depending on problem domain, the better error performance of POF algorithm might be overshadowed by its slow runtime. Except for the speedup techniques we have discussed in the thesis, there are several other possible directions. For example, pyramid method is commonly used in other OF algorithms for speedup, and it can be applied to POF algorithm as well.

Also, we can extend POF to use continuous flow vectors. Currently flow vectors are discrete, thus the state space of a flow vector is discrete, and the size of the state space is quadratic to the maximum distance a pixel can travel in 2D plain. If we could sample the flow vector in a continuous space, sampling can be faster, and resulting continuous flow vectors can have better error performance.

A third direction to improve POF, is to enable better comformity among local flow vector patches. POF flow on larger images tend to be fragmented, due to limited constraining power from neighbor energies. Thus, higher level of energy function that involves bigger local area can be used for more constraint on local area flow vector conformity.

When doing block Gibbs sampling, we discussed the tradeoff between block size and block count. Currently we are fixing the block count between sampling rounds, but it can be changed to dynamically adjust its value to enable faster convergence.

When parallelizing block Gibbs sampling, the sampling of each block is sent to other computation units for parallelization. Currently we used multi-core shared memory approach, but as the size of blocks grow, it may be faster to sample the blocks in multiple GPUs. Prior work on parallelizing junction tree algorithm in GPU can be found in [50].
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