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Abstract

A new method of estimating quark propagation, known as Stochastic LapH, has
provided a way of computing many observables in lattice QCD which have previously
been inaccessible due to computational expense. In this work, the first large-scale
applications of the Stochastic LapH method to excited meson spectroscopy are pre-
sented. We discuss the construction of single-meson and two-meson operators with
LapH smearing, and procedures for selecting and correlating large sets of these op-
erators are described. We then present the analysis of a 56 × 56 correlator matrix
of operators in the isovector nonstrange T+

1u channel. We extract the energy of the
ρ meson, and discuss the identification and energy extractions of excited ρ mesons.
Operators are included for all flavor combinations that can result in the I = 1, S = 0
total quantum numbers of the desired symmetry channel. The correlation matrix is
calculated on 551 configurations of an anisotropic 243×128 gauge field ensemble with
clover-improved Wilson fermions. Good signal quality is obtained even for correlators
involving same-time quark lines and isoscalar mesons as part of two-meson operators.
Results are compared with experimental values compiled by the Particle Data Group.
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Chapter 1

Introduction

The existence of quarks was postulated by Gell-Mann [1] and Zweig [2] in 1964 as a

way to understand the many hadronic states that were being discovered in accelerators

around that time. Just as Mendeleev a century before had organized the elements

into a periodic table which made it possible to identify an underlying structure to

the atom, Gell-Mann’s model made many of these hadronic states understandable

in terms of the quarks of which they are comprised. It was not until more than a

decade later that Quantum Chromodynamics (QCD) was identified as the dynamical

theory governing the interactions of quarks [3], and the gauge bosons that carry their

interaction were named gluons.

The bound states of electrons, neutrons, and protons in the chemical elements

described by Mendeleev are governed by quantum electrodynamics, which can be

studied using perturbation theory in the form of so-called Feynman diagrams. The

bound states of QCD are much more difficult to investigate. QCD admits pertur-

bative solutions only for very high energies, much larger than a typical hadron mass

scale. At those large energies, the QCD coupling constant αs decreases and the be-

havior of quarks approaches that of freely-moving particles, a phenomenon known as

asymptotic freedom [4, 5]. At low energies, the coupling becomes stronger and stan-

dard perturbative methods fail. The running of the coupling constant αs can be seen

in Fig. 1.1, along with a comparison of each data point evolved to the Z-boson energy

scale using the renormalization group equation, described in Ref. [6]. The agreement

of these measurements is a strong confirmation of the validity of perturbative QCD

at high energy scales Q.

Given the difficulties of doing QCD calculations, phenomenologists have used Gell-
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Figure 1.1: Collection of measurements of the QCD running coupling αs(Q), (left) as
a function of energy scale Q. (Right) The RG flow equations have been used [6] to
extract predictions of αs(MZ), the running coupling at the Z-boson mass MZ . The
yellow band on the right corresponds to the combined world average value of αs(MZ)
with error bars, and the line on the left corresponds to that average RG evolved to
other scales Q. Data is from Ref. [7].
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Mann’s quark model to understand mesons as bound states of a quark and an an-

tiquark in a confining potential, and to view baryons as bound states of three con-

stituent quarks in a similarly confining potential. These “quark models” have achieved

some success in describing the ground-state hadron spectrum, if various parameters

in such models are tuned appropriately. However, higher-lying states and those with

so-called “exotic” quantum numbers, are problematic. For example, many quark

models, such as that of Ref. [8], predict a large number of excited three-quark states,

known as baryons, which are not seen in experiment, and some of the quark-model

level orderings do not agree with experiment. Only certain JPC , where J is spin,

P is parity, and C is charge conjugation, are allowed for mesons, which are quark-

antiquark states, in the quark model. The forbidden JPC , such as 0−−, 0+−, 1−+, are

called exotic, and meson candidates with such exotic quantum numbers have been

observed in experiments. Such exotic quantum numbers are possible if the quark and

antiquark are bound in an excited gluon field. A good deal of experimental evidence

points to a hybrid meson state with I = 1, JPC = 1−+, known as the π1(1600) res-

onance, although further confirmation is needed [9]. Another type of state which is

outside the quark model is the glueball, a bound state of massless gluons. Although

glueballs have yet to be firmly identified in experiment, the scalar 0++ channel con-

tains more mesons than predicted by the quark model [10]. Two possible glueball

candidates are the f0(1500) and the f0(1710) states.

One way of carrying out low-energy calculations in QCD is to formulate the theory

on a space-time lattice, and evaluate the path integrals of the theory using Monte

Carlo integration. Kenneth Wilson [11] figured out how to formulate QCD on a space-

time lattice in such a way that a key symmetry, known as local gauge invariance,

was not destroyed. In quantum field theories, local gauge invariance is intimately

connected to renormalizability, which gives predictive power to a quantum field theory.

Quark confinement, the complete absence of isolated quarks outside of hadrons1, is a

key feature of QCD, and Wilson’s formulation could explain quark confinement in a

certain (non-physical) limit of the theory. Understanding quark confinement remains

a key challenge in QCD.

Lattice QCD is an ab initio method of investigating the low-energy properties of

QCD. Lattice QCD calculations use the relativistic field theory of QCD discretized

1 Experimentally, the relative abundance of fractional-charge particles to baryons has been
bounded at nq/nb ≤ 10−27 [12].
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Figure 1.2: A lattice QCD calculation of the heavy-quark potential V (r) as a function
of spatial quark separation r (see the blue points labeled Σ+

g ). The linear rise for
large r confirms the phenomenon of quark confinement. The higher line (label Πu)
represents an excitation of the “flux tube” of gluons between the two heavy quarks.
From Ref. [16].

on a space-time grid of finite size and numerically simulate the quark and gluon

dynamics via Monte-Carlo algorithms. Through the computation of temporal two-

point correlation functions, one can extract information about the eigenstates of the

lattice Hamiltonian and their corresponding energies. In imaginary time, the oscil-

latory temporal evolution of stationary states maps into exponential decays in time,

which provides a means of extracting the finite-volume energies. Under certain condi-

tions [13,14], the infinite-volume spectrum can be deduced from the energies in finite

volume.

Lattice QCD has enjoyed a good deal of success in confirming many experimental

quantities related to low-energy QCD. For example, calculations of the heavy quark

potential V (r), the energy of a pair of heavy quarks fixed at separation r, have

provided confirmation of the phenomenon of confinement. One such calculation is

shown in Fig. 1.2. The linear rise at larger r is indicative of a string tension resulting

from a “flux tube” of gluons connecting the quark-antiquark pair [15].

In addition, the ground state spectrum of hadrons (the energy of the lowest state in

each symmetry channel of QCD) has been calculated in lattice QCD with impressive

agreement with experiment. One recent lattice spectroscopy calculation is shown in

Fig. 1.3, along with experimental results for comparison. Note that these states are

4



Figure 1.3: A survey of ground state energies in some experimentally well-known
symmetry channels, computed with lattice QCD by the BMW collaboration [17].

all ground states in their respective symmetry channels; the states labeled with a

“∗” such as the K∗ differ from the un-starred versions by their spin J , and so fall in

different symmetry channels. Excited-state energies in a given channel have proven

more difficult to extract, as will be discussed presently.

Energies are determined in lattice QCD from the temporal correlations of interpo-

lating operators that create and annihilate the states of interest. These correlations

are estimated using the Monte Carlo method. The success of the calculations de-

pends partly on achieving good statistics in the Monte Carlo estimates, but more

importantly, on using interpolating operators that are carefully designed. The oper-

ators should have definite transformation properties (quantum numbers) under the

symmetry group of the lattice, so as to be able to identify the quantum numbers of a

given state. They should also create the states of interest, without creating too much

contamination from higher-lying states.

An arbitrarily chosen operator could couple to nearly all of the different states

within its symmetry channel, but given that we only measure the correlator on a

handful of time separations, it is impractical to extract more than the lowest-lying

energy from a single correlation function. A more reliable method is to compute

a matrix of correlators, the diagonalization of which leads to the eigenstates of the

lattice Hamiltonian [13,18]. Unfortunately, the diagonalization process can miss levels

that couple weakly to all of the operators used. Thus, it is important to consider large

sets of operators that span all states in the energy region of interest. In particular, one

should make sure that multi-hadron operators are included as well, since such states

5



may have suppressed couplings to the single-hadron operators. A first calculation of

the isovector meson spectrum using only single-hadron operators is shown in Fig. 1.4.

The shaded areas indicate energies where bound states might be expected to appear.

This plot suggests that the single-hadron operators miss the two-meson energy levels,

at least when examining the correlation functions in the range of temporal separations

possible in our simulation.

Momenta are quantized in a finite volume and all stationary states are discrete.

Techniques have been developed [19–21] to deduce properties of continuum scattering

and decay widths from the finite-volume discrete energy levels. The decay of the

isovector ρ meson into two pions is particularly well suited for such a finite-volume

analysis. In order to calculate such decay widths and scattering properties on the

lattice, it is important to be able to calculate correlators involving two-pion operators.

Multi-hadron operators are difficult to include in lattice QCD calculations. This

difficulty stems from the fact that multi-hadron correlators require the calculation of

quark propagation between a much larger number of points on the lattice. Propaga-

tors are required between all final-time sites and all other final-time sites, not only

between the initial and final times in the temporal correlation function. Such quark

lines are also necessary in the calculation of isoscalar meson correlators, which have

likewise been avoided due to calculational expense.

In this work, a new technique known as the stochastic LapH method [22] is uti-

lized to compute quark propagators in an efficient fashion, which allows multi-hadron

correlators to be computable. This method utilizes stochastic estimates of the inverse

of the Dirac matrix, which includes variance reduction through noise dilution in a way

that works well with Laplacian Heaviside quark field smearing [23]. A description of

this method, with preliminary testing, has been carried out in Refs. [22,24,25], show-

ing that it is far more efficient than traditional noise dilution methods. In this work,

we review some of these results, but the main focus will be on the first application of

this method to meson spectroscopy.

For this first application of the stochastic LapH method which includes both

single-meson and two-meson operators, we chose to consider a single symmetry chan-

nel. Specifically, we apply the stochastic LapH method to the calculation of the energy

spectrum in the bosonic (−1)J = 1, isovector I = 1, nonstrange S = 0, T+
1u sector of

QCD, using a large operator basis which includes both single- and two-hadron oper-

ators. This channel was chosen for several reasons. First, there are a large number of

6
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excitations of the ρ meson which are observed in experiment. The “mini-review” in

Ref. [26] is devoted to the ρ(1450) and ρ(1700) states, which were interpreted origi-

nally as a single broad resonance but are now believed to be two distinct states. The

four excited states each lie well above multi-hadron thresholds, so our use of multi-

hadron operators may be particularly helpful in delineating these states. Secondly,

finite-volume lattice studies of the two lowest states in this channel, the ρ(770) and

a two-pion state in a P -wave, can be used to calculate the ρ → ππ decay width in

infinite volume, and chiral perturbation theory can be used to extrapolate results to

the physical pion mass [27]. That particular analysis will not be carried out here,

but interest in these calculations has led to a number of studies in this channel, such

as Refs. [28, 29], with which we can compare certain parts of our results, at least for

heavier pion masses and smaller lattice sizes. The lighter pion masses and largest

volumes considered in this work are made possible by the stochastic LapH method.

Our primary goal is to calculate the spectrum of energy eigenstates below an energy

of roughly 2 GeV, with careful attention paid to possible mixing of single-hadron

operators with multi-hadron operators. In the process, we will also develop insights

that can help streamline future studies, since we plan to apply similar methods to

calculate the energy spectrum of QCD in all other symmetry sectors.

This work is organized as follows. In Ch. 2, we briefly review lattice QCD and the

computation techniques that we use in conjunction with the Stochastic LapH method.

Our operator construction is discussed in Ch. 3, with special attention to the design

of good multi-hadron operators with definite symmetry properties. An introduction

to the stochastic LapH method is given in Ch. 4, with some demonstrations of its

effectiveness. In Ch. 5, we present first calculations of correlator matrices including

large sets of such two-hadron operators along with single-hadron operators, and results

for the extraction of excited-state energies from these matrices.

8



Chapter 2

Lattice QCD Overview

Putting a field theory onto a finite-extent, discrete space-time lattice offers two ad-

vantages. Firstly, the lattice spacing a limits the wavelength of any field fluctuations

to 2a, so the momenta relevant to the theory are cut off at a maximum of |p| = π/a.

This regulates the divergences that plague analytic calculations in continuum pertur-

bative field theory. Secondly, the number of degrees of freedom in the field is made

finite, and so the path integrals of the theory can be estimated via numerical Monte

Carlo integration with importance sampling. The first of these two advantages can

be utilized independently, as a regularization scheme for perturbative calculations on

the lattice [30]. In this work, however, we will focus on the numerical computation of

non-perturbative quantities in lattice QCD, especially the computation of the energy

spectrum of QCD.

Although a lattice discretization possesses these convenient qualities, there are a

number of highly ‘inconvenient’ aspects to lattice QCD in its actual practice. Large

lattices lead to path integrals of very high dimensionality (on the order of 108 for the

largest lattices in this work), so these integrals can take an enormous amount of CPU-

hours to complete. Compounding this issue, certain lattice QCD calculations require

the inversion of all-site-to-all-site matrices, so the CPU-time required can scale with

numerous powers of the lattice volume.

Yet there is a need for large lattices; on the one hand, the lattice spacing should

be small enough that the momentum cutoff π/a does not discard too much of the

desired physics, and on the other hand, one wants the total size of the lattice to be

sufficiently larger than the Compton wavelength of the lightest particle in the model,

the pion. These two properties combine to necessitate large numbers of lattice points,
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and thus very clever methods for performing the resulting path integrals. Light quark

masses (and thus pion masses) carry other hazards as well, in connection with the

fermion doubling problem, to be explained below.

This chapter will review some of the methods commonly used to address those

challenges, in the course of outlining a typical lattice QCD spectroscopy calculation.

In Sec. 2.1, we introduce continuum QCD path integrals in imaginary time, and show

how all of the energy eigenstates of QCD are encoded in the results of these inte-

grals. Section 2.2 examines the discretization of the QCD action. Section 2.3 then

reviews standard techniques for proceeding from the theoretical grounding of Sec. 2.1

and Sec. 2.2 to arrive numerically at an energy spectrum. These algorithms are well

known, and further description can be found in the literature, such as Refs. [31–34].

Also in Sec. 2.3, we briefly preview the new methodological improvement employed in

this work, the so-called stochastic LapH method, which will be explained in further

detail in Ch. 4. Finally in Secs. 2.4, 2.5 and 2.6, we present standard methodology

used to extract excited states from temporal correlation functions (correlators), trans-

late those energies to continuum physical units, and quote statistical errors on those

estimates.

2.1 Theoretical Framework

A field theory can be considered solved once all the Green’s functions (n-point cor-

relation functions) of the theory are known. According to Feynman’s path integral

formulation of quantum mechanics [35], these n-point functions can be calculated

via ratios of path integrals involving the action S ≡
∫
d4xL, where the Lagrangian

density L is defined in terms of the fundamental fields of the theory. Thus the La-

grangian serves as the defining feature of a field theory, along with the nature of the

fields themselves.

In Euclidean-space QCD, the fundamental fermion fields are Grassmann-valued

ψ(x) and ψ(x), which are vectors in Dirac spin (four elements), color (3 elements),

and flavor (Nf elements). The fundamental boson field is a gauge field Aµ(x) which

is a complex SU(3) matrix in color and has directional index µ. The Euclidean QCD

Lagrangian is given by
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LQCD(x) =

Nf∑
f=1

ψ(f)(x)[γµDµ +m(f)]ψ
(f)

(x) +
1

2
Tr[Fµν(x)Fµν(x)]. (2.1)

The operator [γµDµ + m(f)] is referred to as the Dirac matrix for flavor f , later

denoted by M or M (f). Going from lightest to heaviest, the six quark flavors are up,

down, strange, charm, bottom, and top. The charm, bottom, and top quark masses

are heavy enough that for light hadron physics on the lattice, we can often neglect

them. The u and d (up and down) flavors have very similar masses, leading to an

approximate symmetry under ‘isospin’ rotations changing u to d and vice versa. The

Euclidean covariant derivative Dµ in Eq. (2.1) is defined as

Dµ = ∂µ + igAµ(x), (2.2)

and the field strength tensor Fµν is defined similarly to that of QED, via

Fµν(x) =
−i
g

[
Dµ(x), Dν(x)

]
= ∂µAν − ∂νAµ + ig[Aµ(x), Aν(x)]. (2.3)

The last term in Fµν results from the non-Abelian nature of the gauge field, and

leads to the self-interactions of gluons, one of the key features that makes QCD

richer and more complex than QED. Note that the gauge action SG = 1
2
Tr[FµνFµν ] is

often written instead as 1
4
F

(i)
µν F

(i)
µν , where F

(i)
µν are scalar coefficients for 8 SU(3) basis

matrices, rather than color matrices themselves. These expressions can be shown to

be equivalent – see, for example, Ref. [36] – so we use the former notation, which

more closely mimics the numerical quantities we will actually compute on the lattice.

We work with the Euclidean field theory, as opposed to the Minkowski-space ver-

sion. The oscillatory Minkowski path integral weight e−iS gets Wick-rotated into a

Boltzmann-like factor e−S which can be interpreted as a real probability distribu-

tion. The Euclidean theory is obtained from the Minkowski-space one by a change of

variables in the time coordinate x4,

xj = xj = xMj = −xjM , j = 1...3 x4 = x4 = ixM0 = ix0
M , (2.4)

with Minkowski-space variables denoted by superscript M . The gamma matrices

have also been redefined as compared with the Minkowski-space gamma matrices,

such that the Euclidean gamma matrices γµ, µ = 1...4, are Hermitian and satisfy
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{γµ, γν} = 2δµν1. (2.5)

This reflects the fact that the Euclidean space metric is δµν as opposed to gµν (thus

the name Euclidean), and the distinction between covariant/contravariant indices is

lost. As in Minkowski space, a fifth gamma matrix is defined, now γ5 ≡ γ1γ2γ3γ4.

The Euclidean gamma matrices have different commonly-used representations; the

representation used in this work is the Dirac-Pauli convention.

As indicated earlier, two-point correlation functions in Euclidean QCD can be

expressed as a ratio of path integrals involving the above Lagrangian via SQCD =∫
d4xLQCD. For a creation operator Oi[ψ, ψ,A](t0) and an annihilation operator

Oj[ψ, ψ,A](t), the temporal correlation function Cij(t− t0) is given by1

Cij(t− t0) ≡ 〈0|Oi[ψ, ψ,A](t)Oj[ψ, ψ,A](t0)|0〉
〈0|0〉

=

∫
DψDψDAOi[ψ, ψ,A](t)Oj[ψ, ψ,A](t0) e−SQCD[ψ,ψ,A]∫

Dψ′Dψ′DA′ e−SQCD[ψ′,ψ
′
,A′]

. (2.6)

Eq. (2.6) is the main field-theoretical equation upon which lattice QCD spectroscopy

is based. Once a suitable set of correlation functions Cij are numerically evaluated,

the stationary state energies of the theory can be extracted from this data, since the

expected form of the imaginary-time correlator is2

Cij(t− t0) =
∑
n

〈0|Oi|n〉〈n|Oj|0〉e−(t−t0)En , (2.7)

where En are the energies of each eigenstate |n〉 created/destroyed by operators Oi

and Oj. This spectral representation of the correlation function in imaginary time can

be seen by introducing some finite volume limits, and specifying boundary conditions

such that the path integral takes the form of a trace

1For cases where the operators Oi and Oj have the same quantum numbers as the vacuum, an
extra term is included in the correlator subtracting off 〈0|Oi|0〉〈0|Oj |0〉/〈0|0〉. This term is treated
similarly so will be omitted for the moment.

2 Later, we will note a few small modifications to Eq. (2.7) which become necessary when the
finite temporal extent of the lattice is comparable to the decay time of these correlators.
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∫
DψDψDAe−SQCD =

∑
n

〈n|e−HQCDT |n〉, (2.8)

for finite temporal extent T . It can be shown [37, 38] that the proper boundary

conditions to admit this trace interpretation are periodic in space, periodic in time

for bosonic fields, and antiperiodic in time for fermionic fields. These boundary

conditions also ensure that numerical models of this theory obey time translation

invariance, so we can average over t0 in computing correlation functions.

In order to evaluate the right hand side of Eq. (2.6) on a computer, we first need

to deal with the Grassmann-valued quantities, which are naturally not amenable to

computers. Fortunately, the fermionic part of the weighting is Gaussian in form, and

the integrals over ψ and ψ can be done analytically. The result involves a product

of the determinant of each flavor Dirac operator M (f) ≡ γµDµ + m(f), and can be

written as

Cij(t− t0) =

∫
DA e−SG[A]

∏
f det(M (f)[A]) F(M−1)∫

DA′ e−SG[A′]
∏

f det(M (f)[A′])
, (2.9)

where SG is the gauge action 1
2g2

Tr[FµνFµν ], and the function F is some sum of

products of M−1, possibly involving one or more flavors M (f). The nature of these

combinations of M−1 in F is determined by Wick contraction of the quark fields in

O and O – each possible way of contracting all ψ and ψ fields results in a term in

the sum, and the products of M−1 within each term are determined by the indices on

either side of the ψ − ψ contraction. This rule for F is seen most clearly by looking

at a few specific examples of its use, as will be done in Sec. 2.3.2 and further in Ch. 4.

Eq. (2.9) is our starting point for numerical computation. In Sec. 2.3, we will look

at how to actually calculate the above integral on a computer. The basic elements are

a Markov chain of gauge field configurations generated by a Metropolis-Hastings-type

algorithm [39, 40], and computation of the needed matrix inverses on each configu-

ration. However before discussing these algorithms, we must demonstrate how the

continuum quantities in Eq. (2.9) are introduced on the lattice.
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2.2 Discretization of the QCD Action

The discretization of the QCD action is not as simple as replacing derivatives with

finite differences. There are some subtleties regarding the important symmetries of the

Lagrangian, such as exact local gauge invariance, and chiral symmetry with zero quark

masses. The latter symmetry is especially problematic; it is related to the fermion

doubling problem [41], which predicts a profusion of unphysical states that emerge

for lattice actions which respect chiral symmetry. Nielsen and Ninomiya [42] have

shown that it is not possible to reproduce chiral symmetry without either accepting

this multiplicity of states, or else violating other important properties of the action

such as Hermiticity, locality and translational invariance. In Sec. 2.2.1, we will review

our particular choices for dealing with these issues, and give a brief summary of other

actions that address the issues in different ways.

While it is advantageous to maintain certain symmetries explicitly for finite spac-

ing, this is not strictly required. Indeed, regardless of how the action is discretized,

Lorentz invariance cannot be preserved, due to the restricted rotational symmetry of

the lattice itself. The fundamental requirement on lattice discretizations is that they

approach the right continuum limit as the spacing shrinks to zero. In that sense,

lattice QCD can be thought of as a collection of all discrete theories that reduce to

QCD in the continuum limit – that is, whose actions differ by terms that vanish as

a→ 0.

There is a large class of terms which, being suppressed by powers of the lattice

spacing, can be added to the lattice action without affecting the continuum limit.

This strategy provides the basis for our solution of the fermion doubling problem, as

we employ the so-called Wilson term in our fermion action, which vanishes with the

spacing a. Also, we include similarly vanishing “improvement” terms which reduce

the discretization errors for finite a, so as to approach the continuum limit faster, as

suggested by Symanzik [43]. In Sec. 2.2.2, we discuss such improvement techniques,

including the “clover” term [44], and we state the final form for the lattice action

used in this work.

2.2.1 Wilson Action

A hypercubic lattice is defined with lattice spacings a,
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xµ = nµaµ (no sum over µ), (2.10)

with boundary conditions the same as those specified above; periodic in space, peri-

odic in time for bosonic fields, and antiperiodic for fermionic fields. We choose the

spatial directions to have a fixed a1 = a2 = a3 = as, and a different spacing for

the time direction a4 = at. Anisotropic lattices offers better temporal resolution in

order to extract masses from quickly-decaying temporal correlators [45]. In this work,

we choose as ≈ 0.12fm, and ξ ≡ as/at ≈ 3.5. These are targets, rather than exact

settings, to be measured after lattices have been generated; during gauge generation,

anisotropy is implemented via the bare fermion anisotropy ν and the bare gauge

anisotropy ξ0, parameters in the lattice Lagrangian which we will explain shortly.

The tuning of these parameters, as well as more detail on gauge generation for this

work, can be found in Ref. [46].

Lattice gauge fields Uµ(x) are introduced in terms of the continuum gauge fields

Aµ via the gauge transporter G(x, y),

Uµ(x) = G(x, x+ µ̂), G(x, y) = Pe
ig

∫
CxyAν(z)dzν , (2.11)

where P indicates path-ordering. Any path C from x to y yields a properly-covariant

G(x, y), but we choose the straight path linking site x to x + µ̂, and U are referred

to as “gauge link” variables.

With gauge-covariant Uν(x), one can create gauge-invariant ‘plaquettes’ as

Pµν(x) =
1

3
ReTr

(
Uµ(x)Uν(x+ µ̂)U †µ(x+ ν̂)U †ν(x)

)
, (2.12)

which in turn can be used to define the unimproved Wilson gauge action,

SWG =
5β

3ξ0

ΩP
s +

4βξ0

3
ΩP
t ,

ΩP
s =

∑
x,i<j

1− Pij(x), ΩP
t =

∑
x,i

1− Pit(x) (2.13)

for bare gauge anisotropy ξ0 and β = 2Nc/g = 6/g for bare coupling g. This dis-

cretized gauge action can be shown to approach the continuum SG in the limit of

vanishing aµ.
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For the fermion action, we clearly need some discretization of the covariant deriva-

tive Dµ. This is defined naturally in terms of the gauge link variables U , via

[∇µ]ax;by =
1

2aµ

[
[Uµ]ab(x)δx+µ̂,y − [U †µ]ab(x− µ̂)δx−µ̂,y

]
. (2.14)

We can now formulate a “näıve” discretization of the fermion action S
[naive]
F , so called

because it is gauge invariant and seems to mimic the continuum SF , but leads to the

fermion doubling problem (to be described momentarily). The näıve fermion action

is

S
[naive]
F =

∑
x,y,f

ψ
(f)

aα (x)

[
m(f)δabδαβδxy + [γt]αβ[∇t]ax;by +

1

ν

3∑
i=1

[γi]αβ[∇i]ax;by

]
ψ

(f)
bβ (x),

(2.15)

where the bare fermion anisotropy ν sets the spatial derivatives apart from temporal

ones, and is chosen via a procedure to be outlined in Sec. 2.4.

To illustrate the fermion doubling problem, we consider the chiral limit m → 0,

and for simplicity, set ν = 1 and Uµ = 1 (inserting zero gauge field Aµ = 0 into

Eq. (2.11) gives unit U). In that case, the Dirac matrix in Eq. (2.15) has a simple

Fourier transform, and obeys

M[U,ν=1](p|q) = δpq
∑
µ

i

aµ
γµ sin(pµaµ), (2.16)

M−1
[U,ν=1](p|q) = δpq

∑
µ

i
aµ
γµ sin(pµaµ)∑

µ
1
a2µ

sin(pµaµ)2
. (2.17)

This form clearly illustrates that instead of a single pole in the propagator, as expected

in the continuum expressions with sin(p) → p, we now have sixteen poles – any of

the four elements of pµ can be set to π/aµ while retaining a zero in the denominator

of Eq. (2.17). The multiplicity of 16 comes from the possibility of two options (0 or

π/a) for each of four components of pµ. These unphysical poles are referred to as the

fermion doublers.

Mathematically, these doublers result from the replacement of the derivative

(Fourier transform ∝ p) with the finite difference (Fourier transform ∝ sin p). From
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a more physical perspective, fermion doubling is related to chiral symmetry. In a

continuum theory with fermions, conservation of axial vector current (the Noether

current associated with chiral rotation) is violated due to quantum fluctuations, as

shown by Adler [47] and Bell and Jackiw [48]. In a lattice regulated theory, however,

the existence of a classical symmetry does imply a conserved current [34]. Karsten

and Smit [41] demonstrated that the above-mentioned continuum anomaly is canceled

on the lattice by the anomaly of unphysical doublers. This deep connection makes it

very difficult to address the issue of fermion doubling on the lattice. In fact, it can

be shown [42] that no lattice discretization can simultaneously satisfy a) locality, b)

chiral symmetry for m→ 0, c) have the proper continuum limit, and d) lack fermion

doubling.

So while there are a variety of ways of dealing with doubling, all of them necessarily

sacrifice one of more of the above favorable qualities. A short review of various options

is given here, with only a brief discussion of some of the discretization options used

in other work, then a more detailed description of the particular action discretization

that will be used in this work (the Wilson discretization). The ‘Staggered’ fermion

action [49–51] preserves a remnant of chiral symmetry on the lattice, at the expense of

not entirely removing the degeneracy of fermion doublers. This formulation gives rise

to four degenerate fermions, referred to as “tastes” as a complement to flavor, and

these extra fermions complicate the extraction and identification of excited states.

Furthermore, the staggered fermion action is non-local in time, and as a result leads

to violations of the positivity of the lattice transfer matrix at small time separations.

The lattice transfer matrix is the imaginary time evolution operator in terms of the

lattice Hamiltonian, e−Ht, and should have only positive eigenvalues for any Euclidean

time separation t = nat. A violation in the positivity of the transfer matrix at small

t can cause unphysical aberrations in two-point functions at small time separations,

and though these aberrations are presumably small, they can make the extraction of

excited states very difficult [52].

The ‘Domain-Wall’ formulation [53, 54] goes further and preserves exact chiral

symmetry on the lattice, but does so by introducing a fifth space-time dimension.

Violations of chiral symmetry in the zero-quark mass limit are suppressed by a factor

of exp(−mrL), where L is the length of the fifth lattice dimension, and mr is some

residual mass. However the extra space-time dimension naturally leads to a large

increase in computational difficulty, especially since the length of the fifth dimension
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should be large enough to make exp(−mrL) small. The Domain-Wall action also

leads to a transfer matrix which is not positive-definite.

A third lattice discretization, known as the ‘Overlap’ fermion action [55, 56], is

similar to the Domain-Wall formulation except that the fifth dimension is explicitly

integrated in the L→∞ limit. The resulting four-dimensional lattice action preserves

exact chiral symmetry at finite lattice spacing. However this four-dimensional lattice

action still possesses many of the same difficulties as the Domain-Wall action – it is

non-local, has a transfer matrix which is not positive-definite, and is computationally

expensive.

The approach that we use in this work is one of the earliest, originally proposed

by Wilson [44]. In this formulation, a term is introduced into the action which gives

a large mass to the doublers, proportional to the inverse lattice spacing, effectively

decoupling those spurious modes from the low-energy physics of interest. The addi-

tional term explicitly breaks chiral symmetry, and so at first glance might seem less

desirable than other actions which preserve at least a remnant of chiral symmetry.

However this symmetry breaking can be systematically reduced by the procedure of

Symanzik improvement, as well as by the use of stout-smeared gauge link variables,

both of which will be discussed shortly. The Wilson action is well-suited to our goal

of excited state extraction since the transfer matrix can be shown to be positive def-

inite, for appropriately-chosen smearing and improvement parameters. Also, many

numerical tricks have been developed [57] which allow very efficient computations

using the Wilson action.

The term that lifts the masses of the doublers is given in terms of a discretization

of the covariant second derivative,

[∆µ]ax;by =
1

2a2
µ

[
[Uµ]ab(x)δx+µ̂,y + [U †µ]ab(x− µ̂)δx−µ̂,y − 2δabδxy

]
, (2.18)

and the (unimproved) anisotropic Wilson fermion action is given as
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SWF =
∑
x,y,f

ψ
(f)

aα (x)

[
m(f)δabδαβδxy + [γt]αβ[∇t]ax;by − rtat[∆t]ax;byδαβ

+
1

ν

3∑
i=1

(
[γi]αβ[∇i]ax;by − rsas[∆i]ax;byδαβ

)]
ψ

(f)
bβ (x), (2.19)

where the doubler mass terms are weighted by temporal and spatial Wilson parame-

ters rt and rs.

2.2.2 Action Improvement

The action we have constructed so far consists of the sum of Eqs. (2.13) and (2.19)

for the gauge and fermion actions, respectively. This has the proper continuum limit

as aµ → 0, neglecting terms of order a2
µ. However, it is possible to improve upon this

discretization to achieve a faster approach to continuum behavior, as suggested by

Symanzik [58].

The basic program of improvement is easily illustrated in attempting to approxi-

mate a derivative by a symmetric finite difference, ∂ ≈ D2 = [f(x+a)−f(x−a)]/2a.

In the limit of small a, we can Taylor-expand that expression around x to ob-

tain a series whose leading term is f ′(x), as desired. The next term in the ex-

pression, [a2/6]f ′′′(x), vanishes in the continuum limit, but represents an unwanted

contribution for finite a. To cancel that, we can consider another finite difference,

D4 = [f(x + 2a) − f(x − 2a)]/4a, which expands similarly except with a factor of

2a2/3 in front of the third derivative. In order to achieve cancellation between the

[a2/6]f ′′′(x) in D2 and the [2a2/3]f ′′′(x) in D4, we sum those two finite differences

with coefficients [4/3]D2 − [1/3]D4 to arrive at a new approximation of the deriva-

tive whose leading correction is now O(a4). This prescription for improvement relies

on the convergence of the Taylor expansion, that is, that the O(a4) correction is

smaller than the a2 term which was canceled out. Thus in lattice QCD, we expect

this improvement program to be beneficial for smaller lattice spacings.

In order to improve the Wilson gauge action in Eq. (2.13), we can consider in-

cluding 2× 1 loops Rµν(x)
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Rµν(x) =
1

3
ReTr

[
Uµ(x)Uµ(x+ µ̂)Uν(x+ 2µ̂)U †µ(x+ µ̂+ ν̂)U †µ(x+ ν̂)U †ν(x)

]
, (2.20)

along with the aforementioned 1 × 1 plaquettes Pµν . The proper coefficients with

which to add these loops (corresponding to the 4/3 and 1/3 in the simple example

above) were worked out by Lüscher and Weisz [59, 60] as well as by Curci [61]. In

general, such coefficients may receive radiative corrections, but in this case, tree-level

perturbation theory has been shown [46] to be consistent with non-perturbatively

tuned values. We defer a full expression until Eq. (2.27).

A similar improvement strategy can be applied to the Wilson fermion action, as

demonstrated by Sheikholeslami and Wohlert [62]. The additional term is expressed

in terms of the lattice field strength tensor Fµν(x) as estimated by an average of the

four plaquettes surrounding the lattice point x;

[Fµν ]ab(x) =
1

8iaµaν

[
[Lµν ]ab(x)− [L†µν ]ab(x)

]
, (2.21)

[Lµν ]ab(x) = [Uµ]ad(x)[Uν ]de(x+ µ̂)[U †µ]ef (x+ µ̂− ν̂)[U †ν ]fb(x) (2.22)

+ [Uν ]ad(x)[U †µ]de(x− µ̂+ ν̂)[U †ν ]ef (x− µ̂)[Uµ]fb(x− µ̂)

+ [U †µ]ad(x− µ̂)[U †ν ]de(x− µ̂− ν̂)[Uµ]ef (x− µ̂− ν̂)[Uν ]fb(x− ν̂)

+ [U †ν ]ad(x− ν̂)[Uµ]de(x− ν̂)[Uν ]ef (x+ µ̂+ ν̂)[U †µ]fb(x).

The addition of this term to the action is referred to as ‘clover’ improvement, in

reference to the arrangement of the four plaquettes in Lµν .

Another action improvement technique known as “tadpole improvement” was de-

veloped by Parisi [63] and Lepage and Mackenzie [64]. It was observed that the

definition of the lattice gauge field Uµ in Eq. (2.11), while setting up a desirable ex-

act gauge invariance on the lattice, introduces extra vertices into the quark action –

the leading term proportional to ψigAµψ is followed by many unwanted terms in the

higher-order expansion of the exponential e
ig

∫
CxyAν(z)dzν . These are the so-called “tad-

pole” contributions. They can be reduced in mean field theory by scaling the gauge

link variables Uµ by a factor 1/uµ, where uµ = 〈1
3
ReTr(Uµ)〉, since that expectation

value deviates from unity only due to tadpole contributions [65]. Since these scaling

factors (us and ut for our anisotropic lattices) are then both action parameters and
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also observables, they must be tuned during gauge generation to yield self-consistent

values, starting from a perturbative guess (in our case, starting from us = ut = 1 [46]).

The last form of improvement that we use is known as stout-link smearing, devel-

oped in Ref. [66]. As the name suggests, it effectively averages the behavior of the

gauge fields over a larger area, eliminating ultraviolet fluctuations from the action.

The stout-smeared links are then used in place of the usual gauge fields in the fermion

action, and also in the observables which will be measured on the resulting ensemble.

While other gauge-smearing smearing procedures are available [67], stout-link smear-

ing is prevalent since it has the advantage of being fully analytic, so that it may be

used with the HMC algorithm, to be described later.

Stout smearing is defined in terms of ‘staples’

Cµ[U ] =
∑
ν 6=µ

ρµν

(
Uν(x)Uµ(x+ν̂)U †ν(x+µ̂) + U †ν(x−ν̂)Uµ(x−ν̂)Uν(x−ν̂+µ̂)

)
, (2.23)

for real weighting factors ρµν . To preserve the positivity of the transfer matrix, it is

necessary to set ρµ4 = ρ4µ = 0 (no smearing in the time direction). Also, since the

spatial directions of the lattice are assumed to be equivalent, it suffices to set the

nonzero values of ρij equal to a single value, ρij = ρ = 0.14 [46].

The smearing procedure is defined iteratively, where the original gauge field is

U
(0)
µ (x), and each successive iteration U

(n+1)
µ is given by

U (n+1)
µ (x) ≡ eiQ

(n)
µ (x)U (n)

µ (x), (2.24)

where

Q(n)
µ (x) ≡ i

2

(
Λ(n)
µ (x)† − Λ(n)

µ (x)
)
− i

2N
Tr
[
Λ(n)
µ (x)† − Λ(n)

µ (x)
]
, (2.25)

Λ(n)
µ (x) ≡ Cµ[U (n)] U (n)†

µ (no sum overµ), (2.26)

and N is simply that of the gauge group SU(N), so always 3 for this work. The

number of smearing iterations Nρ used in the fermion action is 2, such that our final

smeared gauge field is Ũµ = U
(2)
µ . The smeared spatial gauge links also necessitate

the definition of a new tadpole improvement factor for those links, ũs. In order to
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implement a full improvement via gauge field smearing, it is also necessary to use

these smeared fields in the interpolating operators, as will be described in Ch 3. The

only difference in that case will be our choice of the number of iterations and the

smearing constant, Nρ and ρ, so we may allow some slight ambiguity in also labeling

those smearing gauge fields Ũ .

To conclude this section, we collect and review the terms in our chosen lattice

action, the anisotropic gauge action with tree-level Symanzik improvement,

SG =
5β

3ξ0u4
s

ΩP
s +

4βξ0

3u2
su

2
t

ΩP
t +

β

12ξ0u6
s

ΩR
s +

βξ0

12u4
su

2
t

ΩR
t (2.27)

ΩX
s =

∑
x,i<j

1−Xij(x), ΩX
t =

∑
x,i

1−Xit(x) (2.28)

where 2×1 loops Rµν (defined in Eq. 2.20) correct discretization errors in the simpler

action built from 1 × 1 plaquettes Pµν (defined in Eq. 2.12), and a tadpole factor

uµ divides each gauge link variable. The temporal Rit are arranged such that the

length-2 side never extends in the time direction, in order to maintain positivity [46].

The leading discretization effects in this gauge action are O(a2
t , g

2a2
s, a

4
s). For our

fermion action, we use the anisotropic clover-improved Wilson action

SF =
∑
x,y,f

ψ
(f)

aα (x)

[
m(f)δabδαβδxy + [γt]αβ[∇t]ax;by − rtat[∆t]ax;byδαβ

+
1

ν

3∑
i=1

(
[γi]αβ[∇i]ax;by − rsas[∆i]ax;byδαβ

)
(2.29)

+
ctas

2ũsu2
t

∑
i

[σti]αβ[Fti]ab(x)δxy +
csas
2ũ4

s

∑
i<j

[σij]αβ[Fij]ab(x)δxy

]
ψ

(f)
bβ (x),

where σµν = 1
2
[γµ, γν ], the clover field strength estimate Fij is given in Eq. (2.21), and

the symmetric covariant difference and curvature ∇µ and ∆µ are given in Eqs. (2.14)

and (2.18), respectively. For the gauge link variables in F , ∇, and ∆, we use stout-

smeared variables Ũ as described in Eq. (2.24). The clover improvement coefficients

are determined via tree-level lattice perturbation theory to be cs = 1, ct = 1
2
(1+ξ−1).

The Wilson coefficients that scale the doubler mass terms, rs and rt, are set to unity

to one in order to maintain reflection positivity [68]. Lattice artifacts in the fermion
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action are of order O(g2as, g
2at, a

2
s, a

2
t ).

The bracketed quantity contracting ψ and ψ in Eq. (2.29) is our Dirac matrix for

a single flavor, M (f)[U ], the inversion of which is a central challenge in computing

hadron correlation functions. The basics of addressing this challenge will be reviewed

in Sec. 2.3.2, while our improved inversion method will be introduced in Ch. 4. For

the bare quark masses m(f), we consider the three lightest flavors {u, d, s}, with

exact isospin symmetry m(u) = m(d) being a good approximation for our purposes.

Our tuning of the bare quark masses, and of the bare fermion and gauge anisotropy

coefficients ν and ξ0, will be discussed further in Sec. 2.4.

2.3 Numerical Techniques

Having put together an efficient lattice regularization of QCD, we now delve into the

details of how these expressions are actually calculated on a computer. We need to

evaluate the integrals in Eq. (2.9), which due to our regularization, are now given in

terms of a finite number of real integration variables Uµ instead of the continuous Aµ.

The evaluation of this integral is difficult, requiring physical insight and innovative

algorithms in order to achieve reliable results. Even after the integral is evaluated,

the extraction of ground state and excited state energies from the two-point function

is a non-trivial procedure, due to the mix of various exponential decays in Eq. (2.7).

In the following sections, we review the algorithms that we use to extract actual,

numerical energies from the lattice-regularized theory we have developed.

2.3.1 Monte Carlo Integration

In order to efficiently evaluate the ratio of integrals in Eq. (2.9), we can re-interpret

the equation as a weighted average of some quantity F(M−1[U ]), with normalized

weighting function w[U ] given by

w[U ] =
e−SG[U ]

∏
f det(M (f)[U ])∫

DU ′ e−SG[U ′]
∏

f det(M (f)[U ′])
, (2.30)

provided that w[U ] is real and positive for all U , to admit a probability density

interpretation. Under those conditions, we can then estimate Eq. (2.9) by picking

some number Ncfg of gauge field configurations U [n] with probability distribution
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w[U ], and averaging F(M−1[U ]) over those fields,

Cij(t− t0) ≈ 1

Ncfg

Ncfg∑
n

F(M−1[U [n]]). (2.31)

This is known as the Theorem of Monte-Carlo Integration. This type of integration

proceeds with much greater accuracy than a näıve random sampling, since it prefer-

entially explores the area of integration space that contributes most to the result.

The positivity of the weighting function w[U ] is an important requirement, and we

take a moment to examine this for our particular definitions of the gauge action SG[U ]

and our Dirac matrix, given in Eqs. (2.27) and (2.29), respectively. The exponentials

of the gauge action, eSG[U ], are clearly real and positive, so the remaining terms that

one might worry about are the determinants of the Dirac matrix. The positivity of

the degenerate-mass product detM (u) detM (d) can be proven for any Dirac operator

that is γ5-Hermitian, that is, which obeys

γ5Mγ5 = M †. (2.32)

This property holds for most discretized Dirac operators [33], including the improved

Wilson operator used in this work.3 With this property in mind, we examine the

characteristic polynomial of the Dirac matrix, PM(λ), the zeroes of which give the

eigenvalues of the Dirac operator;

PM(λ) = det[M − λ1] = det[γ2
5(M − λ1)] = det[γ5(M − λ1)γ5]

= det[M † − λ1] = det[M − λ∗1]∗ = PM(λ∗)∗, (2.33)

where we have used γ5 Hermiticity and the fact that γ2
5 = 1 (more detail is in

Ref. [33]). Eq. (2.33) shows that if λ is a zero of the characteristic polynomial,

then λ∗ is also a zero. Therefore, the eigenvalues of M are either real, or come in

complex-conjugate pairs, so that any imaginary eigenvalues yield a real and positive

contribution when multiplied with their conjugate, and any negative eigenvalues in

M (u) are squared by their corresponding eigenvalue in M (d) (recall that we operate

under the exact isospin approximation, mu = md). The positivity of detM (s) is not

3 The property of γ5-Hermiticity will also turn out to be convenient later in the calculation of
quark propagators M−1.
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guaranteed analytically, but in practice, the strange quark mass is high enough that

detM (s) is always found to be positive.

The task now turns to that of producing the set of gauge configurations U [n]

whose distribution over the space of all possible U is proportionally to the probability

density w[U ] in Eq. (2.30). This is done by setting up a Markov chain, each element

of which is a gauge field U , and whose stationary-state distribution is w[U ]. The

transition probability of going from one gauge field U to another field U ′ at the next

configuration in the Markov chain is denoted T (U ′ ← U), and it must satisfy the

following conditions: [31,69]

1. The transition probability T is normalized and positive; that is, T (U ′ ← U) ≥ 0,∫
DU ′T (U ′ ← U) = 1, for all U , integrating over all possible U ′

2. w[U ] is its fixed-point distribution, that is, w[U ] is carried into itself by the

transition probability;
∫
DUw[U ]T (U ′ ← U) = w[U ′], and

3. The chain must get to this stationary distribution from any starting point, and

not get “stuck”; in other words, it must be aperiodic (no closed loops in path

space) and irreducible (nonzero probability of getting from any state to any

other state, so all are in one communicating class).

A simple statement of such a transition rule, or ‘update method’, is given by the

Metropolis-Hastings algorithm [39, 40]. This algorithm begins with some proposal

density R(U ′ ← U), the probability of proposing some field value U ′ while currently

in field state U . It is important that, with repeated applications of R, the probability

of arriving at any field U ′ is nonzero. If the probability of accepting that new field is

set at

Paccept(U
′ ← U) = min

(
1,

R(U ′ ← U)w[U ]

R(U ← U ′)w[U ′]

)
, (2.34)

then it can be proven [69] that the resulting Markov chain has a fixed-point distri-

bution equal to w[U ], and satisfies the three requirements above for the transition

probability T . This process has the advantage that the normalization of the distri-

bution function w is irrelevant, since it cancels in the top and bottom of Eq. (2.34).
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In a pure gauge theory without quarks, or in the so-called ‘quenched’ approxima-

tion4 where the fermion determinants are set to one, the above Metropolis algorithm

stands on its own as a fairly efficient method of exploring U -space. In those cases,

the probability distribution can be expressed in terms of the local quantity SG(x).

Thus, if a change is proposed to a single link variable Uµ(x), the update probability

Paccept can be calculated quickly based only on a small cluster of sites surrounding x,

as illustrated by Creutz [71, 72] and others. A variety of local update algorithms are

available which improve somewhat on the basic Metropolis scheme; a common choice

is the heat bath algorithm [73,74] with overrelaxation steps [75].

When one includes the fermion determinants, however, the situation becomes

more difficult. Due to the non-locality of w[U ], intensive lattice-wide calculations are

necessary in order to get Paccept even for a local change at one Uµ(x). Thus a local

Metropolis step would take roughly D times as long as in the local case, where D

is the dimensionality of field space. To ameliorate this, one might suggest that the

proposal density change a larger number of Uµ(x) at once – however in that case,

one runs into the problem that the acceptance probability drops, and movement in

U -space is still slow.

The issue at stake is how to favor various directions of movement in U -space. In

Metropolis-style updating, the random proposed steps serve to ‘feel out’ the gradient

of the weight function w, so that downhill moves in w can be made more likely.

With no analytic input for the form of the gradient, it must be computed (at least,

statistically) by a series of D finite differences, stepping a bit in each direction ên and

recomputing w to get ∂w[x1, x2, ..., xD]/∂xn. For a local action, one can use the fact

that

∂w[x1, x2, ..., xD]

∂xn
=
∂wloc[xn]

∂xn
(2.35)

to reduce the cost of that gradient estimation by a factor of about D. But Eq. (2.35)

does not hold (by definition) for global actions, so the ‘feeling out’ of the gradient is

vastly more expensive. Thus we need a more direct computation of ~∇w.

The most prevalent global update method in use in lattice QCD is the Hybrid

Monte-Carlo (HMC) algorithm [76]. For an even number of degenerate quarks, such

4 The quenched approximation [70] essentially neglects the effects of ‘sea’ quarks that are created
and annihilated in pairs from the vacuum. This is an uncontrolled omission, accepted in the past
simply due to the daunting expense of dynamic gauge generation.
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as our m(u) = m(d), this algorithm provides an efficient way of generating gauge

configurations with full fermion dynamics. The HMC algorithm incorporates the

weight function w[U ] into a new “Hamiltonian”, and allows access to the gradient
~∇w as part of the force that bends classical paths under that Hamiltonian. These

classical paths with non-local forces are computed numerically, leading to a process

not unlike classical molecular dynamics simulations. The procedure must be modified

slightly for the case of a single flavor, yielding the Rational Hybrid Monte-Carlo [77]

(RHMC) method, which we use for the strange quark dynamics in this work.

The starting point for HMC is the introduction of a bosonic, complex-valued field

Φaα(x) on each color, spin, and space-time. Referred to as the pseudo-fermion field

[78], it is used to estimate the fermionic determinants detM (u) = detM (d) = detM (l),

via

detM (u)[U ] detM (d)[U ] = (detM (l)[U ])2 =

∫
DΦ exp

[
Φ†
(
M (l)†[U ]M (l)[U ]

)−1
Φ
]
,

(2.36)

where we have again used the γ5-Hermiticity of M , as given in Eq. (2.32). Replacing

the determinants on the top and bottom of Eq. (2.9) with this expression, we are able

to incorporate Φ into an effective action

Se[U,Φ] = SG[U ] + Φ†
(
M (l)†[U ]M (l)[U ]

)−1
Φ, (2.37)

with U and Φ now comprising the set of fields to be sampled via Monte-Carlo integra-

tion. Before integrating though, we introduce one more field variable, a momentum

π which is conjugate to U in the fictitious Hamiltonian

H[U, π] =
1

2
π†π + Se[U,Φ]. (2.38)

Note that the Hamiltonian depends on Φ, but as an external parameter rather than

a dynamic variable with a conjugate momentum. The path integral is now cast in

terms of Φ, U , π; neglecting the strange quark for the moment,

∫
DΦ DU Dπ Oi(U)Oj(U)e−H∫

DΦ DU Dπ e−H
. (2.39)
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The extra integral over π does not affect the total quantity, merely introducing a

factor of
∫
Dπe−π†π/2 on the top and the bottom. As before, we want to generate

an ensemble of Φ,U ,π fields that follow the weight function, only now the effective

weight is that of a classical partition function,

w[U,Φ, π] =
e−H∫

D[Φ, U, π]e−H
, (2.40)

with Hamiltonian H as defined in Eq. (2.38).

In order to explore the space of [U,Φ, π] with a properly-designed transition prob-

ability T , the HMC algorithm uses two different mechanisms; one for fixed-energy

surfaces (constant H) and another for jumping between those surfaces. Jumps be-

tween different H are controlled by changes in π and Φ, which happen by fairly

straightforward Gaussian generation. Numerous methods exist to sample numbers

from a normal distribution, such as the Box-Muller transform [79]. Generation of the

Φ field is only slightly more complicated since one must apply M [U ]† to the Gaus-

sian distribution of variance 1
2
, to pull from the transformed Gaussian distribution

eΦ†(M†M)−1Φ. The exploration over fixed-energy surfaces (fixed H) is done via classical

evolution with Hamilton’s equations,

π̇ = −F = −∂S
∂U

, U̇ = π, (2.41)

where the dot indicates derivatives with fictitious ‘time’ τ .

F is the “force” that allows for Monte Carlo movement in statistically favorable

directions without ‘testing’ movements in other directions first. Clearly, the fermionic

force term is not a trivial quantity, being the derivative with respect to U of the second

term in Eq. (2.37). These classically-determined steps are preferable to Metropolis-

style steps, since each classical trajectory results in significant, global movement of

the Markov chain, rather than a random step which may be statistically unfavorable.

HMC necessitates an analytic gauge smearing operator, so that the action is smoothly

differentiable – thus the use of stout-link smearing. The HMC algorithm exploits the

Liouville theorem of statistical mechanics, thereby allowing a global change in the

fields with a small change in the action, which ensures a significant probability of

acceptance [31,80].

The integration in τ is not done exactly, since it would be wasteful to move

smoothly on a scale where the classical path is approximately linear. Instead, the
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evolution in Eq. (2.41) is approximated via a symplectic integration scheme, such as

the second-order Omelyan integrator [81] used in this work. After integrating over

some length of fictitious time τ , a Metropolis accept/reject step is applied, with Paccept

governed by the small incidental change in H. This accept-reject step ensures the

condition of detailed balance.

To recap, an HMC update consists of the following major steps;

1. Generate a spacetime-color-spin field η filled with Gaussian noise of variance 1
2
,

and apply M (l)† to get Φ.

2. Generate a momentum field π from a Gaussian distribution eπ
†π/2.

3. Numerically integrate the canonical equations of motion, Eq. (2.41), for some

fixed time τ to arrive at a new gauge field U ′.

4. Accept this movement with a (high) probability given by Eq. (2.34).

The RHMC algorithm follows the same general plan of attack as the HMC, only

with some modifications which allow for the treatment of one quark flavor at a time,

rather than the two degenerate flavors u and d required by HMC. Another pseudo-

fermion field Φ(s) must be introduced, which is used in a similar (but not identical)

way as Φ in Eq. (2.36); now,

| detM (s)| =
(
detM (s)† detM (s)

) 1
2 =

∫
DΦ(s)Φ(s)†(M (s)†[U ]M (s)

) 1
2 Φ(s) (2.42)

gives us an estimate of the strange quark determinant, so long as detM (s) ≥ 0. As

mentioned above, the larger mass of the strange quark in comparison to the light u

and d quarks ensures that this determinant is indeed positive, and negative modes

are not a problem. The generation of fields Φ(s) from a 1
2
-variance η(s) is now achieved

through Φ(s) = (M (s)†M (s))
1
4η(s). The necessary fourth root is achieved via a rational

approximation, as described in Refs. [82,83]. From this point on the RHMC algorithm

proceeds similarly to the HMC, though with an appropriate adjustment to the form

of the fermionic force term.

A number of techniques are available that further streamline the HMC and RHMC

algorithms. One technique beneficial to this work is multi-scale anisotropic molecular
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dynamics [84]. This refinement of the classical-path integration uses a different time

step for movement of the temporal gauge links versus those of the spatial gauge links.

This is a natural generalization since those links are of physically different sizes, and

the classical paths may be expected to have different characteristic scales in those

dimensions. Specifically, since the temporal spacing is smaller than the spatial lattice

spacing, the corresponding molecular dynamics forces, F , are stronger for Ut. A

smaller step, δτt < δτs, facilitates good resolution in those faster-changing contours

of the trajectory, without an unnecessarily small step in directions with less classical

‘acceleration’.

Another strategy which aims to allow longer integration timescales in some direc-

tions is known as Hasenbusch preconditioning [85]. In this technique, the expensive

light quark determinant is factored into a form which approximately separates the

high and low modes of the Dirac operator,

| detM (l)|2 = det
(
M (l)†M (l) + µ2

)
det

(
M (l)†M (l)

M (l)†M (l) + µ2

)
. (2.43)

The low modes (λ� µ) show up predominantly in the second term, which becomes

roughly
∏

λ�µ λ
2/µ2, while the first term is then roughly µ2. Then for the high-lying

modes (λ � µ), the first term is roughly
∏

λ�µ λ while the second term approaches

unity. One can now approximate the two determinants by integration over two sep-

arate pseudofermion fields; a “heavy” field Φ(l)[H] corresponding to the first term in

Eq. (2.43), and a new “light” field Φ(l)[L] corresponding to the second determinant. It

turns out that fermionic forces in this arrangement are usually somewhat smoother,

and it has been found [86] that the forces corresponding to Φ(l)[L] are considerably

smaller than those for Φ(l)[H], so that a larger integration timescale can be used for

Φ(l)[L]. As in the multiple-timescale integration methods discussed above, this allows

for a significant savings in update costs.

Even-odd preconditioning of the clover term [57] is used to further streamline

the dynamic gauge generation in this work. Preconditioning is a general method in

solving linear systems Mx = y, in which a non-singular R and L are chosen such that

the equivalent set of equations

LMRx′ = Ly, Rx′ = x (2.44)
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is less computationally expensive than the original equation. In our case, a good

choice of L and R can be found by noting that the clover Wilson Dirac operator M

can be blocked amongst even (e) and odd (o) sites on a ‘checkerboard’ pattern on the

lattice, as

M =

(
Mee Meo

Moe Moo

)
. (2.45)

The blocks Mee and Moo include the diagonal mass term as well as a Pauli-matrix

term for the O(a) improved action, while Meo includes all terms that hop between

even and odd sites. Since Mee and Moo do not couple different lattice sites, they are

easily invertible. These simple inverses inspire the choice

L =

(
1 −MeoM

−1
oo

0 1

)
, R =

(
1 0

−M−1
oo Moe 1

)
, (2.46)

which leads to a diagonal LMRx′ = y equation, with

LMR =

(
M̂ 0

0 Moo

)
, M̂ = Mee −MeoM

−1
oo Moe. (2.47)

The condition number (the ratio of largest to smallest eigenvalues) of M̂ is typically

less than half that of M itself, and the iterative solution of this diagonalized linear

system is therefore much faster than the original system. The actual details of it-

erative inversion, typically based on the conjugate gradient (CG) method, will be

discussed in the following section.

One other important technique known as low-eigenmode deflation can be used to

aid in the HMC and RHMC Dirac matrix inversions. This technique recognizes the

physical significance, as well as technical difficulty, of the low-eigenvalue modes of the

Dirac operator. The density of these low modes is expected to increase proportionally

to the volume as well as to the inverse quark mass [87]. In order to handle these

important low modes, a relatively expensive step is taken to project them out, which

allows the rest of the orthogonal space (the ‘deflated’ operator) to be solved much

more quickly. Further detail regarding low-mode deflation can be found in Refs. [88,

89].
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2.3.2 Standard Dirac Matrix Inversion

We have explained how the path integral in Eq. (2.6) can be discretized, and we have

shown how that discretized integral can be written in terms of a Monte-Carlo weight-

ing (Eq. (2.30)) and a function F(M−1[U ]) to be evaluated on gauge configurations

drawn from that weighting. This section will focus on the standard techniques for

evaluating M−1 itself, and thus F(M−1). We have seen that some inversion tech-

niques are already necessary in the gauge generation via HMC and RHMC, and we

alluded to the use of the conjugate gradient (CG) iterative solver for this purpose.

CG and related algorithms (especially ‘biconjugate gradient’) are also used in the cal-

culation of F , and will be explained briefly here; more detail on these linear solvers

can be found in Ref. [90].

The function F may involve the Dirac matrix of one or more different flavors,

technically F(M (u)−1,M (d)−1,M (s)−1), but as the evaluation of each of those flavor

contributions to F proceeds in the same fashion, we drop the flavor index in this

section. In fact, the crux of the problem is largely independent of the form of M

itself, and is basically that of inverting some extremely large, semi-diagonal matrix.

The dimension of M is large enough that even storing all of the elements of M or

M−1 is impractical. For example, some of the primary lattices used in this work are

243 × 128 in space-time, with complex-valued data on three colors and four Dirac

spins for each site, which gives DM = 243 × 128 × 3 × 4 ≈ 2 × 107. A vector in

this space occupies a tolerable 400 megabytes; a matrix, on the other hand, demands

about 100 petabytes.

Fortunately, due to the sparseness of M , we are able to apply M to a vector some-

what efficiently. The conjugate gradient algorithm employs that ability iteratively to

solve linear systems Mφ = ρ for any chosen ρ. Thus a column of M−1 can be found

through solving, for example,

Maα;bβ(x|y)φbβ(y) = ρaα(x), ρaα(x) = δa,2δα3δx0,45δx1,4δx2,6δx3,10 (2.48)

to get the column of M−1

φbβ(y) = M−1
bβ;23

(
y, (45, 4, 6, 10)

)
, (2.49)
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which is the quark propagator going from color 2, spin 3, time 45, and spatial point

~x = [4, 6, 10] to all other points on the lattice. This basic scenario is known as the

‘point-to-all’ method, since the propagator is calculated for one source point to all

sink points. One solution of an Mφ = ρ equation is commonly referred to as an

‘inversion’, though of course it does not lead to a full M−1, only one column thereof.

The solution of a linear system Mφ = ρ can be calculated using the conjugate

gradient method for some Hermitian and positive-definite M , or using a variant called

biconjugate gradient for non-Hermitian M . The conjugate gradient method [90, 91]

proceeds by minimizing the quadratic form

f(x) =
1

2
x†Mx− ρ†x, (2.50)

by taking a finite number of steps x(n) → x(n+1). The step rule has a particularly sim-

ple format if one defines a space with the metric 〈x|y〉M = x†My, with corresponding

definitions of M -orthogonality and M -projection. One builds a set of M -orthogonal

search directions d̂(n), and the step can be expressed as the M -projection of the error

vector x − x(n) onto the search direction d(n). The search directions are chosen con-

veniently via the residual vectors Mx(n)− ρ, and a solution with any desired residual

norm |x− x(n)| < ε can be efficiently found.

The conjugate gradient method relies on the complete concavity of the quadratic

form 2.50, moving downhill somewhat similarly to the ‘Steepest Descent’ method.

This prescription is only guaranteed for Hermitian, positive-definite M ; in other cases,

f(x) may have saddle points or may be convex in some directions, leading to a

diverging iteration for φ. The actual Dirac matrix, as we have discussed, is not

Hermitian, but since γ5-Hermiticity guarantees that M †M is Hermitian, we can solve

the system M †Mφ = M †ρ. Alternately, we can try applying a variant of CG known

as biconjugate gradient (BiCG), which proceeds via two separate iterators acting in

parallel to directly solve the linear system Mφ = ρ for non-Hermitian M . However

BiCG is not guaranteed to converge, and the results must be tested by some measure

of the norm of the residual vector Mφ − ρ, and if that proves higher than some

numerical tolerance, the slower CG system must be solved. A significant speedup

in the CG and BiCG algorithms can be achieved through the use of Chebyschev

acceleration and mixed-precision arithmetic [92].

In general, many linear solutions are necessary in order to calculate F , so that in
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the point-to-all method, the computation scales with the number of columns needed

from M−1. This is an important feature of the iterative matrix inversion methods

used in lattice QCD; it is not the number of elements, but the number of columns

needed that matters, since one solution of Mφ = ρ automatically gives you a full

column of M−1. Equivalently there is no way5 to get a single element of M−1 without

also consequently calculating the rest of the elements in that column.

Symmetries of the theory, such as translational invariance, can sometimes greatly

reduce the number of such columns needed, but these tricks are not applicable in

cases such as multi-hadron and isoscalar meson calculations. These cases are the

special target of the new Stochastic LapH inversion method we have developed, a

description of which is deferred until Ch. 4. For now, we take a moment to examine

the symmetries that allow point-to-all to work for single baryon and isovector mesons,

and why those fail for other situations.

In order to understand these difficulties, we introduce a basic form for baryon

and meson operators, simpler than the operators we eventually use, but sufficient to

illustrate the inversion issues we discuss here. For three quarks, a gauge-invariant,

color singlet form is constructed as

OB(p0, t0) =
∑
x0

eip0·x0εa0b0c0ψ
(u)

a0α0
(x0, t0)ψ

(d)

b0β0
(x0, t0)ψ

(s)

c0γ0
(x0, t0)

OB(p, t) =
∑
x

e−ip·xεabcψ
(s)
cγ (x, t)ψ

(d)
bβ (x, t)ψ(u)

aα (x, t), (2.51)

for the source (creation) and sink (annihilation) operators on times t and t0. Indices

a, b, and c represent color, greek indices represent Dirac spin, ψ and ψ are the

Grassmann fields defined on each lattice site, and εabc is the Levi-Civita tensor. The

Fourier sums give each hadron operator a well-defined momentum p. In practice,

our operators involve a sum over such terms with different coefficients for each spin

combination αβγ, and involve quark fields at different spatial sites, and different

flavors. Furthermore, we eventually will replace simple quark fields with smeared

quark fields, which couple less to unwanted high-energy modes of the theory – all of

5 Using γ5-Hermiticity, one could also conceivably calculate full rows of M−1 at a time, rather
than full columns. There is little reason for this, though, since it would essentially amount to
calculating the correlator with a fixed tfinal and varying t0, which should yield the same results (on
average) as the usual two-point function for fixed t0.
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these complications are deferred until Ch. 3. For now, the operator in Eq. (2.51) will

suffice to illustrate a key point about Dirac matrix inversion expense.

If we are interested in a single-baryon correlator, we insert these operators for OB

and OB in the path integral Eq. (2.6), which results in the product of Dirac matrix

inverses

F(M−1) =
∑
x0,x

eip0·x0e−ip·x εa0b0c0 εabc ×

M (u)−1
aα;a0α0

(x, t|x0, t0)M
(d)−1
bβ;b0β0

(x, t|x0, t0) M (s)−1
cγ;c0γ0

(x, t|x0, t0) (2.52)

which must be evaluated on each gauge configuration. As discussed earlier, this form

for F is obtained by contracting each like-flavor ψ and ψ field to get a factor of M−1

with the same indices, as prescribed by Wick’s theorem.

Eq. (2.52) seems to require elements from all columns of M−1, but in fact the

value of either x or x0 can be fixed; a momentum-fixing sum is not strictly necessary

on both times since conservation of momentum will prevent states from mixing for

p 6= p0. The convenient choice is then to leave off the sum over x0, and arbitrarily

pick a single value for x0 and t0. Thus, momentum conservation allows the calculation

to proceed using only a few spatial and temporal columns of M−1; different columns

are still needed for the four source spins and three colors on the chosen x0, for a total

of twelve inversions. A few different x0 and t0 can be chosen to increase statistics, if

the computation time is available.

Another shortcut is possible for correlators involving only a single isovector or

isodoublet meson (π or K), using the conservation of momentum as well as the

property of γ5-Hermiticity. A simple gauge-invariant, color-singlet isovector meson

can be created and destroyed, respectively, by

OM(p0) =
∑
x0

eip0·x0ψ
(u)

a0α0
(x0, t0)ψ

(d)
a0β0

(x0, t0),

OM(p) =
∑
x

e−ip·xψ
(d)

aα (x, t0)ψ
(u)
bβ (x, t0). (2.53)

With these operators in the two-point function, the function F after integrating out

the fermion fields is
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F(M−1) = −
∑
x0,x

eip0·x0e−ip·xM
(u)−1
bβ;a0α0

(x, t|x0, t0)M
(d)−1
b0β0;aα(x0, t0|x, t), (2.54)

where the negative sign arises from an odd number of Grassmann commutations.

It is not immediately clear why fixing a single x0 in Eq. (2.54) would reduce the

number of inversions needed, since the second factor of M (d)−1 has sink indices on the

right and would still involve all columns of M−1. Fortunately, γ5-Hermiticity allows

us to rewrite that backwards-propagating quark via

M
(d)−1
b0β0;aα(x0, t0|x, t) = [γ5]β0β′0M

(d)−1∗
aα′;b0β′0

(x, t|x0, t0)[γ5]α′α. (2.55)

Using this identity, we can then calculate the isovector meson correlator with the

same ease as the above baryon correlator, restricting the sum to a single x0.

Multi-hadron correlators are much more difficult to calculate in the point-to-all

method. This stems from the fact that the different hadrons should each have a

fixed momentum in order to generate a well-defined total momentum, such as a zero-

momentum two-baryon operator

OBB = OB,1(p)OB,2(−p)

=
∑
x1,x2

e−ip·x1eip·x2εabcεdefψ
(s)
cγ (x1, t)ψ

(d)
bβ (x1, t)ψ

(u)
aα (x1, t)

× ψ(s)
dγ′(x2, t)ψ

(d)
eβ′(x2, t)ψ

(u)
fα′(x2, t). (2.56)

With two different positions x1 and x2, momentum conservation can serve to fix one,

but not the other6. Therefore, the multi-hadron correlator requires quark propagators

from all points on the source time to all spatial points on the sink time – that is, one

needs M−1 elements from all columns with time index t0, rather than just columns

with a single x0,t0. This fact is not restricted to two-baryon operators, but also

includes two-meson or meson-baryon operators, for example.

Isoscalar meson correlators encounter a similar problem. These flavor-singlet op-

6Alternately, one can place both hadrons at the same point, and not worry about assigning
momenta to each hadron separately. This lessens the number of inversions necessary, but leads to
other issues – see discussion in Sec. 3.3.1.
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erators take a form such as

OM(p0) =
∑
x0

eip0·x0ψ
(u)

a0α0
(x0, t0)ψ

(u)
a0β0

(x0, t0),

OM(p) =
∑
x

e−ip·xψ
(u)

aα (x, t0)ψ
(u)
bβ (x, t0). (2.57)

The actual isoscalar mesons we use may also include terms with flavors ψ
(d)
ψ(d) or

ψ
(s)
ψ(s) , to be discussed in the following chapter. But the salient difference between

this and the isovector correlator is that the two quarks within the meson can now

be Wick-contracted with each other during integration of the fermion fields. The

different-time contraction pattern is still possible as well, so that F(M−1) now has

two terms,

F(M−1) =
∑
x0,x

eip0·x0e−ip·x M
(u)−1
aβ;aα (x, t|x, t) M (u)−1

a0,β0;a0α0
(x0, t0|x0, t0)

−
∑
x0,x

eip0·x0e−ip·x M
(u)−1
aβ;a0α0

(x, t|x0, t0) M
(u)−1
a0,β0;aα(x0, t0|x, t). (2.58)

The second term in Eq. (2.58), the ‘connected piece’, is identical to the isovector

meson correlator. The first term, the ‘disconnected piece’, is what makes isoscalar

mesons more difficult; it requires quark lines involving every diagonal element of M−1

on the sink time, each of which demands a new inversion. Since we are interested in

a large number of sink times in the correlator, that amounts to a many-fold increase

in the amount of inversions needed. The two possible Wick combinations are shown

schematically in Fig. (2.1). Later on we will expand on this diagrammatic represen-

tation with further labels indicating how the contractions of meson sinks and sources

are to be estimated stochastically.

In the past, this disconnected diagram has often been neglected in lattice QCD

calculations simply due to difficulty. Yet physical information is contained in this

disconnected term, which accounts roughly for the pair production and annihilation

of ‘sea quarks’, an effect accurately modeled by dynamic gauge configurations (those

which include the weight of the fermion determinant). In order to access this physics,

the Stochastic LapH method enables many different quark lines to be estimated with a

37



��
��
��

��
��
��

��
��
��

��
��
��

(a) Disconnected piece

��
��
��

��
��
��

���
���
���

���
���
���−

(b) Connected piece

Figure 2.1: Shown above are diagrams corresponding to the two Wick contractions
of a single-meson to single-meson correlator, as given in Eq. (2.58). The lines repre-
sent quark propagators M−1, whereas the boxes indicate meson operators, including
coefficients cαβ and momentum sums. The top dot of the meson corresponds to the
antiquark, which (before integration of fermion fields) is a ψ on the source and a
χ = ψγ4 on the sink. In all such diagrams, we hold to the convention that the source
time t0 is on the right, and the sink time t is on the left.
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single inversion, without sacrificing accuracy in the final correlator. This new method

and some applications thereof will be shown in Chs. 4 and 5.

2.4 Tuning and Setting the Scale

There are a number of parameters in our action that must be carefully set. Masses

and energies occur only in terms of the lattice spacings as and at. The physical lattice

spacings can be inferred after the ensemble of gauge configurations is generated, by

looking at some physical observables and choosing a renormalization scheme. We now

review how such parameters are determined, and specify their values for the action

used in this work; further detail is given in Refs. [46,93].

The basic idea of non-perturbative tuning is to repeat a simulation many times,

dialing the different bare parameters to achieve some values for a set of physical

observables. This involves repeating the expensive process of gauge generation, so it

would seem unrealistic at first glance. However one can make use of the Schrödinger-

function formalism [94] to perform some tuning in an easier regime, then relate those

simpler simulation parameters to those on the desired lattices. The ‘easier regime’ in

this work consists of a smaller lattice size (123 × 32) and a carefully-designed set of

boundary conditions in the t and z directions which lift the low modes of the Dirac

operator, making inversion much more tractable and reducing autocorrelation time

for the molecular dynamics updates [46].

With this technology, each bare parameter can be paired with some physical ob-

servable, and the bare parameter can be tuned until the physical observable matches

its desired value. For the bare gauge anisotropy ξ0, we tune to achieve

Rss(x, y)

Rst(x, ξy)
= 1, (2.59)

where ξ is the desired renormalized anisotropy and the Wilson loop ratio R is given

by

Rµν(x, y) ≡ 〈0|Tr C(xµ, xν)|0〉
〈0|Tr C(xµ + 1, xν)|0〉

, (2.60)

for some gauge field product Cµν around a rectangle of dimensions xµ×xν in the µ̂, ν̂

plane. The condition in Eq. (2.59) essentially stipulates that the gauge field strengths

in all lattice directions are equal on average. In order to achieve that equality with a
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renormalized anisotropy ξ ≈ 3.5, we found that a bare value of ξ0 = 4.3 was needed.

The fermion anisotropy ν is tuned using the dispersion relation

atE(~p) =
√
a2
tm

2 + ξ−2a2
s|~p|2 (2.61)

for the π and ρ isovector mesons. This led to a value of ν = 3.4 for our simulations.

These values for the fermion and gauge anisotropies were found to be relatively inde-

pendent of the bare quark masses.

The quark masses themselves were tuned to reproduce the physical values of

sΩ =
9(m2

K −m2
π)

4mΩ

,

lΩ =
9m2

π

4m2
Ω

, (2.62)

for the kaon and omega baryon masses mK and mΩ, and pion mass mπ. The main

simulations in this work are done on 243 × 128 lattices at two different pion masses,

tuned for mπ ≈ 390 MeV on one ensemble and mπ ≈ 240 MeV on the other. We later

refer to these as simply the 243(390) ensemble and 243(240) ensembles, respectively.

While significantly heavier than the physical pion, these masses represent the lower

range of what is feasible with a Wilson action discretization on our lattice sizes.

Lighter quark masses lead to a very large condition number on the Dirac matrix,

making its inversion extremely costly. The mπ ≈ 240 MeV is at the lower end

of what is feasible given computational resource restrictions, and having another

ensemble with heavier mπ provides some indication of how lattice observables may

depend on the pion mass7.

For each of our ensembles, the strange quark bare mass is set at ms = −0.0743,

while the bare light quark masses are set at ml = −0.0840 for the heavier pion

ensemble, and ml = −0.0860 for the lighter pion ensemble, in units of the inverse

temporal lattice spacing. Some preliminary work (such as operator selection tests,

to be discussed in the following chapter) has been done on smaller 163 × 128 lattices

with the heavier ml = −0.0840 light quark mass. These bare mass parameters can

7Some predictions of how different observables may vary with the pion mass can be obtained via
chiral perturbation theory [95], though simulations at various quark masses must still be performed
in order to verify and fix unknown constants in these expected behaviors.
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Label Size(L3 × T ) Light Quark ml Ncfgs

163 163 × 128 -0.0840 100
203 203 × 128 -0.0840 100

243(390) 243 × 128 -0.0840 551
243(240) 243 × 128 -0.0860 584

323 323 × 256 -0.0860 347

Table 2.1: Gauge configurations used in this work, with Nf = 2 + 1 clover-improved
Wilson fermions, a tree-level Lüscher-Weisz gauge action, anisotropy ξ ≈ 3.5. Each
ensemble has strange quark mass -0.0743, and a spatial lattice spacing of roughly as ≈
0.12 fm. The labels distinguishing the two 243 ensembles, 243(390) and 243(240), are
by the approximate pion masses in MeV. The smaller 163 and 203 ensembles are here
used for testing and operator selection purposes only.

be negative due to the Wilson term in the action, since mψψ is not the only non-

chiral term in the Lagrangian, and additive mass renormalization is therefore possible.

A summary of the gauge configurations used in this work are given in Table 2.1,

along with short labels which we use later in referring to those ensembles. Gauge

configurations were generated using the Chroma software suite for lattice QCD [96].

Once the bare parameters are set and a Monte Carlo ensemble is generated, there

are a number of ways to obtain an actual value for the lattice spacing. One scheme is

to use the physical Ω baryon mass to set the scale, directly choosing a−1
t ≡ λΩ/mΩ,phys,

where λΩ is the measured decay of the Ω correlator on the lattice (in the next section,

we discus methods to make sure this decay constant is reliably extracted from the

data). Another prescription is to extrapolate mΩ to the physical value of mπ/mΩ,

then set at based on the extrapolated value. These two methods yield similar results

for our lattice spacing. Mass ratios also yield smaller statistical errors than individual

mass measurements, since different hadron masses often fluctuate together between

different gauge configurations. In this work, we will work with ratios with respect to

the ground state nucleon mass.

2.5 Extracting Energies from Correlators

Once Monte-Carlo estimates of the temporal correlation functions have been ob-

tained, the task becomes that of extracting the amplitudes and decay constants from

these functions. The decay constants are the energies, in units of a−1
t , of the station-

41



ary states in the theory, and the amplitudes contain information about the overlap

onto those states of the operators used, as evident from Eq. (2.7). Operators can

be constructed using group theoretical projections such that we select states of cer-

tain quantum numbers to excite from the vacuum. This has the effect of reducing

the number of non-zero overlaps that must be distinguished in a given correlation

function, but since many states may have the same quantum numbers, there are still

many exponential decays to identify.

For the lowest energy state excited by a given operator, we can rely on the fact

that its decay in time is slower than the rest of the contributions. Thus the behavior

of any correlation function at large t should be a single exponential decay, and we can

fit this region to obtain the ground state energy. Fits should be done by minimizing

a correlated -χ2 function, given by [33]

χ2(f) =
∑
i,j

[
f(ti)− 〈C(ti)〉

]
Cov−1

ij

[
f(tj)− 〈C(tj)〉

]
Covij =

1

Ncfg − 1

〈[
C(ti)− 〈C(ti)〉

][
C(tj)− 〈C(tj)〉

]〉
(2.63)

where f represents the fit function with a given set of parameters (amplitude, decay

constant, and possibly others), and the averages are over the configurations in the

ensemble. The inverse of the covariance matrix accounts for the fact that various

points in the correlator are not independent measurements, but are highly correlated

since they are measured based on the same gauge configurations and averaged over all

of the same initial times. Thus our fit-quality metric applies some lighter weight to

fluctuations in data which are not independent, but merely “echoing” other random

fluctuations. The actual minimization of the χ2 function can be achieved via a simplex

or Levenberg-Marquardt algorithm [97,98].

It is apparent from Eq. (2.63) that a larger number of data points may result in a

larger χ2, even if all of the points are equally well-described by the fit form, since these

deviations are summed over all points. Thus to obtain a metric for comparing fits

with different fit ranges, the χ2 is often divided by the number of points, referred to as

the χ2 per degree of freedom, or χ2/DOF . Ideally this value should be close to one,

with 0.5 < χ2/DOF < 1.5 being acceptable as an approximate rule of thumb. Values

much larger than one indicate that the points lie too far away from the best fit curve
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(further from the line than expected given their statistical error), suggesting that the

fit function cannot accurately describe the data shape. This occurs commonly if one

tries to fit a correlator with a single exponential over a range where excited-state

contamination may be present, introducing a second exponential into the data. A

less common issue is that of χ2/DOF values much less than one, indicating that the

fit is “too good,” or that the points line up unexpectedly close to the fit curve given

their statistical error.

One can also visually inspect the energies present in a correlator based on the

“effective mass” function of that correlator,

m
(∆t)
eff (t) =

1

∆t
ln
[ C(t)

C(t+ ∆t)

]
. (2.64)

In the large-t limit, this function levels off to a “plateau” at the ground state energy.

A ∆t value of 2 or 3 is often a good choice, yielding a measurement with somewhat

smaller statistical error than ∆t = 1.

The operators we design are likely to excite many different states having the same

quantum numbers but different energies, so the large-t limit of these correlators only

allows access to the ground state in a given channel. However, by calculating corre-

lation functions between a large number of different operators in the same symmetry

channel, one can perform a variational analysis to obtain correlators for a new set of

operators which are linear combinations of the original ones, such that the new oper-

ators each excite a single energy eigenstate from the vacuum. Ideally, each operator

in this new “diagonalized” operator basis will then yield a correlator with a single

exponential decay, rather than a sum of exponentials.

The result of this variational analysis is a new set of “rotated” operator basis O(r)
i

made up of linear combinations of the original operators Oi,

O(r)†
a (t) = v

(a)
b O

†
b(t). (2.65)

such that these new operators are not correlated with each other, creating a diagonal

correlator matrix [13, 18]
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C
(r)
ab (t) = 〈0|O(r)

a (t0 + t)O(r)

b (t0)|0〉 = δabλa(t)

= v(a)†
c 〈0|Oc(t0 + t)Od(t0)|0〉v(b)

d

= v(a)†
c Cab(t)v

(b)
d . (2.66)

If such a rotated basis O(r) can be found, the diagonal elements λa(t) are equal to the

Nop lowest energies in the spectrum excited by the operators involved. The leading

corrections to this behavior are exponential decays with [ENop+1 − ENop ], the energy

gap between the highest state obtained and next higher state [99].

To find the new operator basis v
(a)
b , we solve the generalized eigenvalue problem

C(τD)v(a) = λaC(τ0)v(a) (2.67)

for some times τD > τ0, which can be chosen arbitrarily to yield the best diagonal-

ization – that is, a rotated correlator matrix which is diagonal over as wide a t-range

as possible. In practice, we turn Eq. (2.67) into a standard Hermitian eigensystem

[
C−1/2(τ0)C(τD)C−1/2(τ0)

]
w(a) = λaw

(a), (2.68)

and then retrieve the original eigenvectors v(a) via

v(a) = C−1/2(τ0)w(a). (2.69)

Note that C(τ0)1/2 is well-defined since we ensure that our correlator matrix is Her-

mitian and positive definite.

As a measure of how well the rotation succeeded in producing a diagonal C(r)(t),

we can look at the normalized rotated correlator matrix,

Ĉ
(r)
ab (t) =

C
(r)
ab (t)√

C
(r)
aa (t)C

(r)
bb (t)

. (2.70)

If the new basis v(a) diagonalizes the correlator matrix for a given t-range, then Ĉ
(r)
ab (t)

should be consistent with the identity matrix over that range [24]. This is important

since only the diagonal elements of the rotated matrix C(r) are fit to obtain energy

values.
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Once the rotated correlator matrix C(r) has been achieved, its diagonal elements

can be analyzed by fitting exponential decays, or by calculating effective masses, to

extract energies. One can also perform a simultaneous fit of all elements of the rotated

correlator matrix, allowing for any residual off-diagonal signal; however if the rotation

is successful, as checked by the normalized rotated correlator matrix, this should be

equivalent to simply fitting the diagonal elements.

One more useful metric of the quality of a correlation matrix is the condition

number, which is defined as the ratio of the largest to smallest eigenvalue of the

normalized correlator matrix at a given time separation t:

CN(t) ≡ max(λ[Ĉ(t)])

min(λ[Ĉ(t)])
. (2.71)

As a rule of thumb based on previous experience [24], condition numbers below about

100 indicate operators sufficiently independent8 for diagonalization, while larger con-

dition numbers indicate that some operators are too dependent on others, and should

be dropped, or replaced with other, more independent operators.

The eigenvectors v(n) contain information about the overlaps of the original oper-

ators Oi onto the eigenstates |n〉, since the correlator matrix contains those overlaps

via

Cij(t) =
∑
n

Z
(n)
i Z

(n)∗
j e−Ent (2.72)

with

Z
(n)
i = 〈0|Oi|n〉. (2.73)

These overlaps Z
(n)
i can be helpful in identifying the nature of a given eigenstate

which results from the variational analysis. An estimate of these overlaps can be

calculated from the eigenvectors v(n) via [99]

Z
(n)
i = Cij(τ0)v

(n)
j Z̃n, (2.74)

where the “rotated” overlaps Z̃n are defined as the coefficients of the rotated cor-

8We have found that larger condition numbers are sometimes tolerable if a large number of
configurations are analyzed. This is expected, since a more precise measurement should be able to
better distinguish small differences between operators.
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relator, in the regime where it only couples to one energy eigenstate, C(r)(t)nm =

δnmZ̃nZ̃
∗
ne
−Ent. The magnitudes of Z

(r)
n can be obtained from fitting these rotated

correlators and taking the square root of the fit amplitude. The phases of Z
(n)
i are

irrelevant since they depend on an arbitrary choice of phase of the operators.

2.6 Error Analysis

In order to report a statistical error on any quantity estimated in our calculations,

we can make use of re-sampling by the jackknife or bootstrap methods. These meth-

ods determine the uncertainty in a Monte-Carlo estimate, based on the Monte-Carlo

sampling itself. The fact that we can achieve such an estimate is not surprising, since

any Monte-Carlo sampling for 〈X〉 can also yield an estimate of higher moments

〈X2〉, which are the salient quantities in the variance or standard deviation. Calcu-

lating these higher moments provides information about the width of the sampling

distribution, which, paired with knowledge of how many independent samples one

has achieved, should be able to give an estimate of the statistical error in any result.

We consider a quantity F which can be computed on the ensemble E composed

of N gauge configurations, for which we want to compute a statistical error. The

average value of the quantity is of course the average over E , denoted by 〈F 〉E . In

the jackknife method, we define a “new” ensemble J (i) to be the ensemble of all of

the original configurations except the ith one. We then measure the same observable

F on each of these jackknife ensembles J (i), to obtain N estimates 〈F 〉J (i). These

new averages 〈F 〉J (i) do not yield independent estimates of F , but their dependence

on the original F is well-understood and quantifiable. An estimate of the statistical

error on F can then be obtained by [100]

δF ≈

√√√√N − 1

N

N∑
i=1

(
〈F 〉E − 〈F 〉J (i)

)2
. (2.75)

Another estimate of the error comes from bootstrap resampling, which can yield

asymmetric error bars for data with an asymmetric distribution in E . A set of boot-

strap ensembles B(j) are chosen, with j = 1...Nb for some suitably large Nb. We

often use Nb ≈ 2 × N . Each of these bootstrap ensembles is made to consist of N

randomly-selected configurations from the original ensemble. The bootstrap estimate
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of the symmetric error is

δF ≈

√√√√ 1

Nb

Nb∑
i=1

(
〈F 〉E − 〈F 〉B(i)

)2
. (2.76)

To obtain an asymmetric bootstrap error estimate, one sorts the bootstrap measure-

ments 〈F 〉B(i) and finds two values F+ and F− which bracket the central 68% (one

standard deviation) of the values; these are taken as the high and low ends of the

error bar. Both jackknife and bootstrap estimates can be used with re-binning, in

which the observables are first averaged over fixed-size blocks of consecutive gauge

configurations, then that smaller set is subjected to error analysis by resampling.

This can give some indication of the amount of autocorrelation between successive

configurations pulled from the Markov chain.
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Chapter 3

Operator Design

A crucial step in lattice QCD spectroscopy is the design of appropriate operators with

which to build correlation functions. One wants to find operators that possess the

following properties:

1. They should have minimal coupling to high-energy modes above the energy

scale of interest, and have minimal statistical noise,

2. They should span all of the lattice states below that energy scale – that is, for

any low-lying state, we can find some operator or operators with a significant

overlap onto that state. Finally,

3. They should transform irreducibly with a particular representation of the lattice

symmetry group. This condition allows us to only compute correlation functions

between operators with the same quantum numbers, and also facilitates the

identification of lattice eigenstates with continuum ones.

This chapter outlines our method for constructing operators that satisfy these

properties. Since these operators have been described in earlier works [101–104], the

description here will be somewhat brief, but will suffice to arrive at a final form for the

M−1 products and sums that will need to be estimated on each gauge configuration,

F in Eq. (2.9).

In Sec. 3.1, we present our method for field smearing, which reduces coupling to

unwanted high-energy modes (addressing the first objective above). In Sec. 3.2, we

demonstrate how quark operators can be combined on different lattice sites to create

extended, gauge-invariant meson and baryon operators, which allows for increased
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coupling with some excited states of interest (see the second point above). A discus-

sion of the symmetry projections that we utilize will be given in Sec. 3.3, addressing

the last of our three objectives for operators. In Sec. 3.4, we summarize the final

forms for our hadron operators, and present the results of single-hadron operator

‘pruning’. Pruning refers to the process of examining effective masses and correlation

matrices for all possible operators in a given symmetry channel, using our smaller 163

gauge configurations, and choosing a subset of operators that satisfies the first two

criteria mentioned above. We then run only this subset on the more computationally

expensive 243 and 323 ensembles. A discussion of recent progress in multi-hadron

operator pruning, the selection of particular single-hadron operators to combine into

multi-hadron operators, will be deferred until Ch. 5. Concluding this chapter, we

introduce a novel glueball operator which works at least as well as standard plaquette

glueball operators, and can be calculated conveniently from quantities we already

need for our LapH quark smearing.

3.1 Field Smearing

Field smearing is a way of “smoothing out” the high-frequency fluctuations in the

field, or rather, defining operators which do not excite these higher-energy modes

very much. Gauge field smearing is applied to the field configurations of the Markov

chain, such that the quark action is defined on those smeared gauge links Ũ , as is the

Dirac matrix used in the inversion process, M [Ũ ]. The quark field smearing is defined

by an operator S acting on the Grassmann fields ψ and ψ in mesons and baryons,

which then appears in the constructions F(M−1) mentioned in Eq. (2.6).

Stout-link gauge field smearing was discussed in Sec. 2.2.2 as we presented the

discretized fermion action, so we only briefly review it here. As before, only spatial

links are smeared so as to preserve positivity of the transfer matrix for all time

separations, as explained in Ch. 2. The iteration procedure is defined identically as

before, though for our operators we choose ρ = 0.1 and Nρ = 10 smearing iterations,

a slightly higher smearing level than used in the action. In choosing smearing levels

for operators, one increases the amount of smearing as long as a desired effective

mass continues to drop, with its error decreasing or staying relatively constant. At

some point, one expects this trend to stop since the physical scales of interest are

eventually “smeared out”, so that the error bars on observables start to increase
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again. Observing this behavior gives a clear indication of what the optimal smearing

level is.

The quark field smearing used in this work is known as LapH (Laplacian Heaviside)

smearing [23]. As suggested by its name, the LapH smearing operator is defined in

terms of the covariant Laplacian (roughly, a measure of curvature on the lattice)

and a Heaviside function to cut off modes above a certain curvature. The covariant

Laplacian is necessary so that smeared fields ψ̃ and ψ̃ maintain gauge covariance, and

hadron operators maintain gauge invariance. Indeed, LapH smearing maintains all of

the single-time-slice transformation properties of the original field.

The covariant Laplacian is defined in term of the smeared gauge fields Ũ via

∆̃ab(x, y) =
3∑

k=1

[
Ũab
k (x)δ(y, x+ k̂) + U †abk (y)δ(y, x− k̂)− 2δ(x, y)δab

]
. (3.1)

As a sparse matrix in space and color, one can numerically calculate space-color-

vectors v
(k)
a (x) which are eigenvectors of the smeared Laplacian, with corresponding

eigenvalues λ(k). As with the regular Laplacian, the eigenvalues λ(k) will be negative,

with higher curvature corresponding to a lower (more negative) eigenvalue. Thus the

smearing operator can be defined as

S = Θ
(
σ2
s + ∆̃

)
. (3.2)

This amounts to projection onto all eigenvectors whose eigenvalues are less than σ2
s ,

and amounts to a generalization of a high-frequency cutoff in Fourier space.

In practice, the spacing of the eigenvalues is highly consistent between configura-

tions for a given lattice dimension, and even variations in pion mass have little effect

on how many eigenvalues might lie within the cutoff [22]. It follows that Eq. (3.2)

can be approximated as a projection onto some fixed number Nv of the eigenvectors

with the lowest curvature (least-negative eigenvalues). Thus, the Hermitian smearing

matrix can be written

S =
Nv∑
k=1

v(k)v(k)† = VsV
†
s , (3.3)

where the columns of the matrix Vs are the eigenvectors of the smeared covariant
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Laplacian. The smeared quark fields ψ̃ are then defined as

ψ̃Aaα(x) = Sab(x, y)ψAbα(y), ψ̃
A

aα(x) = ψAbα(y)Sba(y, x). (3.4)

In our calculations, it is more convenient to work with the quantities

χ ≡ ψγ4, Ω ≡ γ4M (3.5)

with M being the usual Dirac matrix. The smearing operator is diagonal in spin, and

the corresponding smeared field χ̃ is simply ψ̃γ4.

While the numerical calculation of LapH eigenvectors does represent some over-

head cost in CPU usage and disk space, it is relatively inexpensive compared with

other parts of lattice QCD calculations, especially Dirac matrix inversion. Impor-

tantly, the Laplacian is diagonal in time, making it a much smaller system to solve

than Dirac matrix linear systems. The computation of these eigenvectors on each

time slice is done via the Krylov-Spectral Restarted Lanczos (KSRL) method, similar

to the thick-restarted Lanczos method [105].

The choice of how many eigenvectors to keep, or equivalently what smearing cutoff

σs to use, is analogous to the choice of ρ and Nρ in the gauge-smearing case, in that it

is simply a question of tuning to provide the best coupling to low-lying states. Thus,

some tests are run at different σs values, effective masses are generated for a few

example operators, and the smearing level which provides the fast decay to a ground

state plateau, with least error, is chosen. An example of this analysis is shown in

Fig. 3.1.

As the lattice size increases, the spacing of eigenvalues of the covariant Laplacian

becomes more dense in the same way that our discrete momenta values become more

dense. Thus, to capture the same physics on a large lattice, we expect to require

more eigenvectors roughly in proportion with the volume V . The actual number of

eigenvectors determined for each of the gauge configurations used in this work is listed

in Table 3.1.
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Figure 3.1: An example of how the LapH smearing cutoff σs is chosen. The plot shows
effective masses for three different nucleon operators, shifted apart by 0.04, for time
separation ts = 1, plotted against σ2

s . Results obtained from 163 × 128 anisotropic
lattices with spacing as ≈ 0.12 fm, stout-link gauge field smearing, Nf = 2 + 1. It
is observed that choosing σ2

s ≈ 0.33 appears to minimize excited state contamination
and statistical noise. From Ref. [22].

Ensemble Nv

163 32
203 64

243(390) 112
243(240) 112

323 264

Table 3.1: Number of covariant Laplacian eigenvectors used in quark smearing for
the gauge configuration ensembles used in this work. Other gauge configuration
parameters are given in Table 2.1.
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3.2 Spatially-Extended Operators

It is reasonable to imagine that excited states of hadrons may be larger than corre-

sponding ground states because the constituent quarks have greater orbital movement.

Therefore, in order to couple to some of these excited states, some hadron operators

should be included which have quark fields displaced from each other. This must be

done in a way which maintains the gauge-invariance of the operator.

These considerations lead to the covariant displacement operator D̃ which shifts

a quark field in a straight line of length p along jth direction,

D̃
(p)
j (x, x′) = Ũj(x)Ũj(x+ ĵ)...Ũj(x+ (p− 1)ĵ)δ(x′, x+ pĵ) (3.6)

such that p is referred to as the displacement length and j is one of the spatial

directions forward or backward, j = ±1,±2,±3. Note that color indices are implicit

on the displacement operators.

To obtain larger, more complicated paths, we can string these operators together,

labeling each successive direction jn, n = 1..N . Therefore we define smeared, dis-

placed quark fields qA and qA for quark flavor A by

q̃Aaα[j1...jN ](x) = D̃
(p)
j1;aa1

(x, x1)D̃
(p)
j2;a1a2

(x1, x2) ... D̃
(p)
jN ;an−1aN

(xN−1, xN)ψ̃AaNα(xN) (3.7)

q̃
A

aα[j1...jN ](x) = χ̃Aa1α(x1)D̃
(p)†
j1;a1,a2

(x1, x2)D̃
(p)†
j2;a2a3

(x2, x3) ... D̃
(p)†
jN ;aNa

(xN , x). (3.8)

The notation with smeared, displaced fields gets cumbersome, so we can simplify our

notation by defining

q̃Aaα[j1...jN ](x)→ qAaα(x, t) q̃
A

aα[j1...jN ](x)→ qAaα(x, t)

The displacement path indices j1, j2...jN are folded into the Dirac spin index α for

each quark, since these two properties are linked for a given operator term. Also

the tilde indicating smearing need not be repeated since all of our quark fields are

LapH-smeared in the same way. Also, time and spatial components are separated in

(x, t) since displacement only occurs in spatial directions, and having t explicit will

be useful in writing expressions for temporal correlation functions.

The choice of what paths and displacement lengths to employ is determined by

smaller-lattice tests, in which we calculate large survey sets of operators and select for
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Illustration Name Explicit form (|i| 6= |j| 6= |k| 6= 0)

ev Single-site (SS) δab χ̃
A
aα ψ̃

B
bβ

e v Singly-displaced (SD) δab χ̃
A
aα

(
D̃

(p)
j ψ̃

)B
bβ

e
v Doubly-displaced-L (DDL) δab

(
χ̃ D̃

(p)†
j

)A
aα

(
D̃

(p)
k ψ̃

)B
bβ

e v
Triply-displaced-U (TDU) δab

(
χ̃ D̃

(p)†
j

)A
aα

(
D̃

(p)
k D̃

(p)
j ψ̃

)B
bβ

e v�� Triply-displaced-O (TDO) δab

(
χ̃ D̃

(p)†
i

)A
aα

(
D̃

(p)
j D̃

(p)
k ψ̃

)B
bβ

Table 3.2: The types of displacement path combinations used in meson operators.
The lines represent covariant displacements as given in Eq. (3.6), while the filled and
hollow circles represent smeared quark and antiquark fields, respectively.

smallest condition number and best coverage of excited states, as discussed in Sec. 2.5.

Many of these choices have been discussed in earlier works [25, 106] and paths were

chosen with a maximum of three displacements, and with a displacement length p = 3.

The path shapes we use for mesons and baryons with three displacements are shown

in Figs. 3.2 and 3.3, respectively.

With the development of larger lattices (whose use is made possible by more

efficient inversion algorithms), these operator displacements have come to represent a

significant amount of computation time, especially for baryon operators. Therefore,

some further analysis has been done regarding how many different kinds of paths, and

what displacement lengths p, suffice to generate an acceptable operator set. Looking

at several representative sets of baryon operators on a small 163 testing ensemble, we

compared dilution lengths of one, two and three lattice units, observing differences in
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Illustration Name Explicit form (|i| 6= |j| 6= |k|)

���uuu Single-site (SS) εabc ψ̃
A
aα ψ̃

B
bβ ψ̃

C
cγ

muu u Singly-displaced (SD) εabc ψ̃
A
aα ψ̃

B
bβ

(
D̃

(p)
j ψ̃

)C
cγ

huu u
Doubly-displaced-I (DDI) εabc ψ̃

A
aα

(
D̃

(p)
−j ψ̃

)B
bβ

(
D̃

(p)
j ψ̃

)C
cγ

hu
u
u Doubly-displaced-L (DDL) εabc ψ̃

A
aα

(
D̃

(p)
j ψ̃

)B
bβ

(
D̃

(p)
k ψ̃

)C
cγ

eu u
u Triply-displaced-T (TDT) εabc

(
D̃

(p)
−j ψ̃

)A
aα

(
D̃

(p)
j ψ̃

)B
bβ

(
D̃

(p)
k ψ̃

)C
cγ

e
u
u
u�

�� Triply-displaced-O (TDO) εabc

(
D̃

(p)
i ψ̃

)A
aα

(
D̃

(p)
j ψ̃

)B
bβ

(
D̃

(p)
k ψ̃

)C
cγ

Table 3.3: The types of displacement path combinations used in baryon operators.
The lines represent covariant displacements as given in Eq. (3.6), the filled circles
represent smeared quark fields, and the larger open circles represent Levi-Civita color
contractions εabc.
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Figure 3.2: Effective masses (dt=2) for three nucleon operators, each of which are
extended operators which might couple to excited states of the proton. Group theo-
retically speaking, they are projected onto the lattice irreducible representation G1g.
The labels DDL, DDI, and TDT correspond to displacement paths as outlined in
Tables 3.2 and 3.3. In each case, decreasing the displacement length has a relatively
small effect on the effective mass observed, leading us towards our choice of reducing
the displacement length requirement for baryons. These tests were performed on 22
configurations of a small 163 × 128, mπ ≈ 400MeV ensemble.

the effective mass and condition number of correlator matrices of these operators, as

discussed in section 2.5. A typical comparison is shown in Fig. 3.2.

The analysis showed that in each case, the reduction of the displacement length

had a relatively small effect on the masses extracted. In the left-most panel of Fig. 3.2,

we do see that the smaller operators have slightly less coupling to the baryon excited

state; however the amount by which the effective mass drops is not dramatic, and

is barely noticeable in the other two operators. Condition number analysis was also

performed, as given in Eq. (2.71), and we found that well-conditioned correlator ma-

trices of operators with displacement length three were generally still well-conditioned

if the displacement length on all the operators was decreased to two.

Thus a displacement length of two appears to be acceptable, and in some cases

even a path length of one seems sufficient. However since we were unable to re-evaluate

operator pruning in all baryon symmetry channels, we kept to a displacement length

of two to be safe, and still achieve a 2/3 speed-up in the baryon calculation. The

displacement length for the computationally less-expensive meson operators was kept

at three. As it turned out, another speed-up was utilized for our baryon operator

calculations, which came as a consequence of disk space limitations at the stage of
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LapH baryon operator assembly; however we delay that discussion until Ch. 4 after

we have introduced the Stochastic LapH propagator method.

3.3 Symmetry Projections

As mentioned earlier, it is important to choose operators with well-defined lattice

transformation properties, so that the correlation matrices we build will be block-

diagonalized among different symmetry sectors. Since our eventual goal is to find

stationary states and corresponding energies of the lattice QCD Hamiltonian, this

block diagonalization is a major step in the right direction. Also, in constructing

operators with known lattice symmetries, one can then subduce these symmetries into

different continuum symmetry group representations, thus providing an indication of

what physical state corresponds to a particular lattice state (see Table 3.5).

All of the symmetries required of our field-theoretical operators can be approached

in a similar way. Given some set of unitary transformations UR which transforms lat-

tice operators amongst each other, we first calculate the irreducible matrix represen-

tations Γ
(Λ)
λµ (R) of each transformation R, with λ and µ being row and column, respec-

tively. We then design operators that transform with the λth row of the irreducible

representation Λ of that group, meaning that we design operators to satisfy [101]

URO
Λλ

i U †R =
∑
µ

O
Λµ

i Γ
(Λ)
µλ (R), (3.9)

URO
Λλ
i U †R =

∑
µ

OΛµ
i Γ

(Λ)
µλ (R)∗ (3.10)

for all group elements R, with index i referring to all other possible properties of the

operator (for instance, displacement path shapes defined in Tables 3.2 and 3.3). This

condition is critical to ensure the orthogonality of operators in different irreducible

representations, and to be able to use the results of group subduction to relate lattice

irreducible representations to continuum symmetry channels.

The following groups of transformations leave our lattice action unchanged, and

so will be addressed in our creation/annihilation operators:

• local SU(3) gauge transformations,
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• SU(2) isospin rotations,

• G-parity transformations,

• spatial translations, rotations and reflections possible on a cubic lattice (O1
h).

Gauge symmetry is somewhat different than the others in the list, in that we

are only interested in operators transforming with the trivial, one-dimensional repre-

sentation of SU(3) – that is, we are only interested in color singlet operators. This

stipulation leads to the inclusion of the Levi-Civita symbol εabc in baryon operators,

and the delta δab in mesons. For other symmetries in the list, we will be concerned

with generating operators transforming with all irreducible representations of the

symmetry group.

For isospin symmetry, the requirement of Eq. 3.9 applies with the representation

matrices Γ being the Wigner matrices D(I)(Rτ ) for any isospin rotation Rτ , with

the rows λ and µ being different isospin projections I3. These considerations lead to

quark-antiquark operators such as uu+dd, rather than just uu, reflecting the familiar

Clebsch-Gordan coefficients for the tensor product of two two-dimensional irreducible

representations of SU(2) into a one- and a three-dimensional irrep.

The strange quark creation/annihilation operators are unaffected by isospin ro-

tations, so that combinations such as ss are isospin singlets, and could mix with an

isoscalar uu+dd operator. However, there is no issue with keeping these two operators

separate in the operator construction phase, since we intend to allow any operators

with compatible quantum numbers to mix in a correlator matrix, then diagonalize to

find optimized combinations of them.

The G-parity transformation G is defined as an application of charge conjugation

C along with a rotation by π in isospin space,

G = Ce−iπτ2 . (3.11)

Like charge conjugation, G-parity eigenstates have eigenvalues of ±1, and the irre-

ducible representation matrices Γ in equation 3.9 are trivially either {1, 1} or {1,−1}.
But unlike simple charge conjugation, G-parity is a valid quantum number for some

states of nonzero isospin projection I3, such as the π+ and π−. Also, it is worth noting

that the combination of a ±1 strangeness meson, as in a kaon-antikaon KKc, can be
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projected onto positive or negative G-parity as well.1 Thus, we need to understand

the G-parity transformation behavior not only for our strangeness S = 0 mesons, but

also for our kaon and antikaon operators. Specifically, each antikaon operator Kc
A is

constructed from its corresponding kaon operator KA such that

UGKAU
†
G = Kc

A, UGK
c
AU
†
G = −KA, (3.12)

where the negative sign in the last term comes from the isospin rotation by 2π of

the light quark fermion field. Thus a kaon-antikaon operator of positive or negative

G-parity may be constructed via

(KAK
c
B)± = KAK

c
B ± UGKAK

c
BU
†
G = KAK

c
B ∓Kc

AKB (3.13)

The last transformation group in our list of symmetries is that of spatial rotations,

reflections, and translations. Referring to Eq. (3.9), we require an understanding

of how each displaced, smeared building-block operator qAaαj transforms under any

rotation R, reflection, and translation by b;

U(R,b)q
A
aαj(x)U †(R,b) = S(R)−1

αβq
A
aβj(Rx + b), (3.14)

U(R,b)q
A
aαj(x)U †(R,b) = qAaβj(Rx + b)S(R)βα (3.15)

where the rotation/reflection matrices S are defined by the three generators C4y, C4z,

and parity Is,

S(Is) = γ4, S(C4y) =
1√
2

(1 + γ1γ3), S(C4z) =
1√
2

(1 + γ2γ1). (3.16)

These transformation properties govern the left-hand side of equation 3.9. We also

need to know the set of representation matrices ΓΛ for each irrep Λ. The translation

part of the group is implemented via the familiar momentum phases e−ipẋ, so the

representation matrices need only be written down for the transformations in the

1The antikaon is denoted Kc rather than K to avoid confusion with the designation of source
and sink meson operators.
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point group Oh (reflections and rotations). These irreps and our choices2 for the

irreducible representation matrices can be found in Ref. [101]. The fermion irreducible

representations are double-valued, and these are generated by introducing a new group

element corresponding to a rotation by 2π, which for fermionic states is a distinct

transformation (a rotation by 4π is then the identity).

In considering operators with non-zero total momentum, the fixed direction of p

limits the allowable Oh transformations. The subset of symmetry operators that leave

the momentum invariant is known as the little group of p. The little group is C4v

for an on-axis momentum such as (1,0,0), C2v for a planar-diagonal momentum such

as (1,1,0), and C3v for a cubic-diagonal momentum such as (1,1,1). The irreducibie

representation matrices for the little groups are given in Ref. [101]. Table 3.4 lists

the irreducible representations of Oh and the double-valued representations, and gives

the subductions of the point group irreps onto various lattice little groups, indicating

which zero-momentum lattice states would be expected to have a moving analogue

in which little groups. This information proved useful in the early stages of our

operator pruning, choosing the number of operators to consider in each irreducible

representation, as discussed in Sec. 3.4.

The group representations denoted in Table 3.4 have subscript g/u to indicate

positive/negative eigenvalue, respectively, under spatial parity, for zero-momentum

states. The little groups do not include spatial inversion, since parity reverses the

momentum. For mesons of strangeness zero, positive or negative G-parity is denoted

by a superscript +/−, and G-parity persists as a symmetry of moving hadrons, since

it involves only internal quantum numbers. Table 3.5 shows the subduction of various

lattice irreducible representations onto continuum spins. The lattice symmetries of

parity and G-parity correspond exactly to their continuum counterparts, so the +/−
superscripts are omitted in Table 3.5.

In constructing the single-hadron operators, we must keep in mind that we intend

to build multi-hadron operators from these same data structures. As in the case of

2These representation matrices are a “choice” up to a unitary change of basis.
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Λ(Oh) C4v C3v C2v

A1g A1 A1 A1

A1u A2 A2 A2

A2g B1 A2 B2

A2u B2 A1 B1

Eg A1 ⊕B1 E A1 ⊕B2

Eu A2 ⊕B2 E A2 ⊕B1

T1g A2 ⊕ E A2 ⊕ E A2 ⊕B1 ⊕B2

T1u A1 ⊕ E A1 ⊕ E A1 ⊕B1 ⊕B2

T2g B2 ⊕ E A1 ⊕ E A1 ⊕ A2 ⊕B1

T2u B1 ⊕ E A2 ⊕ E A1 ⊕ A2 ⊕B2

G1g/u G1 G G
G2g/u G2 G G
Hg/u G1 ⊕G2 F1 ⊕ F2 ⊕G G⊕G

Table 3.4: Irreducible representations of the lattice point group Oh, and the subduc-
tion of those representations onto the little groups that result from restricting Oh to
only those transformations leaving a given momentum ray unchanged. The last three
representations are the double-valued irreps corresponding to fermionic states.
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Λ(Oh) Continuum Spins J Present

A1 0, 4, 6, 8, 9

A2 3, 6, 7, 9

E 2 , 4, 5, 6, 7, 8, 8, 9

T1 1, 3, 4, 5, 5, 6, 7, 7, 8, 8, 9, 9, 9

T2 2, 3, 4, 5, 6, 6, 7, 7, 8, 8, 9, 9

G1 1/2, 7/2, 9/2, 11/2, 13/2, 15/2

G2 5/2, 7/2, 11/2, 13/2, 13/2, 15/2

H 3/2, 5/2, 7/2, 9/2, 9/2, 11/2, 11/2, 13/2, 13/2, 15/2, 15/2, 15/2

Table 3.5: Subduction of lattice irreducible representations of Oh onto onto integer
spin J representations of continuum spin SU(2), and below the solid line, subductions
of double-valued irreps onto half-integer spin irreps of SU(2). Repeated occurrence of
a particular J indicates that after restriction of the continuum irrep to the elements
of the lattice subgroup and block diagonalization of these elements, more than one
copy of that lattice irrep occur in different blocks. Subduction occurs identically
for positive and negative parity and G-parity, so for example the A1 entry below is
equally applicable to A+

1g, A
+
1u, A

−
1g, and A−1u, with the same parity and G-parity as

the continuum irreps.

62



KKc states, we need to know precisely how a single-hadron operator O(p) transforms

not just under its own little group, but also under other elements that would take it

to other momenta, for instance to O(−p). This requires defining reference rotations

Rp
ref to carry one momentum ray into another. The transformation that appears on

the right side of equation 3.9 must be defined for any space group rotation/reflection

and translation x→ Rx + b, and the transformation requirement becomes

U(R,b)O
II3
pΛλi(t)U

†
(R,b) = OII3

pΛµi(t)Γ
(Λ)
µλ (Rp

W ) eib·Rp, (3.17)

with

Rp
W = (Rp

ref)
−1 R Rp

ref. (3.18)

The actual expressions for these operators are generated automatically via Maple

procedures which write out coefficients with which to sum the meson and baryon

building blocks. The building blocks handled by this routine include proper symmetry

under translation and gauge invariance, and are defined as

ΦAB
αβ (p, t) =

∑
x

e−ip·(x+ 1
2

(dα+dβ))δabq
A
aα(x, t)qBbβ(x, t)

Φ
AB

αβ (p, t) =
∑
x

eip·(x+ 1
2

(dα+dβ))δabq
B
bβ(x, t)qAaα(x, t) (3.19)

for mesons, and

ΦABC
αβγ (p, t) =

∑
x

e−ip·xεabcq
A
aα(x, t)qBbβ(x, t)qCcγ(x, t)

Φ
ABC

αβγ (p, t) =
∑
x

eip·xεabcq
C
cγ(x, t)q

B
bβ(x, t)qAaα(x, t) (3.20)

for baryons. The smeared, displaced quark fields are written in the simplified notation

introduced in Eq. (3.9). In the case of mesons, the momentum phase includes a slight

adjustment depending on the displacement vectors dα. This phase is necessary in

order to preserve fixed G-parity for moving operators, while that symmetry is not

relevant for baryons.

The isospin, G-parity and rotation/reflection transformation properties of our final

hadrons are then implemented via our Maple-generated coefficients, which we here
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denote as c
(l)
αβ for mesons operators,

Ml(p, t) = c
(l)
αβΦAB

αβ (p, t), (3.21)

M l(p, t) = c
(l)∗
αβ Φ

AB

αβ (p, t),

and c
(l)
αβγ for baryons operators,

Bl(p, t) = c
(l)
αβγΦ

ABC
αβγ (p, t) (3.22)

Bl(p, t) = c
(l)∗
αβγΦ

ABC

αβγ (p, t).

The superscript (l) represents some particular irreducible representation of Oh or of

one of its little groups if p is non-zero, the row λ of that irrep, a particular isospin I,

isospin projection I3, and strangeness S. The flavor structure of our hadron operators

are listed in Table 3.6.

Two-hadron operator construction proceeds in much the same fashion as single-

hadron operator construction. In particular, the same Eq. 3.9 is required for irre-

ducible transformation of the multi-hadron operators. The difference is that now our

building blocks, instead of being the Φ expressions in Eqs. (3.19) and (3.20), are now

made up of products of two different complete single-hadron operators,

OII3S
pΛλi(t)O

I′I′3S
′

p′Λ′λ′j(t) (3.23)

In this study, we limit ourselves to single-hadron and two-hadron operators since

we expect that the coupling between one- and three-particle states should be sup-

pressed. This issue will be addressed in future work. In this work, we focus on

obtaining results for the I = I3 = 1, S = 0 channel, as will be discussed in Ch. 5.

One last symmetry that we consider is time-reversal. For the majority of operators,

this symmetry is not important, but for a few of the lowest-energy meson states, it is

useful to understand the behavior of backwards-propagating states, since these may

be noticeable on a lattice of finite-temporal extent T . If the energies and amplitudes of

the backwards-propagating components of our correlators are ensured to be the same

as the forward-propagating amplitudes, then correlated-χ2 fits to these correlation

functions can proceed with the two-parameter form A(e−Et + e−E(T−t)), as opposed
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Hadron I = I3 S G Operator Flavor Content

∆++ 3
2

0 Φuuu
αβγ

Σ+ 1 -1 Φuus
αβγ

N+ 1
2

0 Φuud
αβγ − Φduu

αβγ

Ξ0 1
2

-2 Φssu
αβγ

Λ0 0 -1 Φuds
αβγ − Φdus

αβγ

Ω− 0 -3 Φsss
αβγ

f, f ′, η, η′ 0 0 1 Φuu
αβ + Φdd

αβ + UG(Φuu
αβ + Φdd

αβ)U †G
Φss
αβ + UGΦss

αβU
†
G

h, h′, ω, φ 0 0 -1 Φuu
αβ + Φdd

αβ − UG(Φuu
αβ + Φdd

αβ)U †G
Φss
αβ − UGΦss

αβU
†
G

b+, ρ+ 1 0 1 Φdu
αβ + UGΦdu

αβU
†
G

a+, π+ 1 0 -1 Φdu
αβ − UGΦdu

αβU
†
G

K+, K∗+ 1
2

1 Φsu
αβ

K
0
, K

∗0 1
2

-1 Φds
αβ

Table 3.6: Flavor content of single-hadron annihilation operators. The gauge-
invariant, definite-momentum meson and baryon building blocks Φ are defined in
Eqs. (3.19) and (3.20), respectively. In addition to isospin I and strangeness S, some
light-quark meson operators are characterized by G-parity, as defined in equation
3.11, and effected by unitary transformation UG. Note that the isoscalar meson op-
erators for f , h, etc., can be either both strange or light, which we keep as separate
operators but eventually include in the same correlator matrices.
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I = Iz S Single- and Two-Hadron Combinations

0 0 η, φ, G, ηη, ηφ, ηG, φφ, φG, KK, ππ

1 0 π, ππ, ηπ, φπ, πG, KK

2 0 ππ
1
2

1 K, KG, Kπ, Kη, Kφ
3
2

1 Kπ

0 2 KK

1 2 KK
1
2

0 N , Nη, Nφ, Nπ, NG, ∆π, ΛK, ΣK
3
2

0 ∆, ∆G, ∆η, ∆Φ, ∆π, Nπ, ΣK
5
2

0 ∆π

0 -1 Λ, Λη, Λφ, ΛG, Σπ, NK, Σπ, ΞK, Σπ

1 -1 Σ, Ση, Σφ, ΣG, Σπ, NK, ∆K, Λπ, ΞK

2 -1 ∆K, Σπ
1
2

-2 Ξ, Ξη, Ξφ, ΞG, Ξπ, ΛK, ΣK, ΩK
3
2

-2 ΣK, Ξπ

0 -3 Ω, Ωη, Ωφ, ΩG, ΞK

1 -3 Ωπ, ΞK

Table 3.7: Possible operator combinations for various values of total isospin I, third
isospin component I3, and strangeness S. The central horizontal line separates
bosonic states from fermionic ones. As per the usual convention, the s quark is
assigned strangeness −1 such that the kaon (su) has positive strangeness.
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to the three-parameter form Ae−Et + Be−E(T−t). The two-parameter form leads to

reduced statistical uncertainties in the resulting fit values. The condition C(t) =

C(T − t) ensures such a relationship between the forward and backward propagating

contributions, and this condition can be satisfied by choosing meson operators which

are either even or odd under time reversal. The smeared, covariantly-displaced quark

building blocks defined in equation 3.7 transform under time reversal as [101]

qAaαj(x, t) → (γ4γ5)αβq
A
aβj(x, T − t), (3.24)

qAaαj(x, t) → qAaβj(x, T − t)(γ4γ5)βα. (3.25)

Using these transformation properties, we projected our lowest-energy meson oper-

ators onto purely even or purely odd transformation under time reversal. This was

applied for the ground state pion (I = 1, A−1u), kaon (I = 1
2
, A1u) and η isoscalar

meson (I = 0, A+
1u), expected to be the states of lowest masses in the spectrum.

Correlators using the even and odd operators exhibited fairly similar qualities, such

as statistical uncertainties and excited-state contamination, with slightly better sta-

tistical errors for the odd operators, so those were chosen. Fig. 3.3 shows an example

of a numerical test done to verify that our projected meson correlators obeyed the

desired time symmetry.

3.3.1 The Need for Definite Momentum for Each Hadron

Building multi-hadron operators as superpositions of products of single-hadron op-

erators of definite momenta is efficient for creating a large number of two-hadron

operators. It also produces two-hadron operators whose correlators having dramati-

cally reduced contamination from unwanted higher-lying states, as shown in Fig. 3.4.

An alternative method of building a two-pion I = 2 operators is given below:

(ππ)A
+
1g(t) =

∑
x

π+(x, t) π+(x, t). (3.26)

This operator consists of a product of π(x, t) fields at a single location, summed over

all spatial sites to produce a total zero momentum. We refer to this as a ππ local-

field operator Such a ππ local-field operator has the advantage that, for the I = 2

channel at least, fixing a single x0 on the source allows for very efficient computation

of correlators using the “point-to-all” method, since it turns out that no same-time
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1
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(t

)

Correlator C(t)

Reversed correlator, C(T-t)

Figure 3.3: Example of time symmetry verification for a particular pion correlator,
correlating a single-site (SS) A−1u I = 1 operator with a singly-displaced operator in
that same channel. The black curve shows the correlator with jackknife error bars,
and the red curve shows the same correlator flipped in time to show that it matches
to within statistical error. Note that the region of single-exponential decay in the
correlator appears linear due to the log scale. The correlator is calculated from 25
configurations of our 163 × 128, mπ ≈ 400 MeV pruning and testing ensemble.
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Figure 3.4: Comparison of ππ local-field operators, such as that expressed in Eq. 3.26,
against operators with definite momentum for each meson, as in our own two-hadron
operators (building blocks as in equation 3.23). In each case, the ππ local-field op-
erator shows a dramatic increase in excited state contamination over the definite-
momentum operators.

quark lines are necessary for that isospin channel. However, we have found that the

lack of definite momentum for each hadron allows the operator to excite much more

high-energy state contamination than it would if each hadron had fixed momentum.

Figure 3.4 shows a comparison of fixed-momentum ππ operators against local-field

operators, such as that in Eq. (3.26), for two different isospin channels. In each case,

the effective masses should eventually plateau at the same value since the lowest state

is the same, but the local-field operator shows a much higher value at finite time, such

that the actual energy would be nearly impossible to extract.

3.4 Single-Hadron Operator Selection

Projecting our smeared, displaced building blocks onto definite symmetry sectors, as

outlined above, leads to a very large set of single-hadron operators, and the number

of multi-hadron operators possible is also large. Since we expect only a handful of

single-hadron states in any channel (based on experimental measurements), it is not

necessary to use all of the hundreds of operators that can be designed. To make our

spectrum computations practical, it is necessary to narrow down the extensive list

to a subset of operators that are effective for extracting the energy levels of interest.

We refer to this process as “pruning” the operator sets. We choose operators whose

correlators have very small statistical uncertainties and are independent from each
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other, as determined by the condition number of their renormalized correlation ma-

trices at small time separations. We also take into account their efficacy at producing

the states of interest, as determined from small-lattice low-statistics runs. This has

been completed for single-hadron operators in all symmetry channels, as discussed

in Ref. [25]. We only review and briefly update those results here. New progress on

multi-hadron operator pruning will be presented in Ch. 5.

The general procedure for single-hadron operator selection is as follows;

• Calculate the diagonal elements of the correlator matrix (same source/sink oper-

ator) for all operators, and discard those that have unacceptably large statistical

error.

• Compute the full correlation matrix of the chosen subset of operators, and

calculate the condition number (CNt=1 in Eq. (2.71)) of all possible subsets of

those.

• Choose one of those subsets based on the criteria of a maximal set with a

low condition number, and verify by variational analysis that these lead to an

acceptable preliminary energy spectrum.

These steps were carried out on a small 163 ensemble, where inversions and operator

calculations were inexpensive. More recent work has used our stochastic method (to

be described later) on larger 243 and 323 ensembles.

For the purposes of computing single-hadron correlation functions, it suffices to

compute operators for only one row, since the energies of all rows should be statis-

tically equivalent. However, for those operators which had especially low statistical

noise, and thus, were marked for inclusion as part of multi-hadron operators, it was

necessary to produce operators for all rows of the irreducible representation, as all

of these might appear as terms in multi-hadron operators. Also, for moving mesons

and baryons, it is necessary to construct operators in all momentum directions, since

these are needed for multi-hadron states with fixed total spin quantum numbers. For

instance, an S-wave two-meson operator with zero total momentum might take a

form such as

OMM =
∑
p

Ml(p, t)Ml′(−p, t) (3.27)

where the sum over p ranges over the various directions allowed on the lattice. In

an S-wave, all of these terms appear with the same coefficient, but in general, they
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might each have a different coefficient to ensure a given total quantum number of

the multi-hadron operator. These coefficient calculations were again automated in

Maple, with the same goal of obtaining irreducibly-transforming operators, as in

Eq. (3.9).

In addition to different momentum directions for single-hadrons, we also need to

choose how large in momentum magnitude to explore. Calculating all momenta p is

unnecessary since we are only interested in a given low-energy region of the spectrum.

As a rough guideline for this low-energy region, we focused on energies less than

Ecut ∼ 0.5a−1
t , corresponding to about two and a half times the mass of our nucleon

ground state. This choice was made based on several factors, including computational

feasibility, as well as considerations of which energy regions are experimentally well-

known, and so would yield useful comparisons.

Based on this cut-off energy Ecut, we calculated a maximum momentum p for

each moving single-hadron operator channel as follows:

1. For a particular irrep of the little group, use lattice group subduction (see Table

3.4) to infer which stationary Oh irreps subduce to that little group irrep.

2. Based on preliminary spectrum results obtained from small-lattice |p| = 0 prun-

ing, look up the energies of levels in those |p| = 0 irreps.

3. Estimate the energies of the moving versions of those states by assuming a

continuum-like dispersion relation E =
√

p2 +m2
0.

4. The lightest possible zero-momentum state attainable with any single-hadron

operator is obtained by combining it with a pion with opposite momentum;

thus, calculate the energies of each of those moving states combined with a

pion, assuming no interaction.

5. Count how many of those hypothetical [hadron + pion] energy states fall below

the cutoff Ecut, and try to include that many moving hadron operators for the

little group.

The results of the process for a few channels in the I = 1, S = 0 sector are shown in

Appendix A. Those momenta and all lesser momenta possible were calculated for any

operators intended for use in multi-hadron operators, while single-hadron operators

(those which were somewhat more noisy but possibly useful for excited-state coupling)
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were only calculated with |p| = 0. Appendix A also shows the number of single-hadron

and multi-hadron operators chosen in each channel.

3.5 A Novel Glueball Operator

Glueballs are hypothetical bound states of gluons, so it is reasonable to suspect that

operators made from gauge links should be important for exciting these states on

the lattice. Traditionally, these operators have been made out of loops of gauge

links, such as those used in the construction of the lattice gauge action. However, a

similarly gauge-invariant quantity can be produced by calculating the eigenvalue of

any gauge-covariant lattice operator, such as the gauge-covariant Laplacian. Since

some of these eigenvalues are already calculated in the course of LapH smearing, it

would be convenient if these could be assembled into a good operator for coupling to

glueballs on the lattice.

The simplest such operator is the sum of all eigenvalues of the smeared Laplacian

eigenvalues below the cutoff σs:

G∆̃(t) = −Tr
(

Θ(σs − ∆̃(t)) ∆̃(t)
)

=
∑
λi<σs

λi,t ≈
Nv∑
i=1

λi,t, (3.28)

where ∆̃(t) is the covariant Laplacian defined on stout-smeared links on lattice time

slice t, and λi,t denotes the ith eigenvalue of the negative covariant Laplacian on time

t. As discussed earlier, imposing the cutoff σs on all configurations is very nearly

equivalent to simply keeping a fixed Nv eigenvectors on every time slice. The glue-

ball operator proposed in Eq. (3.28) should have scalar quantum numbers, since the

eigenvalues of the Laplacian are invariant under any spatial rotations and reflections.

We also considered operators in which these eigenvalues were included with various

different weightings. Since the lower eigenvalues in the smearing subspace might

couple more strongly to the ground state, we tried weighting those lower eigenvalues

more heavily by defining

Gexp(−w∆̃) = −Tr
(

Θ(σs − ∆̃(t)) e−w∆̃(t)
)
≈

Nv∑
i=1

e−wλi,t (3.29)

for some positive constant w.
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Figure 3.5: A comparison of dt=3 effective masses for scalar glueball operators on
551 configurations of our 243 × 128, mπ ≈ 240MeV ensemble. The plaquette is built
from stout-smeared gauge links with ρ = 0.1, Nρ = 10, and is averaged over all spatial
directions to obtain a scalar operator (J = 0++). The other operators are the LapH
trace defined in Eq. (3.28) and the LapH trace exponential in Eq. (3.29). The three
operators clearly yield very similar signal quality and coupling to ground and excited
states.

Tests of G∆̃ and Gexp(−w∆̃) indicated that these LapH-eigenvalue glueball operators

are equally as effective as traditional smeared plaquettes in coupling to the ground

state in the scalar glueball channel. Figure 3.5 shows that effective masses for these

operators have very similar shape and error bars, with possibly a slightly smaller

error bar on the LapH eigenvalue-based operators. It is also apparent that there is

little difference seen between a simple trace and the weighted sum of eigenvalues in

Eq. (3.29). Given that the simple LapH trace is the most straightforward of these

(we already have the eigenvalues computed in the course of quark field smearing), we

will choose the LapH trace operator for our future calculations involving the scalar

sector.

It is interesting to note that the effective masses in Fig. 3.5 appear to decay to

a fairly light mass, lower than the energy range traditionally suspected for glueballs

based on quenched calculations. Under the quenched approximation (neglecting the

fermion determinant in the gauge field integral) the scalar glueball mass has been

estimated to be around 1.6 GeV [45]. The glueball effective masses in Fig. 3.5 seem

to drop well below 0.2 a−1
t , or below 1 GeV (the exact conversion to GeV depends on
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what hadron is used to set the scale, but in one scheme [22], the nucleon on sits at

roughly 0.21 a−1
t ). This leads us to consider the fact that our scalar glueball operators

have the same quantum numbers as a two-pion state in an S-wave, and it is mixing

with this lighter state which may result in our glueball effective mass decaying to lower

energies at large time. There are also isoscalar meson states possibly mixing, and

even kaon-antikaon states may appear. It will be important to take into account any

mixing between glueball, single-hadron, and multi-hadron operators in this channel

to extract the energies reliably. This will be the subject of future work, and will not

be further investigated here.
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Chapter 4

Stochastic LapH Method

The most expensive part of our calculation is the computation of quark propagators,

which involves the inversion of the Dirac matrix. Fortunately, the exact inversion of

the Dirac matrix is unnecessary, and stochastic estimates of the inverse can improve

the efficiency of the calculation without sacrificing accuracy in the hadron masses

extracted. In this chapter, we present a new, especially-effective method of estimating

quark propagators. This method utilizes the LapH-smeared quark operators discussed

in Ch. 3, and enables the calculation of correlator matrices involving both single- and

multi-hadron hadron operators.

In Sec. 4.1, we introduce the idea of stochastic subsampling in Monte-Carlo in-

tegration, and briefly illustrate how a “noisy” estimate of some configuration-by-

configuration observable can result in little or no additional uncertainty in the en-

semble average of that observable. Since the observables of interest to us are built

from various products of the inverse of the lattice Dirac matrix, Sec. 4.2 discusses a

powerful method of estimating large matrix inverses, involving variance reduction by

noise dilution.

In Sec. 4.3, we introduce the stochastic LapH method, a new propagator calcula-

tion method whose merit has been demonstrated recently in Refs. [22,24,25,101,107].

Numerical tests are shown which establish that the stochastic LapH method succeeds

especially well at providing low-variance inverse estimates for the LapH-smeared ob-

servables that we consider. Not only does the method outperform other noise dilution

schemes used in lattice QCD, but its cost also exhibits weak volume dependence which

allows it to work well on large lattices. The tests shown in this chapter are primarily

on small 163 lattices, but results in Ch. 5 will be shown on larger 243 and 323 lattices.
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In the last section of this chapter, details of the implementation of stochastic

LapH are discussed, especially regarding multi-hadron correlation functions. The

large number of Wick contractions involved in these correlators, and the same-time

quark lines that are often included, are both conveniently handled in stochastic LapH.

In Sec. 4.4, we also discuss the use of noise averaging (permuting various inverse

estimates between different quark lines) and explain our choices of when to use it in

baryon and meson quark lines. Some practical limitations such as disk space play a

role in these choices.

4.1 Motivation for Stochastic Sub-Sampling

Imagine that we wish to calculate the ensemble average of some function g(~U) for some

distribution p(~U) on a very large, many-dimensional space of ~U . This is clearly anal-

ogous to the weighting function on gauge fields and the gauge integral in Eqs. (2.30)

and (2.31), but we maintain generality for the moment. The Monte-Carlo method of

carrying out such a calculation is to draw some NU samples ~Ui from the distribution

p(~U) using Markov chain updating, then approximate the integral by

〈g(~U)〉~U =

∫
DU p(~U) g(~U) ≈ 1

NU

NU∑
i=1

g(~Ui). (4.1)

For large NU , the statistical error on such an estimate can be expressed in terms of

the square root of the variance,

σU ≈ N
−1/2
U

√
〈g(~U)2〉~U − 〈g(~U)〉2~U , (4.2)

where the angle brackets 〈...〉~U denote an average over the ensemble ~Ui generated with

distribution p(~U). Eq. 4.2 assumes independent sampling from the ensemble, but can

be generalized to the case of correlated data [69].

Suppose the function g(~U) is very expensive to calculate on each ~Ui, as is the

hadronic correlator in lattice QCD which involves products of the inverse of a large

matrix. In this case, we can introduce new (unphysical) integration variables ~η such

that g(~U, ~η) is much easier to calculate, and such that g(~U) can be regained by

averaging over ~η,
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g(~U) =

∫
Dη g(~U, ~η) ≈ 1

Nη

Nη∑
j=1

g(~U, ~ηj). (4.3)

where ~ηj are sampled with uniform probability density1. Using Nη subsamples to

estimate each g(~Ui), the ensemble average for the observable g can now be written as

〈g(~U)〉~U = 〈g(~U)〉~U,~η =

∫
DU Dη p(~U) g(~U, ~η) ≈ 1

NUNη

NU∑
i=1

Nη∑
j=1

g(~Ui, ~ηj). (4.4)

If g(~U, ~η) is much easier to calculate than g(~U), and the above estimate is suffi-

ciently accurate, then a significant reduction in computation cost can be achieved. To

determine the increase in statistical uncertainty, we can write the observable g(~U, ~η)

in terms of its deviation δ from the exact g(~U), defining g(~U, ~η) = g(~U) + δ(~U, ~η).

The Monte-Carlo estimate in Eq. (4.4) can then be written

〈g(~U)〉~U,~η ≈
1

NUNη

NU∑
i=1

Nη∑
j=1

[
g(~Ui) + δ(~Ui, ~ηj)

]

=
1

NU

NU∑
i=1

g(~Ui) +
1

NUNη

NU∑
i=1

Nη∑
j=1

δ(~Ui, ~ηj). (4.5)

We can see from Eq. (4.5) that the statistical error on 〈g(~U)〉~U,~η is due to two

sources, corresponding to the first and second terms in the last line in Eq. (4.5). The

first term is clearly the same as in Eq. (4.2), the error due to the finite sampling of
~U . The second term represents the additional variance due to the finite sampling of

~η. In the (somewhat simplified) case that the deviation δ(~U, ~η) is independent of ~U ,

the second term is a completely independent sampling from the first term,

〈g(~U)〉~U,~η ≈
1

NU

NU∑
i=1

g(~Ui) +
1

Nη

Nη∑
j=1

δ(~ηj) (4.6)

1 More generally, η can be drawn from some non-uniform distribution, so long as the expectation
value of g(U, η) is still g(U), but since the uniform distribution is sufficient for this discussion, it is
used here for simplicity.
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and the errors would then combine in quadrature,

σnet =
√
σ2
U + σ2

η (4.7)

ση = N−1/2
η

√
〈δ(~η)2〉~η − 〈δ(~η)〉2~η. (4.8)

The form of Eq. (4.7) conveys the key fact that for some regime where ση < σU , the

dependence of σnet on ση will be very small. In this regime, relaxing ση even by orders

of magnitude may have little or no effect on the net statistical error.

In the case that the deviation δ is not independent of ~U , equation 4.7 would not

strictly apply. However we would still expect a similar phenomenon for small enough

δ(~U, ~η), that the total variance is dominated by that of the first term in Eq. (4.5), σU .

In that regime, it is greatly advantageous to trade off some accuracy in 〈g(~Ui, ~η)〉~η in

favor of computational efficiency, if possible.

4.2 Stochastic Inversion of a Large Matrix M

The relevant observables in lattice QCD are the temporal correlation functions of

hadron and multi-hadron operators, which involve the inverse of a very large matrix

M . Following the reasoning of Sec. 4.1, we would like to replace the exact M−1

with some less-expensive estimate of that inverse. This estimate will be defined

via additional integration variables η, and we only need to sample η enough that

uncertainty in our observables approaches the gauge noise.

To exactly invert a very large semi-diagonal matrix M , we iteratively solve for the

vector X(i) in MX(i) = ei, where ei is the ith basis vector in the space, and repeat for

any column i in which M−1 elements are needed. The conjugate gradient and related

methods for this task have already been discussed in Ch. 2. In the simplest form of

stochastic inversion, we replace the basis vector e with a “noise vector” η filled with

randomly generated elements. The distribution of random elements must meet the

requirements
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E
(
ηiη
∗
j

)
= δij, (4.9)

E (ηi) = 0, (4.10)

where E(A) denotes the expectation value of random variable A over its probability

distribution p(A), or E(A) ≡
∫
A p(A) dA. After numerically solving a single linear

system MX = η, we then have a consistent and unbiased estimator of the full M−1

through

E
(
Xη†

)
= E

(
M−1ηη†

)
= M−1E

(
ηη†
)

= M−1. (4.11)

Some commonly-used specific forms for the random variable η are:

• Real Gaussian noise, where ηi is selected from a distribution p(ηi) = exp(−η2
i )/
√

2π

• Complex Gaussian noise, where η is selected from the distribution p(ηi) =

exp(−η∗i ηi)/π

• ZN noise, where ηi takes values e2πni/N for random integer ni in [0, N − 1]

• U(1) noise, where ηi = exp(iθi) with θi drawn evenly from the range [0, 2π).

The particular choice that we use is Z4 noise2, where elements of η are selected

at random from [1, i,−1,−i]. ZN noise was chosen since unlike Gaussian noise, it

obeys ηiη
∗
i = 1 (without the need to take an expectation value), which proves useful

in inversion with noise dilution. N = 4 was chosen because we found relatively little

dependence of correlator variances on N , as long as N ≥ 4. It is easy to see that

filling η with Z4 noise satisfies Eqs. (4.9) and (4.10). The average of any set of evenly-

spaced points on the unit circle in the complex plane will be zero, thus Eq. (4.9) holds.

Eq. (4.10) can be seen from the fact that the product of two independent Z4 randoms,

ηiηj, is itself another Z4 random variable.

In a sampling of any complex variables z, a measure of the spread of the distribu-

tion is the complex variance

2The label Z4 noise refers to the group Z4 whose representation is exactly the elements
[1, i,−1,−i] from which we sample for this type of noise, but the group-theoretical point of view is
not important here.
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Var(z) = E
(∣∣z − E(z)

∣∣2) = E(zz∗)− E(z)E(z)∗ (4.12)

Using this definition along with Eqs. (4.9) and (4.10), one can arrive at an expres-

sion for the complex variance on some element M−1
ik of the approximate inverse in

Eq. (4.11), as

Var
(
[M−1ηη†]ik

)
=
∑
j 6=k

M−1
ij M

−1∗
ij (no sum over i,k), (4.13)

where we have also used the expectation of a product of four Z4 noises,

E(ηiη
∗
j ηkη

∗
l ) = δijδkl + δilδ

k 6=l
jk . (4.14)

The k 6= l condition on the second term is necessary to avoid double-counting the

case where i = j = k = l.

By averaging Nseed estimates such as in Eq. (4.11) each with different noise vectors

η, we can obtain better estimates of M−1, with the variance decreasing approximately

with N−1
seed. Thus, this basic estimate technically satisfies the goals discussed in the

previous section; we have a tunable, unbiased estimate of our observable, and we could

(theoretically, at least) adjust the number of noise seeds Nseed until the statistical error

due to stochastic inversion is comparable to the gauge noise. However, it turns out

that simple stochastic estimation would require such a large Nseed as to make the

efficiency tradeoff unfavorable.

Fortunately, there is a well-known improvement to this basic stochastic inversion

technique. The improvement, known as stochastic inversion with noise dilution, in-

volves “projecting out” some of the random noise in η by defining dilution subspaces

b and projection operators P (b) onto these subspaces. If we now numerically solve

MX [b] = P (b)η for each subspace b, then we have an estimate of M−1 via

E
(∑

b

X [b]
[
P (b)η

]†)
= E

(∑
b

M−1P [b]ηη†P [b]
)

= M−1
∑
b

P (b)E
(
ηη†
)
P [b] = M−1

∑
b

P [b] = M−1. (4.15)

The variance on such an estimate should be lower than the basic estimate in
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Eq. (4.11), since many of the elements of ηη† are projected to exactly zero, rather

than merely averaging to zero. Another way of seeing this noise reduction is to work

out the expression for the variance on some element M−1
ik of the stochastic estimate

in Eq. (4.15). That variance comes to

Var
(∑

b

X
[b]
i

[
P [b]η

]∗
k

)
=

∑
j∈bk,j 6=k

M−1
ij M

−1∗
ij (no sum over i,k), (4.16)

where bk is the dilution subspace which contains the element k. This variance should

be smaller than the variance in Eq. (4.13), since the terms in Eq. (4.16) are a subset

of those in Eq. (4.13), and all of the terms involved are of the form zz∗, and therefore,

real and positive.

The amount of noise reduction depends on the actual matrix itself and the choice

of dilution subspaces b. However, we can infer from these expressions that noise

reduction through dilution is generally more effective than simply computing more

noise seeds. This is clear from the fact that adding more noise seeds diminishes the

variance in proportion to 1/Nseed, never actually reaching zero, whereas the variance

in Eq. (4.16) drops to exactly zero with a finite amount of effort – namely, when the

number of elements in bk drops to one, and there are zero terms on the right hand

side of Eq. (4.16).

The use of noise dilution does not preclude also averaging over different noise

seeds. Just as in simple stochastic estimation, we can append an additional index r

to indicate different noise seeds, and sum over those to further reduce variance. Note

that the estimation of products of inverses requires different noise seeds for each term

in the product in order to ensure an unbiased estimate of the product. To see this,

consider estimating some product of elements M−1
ij M

−1
kl using the same noise vector ρ

using stochastic inversion with noise dilution as given in Eq. (4.15). Again employing

Eqs. (4.9) and (4.14), we arrive at

E
(∑

b

X
[b]
i

[
P (b)η

]∗
j

∑
c

X
[c]
k

[
P (c)η

]∗
l

)
=

M−1
ij M

−1
kl + δbjbl(1− δjl)M−1

il M
−1
kj (no sum over i, j, k, l), (4.17)
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where bj and bl are the subspaces in which elements j and l reside, respectively.

The first term in Eq. (4.17) is the desired product, whereas the second term clearly

skews the estimate in the case that j and l are in the same dilution subspace. Since

we usually consider matrix products which sum over some common indices between

the two M−1 factors, this bias term must be avoided by using a different noise vector

ρ (that is, using different random seeds r1, r2, etc, and denoting the vectors ηr1 ,

ηr2 , ...). One needs at least as many noise seeds as there are quark lines in the desired

correlator. Some improvement in statistics can be gained by averaging over different

permutations of noise seeds in the matrix product estimate, though the gain decreases

for further permutations since the different estimates are not necessarily independent.

Some discussion of our noise permutation choices follows in Sec. 4.4.

4.3 The Stochastic LapH Method

We now focus on the inversion of the lattice Dirac matrix, given in Eq. (2.29). One

method of creating subspaces b is to project onto various groups of spins, colors,

spatial lattice sites, and time, since those are the original bases in which the Dirac

matrix is defined in the action. This approach has been explored in Refs. [108]

and [106], among others. However, given the type of quark operators that we intend

to use, a more natural option is to define dilution subspaces as subsets of LapH

eigenvectors, rather than the spatial and and color indices. For all of the quark

propagators that we will need in our correlators, the quark on either end is a smeared,

displaced object as in Eq. (3.7) and (3.8). Thus the Dirac matrix elements that we

need have the form

Q(AB)
aα;bβ = δAB

[
D(jα)SΩ(A)−1SD(jβ)†

]
aα;bβ

(4.18)

where the smearing matrix S is defined in Eq. (3.2), and Ω(A) is the A-flavor Dirac

matrix times γ4, as noted in Eq. (3.5). The displacement operator D is defined in

Eq. (3.6) and its displacement path corresponds to the quark spin indices α and

β. Since the smearing matrix projects onto a subset of low-lying eigenvectors of the

covariant Laplacian, we only need elements of Ω corresponding to those vectors. Thus,

we can define smearing subspaces that span some subset of low-lying eigenvectors,

some of the four Dirac spin indices, and time. This is the essence of the stochastic
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LapH method.

In the stochastic LapH method, noise vectors ρ are generated as a Z4 phase for

each point in LapH eigenvector/spin/time space, and projectors P (b) are chosen to

project onto certain subspaces in that basis. Sources are created by applying such

projectors to ρ, then using the eigenvector matrix Vs as in Eq. (3.3) to convert LapH

coefficients back to spatial/color coordinates in order to solve

ΩX [b] = VsP
(b)ρ, (4.19)

to obtain sinks X [b]. Next, smeared-displaced source and sink vectors are formed by

displacing VsP
(b)ρ, and by smearing and displacing the X [b], to obtain

%[b]
α (ρ) = D(jα)VsP

(b)ρα, (4.20)

ϕ[b]
α (ρ) = D(jα)SX [b] = D(jα)SΩ−1VsP

(b)ρα. (4.21)

Finally, the contraction of smeared-displaced quarks in Eq. (4.18) can be estimated

using

Q(AB)
αβ ≈ δAB

∑
b

ϕ[b]
α (ρ)%

[b]
β (ρ)∗. (4.22)

In some cases, it is useful to estimate this quark propagator in a slightly different

way, exploiting the symmetry of γ5-Hermiticity introduced in Eq. (2.32). This leads

to the expression

Q(AB)
αβ ≈ δAB

∑
b

%[b]
α (ρ)ϕ

[b]
β (ρ)∗ (4.23)

with

%̄(ρ) = −γ5γ4%(ρ), ϕ̄(ρ) = γ5γ4ϕ(ρ). (4.24)

As before, a better estimate can be achieved in both Eqs. (4.22) and (4.23) by av-

eraging over different noise vectors ρ, which would then take on another index r for

noise seed number.

The separation of the quark line Q into two quantities % and ϕ is very convenient

for later stages of the calculation. For example, if one of the quarks in Q is part of
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a meson on the source time and the other is part of a different meson on the sink,

one can construct these mesons and store them separately, then contract the dilution

index b at the time of constructing correlation matrices. For another example, baryon

functions are constructed as [22]

B[b1b2b3]
l (ϕ1, ϕ2, ϕ3; t) = c

(l)
αβγ

∑
x

e−ip·xεabcϕ
[b1]
aαxt(ρ1)ϕ

[b2]
bβxt(ρ2)ϕ

[b3]
cγxt(ρ3), (4.25)

for ϕ as in Eq. 4.21, and similarly for source vector %. The complex coefficients c
(l)
αβγ

are calculated via the group-theoretical considerations discussed in Ch. 3 for each

compound set of quantum numbers (l). Similarly, a meson function can be defined as

M[b1b2]
l (%1, ϕ2; t) = c

(l)
αβ

∑
x

e−ip·(x+ 1
2

(dα+dβ))%
[b1]
aαxt(ρ1)∗ϕ

[b2]
aβxt(ρ2). (4.26)

It is important that in the expressions on the right of Eqs. (4.25) and (4.26), the

lower indices for color, spin, position and time are all summed over, and the remaining

indices are only the dilution subspaces [b1, b2, ...]. This is a key point, since the number

of these subspaces b is manageable, and even tensors with three uncontracted dilution

indices are still feasible to store on disk.

These baryon and meson functions can be contracted into various hadronic cor-

relators in a convenient fashion, which we will discuss in the following section. They

can also be assembled conveniently into multi-hadron operators on a single time slice.

The contraction of various dilution indices in these composite single-time-slice oper-

ators is then carried out according to the Wick contraction of Grassmann variables,

and can be represented concisely by diagrams as in Fig. 2.1 for the case of a single

isoscalar meson. In Sec. 4.4 we give examples of such figures for more complicated

multi-hadron correlators which will be analyzed in Ch. 5.

While the stochastic LapH method allows these convenient calculational forms, it

is not obvious that it should fare any better than color-and-spatial dilution schemes

as far as noise reduction is concerned. Thus, we return to the question of numerical

tests to verify the efficacy of the method. A large number of dilution schemes were

compared on small 163 lattices, as shown in Fig. 4.1. ND is the number of dilution

subspaces per quark line, so that two points appearing at the same N
−1/2
D require

the same computational expense, regardless of what the two dilution schemes are.
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Figure 4.1: Comparison of statistical error relative to gauge noise for a TDT nucleon
correlator at time separation 5, for various dilution schemes on the same set of 163×
128 gauge configurations. ND indicates the number of dilution subspaces employed,
so dilution schemes at the same N

−1/2
D require the same computational effort. The

LapH dilution points in blue clearly decrease to the gauge noise limit significantly
faster than the lattice points, approaching σg faster by a factor of at least an order
of magnitude. From Ref. [22].

Clearly, the LapH noise scheme exhibits far lower statistical errors for similar expense

in traditional lattice-color-space dilution. This is a central result of Refs. [22,24,25].

While Fig. 4.1 deals with baryonic correlator elements that involve forward-time

quark lines, the stochastic LapH method has also been demonstrated to be particu-

larly effective at calculating same-time quark lines. As discussed in Ch. 2, these must

be calculated at each sink time and source time desired for a correlation function, and

have traditionally been a barrier to the study of multi-hadron and isoscalar correlation

functions. Figure 4.2 shows the effective mass of a diagonal correlator of a single-site

η isoscalar meson (A+
1u) in exact inversion versus stochastic LapH inversion. Due to

the use of dilution in time as well as LapH eigenvector space, a large reduction in

computational expense is achieved, dropping the number of inversions by more than

two orders of magnitude. The fact that the additional noise has nearly no effect on

the net statistical error is indicative of the regime discussed in Sec. 4.1, where the

gauge noise σU is the main driver of σnet.

To denote specific LapH dilution schemes, a notation that has been used in pre-

vious work [22] writes the number of subspaces spanning each dimension as a triplet,

(T,S,L) for time, spin, and LapH eigenvector. Since there are different ways of split-
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Figure 4.2: Comparison of ∆t = 2 effective masses for η isoscalar meson, both
connected and disconnected piece included. The stochastic LapH estimate clearly
matches the statistical error of the exact calculation, indicating that the noise in-
troduced from stochastic inversion is minimal compared to the gauge noise, while
using less than a twentieth the number of Dirac matrix inversions. The errors are
calculated via jackknifing, and both effective masses are generated from the same 25
configurations of our 163 ensemble, where exact inversion is feasible.
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ting up the subspaces – namely, a group of successive indices can go into the same

subspace, or every nth index can go into the same space – these two schemes are

referred to as “block” and “interlace,” respectively, and an “I” or “B” is inserted into

the triplet. For example, if every sixteenth time slice shares a subspace, each spin

gets its own subspace, and each group of eight consecutive LapH eigenvectors are

allotted to the same subspace, the scheme would be denoted (TI16,S4,LB8). If the

subspaces contain only a single index in some dimension, as is true for all indices in

exact inversion, we substitute an “F” (full) rather than the number of subspaces, so

S4 would be written SF.

In terms of the projection matrices P (b) introduced in Eq. (4.19), these dilution

schemes are defined in the following way. For a particular space (time, spin, or LapH

eigenvector), dilution projectors take the form

P
(b)
ij = δij b = 0 (none)

P
(b)
ij = δijδbi b = 0, 1, . . . , N−1 (full)

P
(b)
ij = δijδb,Ki/N b = 0, 1, . . . , K−1 (interlace-K)

P
(b)
ij = δijδb,imod k b = 0, 1, . . . , K−1 (block-K)

(4.27)

The dilution projector for the vector space of the quark sources and sinks is the

product of three such projectors for time, spin, and LapH eigenvector. The shorthand

mentioned above consists of the first letter of a given space (such as S for spin), then

B or I for block or interlace, and then the value K for that subspace.

The dilution scheme used in the stochastic LapH curve in Fig. 4.2 is (TI16,SF,LI8)

for the same-time quark lines, and (TF,SF,LI8) for the fixed-time quark lines. The

number of inversions is then 8 × 4 for each fixed-time quark line. Also, there are

two quark lines, and thus, two different noise seeds are required to avoid a bias, so

a total of 8 × 4 × 2 = 64 inversions are needed for the connected diagram. For the

disconnected part, we need only one noise seed since the source and sink times reside

in different time dilution subspaces3, and the bias term in Eq. (4.17) will be zero;

thus the number of inversions for the disconnected quark lines is 16 × 4 × 8 = 512,

3In actuality, there are a few select time separations where the source and sink times may be in
the same dilution subspace, names at time separations 16 and 32 since we will use TI16 dilution. In
most cases, the effective mass shows the bias to be minimal – a jump in the effective mass at times
t ±∆t would indicate a significant bias, and these are not usually seen. But they are occasionally
visible, and since we ended up employing two relative noise vectors in any case, we decided to enforce
the use of different noise seeds on the source and sink for time separations 16 and 32.
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Figure 4.3: The statistical error relative to the gauge noise of a correlator at time
separation 5 of a triply-displaced nucleon operator. ND is the number of dilution
subspaces per source time and gauge configuration. The LapH dilution scheme at
each point is indicated on the graph. For the highest dilution schemes considered,
the dependence on volume is seen to be very weak. Figure from Ref. [22].

for a total of 576 inversions. The number of inversions required for the exact method

is simply Nt ×Ns ×Nv, which for 163 lattices is 128× 4× 32 = 16, 384.

Furthermore, it turns out that the advantage of stochastic LapH increases with

volume. The LapH-diluted estimates seem to permit maintaining the same dilution

scheme even as the dimension of the Dirac matrix increases in proportion to the lattice

volume. Figure 4.3 shows that, for sufficient dilution levels, the dependence of the

statistical noise (relative to the gauge noise) is minimal. Thus, even as the number of

Laplacian eigenvectors increases with volume (see Table 3.1), it is found that the same

dilution scheme choices are sufficient. Each inversion does become more expensive,

leading to a scaling approximately with volume V , but this is preferable to scaling

with V 2 as in standard Dirac matrix inversion, where the time for each inversion and

the number of inversions both scale with volume.

Based on the fact that the ratio of the statistical error over the gauge noise starts

to level out at unity around the dilution scheme (TF,SF,LI8), this scheme was chosen

for use in source-to-sink quark lines, which are calculated for only a handful of source

times widely separated to yield independent measurements. We choose four source

times per configuration, spaced roughly evenly over the 128 times, doubling to eight

source times for the 323 × 256 lattices. For the same-time quark lines, where M−1
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is contracted with itself on both the source and sink time of the correlator, quark

sources are required on all times, not just the t0 values chosen. Therefore, a some-

what less intensive dilution scheme (TI16,SF,LI8) is chosen. The dilution subspace

choices (TF,SF,LI8) and (TI16,SF,LI8) are referred to as fixed and relative schemes,

respectively, and are used in all of the results to follow in Ch. 5.

4.4 Examples and Implementation Details

The meson and baryon functions in Eqs. (4.25) and (4.26) are assembled into correla-

tors in the following manner. First, we need to analyze the possible ways that quarks

in the source and sink operators can be contracted, so that we know which types

of baryon and meson functions need to be computed. That also involves planning

out which quark lines should be estimated using the γ5-Hermiticity trick – that is,

exploiting Eq. (4.23) to estimate an antiquark propagator in terms of a forwards-

propagating quark line. Secondly, we need to decide on how many noise seeds and

how many different noise permutations should be included.

The type of contractions possible depend on the number and flavors of quarks

involved. Given that we intend to survey many different isospin sectors, we need to

collect all possible contraction diagrams of mesons and baryons in order to determine

which noises and quark sources and sinks to insert into meson and baryon functions

that we compute. As an example, consider a correlator of a single baryon with some

generic flavor content ABC. In terms of the irreducible baryon operators defined in

Eq. (3.22) with combined quantum numbers indicated by l, the correlator is given by

Cll(tF − t0) =
1

Nt

∑
t0

〈
Bl(tF )Bl(t0)

〉
U,ψ,ψ

= c
(l)
αβγc

(l)∗
αβγ
〈ΦABC

αβγ (tF )Φ
ABC

αβγ (t0)〉U,ψ,ψ. (4.28)

If we express this in terms of smeared, displaced Grassmann quark fields using equa-

tion 3.20, we obtain
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Cll(tF − t0) = c
(l)
αβγc

(l)∗
αβγ

∑
x,x

εabcεabce
−ip·(x−x)

×
〈
qAaα(x, tF )qBbβ(x, tf )q

C
cγ(x, tF ) qCcγ(x, t0)qBcγ(x, t0)qAaα(x, t0)

〉
U,ψ,ψ

, (4.29)

where the brackets indicate averaging over the indicated fields and their corresponding

action weighting e−S. After integration over the fermion fields, we obtain an expres-

sion determined by Wick contraction of the quark fields of like flavor, as discussed

in Sec. 2.1. The contraction of smeared, displaced quark fields results in quark lines

Q defined in Eq. (4.18), and accounting for signs due to Grassmann commutation,

Eq. (4.29) becomes

Cll(tF − t0) = c
(l)
αβγc

(l)∗
αβγ

∑
x,x

εabcεabce
−ip·(x−x)

〈
Q(AA)
aα;aαQ

(BB)

bβ;bβ
QCCcγ;cγ

− Q(AA)
aα;aαQ

(BC)
bβ;cγQ

CB
cγ;bβ

− Q(AB)

aα;bβ
Q(BA)
bβ;aαQ

CC
cγ;cγ − Q

(AC)
aα;cγQ

(BB)

bβ;bβ
QCAcγ;aα

+ Q(AC)
aα;cγQ

(BA)
bβ;aαQ

CB
cγ;bβ

+ Q(AB)

aα;bβ
Q(BC)
bβ;cγQ

CA
cγ;aα

〉
U
, (4.30)

where we have written out the color subscripts on Q that were implicit earlier.

If we then express each of these quark lines via the stochastic LapH estimate given

in Eq. (4.22), we can regroup the factors into products of the baryon function given

in Eq. (4.25),

Cll(tF − t0) =
〈
B[b1b2b3]
l (ϕ1, ϕ2, ϕ3; tF )

[
δAAδBBδCCB

[b1b2b3]

l
(%1, %2, %3; t0)

− δAAδBCδCBB
[b1b3b1]

l
(%1, %3, %2; t0) − δABδBAδCCB

[b2b1b3]

l
(%2, %1, %3; t0)

− δACδBBδCBB
[b3b2b1]

l
(%3, %2, %1; t0) + δACδBAδCBB

[b2b3b1]

l
(%2, %3, %1; t0)

+ δABδBCδCAB
[b3b1b2]

l
(%3, %1, %2; t0)

]∗ 〉
U,ρ
. (4.31)

The notation %1 and ϕ1 has been shortened from %[b1](ρ1) and ϕ[b1](ρ1), respectively.

This contraction of baryon tensors can be conveniently shown diagrammatically, in

Fig. 4.4.

As another example, consider the correlation function of two mesons on the source
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Figure 4.4: These diagrams represent the terms present in the stochastic LapH ex-
pression for a single baryon correlator, resulting from the six ways of Wick-contracting
the smeared, displaced quark fields. Each box represents one of the baryon functions
as in Eq. (4.31). The fields on the left are the sink times tF and the fields on the right
are on the source time t0, and conjugation of hadron functions on t0 is implied.
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time with a single meson on the sink time. First, the correlator is expressed in terms

of meson operators (Eq. (3.21)) and then smeared, displaced quark fields,

C
ll
′′(tF − t0) =

〈
Ml g

(l
′′

)

ll
′ M lM l

′

〉
U,ψ,ψ

= c
(l)
αβg

(l
′′

)

ll
′ c

(l)∗
αβ
c

(l
′
)∗

α′β
′

∑
x,x,x′

e−ip·(x+ 1
2

(dα+dβ))e−ip·(x+ 1
2

(dα+dβ))e
−ip′·(x′+ 1

2
(dα′+d

β
′ ))

× δab δabδa′b′
〈
qAaα(x, tF )qBbβ(x, tF )qB

bβ
(x, t0)qAaα(x, t0)qB

′

b
′
β
′(x′, t0)qA

′

a′α′(x
′, t0)

〉
U,ψ,ψ

,

(4.32)

where the two-meson combination coefficients g
(l
′′

)

ll
′ are determined such that the two-

meson operator transforms with quantum numbers l
′′
.

The quark fields in Eq. (4.32) are then Wick-contracted in performing the inte-

gration over fermion fields, as

C
ll
′′(tF − t0) =

c
(l)
αβg

(l
′′

)

ll
′ c

(l)∗
αβ
c

(l
′
)∗

α′β
′

∑
x,x,x′

e−ip·(x+ 1
2

(dα+dβ))e−ip·(x+ 1
2

(dα+dβ))e
−ip′·(x′+ 1

2
(dα′+d

β
′ ))

× δab δabδa′b′
〈
−Q(BA)

bβ;aαQ
(AB)

aα;bβ
Q(A

′
B
′
)

a′α′;b
′
β
′ − Q(AB

′
)

aα;b
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. (4.33)

Finally those quark lines are expressed in terms of LapH-diluted quark sources and

sinks % and ϕ, and rearranged into products of the meson functions M. Unlike

the baryonic correlator whose final expression is Eq. (4.31), some of the quark lines

are estimated via γ5-Hermiticity, leading to the inclusion of % and ϕ fields in the

expression
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Figure 4.5: These diagrams represent the six terms in Eq. (4.34) for the stochastic
LapH estimation of a two-meson to one-meson correlation function. Each box denotes
a meson function M, and the lines represent contraction of indices. As in Fig. (4.4),
the fields on the left are on the sink time and the fields on the right are on the source
time and are to be complex conjugated.
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〉
U,ρ
. (4.34)

The profusion of meson tensors in Eq. (4.34) is better represented via the diagrams

in Fig. 4.5, following the same diagrammatic conventions as in Fig. 4.4. The usage

of γ5-Hermiticity in calculating certain quark lines is beneficial in that it allows the

noise source to always reside on the source time t0, and the corresponding quark

lines can be estimated via the less noisy (TF,SF,LI8) dilution scheme. In the case

of the fully-disconnected diagrams, the internally-contracted quark line on the sink

necessitates computing relative-scheme quark lines with noise sources on all times,

since the sink time tF must be shifted along the lattice time extent to draw out the

correlator as a function of time separation.

In each of these expressions, some gain in statistics can be achieved by averaging
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over the ordering noise seeds ρ1, ρ2, ρ3. This requires no extra Dirac matrix inversion,

and so is relatively inexpensive; however the new estimates gained are not indepen-

dent, so it is not clear how much, if any, ordering over noise seeds is desirable. Indeed,

the answer to that question may depend on the exact dilution scheme used, as well as

the particular baryon operator in question. In the case of meson correlators, with the

dilution schemes we chose originally, (TI16,SF,LI8) and (TF,SF,LI8) for the same-

time and fixed-time quark lines, respectively, very little error reduction occurs with

the introduction of noise seed permutations.

In the case of baryon operators, we ended up using a form of noise seed permuta-

tion and averaging, as a result of a practical issue regarding disk space requirements.

For the fixed-scheme dilution setting, there are 4(t0)×4(spins)×8(LapH subspaces) =

128 dilution subspaces. This makes for baryon functions B of a fairly large size, and

given that three such indices remain uncontracted, the baryon operators occupy a

large amount of disk space. Since we also intend to calculate a large number of

baryon operators of various isospin, OD
h irreps, and displacement types (the large

number of operators can be seen from the tables in Appendix A), it turns out that

calculating these baryon operators and storing them would require a prohibitively

large amount of data storage space, on the order of one to two petabytes.

In order to reduce storage requirements by a factor of eight, we scaled back the

fixed-scheme dilution from (TF,SF,LI8) to (TF,SF,LI4) for baryon operators. In

doing so, we sacrificed some accuracy in baryonic correlators, and an investigation

was pursued into whether some of this accuracy could be regained via averaging over

noise permutations4 in the baryon-to-baryon correlators. A sample of results are

shown in Fig. 4.6.

The use of LI4 dilution and noise averaging is not as effective as LI8 dilution, but

for low time separations the error bars do not differ much. This may be acceptable

since, in the majority of channels, we hope to achieve a signal early on in time

separation via diagonalization of correlator matrices, which typically pulls in the

energy plateau to smaller times. Once an optimal set of multi-hadron operators

4This noise averaging can in fact be implemented by simply enforcing no canonical ordering of the
quarks in the baryon function B. In the case that noise averaging is not needed, we would establish
a canonical ordering of Dirac spins on the three quarks in a baryon, in order to save time in the
course of calculating baryon operators. But since the calculation time turns out to be less of an
issue than storage space for baryons, we simply relax this canonical ordering to allow any ordering
of three Dirac spins, and effectively achieve averaging over noise permutations.
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Figure 4.6: Since storage space became a constraining issue in the calculation of
baryon operators, we explored the idea of relaxing the LapH-eigenvector dilution
level to interlace 4, thereby saving a factor of 2× 2× 2 = 8 in disk space. In order to
offset some of the expected loss in accuracy from this, we can average over different
noise seed orderings, permuting 1, 2, 3 in Eq. (4.31). The two effective masses shown
here indicate that the LI4+noise averaging estimate is significantly more noisy than
LI8 estimate, but mainly at larger time separations.
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has been chosen, we may eventually rerun some of that final set with LI8 if more

precise signals are desired. Since the ground state nucleon is used to set the scale in

all channels, that particular baryonic sector was analyzed separately using the more

precise LI8 scheme.
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Chapter 5

Results

The vector isovector (I=1, S=0, P-wave) symmetry sector of QCD offers some unique

opportunities for contact between experiment and QCD theory. The lowest state in

this sector (for physical pion mass, at least) is a two-pion P-wave resonance, and

the parameters of the ρ(770) decay into two pions have been well-determined ex-

perimentally [26]. Lattice studies have recently begun to achieve theoretical predic-

tions [28, 29, 109] of these parameters, using Lüscher’s finite-volume method [19]. In

those lattice studies, it is found that multi-hadron operators are necessary to precisely

extract the first few energy levels in the T+
1u channel [28].

In this work, our aim is not at the decay parameters of the ρ(770), but rather

at the full energy spectrum in the I=1, S=0, T+
1u channel below roughly 2 GeV,

using not only two-pion operators but all two-meson operator combinations that can

combine with the appropriate total quantum numbers. This larger operator basis

should allow us to reliably extract energy levels for the excited states of the ρ meson

as well as the ground state. Experimentally, there are three known excitations of the

spin-1 ρ meson, with masses 1450 MeV, 1570 MeV, and 1700 MeV. A fourth state

is expected in the lattice T+
1u channel, namely the ρ3(1690), since spin-3 states also

subduce into that irreducible representation. The widths of some of these resonances

are very large, such that previous to 1988, the ρ(1450) and the ρ(1700) were taken as

a single resonance [26]. Four excited qq states are predicted in some relativistic quark

models [110], though two of these states lie above 2 GeV. However there are several

higher states, in the region of 2 GeV and above, that have been suggested by some

experimental analysis but not confirmed [26]. This work will yield comparisons with

all of these excited state energies, as well as with other lattice studies in regards to
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the lowest energy levels in the channel.

This chapter is organized as follows. Section 5.1 discusses the process of selecting

multi-hadron operators to employ in the T+
1u correlation matrix, by examining results

on a small number of gauge configurations. We arrive at a general methodology for

multi-hadron operator selection that should be useful in future studies. In Sec. 5.2

we present the variational analysis of the correlation matrix of the selected operators

on the full ensemble of 243(390) gauge configurations, via the procedure outlined in

Sec. 2.5 (also sometimes referred to as “correlator matrix diagonalization”). The en-

ergy spectrum that emerges from this analysis is summarized in Sec. 5.3 and compared

with results from other sources.

In previous chapters we have used the symbols π, η, φ, K, and Kc to denote

the flavor content of meson operators (ud, uu + dd, ss, us, and sd, respectively,

for maximal-I3 creation operators). Thus a π operator may not have the symmetry

properties of the commonly-called pion (IG(JPC) = 1−(0−+), m ≈ 140 MeV), but

may refer to any isovector quark-antiquark operator. In order to avoid confusion in

this chapter, we will always refer to the physical mesons with their symbol as well

as their mass, in MeV; e.g., η(547) for the lowest isoscalar pseudoscalar meson, or

K(497) for the ground state kaon [26].

5.1 Multi-Hadron Operator Selection

Since our lattice QCD action obeys exact isospin symmetry (mu = md), we can

expect an equivalent mass spectrum for any total isospin projection I3, so we choose

the maximal value of I3=I=1 for simplicity, since our single-meson operators then

involve a single term ud, for the creation operator O. In order to produce a state of

total isospin I=1, I3=1 as a tensor product of two singe-meson states, we can consider

combinations of the form ππ (I=1 ⊗ I=1), KKc (I=1
2
⊗ I=1

2
), and ηπ and φπ (I=0

⊗ I=1). As discussed in Sec. 3.3, the (I=0) operators are divided into those with

purely light-quark content uu + dd (denoted η), and those with strange quarks ss

(denoted φ).

For each of these two-meson flavor combinations, there are many ways to com-

bine spin, parity and G-parity quantum numbers to achieve a two-meson operator

transforming with T+
1u. Group theoretical coefficients were generated for all of these

possibilities, and for all total irreducible representations, via computations in Maple.
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As a check on these coefficients, operators with different quantum numbers were cor-

related and checked for consistency with zero.1 The success of these tests was also

a useful check on the validity of our code for combining single-hadron operators into

multi-hadron operators, tying them together with the appropriate Wick contraction

of indices.

The selection of single-hadron operators has already been discussed in Ch. 3,

and also in Refs. [24, 25]. The selection of multi-hadron operators follows the same

criteria, but has necessarily proceeded in a somewhat different method. In the single-

hadron case, we were able to produce and examine correlation functions of all possible

operators of each type, “prune” out the operators with unacceptably large error, then

begin to build correlation matrices and examine condition numbers [24]. In the multi-

hadron case, there is a much larger set of operators to start with, due to the different

combinations of single-hadron operators in each meson. The criteria of signal quality

and condition number is not sufficient to uniquely narrow this large list down to

a computationally practical number. Thus, in order to help focus our search for a

good operator basis, we undertook a calculation of the two-meson states that might

be “expected” based on experimental single-meson masses tabulated by the Particle

Data Group [26], imposing the periodic boundary conditions of a cubic box, and

assuming no interaction between hadrons. The non-interacting assumption is not

generally true (thus the quotations around “expected”) but should be acceptable as

a rough guide for operator selection purposes.

The resulting “expected” states are translated into lattice irreducible representa-

tions for each meson, via group theoretical subductions (see Tables 3.4 and 3.5).

For an example, a two-meson combination of an ω(782) and a π(140) with mo-

menta (1, 1, 0) and (−1,−1, 0), respectively, could be excited by operators of the

form [ηA−1 πA
−
2 ], [ηB−1 πA

−
2 ], or [ηB−2 πA

−
2 ], in the notation [first meson flavor type,

first meson irreducible representation, second meson flavor type, second meson irre-

ducible representation]. This is because the ω(782) (IG(JPC) = 0−(1−−)) appears

in the T−1u stationary irreducible representation, which then subduces onto C2v little

groups A−1 , B−1 , and B−2 , and the pion (IG(JPC) = 0−(0−+)) subduces to A−1u on the

lattice, which appears in only the A−2 representation of C2v. Once such associations

1Of note was our test of the definite-G-parity kaon-antikaon operators correlated with single-
pions of opposite G-parity. These checks brought to light important features of the kaon-antikaon
two-meson combination coefficients, which have been discussed in Sec. 3.3.
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were made, our initial approach was to generate correlators and effective mass plots

(see Eq. (2.64) for effective mass definition) for all possible displacement type com-

binations in the these two-meson operators, and examine that set selecting for low

statistical error, then subsequently low condition number. This process was carried

out for several “expected” levels, and in each case we found that one operator was

enough to obtain an acceptable signal for that level. We also found that the multi-

hadron operators with the best signal were consistently found to be made up of the

least-noisy single-hadron operators, as might be expected. In light of those facts, we

verified that the following procedure led to the same operator choices, and proceeded

much more efficiently than our original strategy:

1. For each hadron combination expected based on experimental single-meson

states, use group subduction tables to determine which irreducible represen-

tation(s) may contain those states.

2. Select the spatial displacement types from those irreducible representations that

have the smallest statistical noise, and combine those into a two-meson operator.

Such two-meson operators make up the “primary” operator set.

3. In a few channels, choose another combination of operators to include as well,

selecting from possibly-more-noisy single-hadron operators, to make up a “sec-

ondary” set of operators, to ensure saturation of all low-lying states in the

Hilbert space.

Our choice of primary and secondary two-meson operators is listed in Tables

5.2 and 5.3, with secondary operators followed by “[2nd].” Some combinations of

irreducible representations may appear repeated in different “expected” levels, due

to subduction of multiple continuum spins into the same lattice symmetry channel,

such as for the expected levels π(140)a1(1260) and π(140)π1(1400) in Table 5.2. In

that case we avoid repeating operator choices by choosing the next-best (next-lowest

statistical noise) single-hadron operator for one of the mesons, taking care not to

duplicate other operators in the primary or secondary set. A list of the single-hadron

operators we use is given in Table 5.1, also with qualitative estimates of the “target”

experimental state for each single-hadron operator, though these are merely based on

the relative energies of the effective masses for each of these operators. It is important

to note that these “target” experimental states are not meant as a guarantee that the
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Target Exp. State Operator
ρ(770) πT+

1uTDO15
ρ(770) πT+

1uSS0
ρ(770) πT+

1uTDO3
ρ(770) πT+

1uDDL3
ρ(1450) πT+

1uDDL4
ρ(1450) πT+

1uDDL8
ρ(1570) πT+

1uSS1
ρ(1570) πT+

1uDDL2
ρ3(1690) πT+

1uTDO22
ρ3(1690) πT+

1uDDL12
ρ(1700) πT+

1uDDL13
ρ(1700) πT+

1uDDL0

Table 5.1: Single-hadron T+
1u operators of zero momentum used in correlation matrix,

along with the “target” experimental state used as a guide in selecting those operators.
The acronyms SS, DDL, etc., and following numbers, refer to the displacement types
and spatial identification numbers discussed in Ch. 3, and π refers to isovector flavor
structure.

given operator will excite that state exclusively – thus the need for correlator matrix

diagonalization – but these states are expected to constitute at least part of the linear

combination of states produced by the operator. As an example of the signal quality

we achieve in correlation functions of multi-hadron operators, effective masses are

shown in Fig. 5.1 for each possible two-meson flavor combination in this channel.

5.2 T+
1u Correlation Matrix Analysis

A total of 56 single-meson and two-meson operators were computed, the union of

the operators in Tables 5.1, 5.2 and 5.3. These were generated conveniently via the

intermediate constructs of meson functions, then two-meson functions, as described in

Ch. 4, on all 551 configurations of our 243×128, mπ ≈ 390 MeV ensemble. Correlation
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Target Exp. State Operator
π(140)π(140) πA−2 SS1 πA−2 SS1 OA

π(140)π(140)[2nd] πA−2 TSD2 πA−2 TSD1 OA
π(140)π(140) πA−2 SS0 πA−2 SS0 PD

π(140)π(140)[2nd] πA−2 SS1 πA−2 SS0 PD
h1(1170)π(140) ηT−1gSS0 πA−1uSS0

h1(1170)π(140)[2nd] ηT−1gSD1 πA−1uSS0
K(497)Kc(497) KA2SS1 KcA2SS1 OA
ω(782)π(140) ηE−SS1 πA−2 LSD1 OA
π(140)a1(1260) πA−1uSS0 πT−1gSS0

π(140)a1(1260)[2nd] πA−1uTDO1 πT−1gSS0
π(140)π(140) πA−2 SS0 πA−2 SS0 CD
φ(1020)π(140) φE−SS1 πA−2 SS1 OA
K(497)Kc(497) KA2SS0 KcA2SS0 PD

K(497)Kc(497)[2nd] KA2SS0 KcA2SS1 PD
η(547)ρ(770) ηA+

2 SS1 πE+SS1 OA
ω(782)π(140) ηB−1 SS1 πA−2 SS0 PD

ω(782)π(140)[deg.] ηB−2 SS2 πA−2 SS0 PD
K∗(892)Kc(497) KESS2 KcA2SS1 OA

K∗(892)Kc(497)[2nd] KESS3 KcA2SS0 OA
h1(1170)π(140) ηA−2 LSD3 πA−2 SS1 OA

h1(1170)π(140)[deg.] ηE−SS2 πA−2 SS1 OA

Table 5.2: Multi-hadron T+
1u operators of total zero momentum used in our correlation

matrix, along with the “target” experimental state used as a guide in selecting those
operators. Notation is similar to that of Table 5.1, with π, φ, η, K, and Kc referring to
qq operators of different flavor structure. The momentum of each hadron is indicated
by the labels OA, PD, and CD, referring to on-axis, planar-diagonal, and cubic-
diagonal back-to-back momentum, respectively. The label OA(2) refers to two units
of momentum for each direction, (2, 0, 0). The states followed by “[2nd]” indicate
operators selected for the “secondary” set as discussed in Sec. 5.1, and those indicated
as “[deg.]” are second or third in sets of degenerate states. Continued in Table 5.3.
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Target Exp. State Operator
π(140)π(140) πA−2 SS1 πA−2 SS1 OA(2)

π(140)π(140)[2nd] πA−2 SS1 πA−2 TSD0 OA(2)
π(140)a1(1260) πA−2 SS1 πE−SS0 OA

π(140)a1(1260)[deg.] πA−2 SS1 πA−2 SS0 OA
ω(782)a0(980) ηT−1uSS0 πA−1gSS0

K1(1270)Kc(497) KT1gSS0 KcA1uSS0
ρ(770)ρ(770) πA+

1 SS1 πA+
1 SS1 OA

ρ(770)ρ(770)[deg.] πA+
1 SS1 πE+SS1 OA

ρ(770)ρ(770)[2nddeg.] πE+SS1 πE+SS1 OA
η(547)b1(1235) ηA+

1uSS0 πT+
1gSS0

K(497)Kc(497) KA2SS0 KcA2SS0 CD
K(497)Kc(497)[2nd] KA2SS0 KcA2SS1 CD

η(547)ρ(770) ηA+
2 SS0 πB+

1 SS1 PD
η(547)ρ(770)[deg.] ηA+

2 SS0 πB+
2 SS2 PD

φ(1020)π(140) φB−1 SS1 πA−2 SS0 PD
φ(1020)π(140)[deg.] φB−2 SS2 πA−2 SS0 PD
π(140)π(1300) πA−2 SS1 πA−2 TSD0 OA
a2(1320)π(140) πA−2 SS1 πE−TSD1 OA
ω(782)π(140) ηE−SS1 πA−2 SS0 CD

ω(782)π(140)[2nd] ηE−SD6 πA−2 SS0 CD
K∗(892)Kc(497) KB1SS1 KcA2SS0 PD

K∗(892)Kc(497)[deg.] KB2SS3 KcA2SS0 PD
π(140)π1(1400) πA−2 SS1 πE−LSD1 OA

Table 5.3: Continued from table 5.2. Multi-hadron T+
1u operators of total zero mo-

mentum used in our correlation matrix (right column), along with the “target” exper-
imental state used as a guide in selecting those operators (left column). Notation is
similar to that of Tables 5.1 and 5.2, with π, φ, η, K, and Kc referring to qq operators
of different flavor structure. The momentum of each hadron is indicated by the labels
OA, PD, and CD, referring to on-axis, planar-diagonal, and cubic-diagonal back-to-
back momentum, respectively. The label OA(2) refers to two units of momentum
for each direction, (2, 0, 0). The states followed by “[2nd]” indicate operators selected
for the “secondary” set as discussed in Sec. 5.1, and those indicated as “[deg.]” are
second or third in sets of degenerate states.
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Figure 5.1: Effective masses with ∆t = 3 generated from correlators of a two-meson
operator source with the same operator on the sink, for 551 configurations of our
243(390) ensemble. One operator is shown for each possible flavor combination. The
labels indicate the operator, as well as the “target” experimental state, as discussed
in Sec. 5.1. Note that each of the correlation functions for these operators contains
at least one same-time quark line on the source and sink in one or more of the
included Wick contraction diagrams. Statistical errors are computed by the jackknife
procedure discussed in Sec. 2.6.
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functions were then computed for each pair of operators, enforcing a fixed ordering

such that we computed the upper triangle of the matrix, then obtained the other

half by Hermiticity (C(t) = C(t)†). The operators were ordered such that correlators

between single- and two-meson operators occurred with the single meson on the sink,

allowing the same-time quark line to be estimated by the more accurate fixed scheme

(see Sec. 4.3). The analysis of the correlation matrix then follows the procedure

outlined in Ch. 2.

The condition number of the full normalized correlator matrix, as described in

Eq. (2.71), was found to be unacceptably large, such that diagonalization was impos-

sible. In order to obtain an acceptable condition number, it was necessary to remove

some of the very high-energy modes of the correlation matrix by the method of sin-

gular value decomposition (SVD) [91]. This method projects the matrix C(τ0) onto a

subset of it’s eigenvectors whose eigenvalues are greater than some cut-off value λcut,

and C(τD) onto the same subset2. Since C is expected to be positive definite, with

lower eigenvalues corresponding to higher energies, the method of SVD amounts to

simply leaving out those combinations of operators corresponding to very high-energy

modes, which introduce a large amount of statistical noise, and are not needed for

the energy spectrum range desired. Of particular importance is the elimination of

any negative-eigenvalue modes, which are purely non-physical statistical noise, since

the eigenvalues should be positive exponentials of the energies e−En(τD−τ0) [99].

The singular-value decomposition is accomplished in several steps; first, we remove

the normalization of the diagonal elements of the correlation matrix at τ0,

Cij(t)→
Cij(t)√

Cii(τ0)Cjj(τ0)
. (5.1)

Then, using that correlator matrix normalization, we calculate the eigenvectors u of

the normalized correlator matrix on τ0,

2To some extent, the SVD analysis of correlator matrices makes it unnecessary to be as stringent
as we have been in the operator selection phase of this work, since the subsequent SVD can remove
some redundant or extremely high-energy operator combinations from the matrix. However our
operator selection process is still important in that we can only feasibly calculate correlator matrices
of a certain size due to computational expense and data storage limitations, so keeping all operators
and then removing the vast majority of their combinations via SVD is not practical. Still, based on
the insights from this calculation, we may keep a larger number of single-hadron operators in future
analysis of other channels.
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C(τ0)u = λu. (5.2)

Any eigenvectors with eigenvalues λ > λcut are stored as columns of a matrix U . We

then solve a similar generalized eigenvalue problem as in Eq. (2.67), but projecting

the correlator matrices onto the eigenvectors u,

U †C(τ0)Uv = λU †C(τD)Uv, (5.3)

in practice using the same trick as in Eq. (2.68) to find the generalized eigenvectors

v. We then assemble the generalized eigenvectors v into the columns of a matrix V ,

and construct the “rotated”, SVD-projected correlator matrix as

C(r)SVD(t) = V †U †C(t)UV. (5.4)

It is the diagonal elements of this correlator matrix that are fit in order to determine

the energies of the eigenstates corresponding to each v. In this work a cutoff of

λcut = 0.05 is used, which corresponds to a maximum condition number of about 150

for Ĉ(τ0), and causes seven of the lowest eigenvectors u to be disregarded, such that

the projected correlator matrix has rank 49 rather than 56. While the calculation of

the projection matrix U occurs on τ0, we also verify that the SVD-projected matrix

U †C(τD)U is free of negative eigenvalues.

In Eq. (2.67), we are free to choose τ0 and τD in order to produce a “rotated”

correlator matrix C(r) (or C(r)SVD with SVD usage) which is as close to diagonal as

possible. To that end, we tried several combinations of τ0 and τD, and observed the

rotated correlator matrix normalized on each time, as in Eq. (2.70), only using the

SVD-projected correlator matrix,

Ĉ
(r)SVD
ij (t) =

C
(r)SVD
ij (t)

[C
(r)SVD
ii (t)C

(r)SVD
jj (t)]1/2

. (5.5)

This gives an indication of how well the new operator basis remains orthogonal

at different time separations [24]. Given the large size of the correlator matrix

being considered, examining each of the N × (N − 1)/2 = 1035 off-diagonal ele-

ments for each diagonalization was not practical. Therefore the off-diagonal elements

were sorted according to their statistical significance averaged over time separations,

〈Ĉ(r)SVD/Err[Ĉ(r)SVD]〉t, allowing us to examine any significant off-diagonal elements.
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Figure 5.2: In order to verify that the variationally-improved operator basis is orthog-
onal for all time separations, we examine the rotated normalized correlator matrix
Ĉ

(r)SVD
ij (t) given in Eq. (5.5). The off-diagonal elements of this matrix should be

statistically consistent with zero, and small compared to unity [24] to indicate a suc-
cessful fixed-coefficient diagonalization of the correlator matrix. The curves above
represent the five most statistically significant off-diagonal elements, as measured by
〈Ĉ(r)SVD/Err[Ĉ(r)SVD]〉t. The statistical error Err[Ĉ(r)SVD] is computed via the jack-
knife procedure discussed in Sec. 2.6. The statistically significant departures from
zero at early times (3 and 4) are not a problem since we do not use this time range
for energy extraction.

Statistical errors are computed by the jackknife procedure discussed in Sec. 2.6. We

found that a choice of τ0 = 5 and τD = 9 led to an acceptable diagonalization, as seen

from the off-diagonal elements of Ĉ(r)SVD shown in Fig. 5.2.

The diagonal elements of the rotated correlator matrix C(r)SVD were then fitted to

a single exponential form3, minimizing the correlated-χ2 function given in Eq. (2.63).

Fit ranges were found for each level that yielded reasonable χ2/DOF values (generally

between about 0.5 and 2.0). The fit values and ranges are shown superimposed on

the effective masses (Eq. (2.64)) in Figs. 5.3 and 5.4, with best fit values, error, and

3Fits were also tried using a cosh form, but yielded results indistinguishable from those of the
single-exponential fits. This is due to the fact that plateau can be fit at relatively early times for
our optimized ρ(770) operator, rather than attempting to use time separations closer to the middle
of the lattice. Fits using a cosh +constant form, to model the next leading contribution of finite size
effects, also gave energies matching that from the simple exponential fits.
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χ2/DOF listed for each level. Masses are given in units of the inverse temporal

lattice spacing a−1
t . The lattice spacing has been determined in other work [22] as

a−1
t =5.661(17) GeV, though the exact value is not necessarily important here since

the observables we report will eventually be expressed as mass ratios against the

nucleon mass.

For the higher-energy levels in Fig. 5.4, the signal quality begins to degrade, but

a reasonable fit is still found for most levels. In any case, our intent was only to

calculate the energy spectrum up to the range of roughly 2 GeV, and these states

are at or beyond that energy (a−1
t = 5.661(17) GeV [22]). For higher energies, it

is possible that two-nucleon states, or three- and four-hadron states, may become

important, though their couplings to single-hadron states are expected to be small.

Future studies using the Stochastic LapH method should verify this.

In order to try to identify which of the levels in Figs. 5.3 and 5.4 correspond to the

single-hadron states expected in the continuum, we examine the magnitudes of the

overlaps Z
(n)
i = 〈0|Oi|n〉 for each operator Oi, as estimated through Eq. (2.74). With

the SVD-projected correlator matrix U †CU , that formula is modified to become

Z
(n)
i = UijU

†
jkCkl(τ0)Ulpv

(n)
p Z̃n. (5.6)

In general the quark-antiquark operators are expected to excite single-meson states

most strongly, so observing Z
(n)
i for a single-hadron operator O

[SH]
i should reveal peaks

around the states (n) that correspond most closely to single-meson states in the final

optimized set. However, we found that a clearer indicator of these state identifications

is the Z value of each optimized single-hadron operator – that is, the Z value of each

linear combination O[SH]′
m =

∑
i v
′(m)∗
i O[SH]

i achieved by diagonalizing a correlator

matrix of only single-hadron operators O[SH]
i . Eq. (2.74) then becomes

Z ′(n)
m ≡ 〈0|O[SH]′

m |n〉 = v
′(m)∗
i Cij(τ0)v

(n)
j Z̃n. (5.7)

It happens that the diagonalization of the single-hadron-only correlator matrix also

requires singular value decomposition, resulting in a different set of projection eigen-

vectors u[SH] and matrix U [SH] from Eq. (5.2) for the sub-matrix containing only

single-hadron operators. We discovered that the failure to use SVD on a large basis

of single-hadron operators can result in an unstable mass extraction for the single-

hadron energies. Thus the equivalent of Eq. (5.7) for the case of singular-value de-

108



t5 10 15 20

 m ta

0.14

0.16

0.18

0.2
Level 0

 = 0.15331(70)FIT mta
/DOF =  0.982χ

t5 10 15 20

0.2

0.25

0.3
Level 1

 = 0.21362(97)FIT mta
/DOF =  0.692χ

t5 10 15 200.2

0.25

0.3

0.35 Level 2
 = 0.2496(10)FIT mta
/DOF =  0.932χ

t5 10 15 20
0.2

0.25

0.3

0.35

0.4 Level 3
 = 0.2616(24)FIT mta
/DOF =  1.472χ

t5 10 15 20
0.2

0.3

0.4

Level 4
 = 0.2877(77)FIT mta
/DOF =  1.102χ

t5 10 15 20

 m ta

0.2

0.3

0.4

0.5
Level 5

 = 0.2962(48)FIT mta
/DOF =  1.242χ

t5 10 15 20
0.25

0.3

0.35

0.4
Level 6

 = 0.3032(10)FIT mta
/DOF =  1.702χ

t5 10 15 20
0.2

0.4

0.6
Level 7

 = 0.3037(76)FIT mta
/DOF =  1.752χ

t5 10 150.25

0.3

0.35

0.4
Level 8

 = 0.3092(33)FIT mta
/DOF =  1.272χ

t5 10 15 200.2

0.3

0.4

0.5

0.6

0.7
Level 9

 = 0.321(18)FIT mta
/DOF =  1.772χ

t5 10 15 20

 m ta

0.2

0.4

0.6
Level 10

 = 0.323(15)FIT mta
/DOF =  2.512χ

t5 10 15 20

0.2

0.4

0.6 Level 11

 = 0.3261(77)FIT mta
/DOF =  1.282χ

t5 10 15 20

0.2

0.4

0.6 Level 12

 = 0.3301(47)FIT mta
/DOF =  2.102χ

t5 10 15

0.2

0.3

0.4

0.5

0.6 Level 13

 = 0.3363(60)FIT mta
/DOF =  2.022χ

t5 10 150.2

0.3

0.4

0.5

0.6
Level 14

 = 0.3381(26)FIT mta
/DOF =  1.352χ

t5 10 15

 m ta

0.2

0.3

0.4

0.5

0.6 Level 15
 = 0.342(96)FIT mta
/DOF =  0.942χ

t5 10 15 200.2

0.3

0.4

0.5

0.6
Level 16

 = 0.3469(33)FIT mta
/DOF =  1.932χ

t5 10 15 20

0.3

0.4

0.5

0.6
Level 17

 = 0.3489(51)FIT mta
/DOF =  0.492χ

t5 10 15 20

0.3

0.4

0.5

0.6
Level 18

 = 0.3492(40)FIT mta
/DOF =  0.912χ

t5 10 15 200.2

0.4

0.6
Level 19

 = 0.3505(67)FIT mta
/DOF =  0.542χ

t5 10 15 20

 m ta

0.25

0.3

0.35

0.4

0.45

0.5
Level 20

 = 0.3532(30)FIT mta

/DOF =  1.432χ

t5 10 15 20

0.2

0.3

0.4

0.5 Level 21
 = 0.3537(54)FIT mta

/DOF =  1.222χ

t5 10 15 200.2

0.3

0.4

0.5

0.6
Level 22

 = 0.3577(65)FIT mta

/DOF =  0.532χ

t5 10 15 20
0.2

0.3

0.4

0.5

0.6 Level 23
 = 0.3598(90)FIT mta

/DOF =  1.772χ

t5 10 15 200.2

0.3

0.4

0.5

0.6
Level 24

 = 0.3635(74)FIT mta

/DOF =  1.452χ

Figure 5.3: Effective masses (see Eq. 2.64) with ∆t = 3 of diagonal correlator elements
after variational analysis with the full basis of 56 operators in Tables 5.1, 5.2 and 5.3.
Recall that these effective masses tend to the stationary state energies as t becomes
large. Correlated-χ2 fit values are shows as a pair of dotted lines spanning the fit
error range, and extending the length of the fit range in t, for a single-exponential
fit form. The fit values with error are shown in the legend, where the two digits
in parenthesis represent the uncertainty on the last two digits of the reported mean
value. Continued in Table 5.4.
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Figure 5.4: Effective masses (see Eq. 2.64) with ∆t = 3 of diagonal correlator elements
after variational analysis with the full basis of 56 operators in Tables 5.1, 5.2 and 5.3.
Recall that these effective masses tend to the stationary state energies as t becomes
large. Correlated-χ2 fit values are shows as a pair of dotted lines spanning the fit
error range, and extending the length of the fit range in t, for a single-exponential
fit form. The fit values with error are shown in the legend, where the two digits
in parenthesis represent the uncertainty on the last two digits of the reported mean
value. Continued from Table 5.3.
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Figure 5.5: A plot of |Z ′(n)
m |2 against eigenstate (n) of the full 56×56 correlator matrix

diagonalization, for each optimized single-hadron operator m, as given in Eq. (5.8).
The peaks indicate eigenstates of the full-matrix diagonalization that are strongly
excited by a particular optimized single-hadron operator, and allow us to establish
which of the full-matrix eigenstates likely correspond to single-hadron states.

composition should contain both the matrix U from the larger diagonalization and

the matrix U [SH] from the single-hadron sub-matrix diagonalization, as

Z ′(n)
m ≡ 〈0|O[SH]′

m |n〉 = v
′(m)∗
i U

[SH]†
if UfgU

†
ghChj(τ0)Ujkv

(n)
k Z̃n. (5.8)

In each graph in Fig. 5.5, the magnitude Z
′(n)
m Z

′(n)∗
m is plotted against the eigenstate

number (n), and the different graphs correspond to different optimized single-hadron

operators m. These optimized single-hadron operators were determined using the

same τ0 and τD, as well as the same SVD cutoff, as the full-matrix eigenvectors.

For most of the optimized single-hadron operators, a clear peak is visible in different

places in Fig. 5.5, indicating that these states from the full-matrix variational analysis

likely correspond to the single-hadrons in the channel. A list of these correspondences

is compiled in Table 5.4, assuming that the states emerging from the single-hadron

analysis correspond to the five expected resonances in experiment.

For the multi-hadron operators in the channel, we simply observe the overlaps

Z
(n)
i in Eq. (5.6), rather than using optimized operators as in Eq. (5.7). The square

of the magnitudes of these Z are plotted in Figs. 5.6, 5.7, and 5.8. In the same

way that single-hadron states may be identified in the set of eigenvectors from the

diagonalization of the full 56 × 56 matrix, the Z factors in Figs. 5.6, 5.7, and 5.8
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Level Number Continuum Correspondence
0 ρ(770)
8 ρ(1450)
13 ρ(1570)
31 ρ3(1690)
40 ρ(1700)
46 ?
48 ?

Table 5.4: Identification of lattice eigenstates obtained in the T+
1u channel with con-

tinuum single-hadron states. Chosen by observing peaks in the overlaps Z
′(n)
m of

optimized single-hadron operators onto the levels of the full matrix diagonalization,
as shown in Fig. 5.5, and assuming a similar state ordering as in experiment. The
identification of the 40th level with the ρ(1700) is somewhat ambiguous, as the 39th

eigenstate is also strongly excited by the same optimized single-hadron operator, as
seen in the fifth plot in Fig. 5.5. However the energy of these two states are very
similar, so the choice is not necessarily consequential. The last two excited ρ states
are at the high end of the energy range accessible to this lattice study, so we refrain
from identifying them.
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allow for tentative identification of which lattice eigenstates correspond to particular

continuum two-hadron states. For instance, the second level is mainly a ππ state with

opposite on-axis (OA) momenta, as is clear from the first graph in Fig. 5.6. The first

plot on the third row of Fig. 5.6 indicates that the third level is a kaon-antikaon state.

From the last graph in the first row of that figure, we see that the fourth level is a

ππ state with opposing planar-diagonal (PD) momenta, e. g. (0, 0, 1) and (0, 0,−1).

More of these associations can be inferred, but those will not be discussed in more

detail here, since the main states we are concerned with the single-meson states.

While the peaks in Fig. 5.5 confirm that lattice eigenstates do exist which corre-

spond mainly to single-meson content, we still expect that the introduction of multi-

hadron operators into the matrix may affect these energies slightly. This is because

these single-hadron states may mix a small amount with nearby two-meson reso-

nances. A comparison of the single-hadron-only mass extraction for the ground state

against the full-matrix ground state mass extraction is shown in Fig. 5.9. The ground

state energy for the full basis appears slightly lower than that of the single-hadron-

only basis, and appears with a somewhat smaller statistical error. This agrees with

the effect seen in Ref. [28] in the moving p = (1, 0, 0) T+
1u channel, where it was

found that neglecting to use both single- and multi-hadron operators can result in an

overestimation of the true ground state.

Similar comparisons are shown for the excited ρ meson levels, between the single-

hadron only mass extraction and that from the corresponding level of the full 56× 56

correlator matrix, are shown in Figs. 5.10, 5.11, 5.12, 5.13, 5.14, and 5.15. It is

apparent that the masses are not greatly affected by mixing with nearby two-meson

states. However for several single-hadron levels, especially the third level (correspond-

ing to the ρ(1570) in the continuum), the statistical error is significantly reduced by

accurately accounting for coupling in the full single- and two-meson operator basis.

5.3 Energy Spectrum for Isovector T+
1u Channel

In comparisons with experiment, the salient observables on the lattice are not masses

but mass ratios of hadrons. Therefore, in compiling the results from the previous

section, simultaneous fits were performed of the nucleon (G1g ground state baryon)

energy and the energy of the T+
1u state of interest. This yields the values in the left

column of Fig. 5.16, with experimental values and errors in the right column taken
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Figure 5.6: A plot of |Z(n)
i |2 against eigenstate (n) of the full 56 × 56 correlator

matrix diagonalization, for each multi-hadron operator Oi, as given in Eq. (2.74). The
operators are listed in the top right corner of each plot, and the “target” continuum
state for that operator, as derived through symmetry group subductions, is listed
below that. The peaks indicate eigenstates that are strongly excited by that operator,
and these peaks thus allow us to tentatively associate a particular continuum state
with a particular lattice eigenstate of the full-matrix variational analysis. Continued
in Figs. 5.7 and 5.8.
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Figure 5.7: A plot of |Z(n)
i |2 against eigenstate (n) of the full 56 × 56 correlator

matrix diagonalization, for each multi-hadron operator Oi, as given in Eq. (2.74). The
operators are listed in the top right corner of each plot, and the “target” continuum
state for that operator, as derived through symmetry group subductions, is listed
below that. Peaks indicate eigenstates that are strongly excited by that operator,
and these peaks thus allow us to tentatively associate a particular continuum state
with a particular lattice eigenstate of the full-matrix variational analysis. Continued
from Fig. 5.6.
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Figure 5.8: A plot of |Z(n)
i |2 against eigenstate (n) of the full 56 × 56 correlator

matrix diagonalization, for each multi-hadron operator Oi, as given in Eq. (2.74). The
operators are listed in the top right corner of each plot, and the “target” continuum
state for that operator, as derived through symmetry group subductions, is listed
below that. Peaks indicate an eigenstate that is strongly excited by that operator,
and these peaks thus allow us to tentatively associate a particular continuum state
with a particular lattice eigenstate of the full-matrix variational analysis. Continued
from Fig. 5.7.
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Figure 5.9: Comparison of effective masses and fits of ground states from two dif-
ferent correlation matrix analyses. In red, the variational basis included only the
single-meson T+

1u operators in Table 5.1, and in blue, the basis included those same
single-hadron operators as well as all of the multi-hadron operators chosen in Tables
5.2 and 5.3. The correspondence of the these two eigenstates from different matrix
diagonalization is confirmed by the pattern of Z magnitudes in Fig. 5.5.
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Figure 5.10: Comparison of effective masses and fits of the first excited state from the
analysis of only single-meson T+

1u operators in Table 5.1 (red), and the 8th level of the
larger single- and multi-hadron variational analysis (blue). The 8th level is expected
to correspond to the first excited ρ meson, the ρ(1450), based on the Z pattern in
Fig. 5.5.
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Figure 5.11: Comparison of effective masses and fits of the second excited state from
the analysis of only the single-meson T+

1u operators in Table 5.1 (red), and the 13th

level of the larger single- and multi-hadron variational analysis (blue). The 13th level
is expected to correspond to the second excited ρ meson, the ρ(1570), based on the
Z pattern in Fig. 5.5.
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Figure 5.12: Comparison of effective masses and fits of the third excited state from
the analysis of only the single-meson T+

1u operators in Table 5.1 (red), and the 31st

level of the larger single- and multi-hadron variational analysis (blue). The 31st level
is expected to correspond to the third excited state in the channel, the ρ3(1690),
based on the Z pattern in Fig. 5.5.
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Figure 5.13: Comparison of effective masses and fits of the fourth excited state from
the analysis of five single-meson T+

1u operators in Table 5.1 (red), and the 40th level
of the larger single- and multi-hadron variational analysis (blue). The 40th level is
expected to correspond to the fourth excited state in the channel, the ρ(1700), based
on the Z pattern in Fig. 5.5.
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Figure 5.14: Comparison of effective masses and fits of the fifth excited state from
the analysis of only single-meson T+

1u operators in Table 5.1 (red), and the 46th level
of the larger single- and multi-hadron variational analysis (blue). The association of
these two levels is made via the pattern of Z magnitudes in Fig. 5.5. This highly
excited state may reflect one of the “lower-confidence” proposed states from certain
experimental results in Ref. [26], such as the ρ(2150), but we also note that it occurs
at the upper edge of the energy range accessible to this lattice study, and given the
noise at this level, our mass extraction here is less certain than lower states.
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Figure 5.15: Comparison of effective masses and fits of the sixth excited state from
the analysis of the single-meson T+

1u operators in Table 5.1 (red), and the 48th level
of the larger single- and multi-hadron variational analysis (blue). The association of
these two levels is made via the pattern of Z magnitudes in Fig. 5.5. This highly
excited state may reflect one of the “lower-confidence” proposed states from certain
experimental results in Ref. [26], such as the ρ(2250), but we also note that it occurs
at the upper edge of the energy range accessible to this lattice study, and given the
noise at this level, our mass extraction here is less certain than lower states.
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Figure 5.16: At left, the energy spectrum in the isovector T+
1u channel, computed

via a large basis of 12 single-hadron and 42 multi-hadron operators, on 551 243 ×
128 anisotropic gauge configurations with Wilson clover fermions, mπ = 390 MeV.
The vertical position of each box represents the energy of a state in relation to the
nucleon mass, and the vertical thickness of the box indicates the uncertainty on
that energy. The right panel shows experimental masses and errors for the five well-
confirmed isovector states that subduce onto the T+

1u lattice irreducible representation,
in comparison to the experimental nucleon mass. The colors indicate first, second,
third, and fourth excited states, but are not intended as definite correspondences
for each level. The hollow boxes at the top of the left column indicate additional
high-energy states that we extract with less certainty.

from Ref. [26].

The first five levels obtained from this ensemble agree fairly well with the pattern

seen in experiment. The spacing of the four excited states is slightly larger than

that observed in experiment, especially in the the case of the fourth excited state,

the ρ(1700). However this small aberration is not far outside the statistical error on

these higher energies extracted from the lattice calculation. One improvement that

might contribute towards a better determination of these states would be to design
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operators that specifically excite a “spin-3-like” state on the lattice, to achieve a

better-understood overlap onto the ρ3(1690). This possibility is being investigated.

The fact that the ratio of the ground state rho meson energy to that of the pion is

smaller than the experimental value can be understood via chiral perturbation theory.

Both the nucleon and the rho meson mass increase with increasing pion mass as m2
π,

but the ρ mass increase is more mild [111, 112]. The fact that our pion mass is 390

MeV [22] on the ensemble used in this chapter may cause some distortion in the mass

spectrum, even in ratios with the nucleon mass. Such speculations should be verified

in future studies at lower pion mass, using the same lattice size and methodology.

Stochastic LapH quark lines and meson operator functions are already produced and

stored for a lighter pion pass of 240 MeV on 243 × 128 lattices, as well as on larger

323 × 256 lattices.
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Chapter 6

Conclusions and Outlook

In this work we have presented the first full-scale applications of the Stochastic LapH

method. Previous work [22, 24, 25] has already demonstrated the efficacy of this

method for estimating quark propagation, including from all lattice sites to all other

lattice sites, as is required for correlation functions involving multi-hadron or isoscalar

meson operators. In Ch. 3, we discussed the construction of LapH-smeared single-

hadron and two-hadron operators which transform irreducibly with an irreducible

representation of the lattice symmetry group OD
h [101]. These can be constructed

and stored conveniently as meson, baryon, and multi-hadron functions defined on a

single time-slice, facilitating the calculation of large matrices of correlation functions

between these operators.

In Ch. 5 a new procedure was developed for the selection of multi-hadron oper-

ators that have minimal statistical noise and span the space of states expected to

appear in a particular symmetry sector. For the isovector, non-strange T+
1u sector of

lattice QCD, a large matrix of 56 operators was computed on 551 configurations of

a 243 × 128 anisotropic Wilson clover ensemble with mπ = 390 MeV. The operator

basis included single-meson operators, and two-meson operators with ππ, ηπ, φπ,

and KKc flavor combinations. Reliable energy extractions were achieved through the

variational method for an unprecedented number of eigenstates. Many of the correla-

tion functions involved in this matrix, especially those involving η mesons, involve a

large number of same-time quark lines, for which we still find an acceptable statistical

error.

The inclusion of multi-hadron operators appears to lower somewhat the energy

extracted for the ground state, agreeing with the findings of Ref. [28]. The larger
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operator basis also has the effect in some places of reducing the statistical error of the

energy extracted, especially in the case of the second excited state (ρ(1570)) energy.

The first five energies extracted agree fairly well with the four well-confirmed

ρ meson masses observed in in the IG(JPC) = 1+(1−−) and IG(JPC) = 1+(3−−)

channels experimentally [26]. The fifth state appears slightly higher on the lattice

than observed in experiment, perhaps due to an effect of the artificially heavy quark

mass used in these simulations. Another possible explanation for this discrepancy is

the nature of our operator’s coupling to spin-3 states that appear in this channel - a

better understanding of that coupling is being pursued.

Nonetheless, our analysis has shown that the Stochastic LapH method can be

used to generate large correlator matrices of single-hadron and multi-hadron opera-

tors, from which a large number of energy eigenstates may be extracted, on lattices

with large volume such that the number of Dirac matrix inversions would other-

wise make calculations infeasible. Especially given the growing interest in scattering

phase shift extractions from lattice studies [29,109], including multi-hadron operators

is recognized as an important capability in lattice QCD. In future work we will apply

the Stochastic LapH method towards finite-volume phase shift calculations, and we

plan to extract energy spectra in further sectors of the flavor/parity/spin symme-

try groups, including fermionic irreducible representations. Future calculations will

include larger 323× 256, mπ = 240 MeV gauge configurations, for which quark prop-

agators and meson line ends have already been produced. The insights gained in

the current study, such as guidelines for selecting suitable multi-hadron operators for

variational analysis, should prove useful in those studies.
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Appendix A

Number of Operators/Momenta

As described in Ch. 3, the design of our single-hadron operators is directly related to

their intended use in the multi-hadron operators which we construct from them. All

direction of momenta are required since these directional sums are integral to creating

multi-hadron operators with definite total quantum numbers (for example, summing

over all directions with equal phase in order to produce an S-wave). In deciding what

magnitudes of momentum to consider, we employ the process discussed in Sec. 3.4,

which involves utilizing single-hadron spectral estimates to estimate roughly how large

a momenta would be required to generate energies beyond our region of interest.

Stationary single-hadron energies have been (roughly) estimated in previous work

such as [24,25].

The tables below indicate our estimates as to how large in momenta we should

generate moving single-hadron operators. For instance, a Max(pi) value of two for a

C4v channel would mean that we build momenta (0, 0, 1), (0, 0, 2), (0, 1, 0), (0, 2, 0), ...

for each displacement type chosen. These estimates are approximate in nature – the

actual multi-hadron energies will be shifted by interactions – but we recognize this

fact in setting a fairly ambitious energy target of 0.5 in lattice units, which we can

be comfortable scaling back in certain channels if necessary.
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Λ (Group)
Max(pi) for Ensemble

Ns
243(390) 243(240) 323(240)

A1(C4v) 2 2 3 6

A2(C4v) 3 3 4 8

B1(C4v) 1 2 2 3

B2(C4v) 1 1 2 4

E(C4v) 2 2 3 9

A1(C2v) 2 2 2 7

A2(C2v) 2 2 2 7

B1(C2v) 2 2 2 10

B2(C2v) 2 2 2 6

A1(C3v) 1 1 2 4

A2(C3v) 1 1 2 5

E(C3v) 1 1 2 9

Table A.1: For each irreducible representation of the little groups for on-axis, planar,
and cubic-diagonal momentum, these maximum momentum elements (and all lower
momenta magnitudes) were generated for the ensembles shown, in the I = 1

2
, S = 1

(K) channel. The last column indicates the number of different operators (that
is, displacement/spin coefficient combinations) utilized for each of those momenta.
Thus the total number of operators produces for a given ensemble is the product
Max(pi)×Ns ×Ndir, where Ndir is the number of directions that the momentum can
be rotated on the lattice – six for on-axis C4v, twelve for planar-diagonal C2v, and
eight for cubic-diagonal C3v.
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Λ (Group)
Max(pi) for Ensemble

Ns
243(390) 243(240) 323(240)

A−1 (C4v) 2 2 3 4

A+
1 (C4v) 2 2 3 7

A−2 (C4v) 3 3 4 7

A+
2 (C4v) 3 3 4 3

B−1 (C4v) 2 2 3 3

B+
1 (C4v) 0 1 1 1

B−2 (C4v) 1 1 2 2

B+
2 (C4v) 1 1 2 2

E−(C4v) 2 2 3 5

E+(C4v) 2 2 3 6

A−1 (C2v) 1 1 2 5

A+
1 (C2v) 1 2 2 6

A−2 (C2v) 2 2 3 6

A+
2 (C2v) 2 2 2 4

B−1 (C2v) 1 1 2 4

B+
1 (C2v) 1 2 2 6

B−2 (C2v) 1 1 2 4

B+
2 (C2v) 1 2 2 9

A−1 (C3v) 1 1 1 2

A+
1 (C3v) 1 1 2 5

A−2 (C3v) 1 1 2 4

A+
2 (C3v) 1 1 2 2

E−(C3v) 1 1 1 4

E+(C3v) 1 1 2 6

Table A.2: For each irreducible representation of the little groups for on-axis, planar,
and cubic-diagonal momentum, these maximum momentum elements (and all lower
momenta magnitudes) were generated for the ensembles shown, in the I = 1, S = 0
(π) channel. The last column indicates the number of different operators (that is,
displacement/spin coefficient combinations) utilized for each of those momenta.
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Λ (Group)
Max(pi) for Ensemble

Ns
243(390) 243(240) 323(240)

A−1 (C4v) 2 2 3 8

A+
1 (C4v) 2 2 3 5

A−2 (C4v) 3 3 4 5

A+
2 (C4v) 3 3 4 4

B−1 (C4v) 2 2 3 2

B+
1 (C4v) 0 1 1 3

B−2 (C4v) 1 1 2 2

B+
2 (C4v) 1 1 2 3

E−(C4v) 2 2 3 8

E+(C4v) 2 2 3 6

A−1 (C2v) 1 1 2 6

A+
1 (C2v) 1 2 2 7

A−2 (C2v) 2 2 3 7

A+
2 (C2v) 2 2 2 6

B−1 (C2v) 1 1 2 6

B+
1 (C2v) 1 2 2 4

B−2 (C2v) 1 1 2 6

B+
2 (C2v) 1 2 2 5

A−1 (C3v) 1 1 1 6

A+
1 (C3v) 1 1 2 6

A−2 (C3v) 1 1 2 5

A+
2 (C3v) 1 1 2 4

E−(C3v) 1 1 1 7

E+(C3v) 1 1 2 7

Table A.3: For each irreducible representation of the little groups for on-axis, planar,
and cubic-diagonal momentum, these maximum momentum elements (and all lower
momenta magnitudes) were generated for the ensembles shown, in the I = 0, S = 0
(η) channel. The last column indicates the number of different operators (that is,
displacement/spin coefficient combinations) utilized for each of those momenta.
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Λ (Group)
Max(pi) for Ensemble

Ns
243(390) 243(240) 323(240)

G1(C4v) 2 2 3 6

G2(C4v) 1 2 2 4

G(C2v) 1 1 2 5

F1(C3v) 1 1 1 2

F2(C3v) 1 1 1 2

G(C3v) 1 1 2 4

Table A.4: For each irreducible representation of the little groups for on-axis, planar,
and cubic-diagonal momentum, these maximum momentum elements (and all lower
momenta magnitudes) were generated for the ensembles shown, in the I = 1

2
, S = 0

(N) channel. The last column indicates the number of different operators (that is,
displacement/spin coefficient combinations) utilized for each of those momenta.

Λ (Group)
Max(pi) for Ensemble

Ns
243(390) 243(240) 323(240)

G1(C4v) 2 2 3 6

G2(C4v) 2 2 3 4

G(C2v) 1 1 2 5

F1(C3v) 1 1 1 3

F2(C3v) 1 1 1 3

G(C3v) 1 1 1 4

Table A.5: For each irreducible representation of the little groups for on-axis, planar,
and cubic-diagonal momentum, these maximum momentum elements (and all lower
momenta magnitudes) were generated for the ensembles shown, in the I = 3

2
, S = 0

(∆) channel. The last column indicates the number of different operators (that is,
displacement/spin coefficient combinations) utilized for each of those momenta.
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Λ (Group)
Max(pi) for Ensemble

Ns
243(390) 243(240) 323(240)

G1(C4v) 2 2 3 8

G2(C4v) 1 1 2 5

G(C2v) 1 1 2 7

F1(C3v) 0 1 1 1

F2(C3v) 0 1 1 1

G(C3v) 1 1 1 5

Table A.6: For each irreducible representation of the little groups for on-axis, planar,
and cubic-diagonal momentum, these maximum momentum elements (and all lower
momenta magnitudes) were generated for the ensembles shown, in the I = 0, S = −1
(Λ) channel. The last column indicates the number of different operators (that is,
displacement/spin coefficient combinations) utilized for each of those momenta.

Λ (Group)
Max(pi) for Ensemble

Ns
243(390) 243(240) 323(240)

G1(C4v) 2 2 3 9

G2(C4v) 2 2 2 6

G(C2v) 1 1 2 8

F1(C3v) 1 1 1 6

F2(C3v) 1 1 1 6

G(C3v) 1 1 1 4

Table A.7: For each irreducible representation of the little groups for on-axis, planar,
and cubic-diagonal momentum, these maximum momentum elements (and all lower
momenta magnitudes) were generated for the ensembles shown, in the I = 1, S = −1
(Σ) channel. The last column indicates the number of different operators (that is,
displacement/spin coefficient combinations) utilized for each of those momenta.
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Λ (Group)
Max(pi) for Ensemble

Ns
243(390) 243(240) 323(240)

G1(C4v) 2 2 2 7

G2(C4v) 2 2 2 4

G(C2v) 1 1 2 4

F1(C3v) 1 1 1 1

F2(C3v) 1 1 1 1

G(C3v) 1 1 1 2

Table A.8: For each irreducible representation of the little groups for on-axis, planar,
and cubic-diagonal momentum, these maximum momentum elements (and all lower
momenta magnitudes) were generated for the ensembles shown, in the I = 1

2
, S = −2

(Ξ) channel. The last column indicates the number of different operators (that is,
displacement/spin coefficient combinations) utilized for each of those momenta.

Λ (Group)
Max(pi) for Ensemble

Ns
243(390) 243(240) 323(240)

G1(C4v) 2 2 2 6

G2(C4v) 2 2 2 4

G(C2v) 1 1 2 5

F1(C3v) 1 1 1 3

F2(C3v) 1 1 1 3

G(C3v) 1 1 1 4

Table A.9: For each irreducible representation of the little groups for on-axis, planar,
and cubic-diagonal momentum, these maximum momentum elements (and all lower
momenta magnitudes) were generated for the ensembles shown, in the I = 0, S = −3
(Ω) channel. The last column indicates the number of different operators (that is,
displacement/spin coefficient combinations) utilized for each of those momenta.
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[13] Lüscher, M., and U. Wolff, Nucl. Phys. B 339, 222 (1990).

[14] DeWitt, B. S., Phys. Rev. 103, 1565 (1956).

[15] Kronfeld, A. S., [hep-ph/1007.1444].

132



[16] Bali, G. S., Phys. Rept. 343, 1 (2001) [hep-ph/0001312].

[17] Durr, S., Z. Fodor, J. Frison, C. Hoelbling, R. Hoffmann, S. D. Katz, S. Krieg

and T. Kurth et al., Science 322, 1224 (2008) [hep-lat/0906.3599].

[18] Michael, C., Nucl. Phys. B259, 58 (1985).
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