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Abstract

First principles calculations have become one of the main computational meth-

ods in condensed matter physics and physical chemistry due to their high degree of

accuracy without the usage of any fitting parameters. Interest has been growing in

the engineering disciplines to exploit these properties to predict new materials with

desired material properties, greatly accelerating the prototyping of materials over

experimental methods with a degree of accuracy not found in other computational

methods. In this thesis, first principles calculations will be applied to understand

material properties of four classes of chemical systems with promising mechanical or

thermodynamic applications, but whose experimental characterizations are either in-

complete or questionable: boron carbide, molybdenum-niobium-tantalum-tungsten,

copper-palladium-sulfur, and various early-late transition metal alloys. For all classes,

the phase stability will be examined, of particular interest B-C and Mo-Nb-Ta-W due

to the controversy surrounding the phase diagram of the former and the interesting

“high-entropy alloy” behavior of the later. In addition, for Cu-Pd-S, various thermo-

dynamic quantities associated with resistance to sulfur poisoning will be calculated,

and for the early-late transition metal alloys, the elasticity will be examined, with at-

tention paid towards possible transferability to the field of amorphous materials. All

four of these disparate systems show overall semi-quantitative agreement with known

experimental results, highlighting the versatility of first principles calculations.
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Chapter 1

Introduction

1.1 The Trouble With Trials: Why Computational

Studies Are Necessary For Materials Research

Material research’s fundamental problem is that nature loves diversity. The statement

“a system consists of NC carbon atoms in a solid state” is useless. A given collection

of atoms can arrange themselves into a variety of phases, different configurations of

atoms with different periodic lattices, or perhaps no lattice at all, and these config-

urations can have dramatically different properties. Carbon in the graphite phase

(a layered hexagonal structure with interlayer van der Waals bonding and intralayer

sp2 bonding) is soft enough to form pencil lead, but carbon in the diamond phase (a

diamond structure with sp3 bonding) is one of the hardest materials known to man.

For practical applications, it is necessary to know what phase is expected to be

present at a given set of conditions, that is, which phase is “stable”. The stable phase

is the phase that minimizes the free energy of the system at those conditions. However,

this does not preclude the existence of other phases. Using the previous example,

diamond is only stable at high pressure, and graphite is stable at standard atmospheric

conditions. Diamonds should eventually decompose into graphite, but diamonds are

1



still able to command a premium as they are sufficiently ‘metastable” to buy and

sell. Although eventually diamonds will undergo a phase transition into graphite,

the probability of observing this event in a human lifetime is vanishingly small. A

precise definition of metastability is rather hard to come by, as it is by definition

a non-equilibrium property. Equilibrium statistical mechanics, the framework that

predicts structural stability, exists in the infinite time, infinite volume limit. Under

such conditions, a phase is either stable or unstable for a given set of conditions, and

different phases will be stable under different conditions. If there is a phase with a

lower free energy than the phase the system is currently in, a phase transition to the

lower free energy phase will occur in the infinite time limit.

It may be objected that, if metastability exists, why bother worrying about true

thermodynamic stability? If carbon atoms are arranged into a diamond structure,

and they will continue to remain in a diamond structure for the remainder of our

lifetimes, why worry about it? While it is true that under relatively static conditions,

metastable structures will continue to be metastable, their metastability is due to

inhabiting local free energy minimums in the free energy landscape, whereas stable

structures are the global free energy minimums in the free energy landscape under a

particular set of conditions1. Small distortions of a metastable phase are energetically

unfavorable, and when made the system will eventually return to the metastable

phase. However, if a metastable phase undergoes a large enough distortion, it is

possible to move far enough from the local energy minimum that the system will not

return to the metastable phase; it has overcome the free energy barrier keeping it in

the metastable phase. Thus metastable phases can be destabilized by large external

shocks of some kind to the system, whether it be mechanical shock, rapid changes

in temperature, large chemical potential gradients, and so on. But for systems in

a stable phase, that they reside in global free energy minimums favors the system

1Commonly, a phase that is stable for one set of conditions (i.e. the global minimum) will be

metastable under conditions where it is not stable (i.e. it will convert into a local minimum).
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returning to its original configuration after a shock.

So why are computations necessary for determining if a particular phase is stable?

Why not measure what phase the system is in? The first reason has already been

given. Just because a particular phase is experimentally observed does not mean that

it is stable. To determine the stability of a phase, it is necessary to find its free en-

ergy and show that out of all possible phases, it is this phase that has the lowest free

energy, a process known as “free energy minimization”. Computations can be used to

determine the free energy for a system directly, as they can directly yield the total en-

ergy, the total energy’s pressure dependence, phonon band structure, electronic state

occupations, and other such quantities that can be used to calculate the free energy

for a given phase. Determination of these quantities from experiments, on the other

hand, are always constrained by the particular technique used, and it may be difficult

to compare quantities derived from different techniques. Even though first principles

calculations may end up being inaccurate, the various quantities used to derive free

energy models are calculable (at least in principle) and internally consistent.

The second reason is that experimental identification of a phase is non-trivial.

Growing a single phase experimentally is possible for relatively few phases, and this

process is often arcane.2 For such phases, Braggs diffraction patterns may be easily

indexed to identify the phase. Most determinations of phase existence come from

powders, yielding angle-averaged diffraction which is hard to index to uniquely de-

termine the phase. There may be multiple phases within a material which, when

combined, mimic another phase. Or there may be a single phase that mimics a

mixture of phases. Or the experimental apparatus may add a spurious peak. Or a

particular sample may have a defect that eliminates a peak. Or maybe the growth

chamber really does not like Mondays. The list goes on. Structural determination is

more of an art than the science we wish it were. What is commonly done to narrow

2Crystal growth lies somewhere between an art and alchemy, with otherwise sane and rational

individuals making bizarre statements like a given growth chamber “liking” Mondays.
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down the possible candidates for phase identification is to assume only known stable

and metastable phases are possible, and match peaks accordingly. It is possible for

bad results to seep into the literature in this way. A group incorrectly predicts a

phase to exist. Other groups use that phase’s Bragg patterns or diffraction peaks for

phase matching. Upon (incorrectly) finding that phase in their material as well, they

propagate the même of the phase’s stability further. Accurate structural determina-

tion is difficult enough to do with “binaries”, phases containing only two chemical

species. For “ternaries” and higher, it becomes virtually impossible, and the literature

on ternaries is relatively small and treated skeptically. Whereas most possible binary

phase diagram have been published, relatively few ternary phase diagrams exist.

There is no possible ambiguity in structure determination with computational

methods. The phase under consideration for stability is determined in advance, and

there is no difficulty handling three or more chemical species. However, this requires

one either know the candidate phases for stability or have some notion of what they

might be. This is especially troublesome when calculating ternary (or higher) phase

diagrams. This is one major issue confronting computational materials research,

but it is not as major an impediment as it appears at first glance. Often insight

can be gained into a particular chemical family by examining chemical families with

similar chemistries that are better understood (i.e. substituting Ni for Co, both fourth

row late transition metals). Computational prediction of new phases is a growing

field, and in practice reliable interpretation of experimental results also requires the

experimentalist to have some previous knowledge about candidate phases.

The previous two issues combined gave rise to an embarrassment in the materials

literature. There are many experimentally assessed phase diagrams that have some

feature(s) that violate the laws of thermodynamics and must therefore be incorrect.

Okamoto [9] has tabulated 20 such commonly observed features (and 3 that are not

formally forbidden but are suspect) in phase diagrams peer-reviewed and accepted in

the literature. This is a serious problem for materials research, as the initial input
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for materials research is frequently some form of phase diagram. The confidence in

binary phase diagrams was shattered. Computational research has helped rebuild

confidence by resolving issues with experimental phase diagrams.

The third reason is more practical in origin. Experimental methods take time.

Machines that perform very specific experimental techniques can cost millions of

dollars. An experimentalist must carefully plan in advance what material she3 will

examine, as she will likely be spending months if not years looking at that material,

and she might need a capital investment to do so. Graduate students can take years

to perfect a method to grow one particular phase.

On the other hand, the computational researcher can move from material to ma-

terial nearly at will. He can try new materials on a hunch. He can scan through

databases of thousands or even millions of materials to find the diamond in the

rough. He only requires one capital investment at any given time: an increase in the

resource currently bottlenecking calculations (usually number of processors, mem-

ory capacity/bandwidth, or graduate students). He does not need to worry about

wasted capital investments nearly as much as the experimentalist. There will always

be some future application that will make use of the present investment in capital.

The only specialized training the junior computational researcher needs is computer

programming and knowledge of computational algorithms, and this training is highly

transferable.

The computational researcher’s main advantage is his versatility. Such versatility

is meaningless if his computations have poor predictive value. This was the case for

most of the 20th century, limiting computational research to basic science research

and a lot of toy models. What computational materials research was possible lagged

behind experiment, as it was necessary to use experimental data as input into the

calculations to obtain any degree of accuracy. With the advent of quantum chemistry

codes, in particular the relatively efficient density functional theory, computational

3Gender has been assigned using a random number generator.
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materials research underwent a radical transformation. Density functional theory

can be used to perform first principles calculations, that is, calculations with no

fitted parameters and some degree of accuracy. While the accuracy of first principles

methods depends on the chosen approximation and the system under consideration,

first principles calculations have proven successful enough that experimentalists have

come to rely on computational researchers to predict new candidate systems, rather

than the other way around.

My thesis will be organized as follows. I will give a brief explanation of the for-

malism underlying density functional theory. I will next move to the formalism and

practical implementation of phase stability and phase transitions, using both free

energy modeling and ensemble averaging. Finally, I will present my results. Repre-

sentative of computational materials research, I have not spent time narrowly focused

on one particular subject, and thus my “thesis” is better describe as a body of work

rather than a single document: the phase diagram of boron carbide, phase stability in

high entropy alloys, elasticity of early-late transition metal alloys, and sulfidization of

copper-palladium membranes. Though diverse in origin, all have the common theme

of calculating materials properties, with a special focus on thermodynamic quantities,

from first principles.
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Chapter 2

Formalism and Methods

2.1 Density Functional Theory1

2.1.1 The Problem

The time-independent Schrödinger equation (1926) for N particles is

(

N
∑

j=1

− ~
2

2mj

∇2
rj
+ V (r1, r2, ..., rN )

)

Ψ(r1, r2, ..., rN ) = EΨ(r1, r2, ..., rN ), (2.1)

where ~ ≈ 6.582 × 10−16 eV · s is Planck’s constant, mj is the mass of particle j,

rj is the position operator of particle j, and V is the potential of the system. This

is the only known equation governing the behavior of nature for stationary states in

the non-relativistic limit. Here only the time-independent Schrödinger equation will

be used and will be referred to as “the” Schrödinger equation, and the wavefunction

will always be expressed in the position representation Ψ = Ψ({ri}).

In theory, one can completely determine the evolution of any condensed matter

system using this equation and standard differential equation techniques. However,

1Excellent books and review articles on density function theory include [10, 11, 12, 13], and in

particular Martin [14] whose notation will mostly be used here, and, for more general condensed

matter references, [15, 16].
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the wavefunction in this form depends on the spatial coordinates of every particle in

the system, each additional particle adding four degrees of freedom, three for position

and one for spin. Neglecting the spin degree of freedom for the moment, for a single

gram of carbon-12, by definition there are Avagadro’s number of nucleons, Nav =

6.022 × 1023, and Nav electrons. The associated Schrödinger equation would have

3.613× 1024 coordinates to solve over, making such a brute force method completely

intractable.

The first simplification is the Born-Oppenheimer approximation (1927). Due to

the mass ratio between electrons and nucleons, the time scales of the dynamics de-

couple and the wavefunction is decomposable into a product of nuclear and electronic

wavefunctions. From the standpoint of the electronic properties of the system, the

nucleons may be merged into fixed point-like nuclei2 and Equation 2.1 may be taken

to refer exclusively to electrons, the nuclei relegated to the potential function. For

a gram of carbon-12, there are still Nav electrons and thus 3Nav degrees of freedom,

and this equation is still not suitable for computation.

2.1.2 Slater Determinants and Single Particle Wavefunctions

The major difficulty in computing the wavefunction is that it is a “many-particle”

wavefunction. However, electrons are indistinguishable fermions and satisfy the Pauli

exclusion principle (antisymmetry). Formally, the wavefunction reverses sign under

the interchange of any two position operators,

Ψ(r1, ..., rm, ..., rn, ..., rN ) = −Ψ(r1, ..., rn, ..., rm, ..., rN ). (2.2)

Inspired by the method of separation of variables, Slater (1929) suggested that the

many-particle wavefunction may be approximated as sums and differences of products

2In pseudopotential methods, one freeze core states onto the nuclei and treats them as one unit,

and thus it is common to refer to nuclei as ions. As a nucleus is a fully ionized ion, this usage may be

rather odd in certain cases but is technically correct, the best kind of correct, and this terminology

will be used from here on.
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of functions,

ψ1(r1)ψ2(r2)....ψN(rN ). (2.3)

Each function ψ will be referred to as a single-electron wavefunction for reasons that

will become clear shortly. To satisfy antisymmetry, these monomial terms can be

combined in the form of a determinant of a matrix,

Ψ(r1, r2, ..., rN ) =
1√
N !

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

ψ1(r1) ψ1(r2) ... ψ1(rN )

ψ2(r1) ψ2(r2) ... ψ2(rN )

... ... ... ...

ψN(r1) ψN(r2) ... ψN(rN )

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

, (2.4)

known as the “Slater determinant”, where the ψi’s normalize to 1, and where the spin

state is implicitly absorbed into the ψi’s. This system will have an electron density

of

n(r) =
N
∑

i=0

|ψi(r)|2. (2.5)

Suppose the electrons are effectively non-interacting, that is, the potential V (r1, r2, ...rN )

may be broken into a sum of single-particle potentials Vi. As the electrons are iden-

tical, the potential on each electron must be identical, and

V (r1, r2, ..., rN ) =
∑

i

V (ri). (2.6)

The Hamiltonian is then reducible to a sum of single-particle Hamiltonians, and after

some manipulation it can be shown that the wavefunction of the system is a Slater

determinant of eigenstates of the single-particle Schrödinger equation,

− ~
2

2me

∇2ψm(r) + V (r)ψm = Emψm(r), (2.7)

with an energy for the many-particle wavefunction

E =
∑

m

Em, (2.8)

where the sum is taken over all occupied states.
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But what if the potential is not separable? And even if it is separable, the system

is infinite in extent, and V (r) is not generally localized. No computer program can

hold a wavefunction with infinite spacial extent in memory, let alone calculate it. The

main theorem that makes the study of condensed matter physics possible is Bloch’s

theorem (1928). Bloch’s theorem states that, for a single particle under a periodic

potential with an associated lattice {R} which obeys

V (r +R) = V (r), (2.9)

where R is any lattice vector, the eigenstates of energy may be written as the product

of two pieces: a function u(r) with the same periodicity of the potential, and a plane

wave with wave vector K belonging to the reciprocal lattice,

ψK(r) = eiK·ru(r), (2.10)

whereK is the “lattice” or “crystal” wavevector. This changes the quantity of interest

in the solution of the Schrödinger equation from ψ, a wavefunction with infinite spatial

extent, to u, an orbital that is periodic and thus needs to be calculated (and stored

in memory) for only one cell of the periodic potential.

This approximation is critical for the study of condensed matter physics because,

to first approximation, many condensed matter structures of interest are formed from

a regular lattice of nuclei. For carbon in a graphite structure, a cell of the lattice

contains only two nuclei and twelve electrons. No material is perfectly periodic; any

practical material contains defects, and all materials are of finite size and thus have

edges. However, defects within an otherwise periodic structure generally have local-

ized wavefunctions near the defect, decaying exponentially to the perfectly periodic

crystal wavefunction as one moves away from the defect. In practice, for a localized

defect (say a chemical substitution or the edge of a material), 1-2 nm away from a

boundary or a defect, the local wavefunction is identical to the wavefunction of the

perfect crystal, commonly referred to as the “bulk wavefunction”. Calculation of the

bulk wavefunction is an important first step for understanding the properties of any
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real material. This line of argumentation may also be reversed: if one wishes to un-

derstand the physics of a system near a defect, one may take as the computational cell

the configuration of the system near that defect. With periodic boundary, conditions

this corresponds to the physical picture of a regular lattice of that defect infinitely

repeated throughout space (defeating identification of the “defect” as such), but if

the cell is large enough, the localization of the wavefunction near that defect ensures

that the defect will interact negligibly with its periodic images.

2.1.3 The Hohenberg-Kohn Equations

As electrons are identical particles, perhaps having each electron contribute three

independent spacial degrees of freedom is redundant, even in the case of an interacting

system. Instead, only three degrees of freedom should be needed to properly model

the system, each electron contributing “its” three degrees of freedom equally to some

function at that location in space:

Ψ(r1, r2, ..., rN ) → n(r). (2.11)

Hohenberg and Kohn (1964) [17] showed that this is indeed possible. The quantity of

importance is the ground state electron density n0(r), and all properties of the system

may be computed from this function. This was beautifully presented in the two

Hohenberg-Kohn theorems. The original formulation was in second-quantized form,

but here it will be presented in Levy’s constrained search formalism [18]. Besides being

easier to understand and sidestepping the issue of ground state degeneracy, Levy’s

formulation has the advantage of only imposing the (entirely reasonable) condition

that trial densities be N-representable, i.e. obtainable from some anti-symmetric

wavefunction with N electrons. The original Hohenburg-Kohn formulation required

the stronger condition that trial densities be v-representable, i.e. derivable from some

external potential, which may be violated even for sensible trial densities [19].

11



Consider a many-electron Hamiltonian of general form

Ĥ = T̂ + V̂ee +
∑

i

Vext(ri), (2.12)

where T̂ is the kinetic energy operator, Vee is the electron-electron interaction op-

erator, and Vext(r) is some single-body external potential (including the Coulomb

attraction of electrons to the nuclei of the system). The energy for a general many-

body wavefunction Ψ is

E[Ψ] = 〈Ψ| (T̂ + V̂ee) |Ψ〉+
∫

drVext(r)n(r), (2.13)

where

n(r) = N

∫

dr2...drN |Ψ(r, r2, ..., rN )|2. (2.14)

By Equation 2.14, given any Ψ, one may find a corresponding n. Now suppose instead

a particular charge density n(r) is imposed on the system, and the energy is desired.

In general, many Ψ may map to the same n, and Equation 2.14 is non-invertible.

However, by the principle of energy minimization, we may recover the energy of the

system as3

E[n] = minΨ→nE[Ψ], (2.15)

where minimization is done over all wavefunctions Ψ that are consistent with Equation

2.14, giving Equation 2.13 a functional form of

E[n] = F [n] +

∫

drVext(r)n(r), (2.16)

where

F [n] ≡ minΨ→n 〈Ψ| (T̂ + V̂ee) |Ψ〉 . (2.17)

3It is critical to understand that, although energy minimization is being invoked, here we are

not attempting to find the ground state energy of the system. Rather, given a particular n(r), we

are attempting to find the lowest possible energy consistent with this charge density. In general,

this charge density will correspond to an excited state of the system (assuming the charge density

is physical to begin with, which it need not be), and only in the case where the ground state charge

density is given will the resulting energy be the ground state energy.
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It is important to note that F [n] is completely independent of Vext, and thus it

is a universal functional depending only on the total number of electrons N . The

Hohenburg-Kohn theorems can now be stated (and proven quite easily) as:

The First Hohenburg-Kohn Theorem: Vext(r) is a unique functional of n0(r), the

exact ground state electronic density, apart from a trivial additive constant.

The Second Hohenburg-Kohn Theorem: For any particular Vext(r), the exact

ground state energy E0 of the system is the global minimum value of the functional

E[n], and the density n(r) that minimizes the functional is n0(r).

The first theorem states that once a particular n0(r) has been found (or pro-

posed), it may be mapped back to a unique Vext(r) term in the Schrödinger equation.

However, all electron-electron interactions are contained in F [n], which is a universal

functional independent of Vext. The Vext(r) term in the Hamiltonian is the only term

that differs between systems with the same number of electrons. Thus by the second

Hohenburg-Kohn theorem, n0(r) uniquely determines the Hamiltonian for the sys-

tem, which in turn uniquely determines the (possibly degenerate) ground and excited

many-body wavefunctions. Therefore, if n0(r) is known, it is in principle possible to

determine all properties of the system, and thus it is in principle possible to compute

all properties of the system from n0(r).

However, the form of the functional F [n] given is so general as to be practically

useless, and the important question of how exactly to determine system properties

from n0(r) without re-solving the Schrödinger equation is left unaddressed. The

second Hohenburg-Kohn theorem gives E[n] from which the ground state energy

and n0(r) may be found via functional minimization, but the first Hohenberg-Kohn

theorem only asserts that it is in principle possible to calculate all other properties

of the system.
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2.1.4 The Kohn-Sham Equations

To derive the single-electron Schrödinger equation (Equation 2.7), it was assumed

that the electrons were effectively non-interacting. The key word here is effectively.

If for an interacting system, all details of the electron-electron interactions can be

moved into a potential term that is single-electron-like, shoving the electron-electron

interactions of the interacting system into the external potential of the non-interacting

system4, a single-electron Schrödinger equation for “non-physical” non-interacting

electrons may be solved to generate the many-particle wavefunction for the “physical”

interacting electrons. This is the main idea behind the Kohn-Sham Ansatz [20]:

The Kohn-Sham Ansatz (1965): For every interacting system, there is a non-

interacting system with the same ground state electron density.

With this ansatz in hand, Kohn and Sham broke the Hohenburg-Kohn functional

into three pieces. First, they factored out the classical electrostatic interaction be-

tween electrons, the “Hartree” term, which for many (but not all!) systems will be

the only significant long-range electron-electron interaction. Next, they broke the

other terms into two pieces, one piece corresponding to the functional operating on

the Slater determinant of non-interacting electron wavefunctions with equivalent elec-

tron density, and the second measuring deviation of the energy of the multi-particle

wavefunction from the Slater determinant, yielding a functional form of (in Hartree

atomic units)

EHK = TNI + EII +

∫

drVext(r)n(r) + EHartree + δT + δV, (2.18)

where

TNI = −1

2

∑

i

|∇ψi|2 (2.19)

4The usage of “non-interacting” here is a misnomer, though common in the literature, as the

classical Coulombic energy for the electronic density will be retained through the Hartree energy

term, whereas truly non-interacting electrons would have no charge and thus no Coulomb interaction.
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is the kinetic energy for the non-interacting Slater determinant, δT is the devia-

tion of TNI from the true kinetic energy for the interacting system, {ψi} are the

single-electron wavefunctions (where spin has been merged into index i), EII is the

interaction energy between ions, EHartree is the Hartree energy,

EHartree =
1

2

∫

drdr′
n(r)n(r′)

|r − r′| , (2.20)

and δV is the deviation of the Hartree energy from the electron-electron interaction

energy for the interacting system. This is an exact equation as all many-body ef-

fects have been incorporated into δT and δV . These two terms combined form the

exchange-correlation functional

Exc[n] ≡ δT [n] + δV [n]. (2.21)

Carrying out functional minimization on the Kohn-Sham functional while imposing

the constraint that different occupied single-particle states are orthogonal via La-

grange multipliers yields the Kohn-Sham equation,

HKSψi(r) = ǫiψi(r), (2.22)

where HKS is the Kohn-Sham single-electron Hamiltonian,

HKS = −1

2
∇2 +

(

Vext(r) +

∫

dr′
n(r′)

|r − r′| + Vxc(r)

)

≡ −1

2
∇2 + VKS(r), (2.23)

and

Vxc(r) ≡
δExc

δn(r)
(2.24)

is the exchange-correlation energy.

The Kohn-Sham equation may be in principle solved exactly to find the non-

physical single-particle wavefunctions ψi. These wavefunctions may then be put into

equation 2.5 to determine n0(r), from which all properties of the system may be

derived via the first Hohenberg-Kohn theorem. However, moving from functional

minimization to the Kohn-Sham equation adds one complication. The Hartree term,
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used in Equation 2.23 to derive {ψi}, is an integral operator depending on n(r). By

equation 2.5, however, n(r) itself depends on the set {ψi}, and thus the equations

are coupled. In practice, this is not a major impediment, as self-consistency can

be used, where one iteratively solves the Kohn-Sham equation for a charge density,

using the resulting wavefunctions (as well as previous charge densities for reasons of

computational stability) to derive a new charge density, continuously repeating this

cycle until convergence is reached.

2.1.5 Exchange and Correlation

In principle, if the exchange-correlation functional Exc[n] was known exactly, the

Kohn-Sham equation could be solved exactly. The exchange-correlation functional

is the contribution to F [n] that explicitly encodes the electron-electron interactions

over and above that of a classical charge distribution. Like F [n], it is a universal

functional that only depends on the number of electrons N in the system. This

“stupidity energy” [21] incorporates too much physics to be given a simple closed

form solution. However, it can be shown via a thought experiment of varying the

electron charge adiabatically from 0 (the true non-interacting case) to e (the physical

case) [22] that the exchange-correlation energy has the general form

Exc[n] =
1

2

∫

drdr′
n(r)nxc(r, r

′)

|r − r′| , (2.25)

where nxc is the “exchange-correlation hole”, a pair correlation function obeying

∫

dr′nxc(r, r
′) = −1. (2.26)

The exchange-correlation hole has physical significance as a spatial representation of

the exchange and correlation effects. The response of the system to an electron at r is

to repulse electrons at r′, creating a hole nxc with unit total charge, and the exchange-

correlation energy is the classical Coulomb interaction of the electron with this charge

distribution [10]. nxc is still too complicated for a closed form solution, however. Now
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the major approximation underlying practical implementation of density functional

theory is made:

Guess what nxc(r, r
′) is, yielding an assumed form for Exc.

The major source of error in all electronic structure codes is this approximation.

This guess is known as a “functional”. This approximation is plausible because the

terms treated exactly in density functional theory, the Hartree term and kinetic energy

term for the Slater determinant, are large compared to the approximated exchange-

correlation energy [11]. One test of the accuracy of a functional is to perform quantum

Monte Carlo on atoms and small molecules, and compare the results to the functional.

Another is to examine the energy of highest occupied single-electron state, as its

energy relative to the next highest occupied single-electron state is the negative of

the ionization energy (despite the single-particle state having formally no physical

meaning)5 Some examples of functional follows.

First Order: Local Density Approximation (LDA)

If electrons are weakly interacting, locally the system should behave like the uniform

electron gas. This led Kohn and Sham to propose using the exchange energy density

for a homogeneous electric gas with density n, which can be given exactly as [12]

ex(n) = −0.458(
4π

3
)
1
3n

1
3 . (2.27)

Even in this simple case, the correlation energy density must be estimated, as Wigner

(1938) first did, to obtain

ec(n) ≈
−0.44

(4π
3
)
1
3n

1
3 + 7.8

, (2.28)

giving an exchange-correlation energy density of

exc(n) = ex(n) + ec(n). (2.29)

5It must be noted that the electron affinity cannot be found using the lowest unoccupied single-

particle state, as the Kohn-Sham prescription does not optimize unoccupied states.
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To make the Local Density Approximation (LDA)6, assume that the exchange-

correlation energy density may be approximated by the exchange-correlation energy

a homogeneous electron gas would have at the local electron density, so that the total

exchange-correlation energy for the electronic density will be

Exc[n] =

∫

drn(r)(ex(n) + ec(n)). (2.30)

Due to its reliance on the homogeneous electron gas, LDA was expected to be valid

only in the case of charge densities slowly varying relative to the local Fermi wave-

length, which is the only length scale present in the homogeneous electron gas. The

Fermi wavelength is often much larger than the oscillations in the charge density, so

LDA was expected to be a poor approximation. Surprisingly, LDA gives reasonable

results for ionization energy of atoms, dissociation energies of molecules, and cohesive

energies of solids, typically within 10% to 20%, with a preference towards overbind-

ing [23]. Bond lengths are usually accurate to within 1%.7 For atoms and molecules,

exchange energies are generally underestimated by around 10-20% and correlation

energies are overestimated by a factor of 2. The opposite trends in errors, combined

with the exchange energy being an order of magnitude larger than the correlation

energy, results in “error cancellation” enhancing accuracy. For solids, volumes are

systematically underestimated by 5% and bulk moduli overestimated by 20%.

This surprising basic agreement for a relatively crude functional is possible because

LDA was derived from the uniform electron gas. It can be re-expressed in the form

of Equation 2.25, in particular as being associated with the exchange-correlation hole

for some system. For weakly interacting systems, the dependence of the properties of

the system on the precise form of the exchange-correlation functional should be weak,

and ensuring that the gross, averaged features of the exchange-correlation hole are

6There is somewhat of a nomenclature issue here, as LDA may refer to the general family of

functionals that depend only on local electron density or the special case of the specific functional

that reproduces the homogeneous electron gas. The usage should be obvious from context.
7LDA is often the most accurate traditional functional for bond lengths.
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obeyed should be important for qualitative understanding the physics of the system.

For strongly interacting systems, however, the precise form of the exchange-correlation

functional plays an important role in the physics of the system, and indeed for these

system LDA (and, in fact, all traditional functionals) fails.

As written, LDA does not allow for any type of magnetic ordering, but spin-

decomposed variants using the Local Spin Density Approximation (LSDA) exist.

Magnetism is currently density functional theory’s Achilles‘ Heel, as approximate

functionals without long-range interactions excessively delocalize electron densities,

and results regarding magnetism will have qualitative accuracy at best. In these

cases, methods like LDA+U, which include Hubbard terms to impose proper electron

localization, are necessary to get precise magnetic ordering, but these methods are

phenomenological in nature, and thus not “first principles”.

Higher Orders: Generalized Gradient Approximation (GGA)

So how can the exchange-correlation functional be further improved? The knee-

jerk reaction of any physicist is to “Taylor expand it”. The next set of terms to

include in the approximation would be the gradient and higher order derivatives

of the electron density, or more specifically their magnitude, yielding the Gradient

Expansion Approximation (GEA),

Exc[n] =

∫

dr n(r)exc(n(r), |∇n(r)|, ..). (2.31)

Surprisingly, early implementations of GEA gave worse results than LDA for most

realistic materials. The problem was poor treatment of the gradient. Where the

electron density is rapidly varying (such as near nuclei), gradients will become large,

amplifying errors in the approximate exchange-correlation functional. To eliminate

this flaw, it is necessary to explicitly dampen out the dependence of the functional

on the gradient as the gradient grows large. Equation 2.31 is rearranged to read

Exc[n] ≡
∫

dr n(r)exc(n(r))Fxc(n(r), |∇n(r)|, ...), (2.32)
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where exc(n) again refers to the exchange energy for a homogeneous electron gas of

density n, and Fxc is some dimensionless function. Fxc is constructed so it dampens

out when the higher-order terms grow large, but this requires a dimensionless measure

of the relative magnitude of the higher-order terms. The only length scale available

is given by the inverse of the Fermi wavevector of the homogeneous electron gas for

the local density, so a measure of the relative magnitude of the higher-order terms in

dimensionless units is

sm =
|∇mn|

(2kf (n))mn
, (2.33)

and Equation 2.32 becomes

Exc[n] =

∫

dr n(r)exc(n(r))Fxc(n(r), s1, ...). (2.34)

GEA in this form is now rechristened the Generalized Gradient Approximation (GGA)8,

as the focus has shifted from a Taylor expansion of the exchange-correlation energy

to a dimensionless function Fxc, the “enhancement factor”, whose inputs are the local

electron density and the relative magnitudes of the higher-order terms. Popular im-

plementations of this method only retain s1 ≡ s and are constructed to obey certain

physical limiting cases (such as high and low density homogeneous electron gases),

such as Perdew-Wang [24] (PW91, 1991) and Perdew-Burke-Enzerhof [25] (PBE,

1996). It is a general feature of GGA functionals to give much improved estimates

for exchange-correlation energy over L(S)DA functionals [23], with PBE having slight

trend toward overestimating volume by 5% and underestimating bulk moduli by

10%.

Beyond DFT: Hybrid Functionals

As can be seen from Equations 2.27 and 2.28, the exchange energy is generally the

dominant portion of the exchange-correlation energy, the approximated quantity in

8Spin-decomposed versions of GGA also exist, but unlike LDA/LSDA they are not given a special

name.
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practical density functional theory, and to increase the accuracy of calculated energies,

one should be primarily concerned with the exchange energy. In fact, the exchange

energy in the absence of correlation effects for the Kohn-Sham eigenfunctions, Exx,

can be given exactly from Hartree-Fock theory as a function of the orbitals {ψ}.
Technically, such a quantity does not belong in proper density functional theory as

it explicitly depends on the calculated orbitals {ψ} and thus is not a proper func-

tional, which by the Hohenberg-Kohn theorems can be written exclusively in terms

of the density. However, to increase the accuracy of the calculated energies, it is use-

ful to go past density functional theory and reintroduce the exact exchange energy.

The correlation energy is still needed, however. It may be argued using the adiabatic

construction that the proper way to construct the “hybrid” or “exact-exchange” func-

tional is [26]:

Exc[n, {ψ}] = βExx[{ψ}] + (1− β)Exc[n], (2.35)

where β is a variational mixing parameter that can be varied by hand.9 These hy-

brid functionals give the most accurate energies of the functionals listed. However,

for most applications in physics when accuracy in energy isn’t absolutely critical, the

O(N4) scaling (due to the appearance of four orbitals terms in the Hartree-Fock equa-

tions) makes these functionals computational overkill unless very accurate energies

are needed.

2.1.6 Basis Sets In Density Functional Theory

With a functional chosen, one may now solve the single-particle Schrödinger’s equa-

tion to obtain the single-particle wavefunctions from which the Slater determinant

may be determined. Electronic structure codes with the accuracy necessary for ther-

modynamic calculations use a basis to convert this differential equation into matrix

equations. This is not an approximation if the basis set is complete. For realistic

9It is necessary to use a mixing parameter rather than taking only the correlation portion of the

traditional functions, as the correlation energy on its own has no physical meaning.
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calculations, computational constraints require the basis set to be truncated, which

when performed intelligently (i.e. with basis functions that approximate the expected

wavefunctions of the system) is not a major impediment. Two examples will be shown

here. We here only consider plane-wave-based methods, though real-space methods

also exist and scale better as computational cell size increases.

The Knee-Jerk Reaction: Plane Waves

Because the potential energy function in condensed matter physics is almost always

taken to be periodic, a naive first guess would be to expand the potential in a plane

wave basis. Expansion of the wavefunction in this basis set is its Fourier decomposi-

tion,

ψ(r) =
∑

q

cq
1√
V
eiq·r =

∑

q

cq |q〉 , (2.36)

with

|q〉 ≡ 1√
V
eiq·r, (2.37)

where the unit cell of the system is defined over a volume V . Similarly, the potential

is Fourier-decomposed,

V (r) =
∑

G

V (G)eiG·r, (2.38)

with matrix elements in the |q〉 basis of

〈q′|V (r) |q〉 = 1

V

∑

G

V (G)

∫

V

drei(G+q−q′)·r = V (q − q′). (2.39)

The Bloch theorem allows restriction to eigenfunctions of form

ψk(r) =
∑

G

cG(k) |k +G〉 , (2.40)

where ck+G has been relabeled cG(k) to stress that the sum is over all reciprocal

lattice vectors. To find these eigenfunctions, diagonalize the H matrix in the |k +G〉
basis, which from Equation 2.39 for 〈k +G′|V (r) |k +G〉 is

HG,G′(k) = 〈k +G′|H |k +G〉 = |k +G|2
2

δG,G′ + V (G′ −G). (2.41)
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The plane wave basis is efficient when relatively few V (G′ −G) terms are non-

zero. If the potential is decomposable into a small number of plane waves, however, it

must be delocalized. The ionic potentials considered here, on the contrary, are highly

localized, as the electron-ion interaction term has a 1/r divergence at the origin. Such

a potential will require a large number of plane waves to approximate and a large

number of scattering interactions to calculate, even when the band structure turns

out to be nearly free-electron-like. While the various integrals will be trivial, as they

involve only plane waves, using such a large basis set will generate extremely large

matrices with many non-zero entries, which are memory-intensive and difficult to

diagonalize.

Pseudopotentials: Projector Augmented Waves (PAW)

To better approximate the general behavior of a system, it is useful to decompose

space into two regions, the “core region” where the wavefunctions wildly vary and

show strong localized behavior, and an “interstitial” region where wavefunctions are

nearly plane-wave-like. This is done by Projector Augmented Waves [27, 28] (1994),

a generalization of the “pseudo-potential” formalism, where the Coulomb potential

within the core is replaced with a pseudo-potential that is designed to capture the es-

sential details of the core-electron interaction. The complicated nodal structure of the

core states can be replaced by smooth states, which have the added benefit of simpli-

fying calculations, and only scattering off these core regions affects the wavefunctions

in the interstitial regions10. It is commonly observed that because they are smooth,

pseudo-potentials are “transferable”, that is, pseudo-potentials can be fit from a small

set of systems (usually one isolated atom), but the resulting pseudo-potential can be

transferred to a wide number of systems.

10This is why effectively free-electron-like bands can be observed in metals. When the scattering

amplitudes off the core regions are small, the electronic wavefunction in the interstitial region is

essentially free with minor perturbations due to the core region, even though the electronic wave-

function in the core region is strongly localized and far from free-electron-like.
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The general spirit of pseudopotential approaches is to change the potential V (r)

to a pseudopotential V ′(r). This changes the wavefunctions from the “all-electron

valence wavefunctions”11 ψ to pseudo-wavefunctions ψ′, but those that faithfully rep-

resent the all-electron valence wavefunctions outside the cores and interact properly

with the cores. This implies that a one-to-one mapping T̂ exists between the two sets

of wavefunctions with an associated operator,

ψ = T̂ψ′. (2.42)

In the PAW method, the wavefunction in the interstitial region is taken to be identical

for both the all-electron valence wavefunctions and the pseudo-wavefunction. In this

case, T̂ becomes

T̂ = 1 +
∑

i

(|φi〉 − |φ′
i〉) 〈p′i| , (2.43)

where {φ′
i} are the basis functions for the pseudo-potentials and {p′i} is some set of

projectors such that
〈

p′i|φ′
j

〉

= δij. T̂ defines a transformation between the pseudo-

potential basis and the all-electron valence basis.12 Expectation values of a (local)

operator Â for the all-electron valence wavefunctions may be transformed into expec-

tation values of an operator Â′ = T̂ †ÂT̂ for the pseudo-wavefunction using

Â′ = Â+
∑

ij

|p′i〉 (〈φi| Â |φj〉 − 〈φ′
i| Â |φ′

j〉) 〈p′j| . (2.44)

All expectation values in the PAW formalism for (local) operators can be reduced to

(at most) three different terms. The first term is the operator acting on the pseudo-

wavefunction basis functions. The second reintroduces the all-electron core states,

11The nomenclature here is tricky. “Valence” does not refer to the valence band from solid state

theory but rather to non-core states (which also includes the conduction band and higher) and “all-

electron” refers to the solutions of the exact one-electron Schrödinger wavefunction with the exact

one-body potential, and not the many-particle wavefunction.
12More precisely, it defines the estimate of the all-electron valence basis from the given pseudo-

wavefunction basis.
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and the third compensates for the pseudo-wavefunction core states from the first

term. Of particular interest for density functional theory is the electron density,

n(r) = n′(r) + n1(r)− n′1(r), (2.45)

where n is the electron density, n′ is the electron density for the pseudo-wavefunction

eigenstates, n1 is the electron density for the core region of the all-electron basis

functions, and n′1 is the electron density of the core region of the pseudo-wavefunction

basis functions.

In the PAW formalism, it is not required that the core states for the pseudo-

wavefunction basis be orthonormal, as the T̂ operator will reimpose orthonormality

when calculating expectation values. The price paid by ignoring orthonormality is

the introduction of an “overlap” matrix in the single-particle Schrödinger equation,

leading to a generalized eigenfunction equation

Ĥ ′ψ′ = ǫÔ′ψ′, (2.46)

where H ′ is the transformed Hamiltonian operator and

Ô′ = 1 +
∑

i,j

|p′i〉 (〈φi|φj〉 −
〈

φ′
i|φ′

j

〉

) 〈p′j| (2.47)

is the overlap matrix. The overlap matrix is the transformation of the identity matrix

in the all-electron valence basis, and in the case where norm conservation is imposed,

the overlap matrix is equivalent to the identity matrix.

Violation of orthonormality is useful when valence states interact with high-energy

core states, known as “semi-core states,” and accurate knowledge of the nodal struc-

ture of the semi-core states is necessary. As previously noted, the wavefunctions

within the core region can have a complicated nodal structure. If orthonormality

is imposed, upon removing the semi-core levels from the core, part of this compli-

cated nodal structure will be recovered if orthonormality is imposed, increasing the

number of Fourier modes necessary to model the pseudo-wavefunction core region. If
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the number of Fourier modes is fixed, relaxing orthonormality doubles the number of

calculations necessary, as two sets of matrix elements must be calculated, the Hamil-

tonian matrix and the overlap matrix. However, relaxing orthonormality reduces the

number of Fourier modes needed to model the core region, with the introduction of

the overlap matrix re-establishing the proper norms when calculating physical prop-

erties. This not only reduces the total number of calculations necessary but also

increases transferability, as the resulting core states will be smoother.

2.1.7 Motion of the Nuclei: Forces and Phonons

Having found the electronic ground state density, one may not only calculate the

electronic band structure but also the ionic forces and subsequently the equilibrium

ion positions. Using the Hellmann-Feynman theorem, the force on a given ion i is

Fi = − ∂E

∂Ri

= −〈Ψ| ∂Ĥ
∂Ri

|Ψ〉+ ∂EI

∂Ri

, (2.48)

where Ψ here denotes the non-interacting ground state wavefunction (the Slater de-

terminant of occupied Kohn-Sham eigenstates) and EI is the electrostatic potential

between ions.

These forces have multiple applications. It is likely that the initial positions for

the ions will not be the equilibrium positions predicted by the particular functional

used, and the forces on ions will be non-zero. The energy as a function of {Ri}
forms a surface called the “energy landscape”, and the forces are the gradients of the

energy landscape, going to zero where the energy is locally minimized. One may use

a whole suite of functional minimization techniques (quasi-Newton, steepest descent,

conjugate gradient, etc.) to find the ionic positions that locally minimizes the energy,

a process known as “relaxation”. It should be stressed that the energy landscape has

innumerable local minimums, and all commonly used methods for relaxation are local

minimization methods. They will always find an equilibrium structure close to the

initial structure and not necessarily the true global minimum structure.
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The second application is molecular dynamics. Knowledge of the forces combined

with initial momentum is sufficient to directly integrate Newton’s laws of motion using

one of the many classical molecular dynamics algorithms available (Verlet, leapfrog,

etc.), yielding molecular dynamics at fixed volume13, particle number, and energy.

This is equivalent to the microcanonical ensemble, as will be discussed later. This

way of performing molecular dynamics is known in atomistic-level modeling as “Born-

Oppenheimer molecular dynamics”, as it is the Born-Oppenheimer approximation

that makes it possible to apply classical molecular dynamics methods to fundamen-

tally quantum mechanical systems. It suffers from the problem that it is necessary to

recompute the self-consistent electronic band structure each time step. The need for

self-consistency may be circumvented by adding fictitious kinetic energy terms for the

electrons to the Hamiltonian, as well as Lagrange multiplier terms to enforce orthog-

onality of the electronic wavefunctions. The quantum electronic and classical ionic

degrees of freedom are then coupled, and the electrons roughly follow the ions each

time step, resulting what is known as Car-Parrinello dynamics [29]. Alternatively,

one may use the method of “wavefunction prediction” to speed up Born-Oppenheimer

molecular dynamics. As the changes in wavefunctions are expected to be small for

small time steps, one may propose a candidate wavefunction for the system after a

time step has been performed, extrapolated from previous wavefunctions. The self-

consistency cycle is then performed to calculate the actual wavefunction; however, the

cycle usually requires much less steps than usual, as the initial predicted wavefunction

is (hopefully) close to the converged wavefunction.

To perform the molecular dynamics at fixed temperature instead of energy, various

“thermostats” can be used, such as Langevin [30] which adds white noise, consistent

with the desired temperature, to the equations of motion and Nosé-Hoover [31, 32],

which adds fictitious degrees of freedom to the Hamiltonian to regulate the kinetic en-

13More specifically, fixed lattice, but the difference between fixed lattice and fixed volume is

commonly neglected except near phase transitions.
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ergy of the ions. Similarly, to perform molecular dynamics at fixed pressure instead of

volume, “barostats” may be introduced, such as Parrinello-Rahman [33] which adds

fictitious degrees of degree to the Hamiltonian to impose a particular pressure via

regulation of the strain tensor. One major problem with all ab initio molecular dy-

namics methods is the time scale required. As molecular oscillations have frequencies

between 1012 to 1014 Hz, time steps to accurately model the motion of ions are on

the order of 1 fs, and current computational resources only allow for maximum run

times on the order of 100 ps, limiting the phenomena observable to relatively rapid

processes.

The last application that will be considered is the phonon band structure. In the

harmonic approximation [15], small changes in the ion position away from equilibrium,

uµ(R), induce a quadratic term in energy,

E = E0 +
∑

Rµ

∑

R′µ′

1

2
uµ(R)

∂2E

∂uµ(R)∂uµ′(R′)
uµ′(R′), (2.49)

where E0 is the energy for the unperturbed lattice uµ(R) = 0 and, due to periodicity,

it is convenient to break up an ion’s position into two pieces: the coordinate of the

Bravais cell it resides in, R, and an index for the particular site of the ion within a

single Bravais cell, µ. Defining the “interatomic force constants matrix” as

Dµµ′(R,R′) ≡ ∂2E

∂uµ(R)∂uµ′(R′)
= Dµµ′(R−R′), (2.50)

where the last equality arises due to translational symmetry, and taking its Fourier

transform,

Dµµ′(k) ≡
∑

R

e−ik·RDµµ′(R), (2.51)

where the sum is taken over all Bravis lattice vectors, the phonons of the system may

be derived in the usual way from the solution to the set of coupled equations

∑

µ′

Dµµ′(k)Umµ′(k) =Mµω
2
mkUmµ(k), (2.52)
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where Umµ(k) is the polarization for ion µ of the mth phonon at wavevector k, Mµ is

the mass of ion µ, and ωm,k is the frequency of the mth mode at wavevector k.

The only unknown quantities in these equations are the interatomic force constants

matrices. The simplest way to calculate the interatomic force constant matrices is

the “finite differences” methods, where small displacements are made in the ionic

positions. The resulting forces are numerical derivatives of the energy, from which

the interatomic force constants matrices may be approximated. Another method

is density functional perturbation theory. It may be shown via the “2n+1 theorem”

that in perturbation theory, second-order corrections to energy with respect to a small

perturbation may be calculated from the first-order correction to the wavefunction.

If one uses as a perturbation a small change in ion position from equilibrium, the

second-order correction to energy will consist of second derivatives with respect to

ion position, the interatomic force constants matrices. DFPT has the advantage that

it is analytically exact and computationally efficient, but when properly implemented,

both methods have similar accuracy.

However, calculating the interatomic force constant matrices using density func-

tional theory for either method is a computationally expensive process. First, the

unperturbed system be converged to a high degree of accuracy to avoid improper fit-

ting to small error terms. More importantly, all density functional theory calculations

assume a periodic cell, and a small displacement of “a single ion” will in fact be a

periodic displacement of infinitely many ions throughout space. It is therefore neces-

sary that a large enough supercell be taken to ensure that a given ion only interacts

with a single image of another ion within the supercell14. As the dominant contribu-

tions to the interatomic force constant matrices die off exponentially as a function of

distance past a nearest-neighbor-like distance, the supercell often does not need to

be too large; for a cubic cell, a side length of ≈ 10 Å will often suffice, though this

is system-dependent. Nevertheless, due to the O(N3) scaling of density functional

14These other ions can and often do reside in different primitive cells
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theory and the large number of displacements to consider15, these calculations are

computationally expensive at present and are only performed when absolutely neces-

sary. It should also be noted that, in general, the interatomic force constants matrices

are not transferable. Their similarity to distance-dependent pairwise interactions is

deceptive; they in fact include all orders of interactions between all ions for the given

system arising from the (small) displacement of two particular ions.

The phonons form decoupled harmonic oscillators with a total energy of

E =
∑

ik

~(nik +
1

2
)~ωik, (2.53)

where ωik is the frequency for the ith vibrational mode at wavevector k and nik is

its occupation, an integer corresponding to excitation of motion of the lattice. The

quantity Ezp = 1
2

∑

ik ~ωik is known as the “zero-point energy”. A crystal lattice

system can never be said to have zero momentum as this would imply complete

uncertainty about the position of the ions via the Heisenberg uncertainty relation

∆x∆p ≥ ~/2. The zero-point energy is the minimum energy corresponding to motion

about its equilibrium position that a quantum mechanical system must have to satisfy

the Heisenberg uncertainty principle. The zero-point energy is often small relative

to other energetic effects and is commonly neglected, except for systems containing

hydrogen, as phonon frequencies scales as 1/
√
M .

2.2 Phase Stability and Phase Diagrams

2.2.1 A Brief Review of Thermodynamics and Statistical Me-

chanics16

15Formally 3N−3 displacements need to be considered for a solid system, whereN is the number of

atoms in the supercell and commonly N ≈ 100 for suitable supercells, but symmetry considerations

can substantially reduce the number of unique displacements.
16Excellent books on thermodynamics and equilibrium statistical mechanics include [34, 35, 36,

37, 38, 39, 40].
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Here the main results of thermodynamics and statistical mechanics will be presented

before moving on to discuss phase stability. In the interest of space, only topics

necessary to understanding free energy modeling will be discussed.

2.2.2 Thermodynamic Quantities

The four laws of thermodynamics are as follows:

The Zeroth Law of Thermodynamics: There exists an intensive state variable

known as “temperature” which has a universal and absolute scale, that is, the tem-

perature of two isolated systems are comparable in absolute terms.

The First Law of Thermodynamics: There exists an extensive state variable known

as “energy”. The sum of all systems’ energies over all space is conserved. When a

system A interacts with a system B, it may perform a workWA on the other subsystem

and absorb a quantity of heat QA from the other system. The change in energy ∆UA

is then

∆UA ≡ QA −WA. (2.54)

The Second Law of Thermodynamics: There exists an extensive state variable

known as “entropy”, S. The infinitesimal heat flowing into a system, δQ under any

process is related to the change in its entropy by the relation

δQ ≡ TdS (2.55)

where the usage of δ to denote an infinitesimal stresses that Q is dependent on the

process and cannot be defined by a potential. Entropy is not a conserved quantity,

and under any process, the total entropy of the interacting systems cannot decrease,

∑

i

∆Si ≥ 0, (2.56)

where ∆Si is the change in entropy for system i.

The Third Law of Thermodynamics (Planck’s Form): The universal temperature

scale is bounded below; there exists some minimum temperature. Without loss of
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generality, this may be taken to be zero. All systems in equilibrium at this minimum

temperature have an identical value for entropy per volume; this may also be taken

to be zero17.

2.2.3 Consequences of the Four Laws of Thermodynamics

The second law defines δQ, and

dU = TdS + δW. (2.57)

There is no general form for the work portion, as any force (gravity, electromagnetism,

etc.) will have associated with it a work. However, it is always assumed that a system

has some volume V , and it will be assumed for this and future sections that the system

is an aggregate of different species of particles with numbers {Ni}, where the total

number of particles of a given species i over all systems remains fixed. Then two

types of work may be defined, the mechanical work −p dV , where p is the pressure,

and a “chemical work” µidNi consisting of the change in energy the system undergoes

when exchanging particles with some other system. µi here functions as a potential

for particle number and is accordingly referred to as the “chemical potential”. If only

these two types of work are considered,

dU = TdS − pdV +
∑

i

µidNi, (2.58)

and energy is expressible as a function of entropy, volume, and particle number.

Furthermore, any differentiable multivariate function F (x1, x2, ..., xm) has an exact

differential of form

dF =
m
∑

i=1

∂F

∂xi
dxi. (2.59)

17It is important to stress here that equilibrium must have been reached for the Third Law to

apply. This will be discussed in detail later.
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As dU is a total differential, this implies

T =
∂U

∂S

∣

∣

∣

∣

V,Ni

(2.60)

p = −∂U
∂V

∣

∣

∣

∣

S,Ni

(2.61)

µi =
∂U

∂Ni

∣

∣

∣

∣

V,S,{Nj}

, (2.62)

where in the last line {Nj} refers to all particle species other than i.

Given equations for T , p, and µi in terms of S, V , and Ni, dU may be integrated

to obtain a “fundamental equation” U = U(S, V, {Ni}) from which all state variables

for the system may be derived. Due to their ability to recover the energy, equations

for T , p, and µi called “equations of state”. Equations of state describe the state

of the system, but they cannot be used to find all state variables of the system. It

must be stressed that the equations of state are partial derivatives of the fundamental

equation only when expressed in terms of the proper constrained variables.

2.2.4 Entropy Maximization, Stability Conditions, and Equi-

librium

But what if the equation for the energy of the system has additional variables? Sup-

pose U is given as a function U = U(S, V, {Ni}, X), where X does not correspond to

some additional type of externally applied work. As U = U(S, V, {Ni}) is a funda-

mental equation, X must be some function of S, V , and {Ni}.

The second law of thermodynamics may be written in an alternative form, known

as “the principle of entropy maximization”: “At a constant value for energy, in ther-

modynamic stability the entropy is maximized.” It is always possible to invert the

equation for U to obtain S = S(U, V, {Ni}, X). To be a maximum, it must be the

case that dS = 0 and d2S ≤ 0. As U is held fixed, if V and {Ni} are assumed given,
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the equilibrium value of any unconstrained variable X must satisfy

∂S

∂X

∣

∣

∣

∣

U,V,{Ni}

= 0 (2.63)

∂2S

∂X2

∣

∣

∣

∣

U,V,{Ni}

≤ 0, (2.64)

which will yield an equation X = X(U, V, {Ni}).
For entropy maximiztion to occur, it must be the case that

S(U, V,N) ≥ 1

2

(

S(U −∆U, V,N) + S(U +∆U, V,N)

)

(2.65)

for all ∆U ; otherwise, the system could increase its entropy by segregating into two

system with N/2 particles and volume V/2, one with energy (U+∆U)/2 and the other

with energy (U −∆U)/2.18 This condition leads to the weaker (but more commonly

used) condition
∂2S

∂U2

∣

∣

∣

∣

V,{Ni}

≤ 0. (2.66)

This argument is easily extended to Ni and V , and the entropy is a concave function

of energy, volume, and particle number.19

It can be shown using properties of the differential that these equations may be

reformulated to read

∂U

∂X

∣

∣

∣

∣

S,V,{Ni}

= 0 (2.67)

∂2U

∂X2

∣

∣

∣

∣

S,V,{Ni}

≥ 0, (2.68)

where entropy is held fixed, and

U(S, V,N) ≤ 1

2

(

U(S −∆S, V,N) + U(S +∆S, V,N)

)

, (2.69)

18This is in fact an example of a tie-line construction of phase co-existance, which will be discussed

later.
19There is no constraint on the first derivative, as there was for unconstrained variables, as U ,

V , and Ni are constrained variables, and therefore their differentials are 0 and automatically satisfy

dS = 0.
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implying

∂2U

∂S2

∣

∣

∣

∣

V,{Ni}

≥ 0, (2.70)

with similar relations for V and {Ni}, and energy is convex in entropy, volume, and

particle number.

2.2.5 Legendre Transforms and Free Energies

The energy expressed as a fundamental equation contains only extensive variables S,

V , and {Ni}. However, if the system is in thermodynamic equilibrium, rescaling all

variables by some parameter t must increase U by that same factor as well, as energy

is extensive. Thus

U(λS, λV, {λNi}) = λU(S, V, {Ni}). (2.71)

Because the system is in thermodynamic equilibrium, this equation must hold for all

λ, which gives it the property of being a “homogeneous function of the first order”.

By Euler’s Homogeneous Function Theorem, the equality

U(S, V, {Ni}) = S
∂U

∂S
+ V

∂U

∂V
+
∑

i

Ni
∂U

∂Ni

(2.72)

holds. Using Equation 2.62, the energy may be expressed as

U(S, V, {Ni}) = TS − pV +
∑

i

µiNi. (2.73)

This expression for energy is usually unsuitable for manipulation. Manipulation of

entropy and volume are indirect processes; other quantities such as temperature and

pressure are controlled to obtain a desired entropy or volume. Despite energy’s funda-

mental importance to building the framework of thermodynamics, other fundamental

equations will be needed for practical applications and modeling. The generation of

other fundamental equations suitable for a particular set of constrained variables is

known as a “Legendre transform”, where the fundamental equation U is transformed

35



to a new fundamental equation U ′ depending on a = ∂U/∂A, an intensive quantity,

via

U ′ = U − aA. (2.74)

Whether this quantity has any physical meaning depends on the problem in question.

Suitable Legendre transforms are called “free energies”. What gave energy its thermo-

dynamic significance is that its mathematical expression is a fundamental equation,

from which all thermodynamic quantities may be derived. Free energies have the

same significance, only for a more natural list of constrained variables known as their

“ensembles”. To make this concept more concrete, two important examples follow.

The Helmholtz Free Energy A

The first troublesome quantity is entropy. There is no direct way to measure en-

tropy, but its conjugate quantity, temperature, is relatively easy to control, at least

conceptually. So we define the Helmholtz free energy

A(T, V, {Ni}) ≡ U − TS = −pV +
∑

i

µiNi. (2.75)

Its equations of state for p and µi are similar to U , but with different controlled

variables:

p = −∂A
∂V

∣

∣

∣

∣

T,{Ni}

(2.76)

µi =
∂A

∂Ni

∣

∣

∣

∣

T,V,{Nj}

. (2.77)

But as temperature is now a controlled quantity, entropy becomes a partial derivative

with a new equation of state,

S = −∂A
∂T

∣

∣

∣

∣

V,{Ni}

. (2.78)

When using the Helmholtz free energy, T , V , and {Ni} define the ensemble.

36



The Gibbs Free Energy G

Transforming away both entropy and volume yields the Gibb free energy

G(T, p, {Ni}) = U − TS + pV =
∑

i

µiNi. (2.79)

The partial derivatives are

V =
∂G

∂p

∣

∣

∣

∣

T,{Ni}

(2.80)

µi =
∂H

∂Ni

∣

∣

∣

∣

T,p,{Nj}

(2.81)

S = −∂G
∂T

∣

∣

∣

∣

p,{Ni}

. (2.82)

Here T , p, and {Ni} define the ensemble.

2.2.6 Stability of Free Energies and Additional Thermody-

namic Quantities

For a free energy F , the condition of stability must be slightly amended, as it was

generated from the energy using a Legendre transform. For an extensive variable X,

the stability condition is identical to that of the energy,

∂2F

∂X2
≥ 0, (2.83)

and the free energy is convex in X. However, for intensive variables x, the free energy

is concave in x:
∂2F

∂x2
≤ 0. (2.84)

The first derivatives of the free energies have been previously given a physical

meaning. The second derivatives also have physical meaning for certain free energies,

and in these contexts they are known as “susceptibilities”. Two important suscepti-

bilities are the heat capacity C, an extensive measure of the heat flow necessary to

change temperature,

C ≡ δQ

dT
= T

dS

dT
, (2.85)
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and the bulk modulus K, an intensive measure of the change in pressure upon ex-

pansion/contraction of the system,

K ≡ −V dp

dV
. (2.86)

Both assume a particular process is being carried out, the former that tempera-

ture is changing and the later that volume is changing, but knowledge of the other

constrained variable are necessary to convert these into proper thermodynamic quan-

tities. It is usually assumed that particle number is fixed, so the heat capacity may

be evaluated at fixed pressure Cp or fixed volume CV , and the bulk modulus may be

evaluated at fixed temperature KT or fixed entropy KS. Each quantity suggests a

natural ensemble,

KT = V
∂2A

∂V 2

∣

∣

∣

∣

T,{Ni}

(2.87)

KS = V
∂2U

∂V 2

∣

∣

∣

∣

S,{Ni}

(2.88)

CV = −T ∂
2A

∂T 2

∣

∣

∣

∣

V,{Ni}

(2.89)

Cp = −T ∂
2G

∂T 2

∣

∣

∣

∣

p,{Ni}

. (2.90)

The stability criteria requires all four of these quantities to be positive, and the specific

heat and bulk modulus must always be non-negative.

2.2.7 Ensemble Averages, the Microcanonical Ensemble, and

the Ideal Solution

Thermodynamics and statistical mechanics were founded to explain why macroscopic

phenomena exhibits predictable behaviors, even though the microscopic phenomena

are often chaotic at the atomic scale. The system will have at any given moment

some instantaneous configuration, its “microstate”. Classically, the microstate is some

function of the 3N position variables and 3N momentum variables, which combined
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denote its position in “phase space”20. The energy as a function of the microstate is

usually straightforward to write down, but the large number of degrees of freedoms

(scaling with number of particles) for a microstate makes this intractable for actual

computation.

For an isolated system, all thermodynamic state variables, including the energy,

remain constant. Though the microstate is continuously evolving, this evolution is

restricted to the set of all microstates with the same thermodynamic constrained state

variables, the “macrostate”. However, though the system is in a definite microstate

at any given time, if the laws of thermodynamics are valid, it shouldn’t matter which

microstate the system is in as long as it is consistent with the macrostate! This

suggest an assumption: as a calculational tool, it may be assumed that the system is

equally likely to be in any microstate consistent with the macrostate. The assumption

that the time average of the system is equivalent to the average over microstates is

known as “ergodicity”. Instead of working with a definite microstate, the system may

be taken to be a “microcanonical ensemble average”, with all possible microstates

associated with a given macrostate equally contributing.

The more possible microstates the system can be in, the more disordered it will

appear to an observer, suggesting that the number of microstates Ω(U, V, {Ni}) for

the given macrostate is related to the entropy. This insight led Ludwig Boltzmann

(1877) to propose that the entropy has a form

S(U, V, {Ni}) = kB ln Ω(U, V, {Ni}), (2.91)

where kB = 1.38× 10−23J/K is the Boltzmann constant. For systems with quantized

degrees of freedom (such as quantum mechanical systems or lattice models), the num-

ber of microstates can be explicitly enumerated (at least in theory). For continuum

20Here the Heisenberg uncertainty relation may be neglected, as the quantities of interest for phase

stability are ions, which under the Born-Oppenheimer approximation may be treated as classical

particles.
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models where the degrees of freedom are continuous, this becomes

Ω(U, V, {Ni}) =
∫

d3Nrd3Npρ({r}, {p})
ω0

, (2.92)

where

ρ({r}, {p}) =











C U − ∆
2
< H({r}, {p}) < U + ∆

2

0 otherwise

, (2.93)

ω0 is some constant depending only on particle number, H is the Hamiltonian, C is

some constant, and ∆ is an arbitrarily small quantity whose dependence should cancel

during the course of the calculation. Ω here is the volume of phase space occupied

by a energy range of width ∆ about U , renormalized by a “phase space volume per

microstate” quantity ω0.

To demonstrate a simple example of how the entropy function may be generate

from the number of microstates, take the simple concrete example of the binary ideal

solution or binary “lattice gas” model. The binary ideal solution consists of two

particle types A and B, with particle numbers NA and NB, constrained to lie on a

lattice with N = NA + NB sites. The particles are assumed to be non-interacting

and all lattice sites are equivalent, so that any particle may occupy any site. The

macrostate here corresponds to particle numbers NA and NB. The number of possible

microstates for such a macrostate is the binomial coefficient

Ω(U, V,NA, NB) =
N !

NA!NB!
, (2.94)

yielding an entropy of

S(U, V,NB, NB) = kB(lnN !− lnNA!− lnNB!). (2.95)

Ω should grow exponentially with number of particles for entropy to be an extensive

quantity, but in this form it does not. It is necessary to go to the thermodynamic

limit where N → ∞ to achieve the proper scaling of quantities. Using the Stirling

approximation lnN ! ≈ N lnN −N (valid for large N), the entropy reduces to

S(U, V,NA, NB) = kB{N lnN−NA lnNA−NB lnNB} = −NkB{xA ln xA+xB ln xB},
(2.96)
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where xi ≡ Ni/N is the concentration of species i. This form has the proper scaling

with N . This entropy is known as the “ideal solution entropy”, the “ideal entropy of

mixing”, or the “ideal entropy”. As it has a simple closed form, it is commonly used for

modeling, and most experimental measurements of entropy report the entropy as the

deviation from this ideal formula, known as the “excess entropy”. The ideal entropy is

the upper limit for entropy in lattice based models. Introducing interactions between

particles will cause particles to be either attracted or repelled from one another, which

will order the system in some way. This decreases the number of possible microstates,

decreasing the total entropy. This quantity is convex in xA = 1 − xB, is maximized

at xA = xB = 0.5, and is zero at xA = 0 or xB = 0, with tangent lines having infinite

slopes there. This also gives a measure of the scale of the entropy per particle for a

(binary) system, as s <= kB ln 2 ≈ 6× 10−5 eV/K.

Taking the derivative of entropy with respect to eitherNA orNB yields the relation

µα = kBT ln xα (2.97)

for species α =A or B. As the ideal solution is the conceptual basis of much of practical

thermodynamics, certain disciplines will generalize this relation for arbitrary systems,

in form

µα = kBT ln aα = kBT ln γαxα. (2.98)

a is known as the “activity” and γ the “activity coefficient”, the later measuring

deviation from ideality where γ = 1. For γ > 1, the system acts as if there are fewer

particles of a given species than there actually are, and for γ < 1, the system acts

as if there are more particles of a given species than there actually are, hence the

nomenclature. For an ideal solution at T > 0, the chemical potential for α at xα = 0

will be negative infinity, signalling a strong free energetic preference for the system

to absorb α if possible. If the system is brought into contact with any other system

containing α, equilibration will necessarily leech some of α from the other system. At

xα = 1, the opposite occurs. The chemical potential is 021, and the energy may freely

21More generally, it goes to some constant which may be set to be the zero of energy.

41



remove small quantities of α at no free energetic cost.

The preceding discussion was in fact a restatement of the principle of entropic

maximization and thus applies to arbitrary systems. To reach chemical equilibrium,

the equilibrium concentration in either system is given by integrating the Gibbs-

Durham relation 0 =
∑

iNidµi (assuming fixed temperature and pressure) for that

particular system combined with the constraint that the total particle number is fixed.

2.2.8 The Canonical Ensemble

Such explicit enumeration of the number of microstates will not be possible in general,

and the microcanonical ensemble is rarely used in practice. Not only is it theoreti-

cally difficult to work with, but it is experimentally impractical. Only for thermally

shielded systems might it be possible to say that energy is a fixed parameter. When

two normal system are brought together, their temperatures will equilibrate. If one

of the systems is sufficiently large, its intensive parameters should not be appreciably

affected by the equilibration process, and it acquires the moniker “reservoir”. If a sys-

tem is brought into contact with a reservoir, and the volumes and particle numbers of

both systems are held fixed (using rigid, impermeable containers, for example), then

one can use the reservoir to control the temperature of the system, as the system will

equilibrate to the temperature of the reservoir. The controlled quantities are now T ,

V , and {Ni} for the system, yielding the “canonical ensemble”.

Energy is no longer controlled, and will in fact fluctuate over time in both sys-

tems. In the microcanonical ensemble, it was argued that all microstates are equally

likely, and thus the probability to be in a particular microstates is Ω(E, V, {Ni})−1.

Via conservation of energy, additivity of the entropy, and the requirement that only

heat be exchanged between the system and the reservoir, it can be shown that the

probability for the system to be in a particular microstate with energy Ej in the

canonical ensemble is

pj = eβ(U−TS(U))e−βEj , (2.99)
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where U is the ensemble/time averaged energy of the system and β ≡ 1/kBT . As

probability must normalize to one and A ≡ U − TS,

e−βA =

∫

dE g(E)e−βE ≡ Z(T, V,N). (2.100)

where g(E) is the density of states of the system, and the second term becomes a

discrete sum in the case of quantized degrees of freedom. The quantity Z is known

as the “partition function”, and rewriting it yields the simple-yet-powerful relation

A(T, V,N) = −kBT lnZ(T, V,N). (2.101)

2.2.9 The Partition Function in Detail

It cannot be stressed enough how important the partition function is for statistical

mechanics. Though it may have a complicated closed form solution, in principle the

partition function can always be written down for any given energy model, and the

Helmholtz free energy can be calculated. For the values of pressure in most condensed

matter applications, below 10 GPa, the pressure dependence of the Gibbs free energy

is negligible, and the pressure may be safely taken to be zero. For zero pressure, the

Helmholtz free energy is numerically equal to the Gibbs free energy, and

G(T, p ≈ 0, {Ni}) = −kBT lnZ, (2.102)

where the free energy is now expressed in terms of variables (relatively) easy to

control experimentally. As the functional form of the Helmholtz (and Gibbs) free

energies form a fundamental equation in the proper ensembles, it follows that all

thermodynamic quantities may be derived from the partition function. For simplicity

in the following discussion, it will be assumed the partition function is a sum over

discrete states.

The energy spectrum of the system {Ej} must be bounded below for the system

to be stable. Thus there is some lowest energy E0, and it is common to factor this
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out of the partition function,

Z = e−βE0

∑

g(Ej)e
−β(Ej−E0) → e−βE0Z, (2.103)

where β ≡ 1/(kBT ), yielding a free energy of

A(T, p, {Ni}) = E0 − kBT lnZ. (2.104)

This redefinition of Z is equivalent to changing the zero of energy.

This new formalism gives the general behavior of any system with respect to

temperature. The probability that a system will have an energy Ej is

p(Ej) = g(Ej)pj = g(Ej)e
−βEj/Z, (2.105)

The quantity g(Ej)e
−βEj is known as the “Boltzmann factor”, and it is proportional

to the probability of occupation. The quantity kBT is an approximate measure of the

energy scale for the entropic contribution to energy, and how likely a state is to be

occupied is determined by its energy relative to kBT . Microstates with lower energies

will have a higher occupancy than states with higher energies, and the distribution

occurs in an exponential fashion,

pi/pj = e−β(Ei−Ej). (2.106)

In the T → 0 limit, only the microstates with the lowest possible energy E0 will be

occupied, and

A(0, p, {Ni}) = E0. (2.107)

Furthermore, at T = 0, the partition function will be equal to the degeneracy of the

ground state, Z = g(E0). At T = 0, the entropy is

S(0, p, {Ni}) =
∂A

∂T
= kB lnZ = kB ln g(E0). (2.108)

By the Third Law, S(T = 0)/N = 0, and the ground state of the system must have

sub-extensive degeneracy, limN→∞ g(E0)/N = 0. In this limit, the free energy of the

system is dominated by energetic effects: A ≈ U .

44



In recent years, this assertion has become controversial, as certain models for

geometric frustrated systems have degenerate ground states while seeming to obey

all other laws of physics and the first three Laws of Thermodynamics (including the

Zeroth). In all reported cases, this has been solved by inclusion of additional inter-

actions or different structures which break the degeneracies and restore agreement

with the Third Law of Thermodynamics. One famous example is Pauling’s model

for ice [41], and a brief digression here is needed. In conventional ice, H2O molecules

reside on a hexagonal lattice, with the oxygen atoms occupying the vertices. It is

optimal for the oxygen atoms to close their valence shell by bonding with two addi-

tional hydrogens from other H2O molecules. However, due to geometric frustration,

in the hexagonal lattice it is not possible to do this in a well-ordered structure, and it

is relatively simple to show the resulting disordered structure has a residual entropy

per molecule of s = kB ln 3/2 at 0 K, which was in line with experimentally observed

values. It turns out, however, that the ice we humans know and love is actually ice

Ih, one of the (at present) 14 different solid phases for H2O. The true 0 K structure

for ice is ice XI [42], a well-ordered orthorhombic variant of ice Ih with no residual

entropy, and thus the Third Law of Thermodynamics is preserved. Why this was

not observed is that ice Ih’s geometric frustration makes it difficult to undergo the

mechanism by which ice Ih transitions into ice XI, as each H2O is locally in the most

optimal state, and it is difficult to reach equilibration on experimental time scales.

This only highlights the necessity of using theoretical methods to understand phase

diagrams at low temperatures and not relying strictly on experimental results.

Nevertheless, this has caused some speculation that the Third Law of Thermody-

namics is not a physical law. Supporting this is the Third Law of Thermodynamics’s

status as a newcomer: it is the newest of the Laws of Thermodynamics, only appear-

ing in this form after quantum mechanics had already been formulated and the bulk

of statistical mechanics had already been derived. However, without the Third Law

of Thermodynamics, the universal tendency of materials to crystallize at low temper-
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atures would be accidental rather than fundamental22, violating the main unspoken

law of physics, “that which is not expressly prohibited will occur”.

As T → ∞, if the energy spectrum {Ej} is bound above, then

e−βEj → 1, (2.109)

which implies

Z →
∑

i

g(Ei) ≡ Nmicro, (2.110)

This suggest that the partition function has as a physical interpretation the number

of states that are thermally accessible. At 0 K, only the ground state is occupied, but

as temperature increases, more and more states become occupied, eventually reaching

full saturation in the T → ∞ limit. Indeed, in this limit all microstates are equally

likely to be occupied,

pj → 1/Nmicro, (2.111)

That all microstates are equally occupied suggests that the entropy should be maximal

in the high temperature limit. In this limit, the Helmholtz free energy becomes

U − TS = A→ −kBT lnNmicro. (2.112)

As U is bounded above and S is strictly increasing in temperature, for sufficiently

large T , U may be neglected, and A ≈ −TS; the free energy is dominated by entropic

effects. As this free energy is independent of U , the principle of entropic maximization

ensures that the entropy attained in this limit must be the maximum value attainable

for the system, which is

S = kB lnNmicro. (2.113)

The partition function also allows for the calculation of various quantities. Sup-

pose there is some physical quantity O that, for each microstate j, takes on a definite

22An important exception is quantum liquids like He4 which are the low temperature phases of

the associated system, however, their low temperature states are special low entropy superfluids.
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value Oj. If this observable is measured over a long enough time scale, by the princi-

ple of ergodicity, all states should be sampled according to the ensemble probability

spectrum. Then the measurement of O is given by the weighted average of the Oj

over the ensemble probability spectrum pj,

〈O〉 =
∑

j

pjOj =
∑

j

Oje
−βUj

Z
. (2.114)

In particular, the expectation value of energy is

〈U〉 =
∑

j

Uje
−βUj

Z
= −∂(lnZ)

∂β
. (2.115)

The expectation value 〈O〉 for an observable may be fixed due to symmetry consid-

erations. However, this does not imply that the observable must be fixed in time,

as it may fluctuate about its expectation value. A measure of the strength of its

fluctuations about 〈O〉 is its susceptibility, which generally has the form

χO ∝ 〈O − 〈O〉〉2 =
〈

O2
〉

− 〈O〉2 . (2.116)

By the principle of ergodicity, the averages in Equation 2.116 can be taken to be either

time or ensemble averages. An important example is CV , which may be calculated

using

CV = T
∂2

∂T 2
kBT lnZ =

1

kBT 2
(
〈

U2
〉

− 〈U〉2). (2.117)

If the free energy F = −kBT lnZ is given, the first equality may be used, and if the

time averages (obtainable from molecular dynamics simulations) or equivalently the

ensemble averages (obtainable from Monte Carlo simulations), are given, the second

equality may be used.

2.3 The (Classical) Theory of Phase Transitions

and Free Energy Modeling23

23References specializing in both classical and modern approaches (discussed in the next section)
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2.3.1 Phase Transitions: An Overview

The preceding implicitly assumed that that the free energy is differentiable, as various

measurable physical quantities were related to the derivatives of free energy. However,

it is not the case that the free energy of the system is everywhere differentiable. For

particular values of the constrained variables, some order of derivatives of the free

energy can be discontinuous, and abrupt changes will be seen in thermodynamic

quantities.

This leads to a formal definition of a phase. If there exists some chain of analytic

continuations of the free energy linking two sets of values for ensemble variables, then

the system is said to be in the same phase for both sets of ensemble variables. If no

such chain of analytic continuations link two sets of values for ensemble variables, the

system is said to be in different phases for those two sets of values. This would be

rather difficult to prove, and thankfully there is an easier way. If no such chain of

analytic continuations exist, there must be a “phase boundary” between two sets of

varibles where some order of derivatives of the free energy is undefined. If one finds

the phase boundaries, one has found the phases as well, and it is only necessary to

examine where the free energy of the system shows non-analytic behavior.24

2.3.2 Phase Competition and Free Energy Minimization

To understand why this occurs, it is important to note that thermodynamic stability

and thermodynamic equilibrium are not equivalent concepts. Returning to the ex-

ample of bulk carbon, the thermodynamically stable free energy has discontinuities

in derivatives when the graphite phase transitions to the diamond phase. However,

to phase transitions include [43, 44, 45, 46, 47], and a general treatment exists in all references

mentioned in the thermodynamics and statistical mechanics sections.
24It is not necessarily the case that discontinuities imply a phase transition, however. One example

is near the critical point for water, where the “phase boundary” between “liquid” and “gaseous”

phases abruptly ends, and an analytic continuation around the “phase boundary” endpoint can be

done, showing that liquid and gaseous water are in fact the same ”fluid” phase.
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the free energy of graphite does not abruptly end where the free energy of diamond

begins. As mentioned in the Introduction, a phase can be meta-stable and exist under

conditions where formally it is unstable. It is still in thermodynamic equilibrium, the

free energy can be written down, and the system can absorb heat and do work.

If more than one phase can be defined under the same set of conditions, which

one is thermodynamically stable? By the Second Law of Thermodynamics, it will be

the phase that maximizes entropy given constant energy or, equivalently, minimizes

energy given constant entropy. Suppose there are multiple possible phases, indexed

by α, and the system must be in one of these phases, which in the canonical ensemble

have free energies of:

A(T, V, {Ni}, α) = U(S, V, {Ni}, α)− TS(S, V, {Ni}, α). (2.118)

These phases are said to be “competing”. The right hand side is written in terms of

entropy and energy, and thus the principle of maximal entropy may be applied with

respect to α. The principle of maximal entropy holds U fixed, and the value of α

that maximizes S for this value of U also minimizes A. Therefore the stable phase at

constant temperature, volume, and {Ni} is the phase that minimizes the Helmholtz

free energy. This may also be done for the enthalpy and the Gibbs free energy in

their appropriate ensemble, yielding “the principle of free energy minimization”:

Given a set of competing phases, the thermodynamically stable phase is the phase

that minimizes the free energy in the appropriate ensemble.

Under this formulation, where a phase transition occurs, the free energy of the two

phases must be equal. As one moves away from the phase boundary in one direction,

one phase has a lower free energy and is stable, and as one moves in another direction,

another phase has a lower free energy and is stable.

This method seems different from finding discontinuities in some order of deriva-

tives in the free energy of the system. It is in fact equivalent, if the free energies of

each phase are assumed to be analytic functions25. Where a phase transition occurs,

25It is important to note that under this assumption the free energies of the phases are analytic,
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the stable phase will switch from one phase to the other. By the theory of analytic

functions, if at any point two functions have the same value for all orders of deriva-

tives, they must be the same function. That the phase has changed means that while

the free energies at the phase transition are identical, they are not the same function,

and at a phase boundary, some order of some derivative of the free energy of the

system must abruptly change, yielding discontinuities.

2.3.3 Phase Segregation, Coexistence, and the General Be-

havior of Phase Transitions

There is another possibility, that the system is in a state of “phase co-existence”

or “phase segregation”. Which one occurs depends on the dynamics of the phase

transition, and from the standpoint of free energy modeling they are equivalent26. In

either case, multiple phases i, each occupying a volume Vi with free energy Fi, may

appear in the system27. By extensivity, V =
∑

i Vi, where V is the total volume of

the system, and the free energy F of the system becomes

F (V, {Vi}, X, {Xi}) =
∑

i

Fi(Vi, Xi) ≡
∑

i

Vifi(xi), (2.119)

where for the sake of clarity only one other extensive variable X has been explicitly

included in the ensemble, Xi is its value for phase i, xi ≡ Xi/Vi, and fi ≡ Fi/Vi is

the free energy density. It is necessary to include at least one extensive variable X in

this definition, as if V were the only non-varying extensive variable, the system would

but the free energy of the system, the thermodynamically stable free energy, will not in general be

analytic.
26Formally, phase co-existence/segregation is considered its own phase separate from the phases

forming the expansion of its free energy. However, it is common informally to describe it as a

collection of multiple phases
27It is also possible for the same phase to segregate into co-existance between two sets of values

for ensemble variables if the free energy curve for the phase is not convex, but the formalism to

calculate this type of co-existance is identical to the one described here.
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always choose the phase with the lowest fi. xi here are unconstrained variables, and

the principle of free energy minimization may be invoked to determine their values.

As phase co-existence necessarily implies more than one phase, this system must

have some characteristic length scale where it is no longer homogeneous. However,

in the thermodynamic limit, this length scale has been washed out and the system is

considered a homogeneous mixture of the constituent phases.

The determination of the xi’s is accomplished using the process of “common tan-

gent construction”. Consider the case where only two phases A and B are likely to

co-exist, with free energies densities fA and fB. Assuming x is a conserved quantity

(i.e. externally constrained), all possible phase co-existence free energies have the

form

fA+B(x, xA, xB) =
1

xA − xB
((x− xB)fA(xA) + (xA − x)fB(xB)), (2.120)

where xA and xB are unconstrained, and without loss of generality it is assumed

xA ≤ x ≤ xB. This physically corresponds to a system with some mixture of phase

A at xA and phase B at xB, weighted to give the externally constrained value for

x. At x = xA, the system is completely in phase A, and at x = xB the system is

completely in phase B. This free energy curve ties the two phases together, giving it

the name “tie line” in the literature. The values of xA and xB that stabilize A and B

co-existence must minimize fA+B. A necessary condition is that fA+B(x) lies tangent

to fA at x = xA and fB at x = xB, as otherwise either xA or xB could be shifted to

further minimize the free energy.

This construction gives three possible behaviors for phase transitions. The first is

trivial: over the range of physically valid x, phase A always has a lower free energy

than phase B. No phase transition is observed in this case. The second case is phase

co-existence/segregation, where a tie line can be constructed between the two phases,

and this tie line smoothly transitions the system from one phase to the other. The

final case is the xA = xB case. That is, the two phases meet at some value x0 where

both the free energy and the first derivatives are equal, but for x > x0 the free energy
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of A exceeds B, and for x < x0 the free energy of B exceeds B. Here the phase

transition is abrupt.

2.3.4 The Landau Formalism for Phase Transitions

The tie-line construction characterizes the general behavior of a “first-order phase

transition”. One such example is melting ice in the Gibbs ensemble. As some con-

strained variable is changed (in this example, temperature), one or more first order

derivatives must experience a jump discontinuity (here, entropy and volume). This

does not imply that during the process the thermodynamic quantities are discontinu-

ous, rather that there is some subprocess (in this example, adding heat) where various

state variables smoothly vary while the values for the chosen ensemble variables re-

main fixed, and thus the free energy in that particular ensemble does not change.

While the subprocess is occurring, phase co-existence/segregation occurs (water co-

exists with ice), until eventually the entire system has converted from one phase to

another. From the viewpoint of a different ensemble (say, the microcanonical ensem-

ble whose “free energy” is entropy), the free energy will change during this subprocess,

this subprocess traversing the tie line between the two phases. Some kind of work

or heat is flowing into the system to cause it to change phase, even though from the

standpoint of the original ensemble (the Gibbs ensemble), the process appeared to

occur abruptly.

But not all phase transitions see jump discontinuities in first-order derivatives.

There are phase transitions where no jump discontinuities are seen until the nth

derivative, with associated names “second-order”, ”third-order”, etc. During the

phase transition, discontinuities and peaks emerge only in the nth derivative of the

free energy. In particular, the internal energy and the entropy remain constant,

earning the name “continuous phase transitions”. Unlike first-order transitions, there

is no observed phase co-existence and no work or heat flow. But something must be

happening to the system to cause it to undergo a phase transition.
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This puzzled physicists for a considerable length of time until Landau (1937) de-

vised his theory of symmetry breaking [48], which is now considered one of the corner-

stones of condensed matter physics. Landau hypothesized that what was changing in

the system was the symmetry, and he proposed a phenomenological method to model

the phase transition. This type of phase transition is known as an “order-disorder

transition” and occurs when a system goes from a low symmetry phase (order) to

a high symmetry phase (disorder). It is usually the case that the high tempera-

ture phase is the high symmetry phase due to entropic enhancement, but this is not

required by the laws of thermodynamics, and exceptions exist.

Landau proposed that the relevant quantity to study second-order and higher

phase transition was the “density function” ρ. The density function depends on the

system under consideration, and the only requirement is that its thermodynamic

average ρ0 obeys the symmetry operations of the system (and only those symmetry

operations) and that the free energy of the system be expandable in terms of ρ near

the phase transition point.

ρ0 is not a fixed quantity and will change as the constrained variables are varied,

but as long as it is in a particular phase, it will always obey that phase’s symmetry

operations. In the language of group theory, ρ0 belongs to the invariant irreducible

representation (invariant irrep) of the space group. However, at any time the instan-

taneous density function ρ = ρ0 + δρ differs from the thermodynamic average ρ0 by

an instantaneous fluctuation δρ.

The low symmetry phase and high symmetry phases will have different equilibrium

density functions, ρ0LS and ρ0HS. Landau’s insight was that at the phase transition,

the system must belong to both space groups simultaneously, hence the low symmetry

space group must be a proper subset of the high symmetry space group, known as

the “compatibility criterion”. Thus ρ0HS must satisfy all symmetry operations of the

low symmetry group (ρ0HS belongs to the invariant irrep of the low symmetry group)

but ρ0LS will only satisfy all symmetry operations of the high symmetry group at one
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point, the phase transition point (ρ0LS only belongs to the invariant irrep of the high

symmetry group at the phase transition point).

Define ρ0 ≡ ρ0HS + δρ. In the high symmetry phase, δρ = 0, but as one transitions

into the low symmetry phase, δρ will become non-zero, because if it did not, then the

high-symmetry and low-symmetry phases would have the same symmetry operations,

invalid by assumption. From the viewpoint of the high symmetry phase, δρ is a fluc-

tuation away from the thermodynamic average ρ0HS, as it will break some symmetry

of the high symmetry phase, but in the low symmetry phase it is viewed as part of the

thermodynamic average ρ0LS. That is, what was an instantaneous fluctuation in the

high symmetry phase has become part of the equilibrium density in the low symme-

try phase. The physical mechanism of a second-order (and higher) phase transition

is stabilization of a particular instantaneous fluctuation in the density function that

lowers the free energy.

One may characterize this δρ function, and thus whether the system is in a state of

order or disorder, using an “order parameter” η, a number related to δρ’s magnitude.

Assuming analyticity, the free energy can be expanded in a power series of η, from

which Landau used group theoretic and symmetry arguments to derive the form (as-

suming here for concreteness that phase transition is temperature-driven, and taking

the usual case where the high temperature phase is the high symmetry phase):

G = G0 +
A

2
(T − TC)η

2 +G4η
4 +O(η5). (2.121)

where A > 0 and G4 > 0. In particular, it is asserted that the η3 term must vanish

by symmetry, which in group theoretic language is the assertion that (δρ)3 does not

contain the invariant irrep for the high symmetry group, the “stability or Landau cri-

terion” [49]. This may be determined by usage of character tables and the appropriate

orthogonality relations from group theory without any knowledge of the physics of

the system. If this term is not excluded by symmetry, in all but the most patholog-

ical of instances, the phase transition associated with this symmetry transformation

is first-order.
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By construction, thermodynamic stability gives η a temperature dependence of

η =











√

−A(T−TC)
4G4

T < TC

0 T ≥ TC

. (2.122)

This leads to the well-known result that mean field modeling has a “critical exponent”

β = 1/2 for the dependence of the order parameter on temperature near the critical

point. Deviations away from this critical exponent are hallmarks of non-analytic be-

havior of the free energy. This non-analytic behavior only affects the free energy near

the phase transition point, and the mean field formalism generally overestimates the

critical temperature by 10-20%. Substituting this back into the free energy equation

yields

G =











G0 − A2(T−TC)2

16|G4|
T < TC

G0 T ≥ TC

. (2.123)

This free energy does not exhibit a jump discontinuity in the first derivative with

respect to temperature, the entropy, but it does experience a jump discontinuity of

A2TC/8|G4| in the second derivative with respect to temperature, the heat capacity.

Importantly, this jump discontinuity scales linearly with particle number, as A and

G4 (when expressed as extensive quantities) scale linearly with particle number. This

jump discontinuity does not disappear in the thermodynamic limit.

This jump discontinuity in the second derivative arises because the first and third

order terms are excluded by symmetry, and the second order term is linear in temper-

ature. If the coefficients for the free energy were expanded in other ensemble variables

p or {Ni}, it will still be the case that the third order terms must be excluded by

symmetry as this arose solely from group theoretic considerations, but the expansion

of the second order term may be constant or linear to lowest order depending on the

shape of the phase boundary. Thus the first derivatives for the ensemble variables

p and {Ni} must also be continuous at the phase transition point, and this phase

transition for this model is second order with the jump discontinuity in the “specific
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heat”, the heat capacity per particle, and possible discontinuities in other higher-order

derivatives.

2.3.5 Free Energy Modeling

So how are free energies obtained computationally? One way is through “free energy

modeling”. The fundamental characteristic of free energy models is that they are

phenomenological by nature. Formally, to derive the thermodynamically stable free

energy of the system, one would write down the internal energy and entropy dependent

on the 3N position variables and 3N momentum variables of the carbon atoms. The

full partition function is

Z =
1

N !~dN

∫

dr1...drNdp1...dpNe
−βU(r1,...,rN ,p1,...pN ), (2.124)

where d is the dimensionality of space. Alternatively, one could write down M many

equations linking these 6N variables to theM constrained ensemble variables, yielding

a total of 6N −M unconstrained variables, and minimization of the appropriate free

energy over the 6N−M unconstrained variables would obtain the thermodynamically

stable free energy.

Not only is this method prohibitive as N is in general very large, but it is in

many cases overkill, as for a solid phase, only a small portion of phase space will

meaningfully contribute to the free energy for the phase. That is, the Boltzmann

factor g(E)e−βE will be vanishingly small for all but a select regions of values for

xi and pi. For carbon, the two phases of interest are graphite and diamond. Both

graphite and diamond occupy a small portion of the configurational portion of phase

space, as they are solids with definite equilibrium lattice structures. It is not nec-

essary to know the behavior of the system at all possible locations in phase space,

only the behavior of the system in the regions of phase space that are expected to

contribute meaningfully to the partition function, due to the decaying exponential

in the Boltzmann factor. In addition, it is the phase with the minimum free energy
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that is thermodynamically stable. When determining stability, only the free energy

differences between two phases are relevant, simplifying the necessary modeling. As

the Gibbs free energy contains the ensemble variables most suitable for experiment,

it will be considered here in the p ≈ 0 limit, but free energy method applies for other

ensembles as well.

The relevant portions of phase space consists of equilibrium lattice structures,

the “configurational portion” of the free energy, and the shape of the free energy

function near the equilibrium lattice structures, the “phonon portion”. In addition,

by introducing temperature, thermal excitation of the electrons into higher energy

states is possible, yielding an “electronic portion” for free energy. If the assumption

is made that each of these contributions to the free energy are independent of the

other, then the associated partition functions will factorize,

Z = ZconfigZphononZelect, (2.125)

and the free energies will add linearly,

G = Gconfig +Gphonon +Gelect. (2.126)

The free energy of each portion may be calculated separately.

The Configurational Free Energy and Common Solid Phase Models

The configurational portion of the free energy depends on the equilibrium position of

the particle, and much of the art associated with free energy modeling comes from

determination of the right model for the configurational portion of free energy. If the

phase is a solid, the relevant portions of phase space can be expanded around a set of

positions for particles, or “configurations”. Modeling the configurational contribution

to free energy consists of determining what configurations are expected to contribute

appreciably to the free energy, then deriving energy and entropy functions accordingly.

Some of the most common configurational free energy models will be summarized

here. For the case of graphite or diamond, there is only one configuration in each case,
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the observed equilibrium lattice. The energy is U = uN , where u is the energy per

particle, and the entropy is zero, as a perfect lattice has no disorder. This is known

as a “well-ordered phase” and has a configurational contribution to free energy of

Gc(T, p,N) = uN . This type of free energy depends only on the total number of

particles N even for multi-species phases, as the requirement that the lattice be fixed

imposes constant ratios amongst the particle numbers of constituent species.

If a phase has multiple possible configurations, it is known as a “disordered phase”.

One example of a disordered phase has already been given, the binary ideal solution

model. For the more general ideal solution model where arbitrary number of species

are allowed, each configuration is a particular placement of the Ni particles of species

i on the lattice with N =
∑

iNi many sites. This formulation assumes the lattice

is fully occupied, as lattice vacancies can be handled naturally by labelling them as

a species. For this particular phase model, as there are no interactions, the energy

also has form uN , but there is an ideal entropy of mixing −NkB
∑

i xi ln xi, giving a

configurational contribution to the free energy of

Fc(T, p, {Ni}) = uN +NkBT
∑

i

xi ln xi. (2.127)

Yet another commonly used model is the regular solution model. This is an

empirical model where the energy portion of the free energy is fit to the equation (for

the binary case)

Uc(T, p,NA, NB) = N(a00 + a10xA + a01xB +
∑

i,j>0

ai,jx
i
Ax

j
B), (2.128)

where the constant and linear terms have been pulled out of the sum explicitly, and

it is assumed that the energy function has weak explicit temperature dependence28,

and the pressure is fixed. The generalization to multi-component systems is done by

including additional factors for each new specie into the sum. This form is commonly

28This explicit energy dependence may come from, for example, lattice expansion as temperature

increases moving particles farther apart. For fitting to experimental data, this constraint may be

relaxed.
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chosen to model a broad class of phases known as “solid solutions”. For solid solu-

tions, over a large range of values for compositions xi, particles occupy lattice sites

like the ideal solution, but some interaction energy term exists, U . Excluding the

constant and linear terms (which, as will be shown later, can be taken to zero), it is

commonly observed that the energies of these phases are roughly symmetric about the

“equiatomic composition” where all compositions are equal. One such function that

displays this symmetry is xAxB, yielding the lowest order term in the sum. Higher

order terms in the sum are used to fit asymmetries.

It is difficult to derive the entropy for such a model directly. However, the ideal

entropy of mixing serves as an upper bound for the entropy of a regular solution.

Furthermore, as the temperature increases, eventually the entropic contribution to

the free energy will dominate the energetic contribution, as the energetic contribution

is bounded. In this case, the ideal solution model will be recovered. This motivates

rewriting the entropy in form

Sc(T, p, {Ni}) = Sx(T, p, {Ni})−NkB
∑

i

xi ln xi, (2.129)

where Sx is the excess entropy. For phases with small Sx, the assumption of “ideal

entropy” is taken as a first approximation for modeling work, especially where no ex-

perimental data is available to determine the excess entropy. Under this assumption,

the configurational free energy becomes

Fc(T, p, {Ni}) = N
∑

ij

aijx
i
Ax

j
B +NkBT

∑

i

xi ln xi, (2.130)

where the constant and linear terms of the enthalpy have been set to zero. The final

model considered is the substitutional solid solution model with sublattice filling.

The ideal and regular solution models are effective for simple lattice types like face

centered cubic (fcc) and body centered cubic (bcc) where all sites are equivalent. For

more complicated crystal structures, different sites will not be equivalent. The crystal

may be decomposed into disjoint “site classes”, where each site within a site class is
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related by symmetry to every other site within that site class. One or more of these

site classes may form different “sublattices” of the lattice. If a sublattice has only one

species of particle, it is an ordered sublattice, and if it has more than one species of

particles, it is disordered. Defining the number of particles of species i on sublattice

j to be the unconstrained variables Nij, the total number of particles in sublattice j

to be the fixed quantity29 Nj, and the composition of specie i on sublattice j to be

xij ≡ Nij/Nj, under the ideal entropy assumption the entropy Sj of sublattice j may

be derived exactly as for the ideal solution, obtaining

Sj = −NjkB
∑

i

xij ln xij. (2.131)

The total configurational entropy of the system will then be

Sc =
∑

j

Sj = −kB
∑

j

Nj

∑

i

xij ln xij, (2.132)

where many of the xij’s will be 0 or 1, as energetic considerations only allow a few

site classes to exhibit disorder in a structure, if any. The energy of this system

will have some general form U(T, p, {Nij}), where again it is commonly assumed for

computational modeling that the energy shows weak temperature dependence and

p ≈ 0. Then the free energy for the system is

F (T, p, {Nij}) = U(T, p, {Nij}) + kBT
∑

j

Nj

∑

i

xij ln xij . (2.133)

However, this free energy depends on the unconstrained variables {Nij} (equivalently

{xij}, as {Nj} are held fixed), and by the principle of free energy minimization it

must be minimized over all unconstrained variables

F (T, p, {Ni}) = min
Nij

(U(T, p, {Nij}) + kBT
∑

j

Nj

∑

i

xij ln xij), (2.134)

subject to the constraint that every sublattice is fully occupied (Nj =
∑

iNij) and

every particle must appear in one and only one sublattice (Ni =
∑

j Nij).

29More precisely, Nj/N is fixed.
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A simple example of the substitutional solid solution model with sublattice filing

is modeling entropic stabilization of substitutional defects onto a sublattice. Placing

a defect, denotes as species i, onto a sublattice α will have an energy cost ∆E. If

this “cost” is negative, it will be energetically stabilized and occur at T = 0. Even if

this energy cost is positive, it is still possible to see this defect occurring via entropic

stabilization. If ∆E is small enough that at observable temperatures the entropic

energy associated with disordering sublattice α compensates for the energetic cost,

free energy minimization will stabilize some number of defects. For a binary system

with a sublattice with N ′ many sites and Nd many defects, the free energy will be

G = uN +Nd∆E +N ′kBT (xd ln xd + (1− xd) ln(1− xd)), (2.135)

where xd = Nd/N
′ is the defect concentration of the sublattice. The entropy has

an infinite slope at xd = 0, and therefore at all non-zero temperatures, free energy

minimization will stabilize some defects in such a system. For all finite temperatures

a solubility range exists for the phase, and in the high entropy/infinite temperature

limit, the phase will be perfectly disordered on this sublattice, with xd = 0.5.

That being said, substitutional solid solution models with sublattice filling will not

generally be stable at high temperatures, as they only reduce to the ideal solution

model (the high temperature limit for all lattice models due to its maximal entropy)

in this limit when no external constraints are put on any xij other than those imposed

by the lattice.

Which configurational model should be used? In order to propose a configurational

model for the free energy, one must know the behavior of the configurational energy.

If one has a candidate list of configurations, first principles calculations may be used

to generate configurational energies for the system. From these energies, one may

propose a free energy model and fit the free energy model to these energies. Often

some experimental data will exist to help guide selection of configurations, an example

being a phase having a solubility range but no indication how that solubility range

arises. Even in these cases, physical intuition is necessary to determine both the trial
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configurations and the resulting free energy model.

But why can first principles calculations be used, when several approximations

(truncated basis sets and functionals) have been used? Most quantities in physics

depend on energy differences. At a fixed composition, various errors in the total en-

ergy introduced by the pseudopotentials for particular ions and the functional for the

valence electrons will systematically cancel between two phases, and errors for differ-

ences in cohesive energies in first principles calculations are commonly less than 10

meV/atom. A back-of-the-envelope estimate ∆T ≈ ∆E/kB yields error bars of 100 K

in phase transition temperatures due to errors in cohesive energies. Though chemists

may balk at these error bars, for material scientists looking for initial guesses and

notoriously error-tolerant physicists, this is often sufficient to gain semi-quantitative

insight into the behavior of a particular system.

The Phonon Contribution to Free Energy

The configurational portion of free energy depends only on the equilibrium configu-

rations, the zeroth order term in the expansion of the free energy about equilibrium

positions. If the energy is truncated to second order, the behavior of the particles

near the equilibrium will be described by the phonon band structure, with a energy

of

E =

∫

dωρ(ω)~ω

(

n(ω) +
1

2

)

, (2.136)

where ρ(ω) is the phonon density of states at frequency ω30. It may be shown via

construction of the grand canonical partition function that the free energy for a single

phonon mode is

fω(T, p, {Ni}) =
~ω

2
+ kBT ln(1− e−β~ω), (2.137)

30Here the continuum approximation for the density of states is used, which may be converted back

to the discrete form previously given using delta functions, and equivalently may be approximated

from the discrete form using some form of smearing, commonly Gaussian.
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and, as in the harmonic approximation all phonons are decoupled, the total phonon

contribution to free energy is

fphonon(T, p, {Ni}) =
∫

dωρ(ω)

(

~ω

2
+ kBT ln(1− e−β~ω)

)

. (2.138)

The phonon contribution to free energy depends only on the phonon density of states,

and this quantity may be calculated from density functional theory calculations using

the supercell convergence method previously described.

For a well-ordered phase, the phonon contribution to free energy is straightforward

to calculate, as there is only one set of phonons about one equilibrium configuration.

For a disordered phase, even in the harmonic approximation, there are many possi-

ble equilibrium configurations, each with their own set of phonons, and no reliable

general method exists to determine the phase’s phonon contribution to free energy.

The crudest method is to take certain representative well-ordered equilibrium struc-

tures for the phase, calculate their phonon contributions to free energies, and then

average and interpolate these free energies to estimate the phase’s total contribution.

Another method, valid for simple phases like body-centered cubic, face-centered cu-

bic, and hexagonal close-packed, is to use a set of representative structures known as

“special quasirandom structures” (SQS) [50]. SQSs are formally well-ordered struc-

tures with relatively small unit cell size (some only eight atoms large) formed by

decorations of the associated lattices, but whose pair correlations and chemical en-

vironments mimic those of random alloys, allowing them to be used as disordered

phase “approximants” for fitting both configurational and vibrational free energies.

Finally, one may calculate the interatomic force constants between certain chemical

species, then perform computationally cheap (relatively to density functional theory)

Monte Carlo or molecular dynamics to generate a vibrational free energy from the

ensemble average. However, depending on the chemical system, the resulting fit for

force constants can suffer from a lack of transferability between different lattice types

or even different compositions.
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The Electronic Contribution to Free Energy

The easiest portion of the free energy to model is also the most frequently neglected

portion, the electronic portion. The Fermi exclusion principle applies to electrons,

and energy minimization at T = 0 K occupies states up to the Fermi level, with

states above the Fermi level unoccupied. The occupation of states at energy E obeys

Fermi-Dirac statistics

f(E, T ) =
1

eβ(E−EF ) + 1
, (2.139)

where EF is the Fermi energy for the system. For higher temperatures, the electronic

states are partially occupied by electrons, and this partial occupancy is a disorder

that yields an associated entropy. This entropy may be derived in an analogous way

to the ideal solution entropy, yielding the equation

Se(T, p, {Ni}) = −NkB
∫

dE ρ(E)

(

f(E, T ) ln f(E, T )+(1−f(E, T )) ln(1−f(E, T ))
)

,

(2.140)

where ρ(E) is the density of states at energy E, where care must be taken to make

sure it is properly normalized so that the electronic free energy properly scales with

total number of particles N31. The electronic energy is

Ue(T, p, {Ni}) = N

∫

dE ρ(E)f(E, T ). (2.141)

yielding a electronic contribution to free energy of

Fe(T, p, {Ni}) = Ue − TSe. (2.142)

However, the configurational contribution to free energy already contains the elec-

tronic energy at 0 K, so the electronic contribution should be amended to Fe(T, p, {Ni})−
Fe(0, p, {Ni}).

31Often experimental work will normalize per volume and computational per particle, which is

the normalization assumed here.
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Unlike the configurational and phonon contributions to free energy, the electronic

contribution has formally exact equations32 that are simple to calculate computa-

tionally. However, for an insulator or semi-metal, the Fermi level lies in a band gap,

and the temperatures necessary to see significant excitations across the band gap will

be commonly be much larger than the melting temperature for the solid phase of

interest; for (undoped) silicon’s relatively small band gap of 1.1 eV, the Fermi level

being in the middle of the gap yields a characteristic excitation temperature around

6500 K. Even for metals, where no band gaps exist to suppress excitations, much

of the density of states between two different phases will be similar due to similar

bonding characteristics. The difference in the electronic contributions will be small,

often on the order of ∆Fe/N being a few meV/atom. This is on the order of the error

expected for first principles calculations, and the electronic free energy contributions

are commonly ignored.

2.3.6 The Convex Hull

One important class of phase transitions is driven by “alloying”, where a set of chem-

ical species are brought together, each with some number of particles Ni, and the

thermodynamically stable phase is desired. The free energy should be expressed as a

function of the relative chemical concentrations {xi}, as all possible phases have iden-
tical scaling in total number of particles, N =

∑

iNi. To eliminate the dependence

on N , it is more natural to work with “Gibbs free energy per particle”,

g(T, p, {xi}) = G(T, p, {Ni})/N. (2.143)

For purposes of stability, {xi} functions like extensive constrained variables (as they

were not obtained by performing Legendre transforms), and the Gibbs free energy per

particle is convex in {xi}. There is a freedom of choice of zero for free energy at every

32Though it should be noted that for density functional theory, the Kohn-Sham eigenvalues are

not the true electronic energy eigenvalues.
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set of values of {xi} as long as this choice does not change free energy differences

between phases or affect the stability criteria.

The choice of zero is commonly taken to be the tie line between the T=0 stable

phases for the pure elements. For each species i, the T=p=0 stable phase has an

energy per particle ei, which is equivalent to the Gibbs free energy per particle under

those conditions. The difference in energy per particle between a particular phase and

phase co-existence between the pure species, one of its competing phases, at T=p=0

is

∆h({xi}) = g(0, 0, {xi})−
∑

i

xiei. (2.144)

∆h is known as the “enthalpy of formation’ and is the energetic portion of the con-

figurational portion of the free energy. This quantity is important because it can

be calculated explicitly by first principles methods and, as an energy difference, has

physical meaning, unlike the total energies which depend on the zero of energy cho-

sen by the pseudopotential used. When the enthalpy of formation is negative, free

energy minimization will favor alloying into the new phase when the pure species are

brought together at T=p=0 (assuming no other phase has a lower free energy), and

when the quantity is positive, alloying into this particular phase at T=p=0 will not

occur. It should be noted that for T 6= 0 and p 6= 0, the enthalpy of formation for

the pure elements will not be 0, as the enthalpy of formation is measured relative to

the T = p = 0 values for the pure elements.

The general form of the Gibbs free energy per particle is then

g(T, p, {xi}) = ∆h({xi})− Tsconf(T, p, {xi}) + gphonon(T, p, {xi}) + gelec(T, p, {xi}).
(2.145)

To determine what phases are stable, these Gibbs free energies per particle may be

plotted and the common tangent construction used to determine phase co-existence/stability

regions. As the Gibbs free energies per particle are convex in composition, the result-

ing free energy for the system will be convex, giving it the name “convex hull”.
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2.4 Ensemble Average Approaches: Monte Carlo

and Molecular Dynamics

2.4.1 Ensemble Average Approaches for Phase Transitions:

An Overview

The previous section was primarily concerned with free energy modeling. While free

energy modeling is a useful tool for constructing phase diagrams and understanding

the underlying physics, as has been repeatedly stressed it is encumbered with various

approximations. Most important is the assumption that configurational entropies

are either solid-solution-like or zero. These two assumptions are partially physically

motivated, as the former is valid at high temperature when the internal energy scale

is negligible to the entropic scale, and the later is valid at low temperature when the

internal energy scale dominates the entropic energy scale. Realistic systems at finite

temperatures, of course, live somewhere in between, and the real reason these assumed

forms are used is because they are simple and roughly “get the physics right”.

Additionally, the mean field approximation is commonly taken for free energy

models. As shown in the section on the Landau formalism, this yields particular values

for exponents for certain quantities as they approach the critical point, independent of

the underlying physics of the system. For example, in a temperature-driven transition,

the order parameter in the Landau formalism depends on temperature in a |TC −T | 12

fashion as one approaches the critical temperature from one side (commonly the low-

temperature side). In the language of critical exponents33, β = 1
2
. The derivation

of this relationship, as one will recall, was quite general, depending only on the

assumed analyticity of the free energy with respect to the density function and some

reasonable constraints on the coefficient expansions. If this result seems too simple,

33That β is used both for the inverse temperature and the critical exponent for the order parameter

is unfortunate, but in practice its meaning is clear from context.
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that’s because it is. Most real systems have β 6= 1
2
.

There are other ways to model a phase transition, however. One underlying as-

sumption for all equilibrium thermodynamics is ergodicity, that the ensemble average

is equivalent to the time average, and it is ensemble averages that are the primary

quantities of interest in statistical mechanics. Recall that the construction of the

partition function was nothing but a formalism for taking the ensemble average in

the canonical ensemble, from which one may derive the associated free energy. Free

energy modeling skips directly to the final step, but with the partition function al-

ways lurking in the background, at least conceptually. However, one may also take

the ensemble average of the system directly, or equivalently, the time average of its

dynamics. The former is commonly done using “Monte Carlo” simulations, and the

later using molecular dynamics simulations. While these two methods require an

assumed energy model, they make no assumption on the form of the entropy or the

analyticity of the free energy, and non-ideal entropies and non-mean field critical ex-

ponents can be obtained from them. In particular, first principles calculations can

be used to derive an energy model (or as an energy model) with a high degree of

accuracy. The price one pays is that both of these methods are statistical in nature,

and some statistical error is always present, though diminished as one runs the sim-

ulations longer34. In this section, a brief discussion of the modern theory of phase

transitions and critical exponents will be presented to motivate the usage of these

methods, these two methods will be discussed, and finally finite size scaling will be

presented.

34This is the primary reason methods using energies taken directly from first principles do not yet

dominate this field: such calculations are relatively slow compared to methods like cluster expansions

the Embedded Atom Method (EAM), and one trades accuracy of the energy model with statistical

error due to a limited sample set.
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2.4.2 The “Modern” Theory of Phase Transitions and Crit-

ical Exponents

To understand why methods other than classical free energy modeling are necessary

to explain the behavior of a second-order phase transition near the critical point, an

(extremely brief) discussion of the “modern” theory of phase transitions is appropri-

ate. As the Landau formalism is a mean field formalism, the failure to obtain the

right critical exponents arises from the assumption that a macroscopic local quantity,

the density function, is relevant. That is, the pairwise correlation function (a measure

of deviation from locality) may be approximated as

G(r) = 〈σ(r)σ(0)〉 − 〈σ〉2 ≈ 0, (2.146)

where here we will use the example of spins σ in an Ising model in a temperature-

driven phase transition, and it is assumed all spins are equivalent so only the magni-

tude of the displacement vector r contributes. Empirically, it is found that for large

r, far from the critical temperature TC , G(r) takes the form

G(r) ∝ e−r/ζ , (2.147)

where ζ is the “correlation length”. The correlation length defines a length scale

for the system in the sense that if one is looking at large enough distances, this

quantity is essentially zero, and the fluctuations in the system are negligible. As

thermodynamics is only formally defined in the infinite length limit, were ζ to be

constant, this relation would support the usage of a mean field approximation. More

specifically, the true behavior of the system could be reached as a perturbation away

from the mean field behavior, this perturbation incorporating the pair-correlation

function with finite spacial extent.

But ζ is not constant. In particular, it is found empirically that the correlation

length diverges near the critical temperature as

ζ(T ) ∝ |T − TC |−ν . (2.148)
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For any given length scale, there is some temperature near the critical temperature

where fluctuations are non-negligible, and at the critical point, fluctuations appear on

all length scales. At the critical temperature, for large r the pair correlation function

converts from an exponential form to a power law form:

G(r) ∝ 1

rd−2+η
, (2.149)

where d is the spacial dimension and η is another critical exponent. No fundamental

length scale exists in this pair-correlation function, a phenomena known as “scale-

invariance”35. The existence of fluctuations at all length scales introduces essential

non-analytic behaviors in the system, yielding differing critical exponents from the

Landau formalism. Explicitly reintroducing these fluctuations to formally recover

the true behavior of system requires renormalization group theory, field theoretic

methods, and the associated Feynman diagrams. While these methods have been

indispensable for understanding the behavior of the laws of physics near a phase

transition, at present they remain too formal to understand the behavior of many

real materials near a phase transition.

The critical exponents ζ, ν, and η are not defined in mean field/Landau formal-

ism, as they all deal with the behavior of the correlation function, which is assumed

negligible in the mean field/Landau formalism. Two other critical exponents more

relevant to this work, α and β, relate to the specific heat C

C ∝ |T − TC |−α, (2.150)

where α = 0 in the Landau formalism (the specific heat from either side of the critical

temperature approaches constant though differing values) and the order parameter

M36

M ∝ |TC − T |β, (2.151)

35However, there is always a lower length scale defined by the lattice.
36The order parameter is here denoted as M instead of η as before to avoid confusion with the

critical exponent for the pair correlation at the critical point.
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where β = 1
2
for mean field/Landau formalism.

Some comments are necessary before moving on. These critical exponents are easy

to define but difficult to measure experimentally or computationally, as they require

power law fitting in a small range around the critical temperature. This is difficult

to do reliably, as large fluctuations are a feature of systems in the critical region.

Furthermore, all critical exponents are defined for the asymptotic behavior near the

critical points. The actual behavior includes “corrections-to-scaling” terms that may

need to be accounted for, and it is possible for a fit to an assumed power law without

correction-to-scaling terms to give faulty exponents.

Second, it may be shown via renormalization group theory that “universality

classes” exist: classes of phase transitions with wildly differing physical implementa-

tions that nevertheless share identical critical exponents due to an underlying sim-

ilarity in the free energy function. This may not seem especially noteworthy when

considering the universality classes of the 2D Ising model and the mean field/Landau

formalism, whose critical exponents have been derived exactly as simple fractions. It

is the (epistemologically unjustified) basis of theoretical physics for differing systems

to have the same underlying simple behavior given by simple fractions and physical

constants, after all. It is more surprising for other models, such as the 3D Ising

model, whose critical exponents have no known formal solution, and whose present

estimates do not appear to be simple fractions. Such behavior is usually a hallmark

of essential underlying physics, varying from system to system. Nevertheless, to the

measured degree of accuracy, these “non-simple” critical exponents are the same for

all system in the universality class37. An extensive review article38 on renormalization

group theory for spin systems, including estimates for critical exponents for various

universality class, may be found at [51].

37This surprisingly agreement between different physical systems with “non-simple” critical expo-

nents was one of the main driving forces behind formation of the modern theory of phase transitions.
38As a personal aside to any starting graduate students reading this thesis, a good review article

is worth its weight in rhodium.
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2.4.3 Metropolis Monte Carlo and Molecular Dynamics

The most common method used for ensemble averaging is known as the Monte Carlo

method. As its name suggests, in this method, phase space is sampled randomly,

but in such a way that the relative likelihood for the system to be sampled in two

(micro)states A, (pA) and B (pB) is the ratio of their Boltzmann factors (in the

canonical ensemble):
pA
pB

= e−βAEA+βBEB , (2.152)

where Eα and βα are the energies and inverse temperatures for state α.

As is commonly done, it will be assumed here that it is a lattice model: the system

consists of identical vertices on a lattice, these vertices may take on discrete values,

i.e. “spins”, and the energy is any arbitrary function of these spins.39.

First, the system is initialized into some initial state, and its energy Eold is calcu-

lated. The initial state can be any state, but it is common to begin in a completely

randomized state to reduce the probability of getting stuck in an local energy min-

imum, as will be discussed later. Next, a proposed configuration is chosen, and its

energy Enew is calculated. For a lattice method, it is common to “flip” one of the

spins, that is, change one of their values, but any proposed configuration will suffice

as long as the method used to generate the choice satisfies ergodicity and detailed

balance (discussed below). The proposed configuration is accepted with probability

paccept =











1 Enew ≤ Eold

e−β(Enew−Eold) Enew ≥ Eold

. (2.153)

Whether or not the proposed configuration is accepted, the new configuration is

recorded. This process of choosing of proposed configurations, acception/rejection,

39Though this is the canonical example of the Metropolis method, the method is no means re-

stricted to lattice methods. In fact, the original Metropolis paper[52] was concerned with the motion

of particles confined to a square under a two-body potential, and the “spin flips” were random dis-

placements of said particles.
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and updating of the configuration is repeated to satisfaction. The expectation value

for any quantity Q is then given by

〈Q〉 =
∑

i

piQi, (2.154)

where the sum is taken over all configurations observed, pi = Ni/N is the probability

of observing configuration i (where Ni is the number of times configuration i was

observed and N is the total number of proposed configurations), and Qi is the value

of Q in configuration i. The error in this quantity is on the order N−1/2, and one may

obtain more accurate estimates by increasing the number of proposed configurations.

An important exception is near critical points for second-order phase transition, as

“critical slowdown” is caused by large-scale, long-lifetime fluctuations, and much

longer runs or modified methods (such as Ferrenberg-Swendsen [53, 54] or Wang-

Landau [55]) are necessary to accurately resolve the statistics.

Of particular importance for thermodynamics is the expectation value for the

energy

〈E〉 =
∑

i

piEi, (2.155)

which may be calculated at essentially no computational cost by storing the values

for energy as they are calculated, and the specific heat40, which is calculated via

C =
1

kBT 2
(
〈

E2
〉

− 〈E〉2) = 1

kBT 2

∑

i

pi(Ei − 〈E〉)2. (2.156)

To recover the canonical ensemble, we must satisfy Equation 2.152. To prove this,

note that the change in the frequency/probability of a state A at a given time using

the Metropolis rule is given by a simple flux-like equation

dpA
dt

=
∑

B,EA<=EB

[pB − pAe
−β(EB−EA)] +

∑

B,EB<EA

[pBe
−β(EA−EB) − pA], (2.157)

40Whether this quantity is CV or Cp depends on the details of the simulation, but commonly the

lattice is held fixed.
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where B is the set of all other possible states of the system. When the statistics of

the Monte Carlo simulation have suitably converged, the steady state has been reach

and this quantity will be zero. Assuming “detailed balance”, each individual term

may be taken to be zero, yielding Equation 2.152.

A second requirement of Monte Carlo methods is that it be ergodic, and in par-

ticular it must be possible to reach any configuration in phase space from any other

configuration in phase space by the chosen method for generating candidate struc-

tures41. The previous example of taking one spin and flipping it obviously satisfies

this condition, as one may move from one configuration to any other configuration

by sequentially flipping all spins in the system to the values assumed by the second

configuration. It is not necessary that this be likely, only that it be possible.

However, one important (practical) flaw with Monte Carlo is that it is possible

to get stuck in “local energy minima”. That is, for particular configurations, the

chosen method for generating new configurations gives small probabilities of accepting

any new proposed configuration, and for finite times, the system will remain in the

original configuration. The ensemble averaging will then assign the configuration

an incorrectly large weight over all of phase space, though correctly assigning the

configuration a higher relative weight than previously proposed configurations. In the

previous example, it may be the case that flipping any individual spin gives extremely

low probability to leave the present configuration, but flipping two or more spins

simultaneously is energetically preferable and gives a higher probability of leaving

the present configuration. This is not a formal issue with Monte Carlo, as in the

infinite time limit where Monte Carlo is formally defined, eventually the system will

leave any configuration, and ergodicity ensures that the proper ensemble average will

be obtained. However, no professor (that I know of) has funding for a graduate

student for an infinitely long project. One way to get around problems with local

41This last condition is commonly referred to as “ergodicity”, but strictly speaking this is only a

necessary condition of ergodicity.
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energy minimums is to try different types of spin flips, for example, alternate between

flipping one spin and flipping multiple spins. As long as sampling of all of phase space

is possible via any of the types of the spin flips, sampling of all of phase space will be

possible by the collection of spin flips in any combination of relative frequencies, and

it is often the case that a smart choice of infrequent “auxiliary” spin flips can break

the system out of a local energy minimum.

The second common method to generate ensemble averages is molecular dynamics

ensemble averaging. The assumption of ergodicity demands that time and ensemble

averages be equivalent. As long as molecular dynamics is properly implemented in

a suitable ensemble, one may simply run a molecular dynamics simulation, generate

configurations in this manner, then use the same ensemble averaging equations as the

Monte Carlo case to find thermodynamic quantities. This can be more efficient than

continuum Monte Carlo because it intrinsically favors low energy phonon modes.

Additionally, it can be efficient for first principle methods using wavefunction pre-

diction. Molecular dynamics averaging works well for well-ordered structures where

particles are expected to oscillate around the unique well-ordered equilibrium struc-

ture. However, for disordered structures, molecular dynamics ensemble averaging has

the difficulty that it is easy to get stuck in particular energy minimums, as the energy

landscape is riddled with energy barriers; even relatively simple events like atomic

species swaps require a coordinated motion of two particles moving through the po-

tential generated by other particles. By occasionally interspersing Monte Carlo steps

between molecular dynamics steps, “hybrid Monte Carlo/molecular dynamics”, one

may overcome these energy barriers via the Monte Carlo steps while incorporating

the phononic contributions to free energy via the molecular dynamics steps.

2.4.4 Finite Size Effects

While Monte Carlo and molecular dynamics methods allow a greater degree of accu-

racy over free energy models, primarily due to a lack of assumed form for the entropy
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function, these two methods suffer from the imposition of a finite size cell. From

free energy models, which are defined in thermodynamic limit, one may recover non-

analytic behaviors in the thermodynamically stable free energy, as has already been

seen in the Landau formalism. However, for finite sized systems, only a finite number

of degrees of freedom exist, and the full partition function (Equation 2.124), as an

integral of an analytic function over a finite number of variables, must itself be an

analytic function for all parameters (except for the extremal values of T and V ). That

is, every finite system exists in only one phase for finite temperatures and volumes.

So why use such methods in the first place? Recall that the primary mechanism

for a phase transition in the classical theory of phase transitions is the nucleation of

a phase via a particular fluctuation that grows to destabilizes the entire system, and

the growth of scale invariant fluctuations in the modern theory of phase transitions.

This partially explains why a finite system cannot undergo a phase transition, as

its finiteness only allows for a finite size fluctuation. Increasing the size of the cell

increases the size of the possible fluctuations, bringing the system closer to the infinite

size limit. This phenomenon goes under the name of “finite size effects”.

One particularly important class of finite size effects is “peak scaling”. The most

common method to determine the existence of a (temperature-driven) phase tran-

sition is to find a discontinuity in the specific heat. For any finite size system, the

specific heat will always be continuous and finite. One cannot determine whether a

phase transition occurs in such systems from a single cell size, as it is possible for the

specific heat to have a finite peak with no phase transition occurring at that peak.

The hallmark of the phase transition is an essential discontinuity in the specific heat

peak. Where a phase transition occurs, the peak will approach the infinite size limit

as the cell size increases, that is, the peak height will increase in height as a function

of the cell size. Assuming a cell with uniform side length L in dimensionality d, in

a second order phase transition, a relatively simple scaling argument may be used

to show that the peak grows like Lα/ν , where the factor of ν arises from the limited
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cell size reducing the correlation length [47]. In a first order phase transition, a more

complicated argument shows that the peak grows like Ld, the number of particles.

For the case of second-order phase transitions, this also gives a hint as to the

universality class of the phase transition. If one is unclear as to what type of phase

transition the system is undergoing, one may use the peak scaling to find α/ν to

suggest a universality class. Finding the universality class suggests a type of broken

symmetry (Ising: inversion, Potts: n-fold rotation, etc.) for the unknown order

parameter, which combined with the physics of the system under consideration may

lead to candidate order parameters.
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Chapter 3

On the Structure of Boron

Carbide1

3.1 What is Boron Carbide?

Boron carbide is a mundane material at first glance. It was discovered accidentally

in 1864 and was assigned the chemical formula “B4C” in 1934 [58]. It is one of the

hardest materials known to man and has a low density, as boron and carbon are

second row elements, with applications as diverse as padlocks and tank armor. It is

not a particularly rare material, producible by chemical reactions

2B2O3 + 7C → B4C + 6CO (3.1)

or

2B2O3 + 6Mg + C → B4C + 6MgO, (3.2)

with production exceeding 500 tons per year in 1990 [59]. It can be used as a neutron

absorber and has been used in control rods and shielding for nuclear reactors. Even

its associated phase diagram, reproduced in Fig. 3.1, is mundane at first glance,

1Much of this chapter has been adapted from my papers “Prediction of Orientational Phase

Transition in Boron Carbide” [56] and “A Free Energy Model of Boron Carbide” [57].
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containing a single phase labeled “B4C” with a nearly constant solubility range from

8.6% to 18.8% C [5, 60] from the lowest listed temperature of 1000 K to 2075 K,

the solid phase transitioning to liquid by 2450 K. Such an ordinary mass-produced

material cannot be nearly as interesting as, say, graphene2.

In fact, the structure of boron carbide is a 150-year-old puzzle. X-ray and neutron

diffraction experiments in the 1940s [61, 62] showed that boron carbide, being boron

rich, inherits boron’s complicated crystallographic structure, constructed out of build-

ing blocks of icosahedra3 with additional three atom chains. Icosahedra are one of

2There, I said it.
3It should be noted that due to the Jahn-Teller effect and crystalline packing, the icosahedron

Figure 3.1: Assessed phase digram of the boron carbide system [5].

79



the structural motifs possible for close-packed structures (along with octahedra and

tetrahedra), however, due to their forbidden five-fold symmetry, they generally do not

appear in 3D periodic structures, and when they do, the resulting structure cannot

achieve close packing4. As boron is a covalent valence 3 element, its electron deficiency

is so strong that it sacrifices global close-packing to maximize the number of local

neighbors, favoring icosahedral ordering and forming unique non-directional “three-

atom-two-electron” bonds [63]. These unique bonds share two electrons amongst the

three borons forming the vertices of triangular faces of the icosahedron. Longuet-

Higgins and de V. Roberts [64] showed that such an icosahedron require 38 electrons

to optimize bonding, 26 to satisfy the icosahedron’s internal bonding orbitals and

12 to bond covalently outside the icosahedron. As each icosahedron has 36 valence

electrons, two orbitals are left unoccupied. Attempting to occupy these orbitals gives

rise to pure elemental boron’s complicated crystallographic structure, which is still a

matter of active debate [65, 66, 67].

The icosahedra in boron carbide are arranged on the corners of a rhombohedral

cell, with covalent bonds between the icosahedron (filling the 12 external covalent

bonds on each icosahedron) and with the three atom chain in the center of the cell,

this chain aligned with the (111) axis. Shown in Figure 3.2 are the primitive cells

for two chemical orderings on this lattice. Although it is useful to decompose boron

carbide into these structural elements to conceptualize the material and to identify

particular types of ordering, it is still unknown whether inter-icosahedral or intra-

icosahedral bonds are stronger. Some variant structures exist, in particular a proposed

structure [68] for a boron-rich structure where the three atom chain is replaced by

a four atom chain with a significant amount of disorder on the center of the chain,

are distorted, but as this distortion remains consistent with the space group this will not affect this

discussion in any way.
4When either the constraint that space be flat 3-dimensional or the structure be periodic is

relaxed, it becomes the dominant structural motif for all close-packed systems, appearing in quasi-

crystals, amorphous materials, and liquids.
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(a) B13C2 (b) B4C

Figure 3.2: The two predicted 0 K structures. Green denotes borons, grey denotes

carbons on the chain terminator sites, and pink denotes carbons on polar sites.

containing two boron in a plane perpendicular to the chain, but this basic structural

motif of icosahedron+chain has been accepted in the literature for over 70 years.

This only defines the lattice; it is still necessary to decide where the carbon and

boron reside. The two usual ways to identify ordering on a lattice are X-ray and

neutron diffraction. However, boron and carbon have similar atomic numbers, 5 and

6 accordingly, and it is difficult to distinguish the two reliably from X-ray diffraction.

As for neutron diffraction [69], two stable isotopes of boron exist, 10B and 11B. The

later, more common (80%) isotope has a (bound coherent) scattering length of 6.65,

nearly identical to that of 12C, 6.6511. The former, less plentiful (20%) isotope is the

81



neutron absorber previously mentioned (-0.1-1.066i), and hence neutron diffraction is

difficult to observe.

It is still possible to determine the symmetry of the structure from the diffraction

patterns, and “B4C”
5 is observed to have the maximum symmetry possible for a

rhombohedral cell: space group R3m (#166) and a Pearson symbol hR15 [61, 70,

71]. This structure has four site classes in the primitive cell: six polar sites on the

icosahedron that link the icosahedron together, six equatorial sites on the icosahedron

that link the icosahedron to the chains, two terminator sites on the chain that lie on

the ends and bind to the equatorial sites of the icosahedron, and one chain center

site that lies at the center. Inversion centers exist both at the chain center and the

center of the icosahedron. As this “B4C” phase is nominally 20% carbon, it should

have three carbons per primitive cell. There is only one such well-ordered placement

of three carbons that preserves the full rhombohedral symmetry: putting all three

carbons on the chain [61, 62]. It was proposed that part of the observed solubility

range below 20% carbon of the phase was replacement of the chain center carbons

with boron, again preserving rhombohedral symmetry [72]. However, this proposal

does not explain the full phase behavior, as full substitution on the chain center yields

a structure with 13.3% carbon, and the carbon-poor phase boundary resides at 8.6%

carbon.

Nuclear magnetic resonance studies casts doubt onto this ordering, as they re-

ported that up to 60% of the chain centers were occupied by boron in the “B4C”

structure [73]. It has been subsequently confirmed that the C-C-C chains are ener-

getically unfavorable, and after a considerable amount of argument back and forth in

the literature (including a model proposed by Emin, where the phase is stabilized by

bipolarons [74]), the general consensus of the community is that the dominant chain

configuration for the high-carbon limit of the “B4C” phase is C-B-C, that the excess

carbon resides on the icosahedron and prefers the polar to the equatorial site, and the

5The reason for the scare quotes will become obvious later.
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system preferentially replaces the icosahedral carbon with boron as one moves away

from 20% carbon.

But here again we run into a problem. The well-ordered structure where two

carbons occupy the chain centers and one occupies the polar site has monoclinic

symmetry: space group Cm (#8) and Pearson symbol mC30. While at temperatures

above 0 K one may recover a rhombohedral symmetry by occupying all six polar

sites with equal probability, if the Third Law of Thermodynamics is correct, this

disordered rhombohedral structure cannot be the 0 K structure, as the disordering

of the carbons on polar sites yields an extensive entropy. Furthermore, as the third

law of thermodynamics prohibits a solubility range at 0 K [75, 9], the phase at 20%

carbon must reduce to a single well-ordered phase at 0 K. Due to the change in

symmetry, one cannot go from the observed rhombohedral phase to this well-ordered

monoclinic phase without going through a phase transition. In addition, the stability

region for “B4C”, amusingly, never actually reaches 20% carbon [5, 60]. However,

there is a second well-ordered structure [76] that has full rhombohedral symmetry

and lies almost directly in the middle of the solubility range, B13C2. This phase lies

at 13.3% carbon with the two carbons per unit cell lying on the chain terminator

sites. It is tempting (as some have done [77]) to simply declare that this is the proper

well-ordered phase, ignore the monoclinic variant, and declare the problem finished.

However, simple electron counting arguments show that B13C2 still has an unoc-

cupied bonding molecular orbital on the icosahedron, as the C-B-C chain only has one

excess electron to contribute to the icosahedron’s two unoccupied bornding orbitals.

It is energetically favorable to dope the structure with one additional carbon to fill the

molecular orbital, yielding the monoclinic B4C structure. As will be shown, density

functional theory also supports this assertion, with a lower enthalpy of formation of

the monoclinic B4C structure than the rhombohedral B13C2 structure, both lying on

the convex hull [78, 79, 80, 81], and with structures containing vacancies (a proposed

alternative stabilizing mechanism [77]) having energies far off the convex hull. Both
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structures are shown in Figure 3.2.

We believe that solid boron carbide is out of thermodynamic equilibrium at all but

the very highest temperatures. In this case, conventional experimentation cannot eas-

ily determine the equilibrium phase diagram, and theoretical approaches are needed

to resolve the fundamental character of the stable state(s) at low temperature. There

is an experimentally observed rhombohedral phase [77] with a composition-dependent

mixture of B12 and B11C1 icosahedra and C-B-C, C-B-B and B-V-B chains (where

V denotes vacancies), but clear theoretical support for a more stable monoclinic

phase. Here, we propose that these are not incompatible. The observed phase on

the currently assessed phase diagram is the rhombohedral B13C2 phase, which has

considerable disorder. However, a second low temperature phase, the monoclinic B4C

phase, also exists. This phase is a well-ordered structure, and at some temperature,

the monoclinic phase segregates into a coexistence between the rhombohedral phase

and graphite.6

We will show this in two different ways. The first is explicit enumeration of states

from which we compute the partition function. We explore the ensemble of higher

energy structures obtained by varying the placement of carbon atoms among the sites,

both of the 15 atom primitive cell and of various supercells. We then calculate the

configurational partition function to obtain the finite temperature free energy. We

do this at two carbon concentrations, 13.3% and 20%, finding evidence of a phase

transition in the later but not in the former.

The second is construction of a simplified thermodynamic model that elucidates

the probable evolution of the equilibrium boron carbide phase field at low temper-

atures. In the monoclinic phase, all of the carbons lie on equivalent polar sites of

the icosahedra, forming a well-ordered structure. Although there is an entropic term

6We presently believe there is a third phase that “polarizes” the polar carbons onto one pole of

the icosahedra while preserving disorder within that pole, but at present this research is very much

in flux and will not be presented in this section. It will be addressed in the Summary section of this

thesis.
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corresponding to the choice of this site, it is non-extensive and thus vanishes in the

thermodynamic limit. In the absence of substitutional disorder the monoclinic phase

is a line compound. Landau theory [48] predicts no such transition occurs in the

rhombohedral phase, as the symmetry already matches the high T limit. Here, we

construct an analytic model to interpret our previous explicit enumeration results,

from which we can derive an actual phase diagram.

Both methods predict that the B4C phase is unstable above 500-600 K. The princi-

ple excitation that destabilizes the B4C phase corresponds to independent rotations7

of the B11C icosahedra in adjoining primitive cells, resulting in a restoration of full

rhombohedral symmetry. A secondary effect is the replacement of polar carbons with

boron, causing a slight reduction in the carbon content below the ideal B4C stoi-

chiometry. Because the B13C2 phase already has rhombohedral symmetry, it suffers

no phase change as temperature rises, until melting around 2800 K.

3.2 What Does Density Functional Theory Predict

for Boron Carbide?

3.3 Method 1: Partition Function Enumeration

3.3.1 First Principles Total Energy Calculations

First principles total energy calculations yield the enthalpy of formation of specific

trial structures. Enthalpy minima, i.e. the convex hull of H(x) where x is com-

position, correspond to predicted low temperature stable phases. Structures lying

above the convex hull are unstable to decomposition into competing stable phases at

low temperature, but they can contribute significantly to the free energy at elevated

temperatures as outlined in the following section.

7These are not physical rotations but rather hypothetical rotations.
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Our total energy calculations are based on electronic density functional theory,

the highest level of theory presently available for extended structures. We utilize

projector augmented wave (PAW) potentials [27], an all electron generalization of

pseudopotentials, as implemented in the plane wave code VASP [82, 83]. For our ex-

change correlation potential we choose the PW91 generalized gradient approximation

(GGA) [24]. All structures are fully relaxed in both atomic and cell coordinates, yield-

ing enthalpy Hi for structure i at T = P = 0. Default energy cutoffs of 400 eV were

used for plane wave calculations. Brillouin zone integrations were performed using

Monkhorst-Pack k-point meshes [84] sufficiently dense that energies had converged

to within 0.001 eV/atom. We subtract all enthalpies from the tie-line connecting

elemental boron (β-boron, Pearson hR141 optimized with 107 atoms [65]) with ele-

mental carbon (graphite, Pearson hP4), yielding the enthalpy of formation ∆Hi. We

also define the energy of instability, ∆Ei, as the energy of an unstable structure above

the tie-lines joining competing stable phases on the convex hull of H(x).

In order to fully explore configuration space we carry out calculations both in the

primitive cell and in super cells, including a 2×1×1 cell doubled along the rhombo-

hedral a axis, the hexagonal unit cell formed from three primitive cells, and a 2×2×1

super cell doubled along both the a and b rhombohedral axes containing four prim-

itive cells. We concentrate our efforts on structures expected to be low in energy

based on results from the primitive cell calculations. For the primitive cell, we used

all possible symmetry independent primitive cell configurations up to 27% carbon

concentration. In supercells we explored many (but not all) of the possible combina-

tions of primitive cell configurations. The vast majority of combinations yield high

energy. Configurations containing the well-known structure elements of B12, B11C1,

and B10C2 icosahedra, and containing C-B-C and C-B-B chains prove reasonably low

in energy. The combination of a B10C2 icosahedron with a B12 icosahedron forms the

bipolar defect [85]. All possible positions of carbon atoms within each icosahedron

and chain are considered. Structures are grouped into symmetry-equivalent classes
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Figure 3.3: Cohesive energies of boron carbide structures. Heavy black circles at

xC = 0.133 and 0.20, respectively, correspond to the ideal B13C2 and B4C structures

displayed in Figure 3.2. Data points in blue have 0 < ∆E < 0.015 eV/atom, while

red has 0.015 eV/atom < ∆E.

and we record their multiplicities, that is, the number of distinct symmetry-equivalent

structures. Enthalpies of selected structures are shown in Figure 3.3 for each cell size

considered, and listed in Table 3.1 for the hexagonal unit cell.

3.3.2 Configurational Free Energy via the Partition Function

To go from total energy of a configuration of N = NB +NC atoms E({rj}) in volume

V to free energy, we must calculate the statistical mechanical partition function
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Name ∆E ∆H xC Cell Content Ω Description

(meV/atom) (meV/atom)

C.hP4 0 0 1 C4 1 Graphite

B.hR141 0 0 0 B107 1 β Boron

(p0tt’)(p0tt’)(p0tt’) 0 -117.4 0.2 B36C9 6 B4C (monoclinic)

(tt’)(tt’)(tt’) 0 -87.6 0.1333 B39C6 1 B13C2 (rhombohedral)

(p0tt’)(p0tt’)(p1tt’) 3.0 -114.4 0.2 B36C9 36 Rotation

(p0tt’)(p0tt’)(tt’) 4.4 -103.1 0.1778 B37C8 18 Mixed icosahedra

(p0tt’)(p1tt’)(p2tt’) 4.5 -112.9 0.2 B36C9 12 Rotation

(p0tt’)(tt’)(tt’) 5.2 -92.4 0.1556 B38C7 18 Mixed icosahedra

(p0tt’)(p1tt’)(tt’) 6.2 -101.3 0.1778 B37C8 36 Mixed icosahedra

(p1p1’tt’)(tt’)(p0tt’) 10.6 -106.8 0.2 B36C9 36 Bipolar defect

(p0tt’)(p1’tt’)(tt’) 13.4 -94.0 0.1778 B37C8 18 Mixed icosahedra

(e0tt’)(p0’tt’)(p0tt’) 13.9 -103.5 0.2 B36C9 18 One equatorial, rotation

Table 3.1: Table of low ∆E structures for pure elements and the hexagonal boron

carbide cell. In our naming scheme, adapted from the primitive cell, sites listed are

those containing carbons. t and t’ denotes the two ends of the chain (so that tt’

denotes a C-B-C chain), p{0,1,2} denotes the polar atoms on the ”north” side of the

icosahedra, p’{0,1,2} denotes the polar atoms on the opposite (”south”) side of the

icosahedra. Likewise e{0,1,2} and e’{0,1,2} denotes the atoms just to the north and

south of the equator. Ω is the multiplicity.
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Z(NB, NC , V, T ) =

∫

V

Πjdrje
−βE({rj})

However, we prefer to work at fixed pressure, hence we switch to the Gibbs

(N ,P ,T ) ensemble,

Q(NB, NC , P, T ) =

∫

dV e−βPVZ(NB, NC , V, T )

Since the dominant contributions to the partition function arise at relatively low

energies, we can replace the integral over positions {rj} and volumes V with a sum

over local energy minima i of a Boltzmann-like factor e−F
(i)
vib

/(kBT ) related to the vi-

brational free energy of the local minimum i,

Q(NB, NC , P, T ) ≈
∑

i

e−βF
(i)
vib

. As a further approximation, we replace F
(i)
vib with the enthalpy ∆Hi. While this

assumption is certainly not valid, the result should affect our conclusions only quan-

titatively, not qualitatively, provided the vibrational properties of different relaxed

configurations differ only slightly. Taking the logarithm, we obtain the Gibbs free

energy

G(NB, NC , P, T ) = −kBT lnQ(NB, NC , P, T ) = µBNB + µCNC

. Since the total number of atoms N = NB + NC is fixed, for a given primitive cell

or super cell, it is convenient to re-express G(NB, NC , T ) = µBN + δµNC , where

δµ = µC − µB. In fact, we can change to a semi-grand canonical potential

Σ(N, δµ, T ) =
∑

NC

eβδµNCQ(N −NC , NC , T )

and use the chemical potential difference to control the composition xC = NC/(NB +

NC). The free energy in this ensemble is simply Y (N, δµ, T ) = −kBT lnZ = µBN .

Inspecting the enthalpies shown in Fig. 2 we see that choosing δµ = 0 at low tem-

perature places us in the B4C phase at xC = 0.200, while δµ = −0.55 corresponds to

B13C2 at xC = 0.133.
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Results and Discussion

Differentiating Y with respect to δµ gives the number of carbon atoms NC , while two

derivatives with respect to T give the heat capacity

CP (N, δµ, T ) = T
d2Y

dT 2
= −kBT

d2(T lnZ)

dT 2
=

〈H2〉 − 〈H〉2
kBT 2

Where angle brackets indicate the configurational ensemble average, and H is the

enthalpy of formation. Results for CP are shown in Figure 3.4, using the energies

displayed in Figure 3.3. Note that we only use subsets of the possible energies (those

in black and blue), chosen to accurately reflect the thermodynamics up to 1000 K

but omitting higher energy states that would cause the heat capacity to rise again as

T increases. These states were omitted for reasons of limitations in computer time

when dealing with larger cells and have no impact on the curves shown in Figure 3.4.

A phase transition is clearly indicated at δµ = 0 by the peak in heat capacity

around 500-600 K. The peak is growing in strength as system size increases, indicating

a divergence in the infinite size limit. The peak is entirely absent in the case of the

single primitive cell because the relevant excitation, rotations of C among polar B

sites, is an exact symmetry of the primitive cell. In fact, there is a 6-fold degeneracy

of the ground state. This degeneracy has no consequence in the thermodynamic

limit as it is non-extensive. A weak peak is observed around 100-200 K in the two

even super cells (30 and 60 atoms). These are due to a loss of inversion symmetry

but with non-extensive multiplicity, so that the peak height tends to zero in the

thermodynamic limit. For super cells of two or more primitive cells, the primary

peak corresponds to rotation of the carbon atoms among icosahedral polar sites. The

relevant excitations are rotational degrees of freedom in the selection of polar site on

which to place carbon atoms. Because this phase transition corresponds to unlocking

the orientations of polar carbons, rhombohedral symmetry is restored in the high

temperature phase.

Although there is a heat capacity peak at δµ = −0.55, this peak diminishes in
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Figure 3.4: Heat capacities for δµ’s of interest.
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magnitude as system size increases, and thus is not evidence of a phase transition.

It is caused by excitation of B11C1 icosahedra, while only B12 exist in the ground

state at this chemical potential. Thus the B13C2 phase persists to high temperature

with no change in thermodynamic state. The presence of polar carbons as low en-

ergy excitations allows this phase to exhibit a broad composition range. Owing to

orientational disorder, full rhombohedral symmetry is present throughout the entire

temperature and composition range.

By varying the chemical potential δµ we may vary the compositions of the B4C

and B13C2 phases. We find that the composition of B4C remains nearly fixed at

xC = 1/5 = 0.200 at low temperatures. B13C2 shows some variability around the value

xC = 2/15 = 0.133 at low temperature, and high variability at high temperatures,

reaching a low value of xC = 0.070 a high value of xC = 0.198. We do not expect our

low carbon limit to be accurate because we have not extensively studied boron- rich

structures. The carbon content decreases at high temperature owing to the entropy

of selecting icosahedra on which to replace polar carbon atoms with boron. The

high temperature limit at δµ = 0 is precisely the same thermodynamic phase as was

obtained at δµ = −0.55.

3.4 Method 2: Analytic Free Energy Models

3.4.1 The Free Energy Models

Four solid phases compete for stability: elemental boron (β-rhombohedral), elemental

carbon (graphite), and monoclinic and rhombohedral boron carbide. The first three

phases are modeled as line compounds throughout the entire temperature range, but

rhombohedral boron carbide will be allowed a carbon composition ranging from B14C1

(x = 1/15 = 0.067) to B12C3 (x = 3/15 = 0.200). The stable T = 0 K composition

for the rhombohedral phase is B13C2 (x = 2/15 = 0.133). According to our previous

first principles calculations, the most stable B14C1 structure consists of B12 icosahedra
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with B-B-C chains. At composition B12C3 the most stable structure is monoclinic

(i.e., not rhombohedral). Rhombohedral structures at this composition correspond

to B11C icosahedra with C-B-C chains, but the placement of the carbon atom on the

polar sites is randomly oriented among different primitive cells, unlike the monoclinic

structure where all polar carbons are uniquely aligned throughout space. Thus our

model for the rhombohedral phase allows as structural units B12 and B11C icosahedra,

and C-B-C and B-B-C chains. Let yC be the fraction of icosahedra containing a polar

carbon, and yB the fraction of chains containing a terminal B. Note that yB and yC

are bounded between 0 and 1, and that the carbon fraction

x =
1

15
(yC − yB + 2). (3.3)

The enthalpies of formation of β-rhombohedral boron and graphite vanish by defini-

tion, while we denote the 0 K enthalpies of the stable rhombohedral and monoclinic

boron carbide phases, respectively, as h0R and h0M . Our first principles calculations

yielded h0R = −0.087 and h0M = −0.117 eV/atom (see Fig. 3.5). Notice that the

monoclinic phase is more stable, at x = 0.200, than the rhombohedral phase is at

x = 0.133. We extend the rhombohedral phase entropy beyond its ideal composition

by assigning an enthalpic penalty β > 08 for each excess chain boron and an enthalpic

benefit γ < 0 for each icosahedral polar carbon. Thus h(yB) = h0R + βyB provided

yC = 0 and similarly h(yC) = h0R + γyC provided yB = 0, as illustrated in Fig. 3.5. In

general, yB and yC are both nonzero, so that

hR(x) = h0R + βyB + γyC . (3.4)

To complete the free energy model we assign an entropy based on random sub-

stitution disorder. Specifically, an ideal site substitution entropy −kB(y ln y + (1 −
y) ln(1 − y)) for selecting the fraction y of structural units on which to substitute,

8To avoid confusion with this parameter, in this section we will explicitly write 1/kBT instead

of β.
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together with an intrinsic rotational entropy kB ln 6 for the orientation of the icosahe-

dral polar carbon, and an intrinsic reflection entropy kB ln 2 for the choice of terminal

chain position, as there are six polar sites per icosahedron and two terminal sites per

chain. Thus,

sR(x) =
kB
15

(yB ln 2− yB ln yB − (1− yB) ln(1− yB))

+
kB
15

(yC ln 6− yC ln yC − (1− yC) ln(1− yC)) (3.5)

combined with Equation 3.4 yielding the free energy

gR(x, T ) = hR(x)− TsR(x). (3.6)

A similar free energy model was proposed by Emin [74], although he supplemented

the free energy with an additional bipolaron density that is no longer considered as

relevant. As the monoclinic phase is a line compound, no composition dependence is

required for its enthalpy, and because the rotational degree of freedom is locked, it

lacks entropy.

Fig. 3.5 illustrates components of the free energy. Black circles denote the en-

thalpies h0R and h0M , while the black line segments are the convex hull of free energy

g(x) at T = 0 K. Red lines and green curves illustrate enthalpy and 2000 K free

energy under the constraint that either yB or yC vanishes, taking parameter values

β=0.05 and γ = −0.024. The blue curve illustrates the 2000 K free energy gR(x)

(Equation 3.6) with the constraint relaxed, while the dashed pink line is the full

convex hull of free energy g(x).

The free energy gR(x) in Equation 3.6 is to be regarded as a Landau-type free

energy, as the order parameters yB and yC must still be determined as a function of

composition x and temperature T . Note the two order parameters are not indepen-

dent, as the composition Equation 3.3 implies (dyC/dyB)|x = 1. Now, minimizing gR

with respect to yC yields

0 =
dgrhom
dyC

∣

∣

∣

∣

x

= β + γ +
kBT

15

(

− ln 12 + ln

(

yB
1− yB

yC
1− yC

))

(3.7)
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Substituting for the parameter yB and rearranging yields a quadratic equation for yC ,

y2C(1− κ) + (2− 15x(1− κ))yC + κ(1− 15x) = 0, (3.8)

where we define

κ(T ) ≡ 12e−15(β+γ)/kBT (3.9)

as a measure of the extent to which polar boron atoms can swap positions with

chain terminal carbons, which constitutes the fundamental excitation of the ideal

rhombohedral structure.

3.4.2 T → 0 K Limit

We require that the enthalpy parameters β + γ > 0 to ensure that the ideal rhombo-

hedral structure with yB = yC = 0 minimize the free energy at x = 2/15 in the limit

T = 0. Hence,

lim
T→0

κ(T ) = 0, (3.10)

reduces Equation 3.8) to the equation y2C+(2−15x)yC = 0 with two solutions: either

yC = 0 (and then yB = 2 − 15x), or else yC = 15x − 2 (and then yB = 0). That

is, either boron substitutes on chain terminal carbon sites, in which case yC = 0 and

x < 2/15, or else carbon substitutes on icosahedral polar boron sites in which case

yB = 0 and x > 2/15. As a function of composition we have

yB = (2− 15x)θ(2/15− x), yC = (15x− 2)θ(x− 2/15) (3.11)

where θ is the Heaviside step function.

Although exact only at 0 K, the essential singularity in κ makes this an excellent

approximation over a wide range of temperature, up to 1000K and sometimes even

higher in the examples discussed later. The approximation represented by Equa-

tion 3.11 separates the free energy into two branches, an x < 2/15 branch where

only yB terms contribute, and an x > 2/15 piece where only yC terms contribute, as

illustrated in Fig. 3.5. In each case, one branch of this piecewise-analytic free energy
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competes with a line compound, so we next derive a general equation for the phase

boundary in this scenario.

Substitutional Disorder Coexisting with a Line Compound

To find the phase boundaries of rhombohedral boron carbide we must locate the co-

existence of our substitutional disordered phase with the competing phases. Depend-

ing on composition and temperature the coexisting phase might be β-rhombohedral

boron, monoclinic boron carbide, or graphite. In every case the coexisting phase is

treated as a line compound whose free energy is simply its enthalpy. In this section

we solve the coexistence equations generally, then apply this solution to specific phase

boundaries in the following sections.

Consider the free energy model for substituting on a fraction y of structural units,

each with intrinsic multiplicity Ω and enthalpic penalty δ,

g(y, T ) = h0R + δy − kBT

15
(y ln Ω− y ln y − (1− y) ln(1− y)). (3.12)

Such a free energy represents one of the two branches of our rhombohedral free en-

ergy Equation 3.6 at low temperature. Let this phase coexist with an ordered line

compound of free energy g∗ = h∗ and “composition” y∗. We now wish to find the

composition, y′, of the disordered phase that coexists with the ordered phase at y∗.

Coexistence is determined by a double tangent condition, at y′ and y∗. Specifically,

there exists a straight line f(y) = f0 + f1y that is tangent to g∗ at y = y∗ and to

g(y, T ) at y = y′. For the line compound, tangency at y∗ is the simple condition

f(y∗) = h∗. For the disordered phase, tangency requires both that f(y′) = g(y′, T )

and that f ′ = f1 = g′(y′, T ), where

g′(y, T ) = δ − kBT

15

(

ln Ω− ln
y

1− y

)

. (3.13)

Solving, we find

Ωy∗e15(h
∗−h0

R−δy∗)/kBT = (y′)y
∗

(1− y′)1−y∗ . (3.14)
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In the case where y′ ≈ 0, this equation simplifies to

y′ ≈ Ωe15(h
∗−h0

R−δy∗)/y∗kBT , (3.15)

while for y′ ≈ 1, we have

y′ ≈ 1−
(

Ωe15(h
∗−h0

R−δy∗)/kBT
)

1
1−y∗

. (3.16)

Boron-rich phase boundary

We apply this general solution to the specific case of rhombohedral boron carbide

coexisting with β-rhombohedral boron. In the notation of the preceding section,

h∗ = 0. There are two cases to consider depending on whether the phase boundary

lies to the left or to the right of x = 2/15.

Case 1. If the boundary lies at x ≤ 2/15, so that yC = 0, then we identify

y = yB, δ = β and Ω = 2, as the disorder corresponds to substitution of boron onto

the terminal chain carbon sites. Also, y∗ = 2 corresponds to the composition x = 0.

The requirement that β-rhombohedral boron be stable at x = 0 against the boron

carbide phase at yB = 2 implies a constraint that 2β > −h0R. The phase boundary

occurs in the limit of small y, and from Equation 3.15 we have

y′B = 2e−15(h0
R+2β)/2kBT . (3.17)

Case 2. If the boundary lies at x ≥ 2/15, so that yB = 0, then we identify

y = yC , δ = γ and Ω = 6, as the disorder corresponds to substitution of carbon onto

the icosahedral polar sites. Also, y∗ = −2 corresponds to the composition x = 0.

The requirement that free energy be convex at x = 2/15 implies a constraint that

2γ > h0R. The phase boundary occurs in the limit of small y, and from Equation 3.15

we have

y′C = 6e+15(h0
R−2γ)/2kBT . (3.18)

To determine if case 1 or 2 occurs, consider the ratio

y′C/y
′
B = 3e−15(γ−β−h0

R)/kBT . (3.19)
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If γ−β−h0R is positive, then the ratio vanishes at low temperature and the requirement

of convexity places us in case 1. If instead it is negative, then the ratio diverges and

we have case 2.

Carbon rich phase boundaries

Next we apply our general solution to the specific case of rhombohedral boron carbide

coexisting with monoclinic boron carbide. Now, in the general notation, h∗ = h0M .

As in the case of coexistence with elemental boron, two specific cases are possible.

However, the fact that carbon substitution is known to be energetically favorable

(i.e. γ < 0) implies that only the case of yB = 0 and y = yC is relevant. Thus we

identify δ = γ and Ω = 6. Noting that the condition for low temperature stability of

monoclinic B4C against disordered rhombohedral at x = 3/15 is h0R + γ > h0M , the

phase boundary occurs in the limit of small y′, and from Equation 3.15 we have

y′C = 6e−15(h0
R−h0

M+γ)/kBT (3.20)

as the phase boundary in coexistence with the monoclinic phase.

However, above a certain temperature T0 the rhombohedral phase coexists with

graphite. We assume T0 lies in the low temperature limit, and find the general form

for the phase boundary due to coexistence between graphite and the rhombohedral

phase. In our general notation, y∗ = 13, y = yC , δ = γ and Ω = 6. In contrast

to the preceding cases, the phase boundary occurs in the limit of y ≈ 1, and from

Equation 3.16 we have

y′C = 1− 6−
13
12 e15(h

0
R+13β)/12kBT (3.21)

as the phase boundary in coexistence with graphite. The two carbon-rich boundaries

cross at a certain temperature T0 that can be determined by setting the values of

y′C equal in Equation 3.20 and 3.21. For realistic parameters, the crossing occurs at

yC ≈ 1. Then from Equation 3.20 we find

T0 ≈
15(h0R − h0M + γ)

kB ln 6
. (3.22)
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3.4.3 Analytic T=∞ Limit

We now examine the high temperature limit for the free energy model. For all possible

values of β and γ we have limT→∞ κ(T ) = 12 giving the quadratic equation −11y2C +

(2 + 165x)yC + 12(1 − 15x) = 0, only one of whose roots is physical: yC = 1
22
(2 +

165x −
√
532− 7260x+ 27225x2). Notice that only the multiplicities enter into this

equation. Although this equation is more complicated than the one obtained for the

low temperature limit, it is defined across the composition range from x = 1/15 to

x = 3/15. The phase boundary on the boron rich side, x′boron, is given by

dgR
dx

|x=x′

boron
=
hβ−boron − gR(x

′
boron, T )

0− x′boron
(3.23)

and the phase boundary on the carbon rich side x′carbon is given by

dgR
dx

|x=x′

carbon
=
hgraphite − gR(x

′
carbon, T )

1− x′carbon
. (3.24)

The high temperature limits are dominated by the entropic terms, yielding nonlinear

implicit equations for x′. Using a numeric equation solver we find x′boron = 0.1095

and x′carbon = 0.1515. However these values are reached only at extreme high temper-

atures, while our model is intended only for use below the melting temperature.

3.4.4 Results of the Free Energy Models

Our simple model depends on just four parameters, h0R, h
0
M , β and γ. Of these, the

values of h0R,M are easily determined from first principles calculations with simple

idealized models. Estimated values of β and γ may be obtained by inserting a single

B or C substitutional defect into a hexagonal supercell of the ideal rhombohedral

B13C2 structure. Resulting values are listed in Table 3.2. These parameters obey the

constraints discussed in previous sections. Because γ−β−h0R = −0.0406 is negative,

we are in case 2 as discussed in Section 3.4.2 where x′Boron > 2/15 at low temperature,

although it eventually goes to x′Boron < 2/15 at very high temperatures.
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Parameter Value (eV/atom)

h0R -0.0869

h0M -0.1167

β 0.1031

γ -0.0244

Table 3.2: Parameters for the rhombohedral phase obtained from first principles

calculations.
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Figure 3.6: Predicted phase boundaries for our model using calculated parameters

as listed in Table 3.2 and a selection of values of β. Line compounds are β-boron at

x = 0, graphite (not shown) at x = 1 and monoclinic boron carbide at x = 3/15.

Carbon-rich phase boundaries of rhombohedral boron carbide are shown as solid lines,

while boron-rich phase boundaries are shown as dashed lines.

There is some question whether our structural model is complete in the B-rich

limit, as alternate structure models contain additional sites in the chain region, some

only partially occupied [68, 86, 71]. To take into account a possible influence of these

additional sites, we investigate the effect of reducing the value of β, in order to model

the effect of lower boron-rich enthalpies. Note that increased multiplicity Ω would

also enter the free energy linearly in yB, though with an added factor of temperature

T .
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Results for a selection of values of β are shown in Fig. 3.6. As expected, the

monoclinic phase is destabilized above a temperature≈ 600 K, at which it decomposes

into a coexistence of carbon-rich rhombohedral phase together with graphite. This

value of T0 is surprisingly consistent with the location of the heat capacity peak

obtained from enumeration of the partition function. The maximum carbon content

of the rhombohedral phase is bounded below 20%, owing to the logarithmic singularity

in s(y) at yc = 1 creating an infinite slope in g(x, T ) (too weak to be visible in Fig. 3.5).

Note that the Gibbs phase rule [9] implies that rhombohedral and monoclinic boron

carbide must have differing compositions while in coexistence with graphite, hence

x′C = 0.2000 is forbidden in principle.

At temperature 2400 K (around the melting point) the maximum carbon content

depends on the value of β, and ranges from 19.9% down to 19.7% in our model for

the given range of β considered, whereas the experimentally assessed limit is 19.2%.

The phase boundary in coexistence with boron depends strongly on the value of β, as

can be seen in Fig. 3.6. The experimentally assessed limit is 9% carbon, but over the

range of β values studied here, the limit ranges from 10-16% carbon, strictly above

the assessed value. This is a further indication of inadequacy of our model in the

boron-rich limit.
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Chapter 4

On the Stability of the

High-Entropy Alloy Mo-Nb-Ta-W1

4.1 The High-Entropy Alloy Mo-Nb-Ta-W: A Vague

Phase Diagram

Over the past 30 years, a new paradigm has emerged for materials design. Instead

of stumbling on new materials accidentally, then finding uses for them, one starts

with a list of properties then creates a material from multiple species with the desired

properties. This is in theory possible because various “averaging schemes” or “rules of

mixtures” exist in materials design, where one can roughly estimate a property for an

alloy given its constituent species and their relative number/mass/volume concentra-

tions2. Designing a material from scratch may seem rather obvious, and it is indeed

1Much of this chapter has been adapted from my papers “Hybrid Monte Carlo/Molecular Dy-

namics Simulation of a Refractory Metal High Entropy Alloy” [87] and “Prediction of A2 to B2

Phase Transition in the High Entropy Alloy Mo-Nb-Ta-W” [88]
2This is not exactly true, as most interesting materials are useful because they deviate favorably

from averaging schemes. Nevertheless, averaging schemes are a useful first step towards materials

design
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not a particularly new idea, but it was impeded by thermodynamic considerations in

most cases. Even if the materials researcher succeeds in creating a material, it will

likely be metastable. He can only hope that the material he creates is thermodynam-

ically stable, which is the “miracle material” approach all over again3.

So how can stability be enhanced? Viewed from the standpoint of equilibrium

statistical mechanics, there are two primary mechanisms for stabilization (at p ≈ 0),

energetic and entropic. The former dominates the low temperature regime and is

based off favorable bonding. This is the stabilization that is primarily (though not

exclusively) responsible for the “miracle materials” approach. The later dominates

the high temperature regime and is based off disorder. Usually, entropy is the diffi-

cult part of free energy modeling, and designing materials with a favorable entropic

contribution is difficult for most materials. There is one exception: the ideal solu-

tion, for which the entropy becomes −NkB
∑

i xi ln(xi). It is trivial to show that this

is maximal when all xi are equivalent, and for a system with d many species, this

quantity becomes N kB ln(d).

Alloying more species together in an ideal solution enhances the entropy and thus

the temperature range over which the ideal solution is stable. This is the idea behind

“high-entropy alloys” (HEAs) [89], where four or more species are alloyed together

in equal parts to form solid solutions in relatively simple lattice structures (bcc, fcc,

hcp). Due to the flatness of the configurational entropy near equiatomic compositions,

some deviation from perfect equiatomic composition is possible while still maintaining

the strong entropic stabilization. Properties of the HEA may be tuned using alloying

species with the desired properties via a rule-of-mixtures approach [90]. The resulting

phase forms a solid solution on the simple lattice structures, and its stability should

be enhanced due to the increase in configurational entropy and only the increase in

3Alternatively, one may make peace with metastability and to try to make the energy barriers re-

alistically insurmountable. This is the concept behind amorphous materials, which will be discussed

in the next chapter.
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configurational entropy. Importantly, unlike their close cousin bulk metallic glasses,

their stability is enhanced as temperature increases.

It is always possible that undesired complex metastable intermetallic phases may

appear when growing any material. Fortunately, it is a commonly reported feature

of HEA growth that, with relatively little processing, either a single disordered phase

exists across the entire sample or small regions with some ordering (for example,

regions of B2/CsCl ordering existing in an A2/bcc phase) [89, 91]. This is not always

the case, as some HEA families do exhibit multiple phases at high temperature due

to residual energetic considerations [92, 93, 94], but these families are the exception

rather than the rule, and it can be argued that they should not be classified as HEAs.

Furthermore, because the stability of HEAs is entropy dominated, which is inde-

pendent of the species chosen, the materials researcher has a degree of freedom in

his design. It must be stressed that many combinations of species will have signifi-

cant enough interactions (atomic size mismatches, enthalpies of formations, etc.) to

impede formation of the ideal solution [95, 96, 97, 98, 99], and determining exactly

which elements form HEAs is an active field of research at present.

One common class of HEAs are those containing “refractory metals”, with high

melting temperatures (2750 K for Nb and 3695 K for W) and high hardness at room

temperature, yielding possible application in the aerospace industry. Even at lower

temperatures, their high melting temperatures are useful as they impede the phe-

nomena of “alloy softening”, where alloys’ mechanical properties degrade at around

50% to 60% of the melting temperature due to temperature activation of diffusion

events. Here we are concerned with one such HEA, Mo-Nb-Ta-W [100, 101] with an

estimated rule-of-mixtures melting temperature of 3160 K. Its measured density and

lattice parameters of 13.75 g/cm3 and 3.2134 Å agree well with the rule-of-mixtures

estimate of 13.64 g/cm3 and 3.2230 Å, respectively. Where the rule-of-mixtures ap-

proximation fails is the hardness, with a sample expected to have a Vickers hardness

of 1788 MPa exhibiting an average microhardness of 4455 MPa, likely due to solid
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solution strengthening induced by atomic size mismatches locally distorting the un-

derlying lattice [89, 102]. However, its practical application has been impeded by it

being brittle.

These high melting temperatures combined with large temperature ranges for

phase stability makes experimental study of the thermodynamic properties of al-

loys involving refractory metals problematic, as it is unlikely that thermodynamic

equilibrium can be achieved on experimental time scales. Accordingly, only high

temperature (>2000 K) phase diagrams exist for the refractory metal binaries, all of

which present a single A2 phase across the entire composition range, with liquidus

and solidus lines nearly coincident. Due to lack of equilibration, experimental val-

ues for thermodynamic properties at low temperatures are of doubtful accuracy. To

study phase stability of such alloys, first principles calculations are the most accurate

method currently available.

In this section we will calculated stability of the Mo-Nb-Ta-W HEA from first

principle calculations. This is an uncommon usage of first principles calculations,

which are commonly used for well-ordered structures, as no known crystal structure

for any combination of Mo, Nb, Ta, or W exists, and HEAs are by definition disor-

dered phases. We will extend first principles calculations in two ways. The first is

to calculate the ensemble average of the HEA using a hybrid MC/MD method on a

bcc lattice, where molecular dynamics steps are alternated with Monte Carlo swaps.

Pair correlations functions can be determined from ensemble averaging, showing ten-

dency towards ordering at various temperatures. Our results show that atomic size

differences (e.g. Nb and Ta being larger than Mo and W) favor chemical ordering

at low temperature, and a surprising degree of disorder among atoms of similar size

(e.g. Nb with Ta, and Mo with W) persists even below 300 K. This points towards a

strong tendency towards cP2 ordering in a pseudobinary model.

The second method uses an effective Hamiltonian fit to first principles data. As

no known structure exists in these binary families, we use a cluster expansion method
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known as the Alloy Theoretic Automated Toolkit to generate candidate convex hulls

for the various binaries. Using both a mean field model and Monte Carlo simulations,

we predict an order/disorder A2 to B2 transition at 1280 K due to energetic preference

of Mo-Ta bonding, upholding the basic results of the pseudobinary model previously

proposed but with some deviations. That the HEA phase is stable over a temperature

of 1900 K due solely to textbook thermodynamics only highlights the versatility of

this new paradigm.

4.2 A Pairwise Bond Model

The four elements belong to a 2×2 square block of the periodic table, and hence their

physical properties will bear specific relationships to each other. The present study

considers elements from the chromium group (group 5, here Ta and Nb) and from

the vanadium group (group 6, here W and Mo) located in the fourth row (here Nb

and Mo) and in the fifth row (here Ta and W). Atomic size drops as group number

increases, and to a lesser as row number increases. Hence, we understand the sequence

of atomic volumes (in units of Å3/atom): Ta (18.10) & Nb (18.05) ≫ W (15.82) &

Mo (15.61). Trends in electronegativity (Pauling scale) are nearly (but not perfectly)

opposite to atomic volume, hence: Ta (1.5) . Nb (1.6) ≪ Mo (2.16) . W (2.36).

Various combinations of size and electronegativity differences have been linked to

structure formation, and the present compounds lie close to a predicted cP2-forming

region [103, 104]. Here we will mainly refer to atomic size, but in fact both size and

electronegativity play mutually reinforcing roles.

Owing to these volume and electronegativity contrasts we anticipate relatively

strong binding between elements from different transition metal groups of the periodic

table (here Nb-Mo, Nb-W, Ta-Mo and Ta-W), and relatively weak binding between

elements from the same group (Nb-Ta and Mo-W). Among the inter-group formation

enthalpies, we expect the pair Nb-W, with intermediate sizes and electronegativities,
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Group 5 Group 6

Ta Nb W Mo

Ta cI2 (0) hR8 (4) oA12 (103) oA12 (186)

Nb hR8 (4) cI2 (0) cF16 (47) oA12 (103)

W oA12 (103) cF16 (47) cI2 (0) cP2 (9)

Mo oA12 (186) oA12 (103) cP2 (9) cI2 (0)

Table 4.1: Optimal structures and enthalpies for pairwise interactions at 50-50%

composition. Elements are ordered in decreasing atomic volume. Pearson symbol of

stable compound followed by negative enthalpy of formation (units meV/atom).

to be the weakest interaction, and this expectation is reflected in the strong negative

deviation of the Nb-W solidus temperature relative to Vegard’s rule.

The results at equiatomic concentrations are summarized in Table 4.1, based on

the VASP [83] calculations using projector augmented wave potentials [28] with the

PBE [25] exchange correlation functional. The enthalpies of formation increase away

from the diagonal in this table, reflecting the greater tendency towards compound

formation associated with greater atomic size contrast. The most common energy

minimizing structure is Pearson type oA12 (Strukturbericht B23) which is cP2-like

but with antiphase boundaries. On average the perfectly ordered cP2 structure is

about 8 meV/atom (i.e. kBT at about 100 K) above the energy minimizing structure.

Consequently, in our four element compound, we anticipate low energy structures

will exhibit chemical order dominated by cP2-like alternation of (Nb,Ta) atoms on

one sublattice (e.g. cube vertices) and (Mo,W) atoms on the other sublattice (e.g.

cube body centers). The absolute ground state may in fact separate into binaries or

ternaries of various compositions, but owing to the strong interactions across groups,

and the weak interactions within groups, we expect to achieve cP2-like order even at

relatively low temperatures.
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4.3 A Search for the T=0 K States

To generate ground state structures, we use the Alloy Theoretic Automated Toolkit

(ATAT) [105, 106, 107, 108], a framework that iteratively generates a cluster expan-

sion, based on ab-initio total energies, to suggest new candidate ground state struc-

tures for a given lattice type. We applied ATAT to all six binary combinations of Mo,

Nb, Ta, and W on a BCC lattice. Between 60 and 100 structures were generated per

binary. The K-Point Per Reciprocal Atom (KPPRA) density was fixed to 9000 for

all binaries. All binaries finished with crossvalidation scores less than 0.0063. Subse-

quent relaxation and convergence of predicted ground state and metastable structures

in k-point density was then performed. To calculate total energies, we use VASP (the

Vienna Ab-Initio Simulation Package) [82, 83], a plane wave ab-initio package im-

plementing PAW pseudopotentials [27]. We use the PBE density functional [25],

with default energy cutoffs for total energy calculations. Relaxation was performed

at P=0. To our knowledge, no examinations of refractory metal binaries have been

performed using this functional.

We identify structures by the notation [chemical formula].[Pearson symbol], using

only the Pearson symbol when the chemical formula is implicitly understood. Com-

mon candidate structures for these binaries include cP2 at 50% composition (Struk-

turbericht B2, prototype CsCl), oA12 at 50% composition (Strukturbericht B23), tI6

at 33.3% and 66.7% composition (Strukturbericht C11b, prototype MoSi2), and cF16

at 25% and 75% composition (Strukturbericht D03, prototype BiF3). oA12, a variant

of cP2 with antiphase boundaries, is of special importance as it has been identified

by previous work [109, 110] using cluster expansion methods as a potential ground

state structure in Mo-Nb, Nb-W, and Ta-W.

Our results for binaries may be summarized as follows. Mo-Ta shows strongest

bonding, with strongest enthalpy of formation of -186 meV/atom. Mo-Nb and Ta-W

have nearly equal bonding at -103 meV/atom and -110 meV/atom respectively, with

Nb-W the weakest of the intergroup binaries at -53 meV/atom. The intragroup bi-
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naries Mo-W and Nb-Ta are essentially ideal (i.e. vanishing enthalpy). This ordering

is consistent with electronegativity and atomic radii differences. Mo-Ta and Mo-Nb

have roughly symmetric convex hulls about equiatomic concentration, whereas Nb-W

and Ta-W are biased towards high W concentrations with minima at 66.7% W. Both

sets of observations are consistent with experimental observations that intergroup

alloys Mo-Ta, Mo-Nb, Nb-W, and Ta-W exhibit cleavage near equiatomic concentra-

tions, while Mo-W and Nb-Ta exhibit flow [111]. We confirm that in these systems

cP2 is not the stable structure at equiatomic concentration, with the exception of

Mo-W where enthalpies of formation deviate negligibly from ideality, and that oA12

is stable for many of the binaries. However, with the exception of Nb-W, cP2 is within

10 meV/atom of the convex hull. This suggests that a B2 phase could be stabilized

at intermediate temperature through the entropy of intragroup mixing. Below we

compare our predictions for individual binaries with prior literature.

4.3.1 Mo-Nb

Previous first principles calculations on this system have been performed by Curtarolo

et al. [112] and Blum and Zunger [110]. While both observe the cP2, Mo-rich cF16,

and Mo-rich and Nb-rich tI6 structures stable using the LDA functional, Blum and

Zunger contend that their mixed-basis cluster expansion (MBCE) fit indicates that

the cP2 and Nb-rich tI6 are not stable and that at equiatomic concentration oA12 is

stable (although LDA predicts this structure to be unstable). Our PBE study predicts

oA12 is stable and minimizes the enthalpy of formation at -102.9 meV/atom, while

cP2 lies 4.3 meV/atom above. We find both Mo-rich and Nb-rich tI6 lie on the convex

hull. Mo-rich cF16 lies 1.0 meV/atom off the convex hull, well within margin of error,

but Ta-rich cF16 lies substantially above at 18.9 meV/atom. The Mo-rich side of the

convex hull is more detailed than the Nb-rich side, though the convex hull is generally

symmetric about equiatomic concentration.
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Figure 4.1: First principles enthalpies of formation for binaries. Black squares denotes

structures on the convex hull, blue squares denotes structures within 2 meV/atom of

the convex hull, and red squares above 2 meV/atom. Filled green diamonds denote

16 atom BCC SQS structures [6]. The scales of Mo-W and Nb-Ta differ from the

scales from the other four binaries.
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4.3.2 Mo-Ta

Previous first principles work on this system has been performed on this system

by Blum and Zunger [113, 110] and Turchi et al. [114]. While Blum and Zunger

observe the cP2 and Mo-rich and Ta-rich tI6 to be stable using the LDA functional,

their MBCE states that the Ta-rich tI6 is not stable. Turchi et al., using a cluster

variation method approach combined with first principles calculations, find an A2 to

B2 transition at 1772K and 47% Ta. oA12 minimizes enthalpy of formation for the

system at -185.8 meV/atom, with cP2 1.4 meV/atom above. We find Mo-rich and Ta-

rich tI6 to both be stable, in agreement with LDA results but not Blum and Zunger’s

MBCE. van Torne and Thomas [111] observed non-ideal behavior in Mo-Ta BCC

solid solutions at 273 K, in line with the tendency towards chemical ordering, though

they attribute this to concentration gradients in their sample which were likely not

in equilibrium.

4.3.3 Mo-W and Nb-Ta

For binaries Mo-W and Nb-Ta, at 2000K and 2600K, respectively, experimental en-

thalpies of mixing are low for all compositions and activities perfectly follow Raoult’s

Law, suggesting an ideal solution with no chemical bonding. This is in agreement

with our first principles calculations, which have a minimum enthalpy of formation

of -10 meV/atom and -3 meV/atom for Mo-W and Nb-Ta, respectively, indicating

nearly perfect mixing of atomic species. This is in agreement with Villar’s empirical

criteria [103], as both binaries consist of BCC metals with similar electronegativ-

ity and atomic radius. To our knowledge, no other first principles results for these

binaries exist in the literature.
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4.3.4 Nb-W

For Nb-W significant deviations from symmetry in the convex hull are observed, with

no stable structures found on the Nb-rich side of the convex hull. The equiatomic

concentration stable structure is cF16 (prototype NaTl), with cP2 28.2 meV/atom

above. However, the minimum enthalpy of formation structure is an oC12 structure

at 66.7% W with enthalpy of formation at -52.9 meV/atom. Blum and Zunger [110]

also found a detailed W-rich side of the convex hull, and a Nb-rich side containing

only one structure that negligibly affects the shape of the convex hull. In particular,

our PBE predicts W-rich tI6 is unstable by 6.6 meV/atom, which does not agree with

LDA results, but does agree with Blum and Zunger’s MBCE.

4.3.5 Ta-W

Of all binaries considered, Ta-W is the most studied. Experimental work [115]

indicates negative deviation from Vegard’s law for lattice constants, asymmetry of the

enthalpy of mixing towards the Ta-rich side, and significant deviation from ideality

of activities at 1200K, suggesting the presence of short range order. Early work by

Turchi et al. [116] focused only on cP2 and cF16, both Ta- and W-rich, finding all

three structures stable. Order-disorder transitions were studied by Masuda-Jindo et

al. [117] using a cluster expansion fitted from first principles calculations on random

alloys, finding a second order A2 to B2 phase transition first appearing around 1000K

near equiatomic concentration. We find oA12 to be stable at equiatomic concentration

at an enthalpy of formation of -103.1 meV/atom, with cP2 9.4 meV/atom above, but

W-rich tI6 minimizes enthalpy of formation at -110.3 meV/atom. That the convex

hull leans W-rich is supported by the cluster expansions of Blum and Zunger et

al. [110] and Hart et al. [109], both of whose cluster expansions have W-rich tI6 on

the convex hull and nearly minimizing the enthalpy of formation. While the convex

hull leaning W-rich disagrees with experimental evidence, this is in line with other

theoretical results and at 1200K it is unlikely experimental results can be properly
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equilibrated.

4.3.6 T=0 K Mo-Nb-Ta-W

By the Third Law of Thermodynamics, at 0 K we expect Mo-Nb-Ta-W to chemically

order or to phase segregate into well-ordered structures. Considering only the convex

hull formed by binary structures4, we find at the equiatomic concentration for Mo-

Nb-Ta-W, the stable coexisting phases are Mo-Ta.oA12, Nb-W.cF16, Ta-W2.tI6, and

Mo3Nb4.hR7, with an average enthalpy of formation of -117 meV/atom. That the first

3 are stabilized in the quaternary is not surprising as they are the enthalpy minimizing

structures in their respective binaries. Mo-Ta.oA12 in particular is stabilized as it has

enthalpy of formation a factor of two or more larger than all other binaries. While

Mo-Nb.oA12 is the enthalpy of formation minimizing structure for Mo-Nb, the convex

hull for the Mo-Nb system is shallow near equiatomic concentration and thus little

enthalpy is lost segregating out Mo3Nb4.hR7 instead. This allows Ta-W2.tI6 and

Nb-W.cF16 to be stabilized while maintaining the proper stoichiometry.

4.4 Hybrid Monte Carlo/Molecular Dynamics

Molecular dynamics is well suited to reproduce the small amplitude oscillations of

atoms in the vicinity of crystal lattice sites. At low temperatures the probability

for an atom crossing the barrier from one lattice site to another is prohibitively low

and will rarely occur on the time scale of a molecular dynamics run. In contrast,

Monte Carlo swaps of atomic species on different sites occurs with a probability P =

exp (−β∆E) related to the net energy difference ∆E = Eswap −Eini of swapped and

initial configurations. In particular, it is independent of the energy barrier separating

the states. Since some of the pairwise interactions presented in Table 4.1 are quite low,

we expect that some Monte Carlo species swaps will be accepted even at temperatures

4Work is currently underway to incorporate ternaries and quaternaries.
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below 300 K.

We implement this computationally by alternating molecular dynamics with Monte

Carlo swaps, each performed from first principles using VASP. In the runs described

below we perform 10 MD steps, with a 1 fs time step, between each attempted species

swap. We prepare an initial configurations starting with a 16-atom 2 × 2 × 2 BCC

supercell with a random distribution of atomic species which we thoroughly anneal

under MC/MD at a given temperature. We use annealed structures to create succes-

sively larger supercells, of size 32, 64 and eventually 128-atoms, thoroughly annealing

at each size. Following the annealing, run durations for data collection are 10 ps, and

include 1000 attempted species swaps. The volume is held at 16.9 Å3/atom through-

out, a value obtained consistently when fully relaxing samples equilibrated at 300

K.

The feasibility of the MC/MD method depends on adequate acceptance rates for

attempted species swaps. As illustrated in Fig. 4.2, it is evident that many swaps

are accepted with reasonably high probability at all temperatures studied (200 K

and above). These high acceptance rates indicate that the Monte Carlo achieves our

intended goal of sampling the full configurational ensemble in the solid state. The

acceleration of sampling relative to conventional molecular dynamics is effectively

infinite, as the same species swap will almost never be observed via molecular dy-

namics at low temperatures. The utility of various hybrid MC/MD methods has

been reviewed recently [118] although these are more often applied in conjunction

with empirical interaction potentials.

Swaps with the greatest size contrast (e.g. Ta-Mo and Nb-Mo) occur most in-

frequently, and are nearly absent at low temperatures, while the intermediate size

swaps (Nb-W) occur occasionally and the most similar size swaps (e.g. Ta-Nb and

W-Mo) occur with high probability even at the lowest temperatures. We conclude

that at low temperature the system behaves nearly as a pseudobinary, consisting of

the chromium group (group 5, here Ta and Nb) and the vanadium group (group 6,
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here W and Mo) as two effective species.

Given a thoroughly sampled ensemble of configurations, we can analyze a great

many properties. Of special interest are structural characterizations such as pair cor-

relation functions and their reciprocal space equivalents, structure factors. Fig. 4.3

illustrates the partial pair correlation functions gαβ(r) which give the spatial distri-

bution of atoms of species β as a function of distance from an atom of species α,

normalized by their respective densities. On a body centered lattice of conventional

lattice constant a, the nearest neighbor (NN) separation
√
3a/2 corresponds to the

cube vertex-to-body center distance, while the lattice constant a itself corresponds to

the next nearest neighbor (NNN) distance, vertex-to-vertex or center-to-center. For

our structures the conventional cubic lattice constant a = 3.23 Å while the near

neighbor distance
√
3a/2 = 2.80 Å.

The nearest neighbor partial distribution functions (NN-PDF) at 300 K in Fig-

ure 4.3 generally agree with the magnitudes of enthalpies obtained from the previous

section, though deviations exist. Mo-Ta has the largest enthalpy of formation, and

indeed the NN-PDF for Mo-Ta shows the strongest peak, suggesting enthalpic stabi-

lization and energetic preference towards maximization of Mo-Ta bonds. Next comes

Nb-Mo and Ta-W, which are nearly degenerate in enthalpy, and their NN-PDF are

nearly equal, although their peak positions reflect the smaller size of fourth transi-

tion metals (Nb and Mo) relative to fifth row (Ta and W). Nb-Nb and W-W come

next, which anomalously deviate from pseudobinary behavior, as they are intragroup

peaks. Nb-W is the weakest of the intergroup bonds and has the smallest NN peak,

though it is still significant. The intragroup correlations, WMo and TaNb are both

quite weak and strongly reveal the size difference between group 5 and group 6 pairs.

Among the pair correlations of like species, TaTa and MoMo are weak, as expected,

however the intermediate size NbNb and WW correlations show surprising strength

indicating the pseudobinary model is not perfect, suggesting the presence of some

more subtle and complex order than cP2, perhaps including phase separation that

118



2.4 2.6 2.8 3 3.2 3.4 3.6

r  [Å]

0

5

10

15

g αβ
(r

)

TaTa
NbNb
WW
MoMo
TaNb
NbW
WMo
TaW
NbMo
TaMo

2.4 2.6 2.8 3 3.2 3.4 3.6
r  [Å]

0

1

2

3

4

5

g αβ
(r

)

T = 1800K

Figure 4.3: Partial density functions obtained from MC/MD for the Mo-Nb-Ta-W

BCC phase, showing first and second nearest neighbors. Solid lines denote PDFs

between species from differing groups, dashed lines between differing species from

the same group, and dotted lines between the same species. The main figure shows

results for 300 K, and the inset for 1800 K.
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cannot be fully realized in these small system sizes. As a possible explanations for the

presence of W-W and Nb-Nb NN bonds, note that at 0 K two of the stable structures

near this stoichiometry, Ta-W2.tI6 and Mo3Nb4.hR7, are respectively W-rich and

Nb-rich, yielding W-W and Nb-Nb bonds. The anomalous NN peaks may indicate

the tendency of the system to undergo partial phase segregation at this temperature.

The next-nearest neighbor partial distribution functions (NNN-PDF) at 300 K show

exactly opposite ordering, with Mo-Mo and Ta-Ta showing strong peaks and Mo-Ta

essentially zero, characteristic of cP2-like ordering.

For 1800 K, shown in the inset of Figure 4.3, all NN peaks have similar magnitude,

as do NNN peaks. By 1800 K, ordering has apparently been lost and the system is

a random BCC solid solution. We propose the following temperature evolution. At

high temperature, the system is a nearly ideal disordered BCC solution, as shown

by the 1800 K PDF. As the temperature of the system decreases, the system under-

goes an order/disorder phase transition, most likely to cP2-like alternation with the

pattern of chemical order reflecting preferred bonding types amongst species. As the

temperature further decreases, additional phase transitions are possible, culminating

in phase segregation into the 0 K coexisting phases.

Analogous neighbor correlations were obtained previously [119] by a group using

the Bozzolo, Ferrante and Smith [120] empirical interaction model. Owing to their

interactions, the precise details of favored and disfavored neighbor pairs differ from

our present results. Interestingly, they obtain order-disorder transitions around 600-

800 K, consistent with our finding. An order-disorder transition in Ta-W has been

predicted near 1000 K [121].
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4.5 A Proposed Nearest Neighbor Model and Its

Mean Field Reduction

To calculate qualitative details of the order-disorder transition in Mo-Nb-Ta-W, we

derive a mean field free energy model for chemical ordering within the BCC phase.

Previous work on phase stability using Monte Carlo methods has been performed

by del Grosso et al. [122, 123], however their empirical interaction model predicts

Mo and Ta avoid NN bonding at 0 K. This yields different low-temperature phase

segregation behavior than what first principles unambiguously predicts. As we are

using a mean field model, local elastic distortion of the crystal lattice due to atomic

radius mismatch, a known strong effect in HEAs [124], is incorporated in our study

only in so far as it affects the binary enthalpies of formation.

We work in the Gibbs ensemble at fixed temperature, pressure, and chemical

composition in a system with N atoms and d chemical species, all of which have the

same number of atoms N/d. We consider only nearest neighbor interactions, which

for a BCC lattice exist between cell center and cell vertex sites, yielding an enthalpy

in the form of an effective Hamiltonian

H =
∑

<ij>

∑

αβ

σα(i)bαβσβ(j), (4.1)

where i and j denotes all possible sites, summation over < ij > denotes summation

over all nearest neighbor bonds, summation over α and β denotes summation over

all possible species, bαβ denotes the nearest neighbor bond strength between species

α and β, and σα(i) is 1 if site i contains species α and 0 otherwise.

Anticipating cP2-like ordering, we now define the quantities

eα =
2

N

∑

i ∈ vertices

σα(i) (4.2)

and

oα =
2

N

∑

i ∈ centers

σα(i), (4.3)
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which are, respectively, the concentration of species α on cell vertex (“even”) sites and

the concentration of species α on cell center (“odd”) sites. Inverting Equations 4.2

and 4.3, we rewrite σα(i) as

σα(i) = (eα, oα) + δσα(i), (4.4)

where the first term is eα if i is a cell vertex and oα if i is a cell center. As all NN

bonds are between cell centers and vertices, we may rewrite Equation 4.1 as

H =
∑

i ∈ centers

∑

j ∈ NN(i)

∑

αβ

(oα + δσα(i))bαβ(eβ + δσβ(j)). (4.5)

In a mean field approximation, terms in δσ vanish. The remaining term is independent

of i and j and thus scales as the total number of bonds 4N , giving an enthalpy per

atom of

h = H/N =
∑

αβ

oαΩαβeβ, (4.6)

where Ωαβ = 4bαβ.

We now introduce the ideal entropy approximation, assigning an entropy per atom

of

s = −kB
2

∑

α

(eα ln eα + oα ln oα). (4.7)

As eα and oα are bounded between 0 and 2/d and sum to 1, this entropy can only

vanish in the case where d = 2, whereas we will apply this free energy to HEAs

with d ≥ 4. Hence this entropy violates the third law of thermodynamics were we to

näıvely extrapolate it to 0 K. This is a natural consequence of B2 ordering, with 2

unique sites occupied by d > 2 chemical species, requiring disorder on the sites and

creating entropy of mixing. To predict phase transitions at lower temperatures, both

a unit cell with number of unique sites divisible by 4, and more interaction terms,

must be included. Including the entropic contribution −Ts, we obtain a free energy

per atom of

g =
∑

αβ

oαΩαβeβ +
kBT

2

∑

α

(eα ln eα + oα ln oα). (4.8)
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We now examine ordering tendencies driven by the energetics of the system. Sup-

pose we have an enthalpy of general quadratic form

h = ψTΩψ, (4.9)

where ψ is a vector containing n+r variables, where n of the variables are independent

and r are dependent, and Ω is an (n + r) × (n + r) dimensional symmetric matrix.

We rewrite this enthalpy in terms of only independent variables. Define ψ with

the first n entries independent, so that it may be decomposed into an n-dimensional

vector ψi containing independent variables and an r-dimensional vector ψd containing

dependent variables. Rewrite Eq. (4.9) in block diagonal form

h =
[

ψT
i ψT

d

]





Ωii Ωid

(Ωid)T Ωdd









ψi

ψd



 , (4.10)

where Ωii is an n × n dimensional matrix, Ωid an n × r matrix, and Ωdd and r × r

matrix. Assume that ψd depends linearly on ψi, so the constraints on the system

may be written in form

ψd = k +Dψi, (4.11)

with k an r-dimensional vector and D an r × n dimensional matrix. Imposing this

on Eq. (4.10) yields

h = ψT
i θψi +Bψi + C, (4.12)

where θ = Ωii + ΩidD +DT (Ωid)T +DTΩddD is an n× n matrix, B = 2kT ((Ωid)T +

ΩddD) a n-dimensional row vector, and C = kTΩddk. If θ is invertible, h has a unique

extremum at

ψ0 = −1

2
θ−1BT , (4.13)

so Eq. (4.12) may be rewritten with a coordinate redefinition of ψ′ ≡ ψ −ψ0 as

h = ψ′T θψ′ + C −ψT
0 θψ0. (4.14)
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As Ωii and Ωdd are symmetric, θ must be a real symmetric matrix and is therefore

diagonalizable with orthogonal eigenvectors. Its eigenvalues and eigenvectors yield

information about preferential ordering in the system.

Returning to the special case of cP2 symmetry, there are d constraints of the form

eα + oα =
2

d
, (4.15)

one for each α, and two constraints imposing that each site class must be completely

occupied,
∑

α

eα =
∑

α

oα = 1. (4.16)

However the two constraints of Eq. (4.16) are redundant, as required by Eq. (4.15).

It follows that only d− 1 of the original 2d variables are independent. Here we take

all oα and one of the eα to be dependent. For cP2 ordering, translational symmetry

and equiatomic composition require all components of ψ0 equal 1/d. This yields an

enthalpy of the form

h =
∑

α′β′

(eα′ − 1

d
)θα′β′(eβ′ − 1

d
) +

1

d2

∑

αβ

Ωαβ, (4.17)

where primed indices denote summation over independent species and unprimed in-

dices denote summation over all species. The enthalpy is invariant under the body

centering operation eα → 2/d − eα. This enthalpy has the natural form expected

for an order-disorder transition. In particular, for the binary (d=2) system A-B,

h = ΩAB(eA − 1
2
)2 up to a constant, with eA − 1

2
the well known order parameter for

the order/disorder phase transition in the cP2 structure.

We diagonalize θ, obtaining its eigenvectors vi with associated eigenvalues λi. Any

point in composition space may be written as ψ′ =
∑

i χivi, where χi is the associated

normal coordinate for eigenvector vi. Each normal coordinate is a linear combination

of eα’s, with χi = 0 ∀ i corresponding to eα = 1
d
∀ α. Normalizing the eigenvectors

with a magnitude of unity, the enthalpy becomes

h =
∑

i

λiχ
2
i +

1

d2

∑

αβ

Ωαβ. (4.18)
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There are two cases for the temperature evolution of the system, depending on the

spectrum of θ. In the first case, θ has only positive or zero eigenvalues. In this

case, the enthalpy-minimizing configuration is χi = 0 ∀ i. As this is also the entropy

maximizing configuration, the system remains disordered at eα = 1/d ∀ T . No

order/disorder phase transition occurs if θ has only non-negative eigenvalues.

In the second case, θ has negative eigenvalues leading to solutions with enthalpy

less than the disordered solution. Were it not for the constraint 0 ≤ eα ≤ 2/d, the

enthalpy would be unbounded below. The T = 0 K enthalpy-minimizing solution

must lie on the boundary of configuration space, i.e. eα = 0 or eα = 2/d (which

are physically equivalent due to body centering symmetry) for at least one species

α, corresponding to at least one species showing perfect ordering at 0 K. At any

point in configuration space not on the boundary, we may always increase the normal

coordinate corresponding to any negative eigenvalue to lower the enthalpy until the

boundary is reached. In general, multiple normal coordinates contribute to the solu-

tion. Non-zero normal coordinates for positive eigenvalues may exist, as increasing

the normal coordinates for positive eigenvalues may move the system in configuration

space away from the boundary. Subsequently increasing the normal coordinate for

negative eigenvectors moves the system in configuration space back to the bound-

ary, possibly with lower enthalpy than before. As the enthalpy is independent of

temperature, there must be a finite temperature where the entropic contribution to

free energy (which grows proportionate to) dominates the enthalpic contribution. An

order/disorder phase transition must occur if θ has at least one negative eigenvalue.

4.6 Results of the Mean Field Model

To determine if an order-disorder phase transition exists in Mo-Nb-Ta-W, we compute

the NN bond strengths bαβ. Using the structures previously obtained from ATAT, we

reran the cluster expansion, restricting it to a single two body term, which yields the
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Group 5 Group 6

Ta Nb W Mo

Ta 0 1 -34 -53

Nb 1 0 -14 -30

W -34 -14 0 -1

Mo -53 -30 -1 0

Table 4.2: Nearest neighbor bond strengths bαβ used in modeling the Mo-Nb-Ta-W

BCC phase, in units of meV/atom.
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λ eTa − 1/4 eNb − 1/4 eW − 1/4 eMo − 1/4

-701 0.786 0.600 0.152 -1.537

8 0.321 -0.186 -0.929 0.793

18 -0.529 0.778 -0.339 0.089

Table 4.3: The eigenvalues and associated eigenvectors of θ using bond strengths

given in Table 4.2. λ is in units of meV/atom. The final column is the selected

dependent species and is not part of the associated eigenvector; it is shown here to

give physical intuition to how the particular mode is ordering the system.

NN bond strengths between differing species given in Table 4.2. Shown in Table 4.3

are the eigenvalues of the θ matrix, the eigenvectors, and the associated dependent

composition eMo − 1/d =
∑

α′(eα′ − 1/d). Positive signs for eigenvector components

denote ordering on cell vertices and negative signs denote ordering on cell centers (only

the relative sign between components are relevant). Of the three possible modes, one

has a negative eigenvalue, so an order/disorder phase transition must exist. The

lowest enthalpy mode ordering the system (λ = -701 meV/atom) indeed has strong

ordering with opposite signs for Mo and Ta, supporting the assertion that Mo-Ta NN

bonds drive the ordering of the system. This mode also has strong ordering with

opposite signs on Mo and Nb, in agreement with Mo-Nb as the second strongest

bonding type.

Shown in Figure 4.4 is the temperature evolution of the species concentration on

cell vertices, obtained by minimizing the free energy at a given temperature over all

independent variables eα′ subject to the bounds. Monte Carlo simulations using the

same enthalpy model were subsequently performed to verify our mean field results,

and they show excellent qualitative agreement. Here the system achieves perfect

sublattice occupancies for all species at low temperature, with Ta and Nb on the

cell vertices and W and Mo on the cell centers. This agrees with our pseudobinary

model where group 5 (Ta,Nb) and group 6 (W,Mo) form pseudobinary species. As
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Figure 4.4: The vertex sublattice occupancy as a function of temperature for the

mean field model. See text for information on inset.
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Figure 4.5: The normal coordinates of the system as function of temperature.

temperature rises, the system begins picking up some disorder, with Nb and W more

strongly affected than Mo and Ta, finally reaching complete disorder at TC = 1654K.

The inset shows the temperature evolution of the quantities eTa+eMo and eNb+eW ,

both quantities remaining close to 1/2 for all temperatures, explaining the mirror-

image-like relation of Mo to Ta and Nb to W. This arises from Mo-Ta’s strong binding,

pinning the configuration close to the boundary eTa ≈ eNb .
1
2
, with eW ≈ eMo & 0

at low temperatures. Even at T ≈ 1000K, where eNb and eW differ appreciably from

their boundary values, eTa and eMo remain close to their extremes, requiring that

eNb+ eW = 1− (eTa+ eMo) ≈ 1
2
. By the time T reaches TC, eα = 1

4
∀ α, so the values

of eTa + eMo and eNb + eW never deviate significantly from 1/2.

Figure 4.5 shows the temperature evolution of the normal coordinates of the sys-

tem. At low temperatures, all modes contribute to the thermodynamic equilibrium of

129



the system, though the -701 meV/atom mode dominates the enthalpy of the system.

All three normal coordinates vanish at TC = 1654K, yielding the disordered solution

where entropy is maximized in configuration space. The square root singularity as T

→ TC matches the well known mean field classical critical exponent β = 1
2
.

The system strongly prefers the -701 meV/atom mode at 0 K due to its sub-

stantially low enthalpy. This places Ta, Nb, and W on cell vertices and Mo on cell

centers. To maintain overall concentration 1/4 for each species, the other two modes

are needed to compensate. The 8 meV/atom mode replaces some Mo at cell centers

with W, while further strengthening the ordering of Ta on cell vertices. Finally, the

least favored 18 meV/atom mode is the only mode that orders Nb and W onto dif-

ferent sublattices, giving the observed disordering of Nb and W in Figure 4.4. The

large contribution of Mo-Ta ordering in the -701 meV/atom mode presents compelling

evidence of ordering dominated by Mo-Ta bonding.

4.7 Results of Monte Carlo Simulations

It is well known that mean field models systematically overestimate transition tem-

peratures due to lack of correlations. To confirm the validity of our mean field model

(in particular, our assumption of an entropy function corresponding to sublattice

ordering) and to obtain a more precise estimate for the transition temperature, we

perform Metropolis Monte Carlo using as the energy function Equation 4.1 at 10 K

intervals from 100 K to 2000 K for supercells of the bcc unit cell, ranging from size

2×2×2 to 20×20×20, each simulations consisting of 106 initialization steps followed

by 2×106 collection steps. Temperatures less than 400 K were thrown out due to

probable lack of equilibration at these low temperature. Using these configurations,

we may calculate not only the cell vertex occupancy as in the mean field theory,

but also the specific heat and possible order parameters. Shown in Figure 4.6 are

our results for cell vertex occupancies for supercell size 16×16×16. We see strong
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Figure 4.6: The vertex sublattice occupancy as a function of temperature for our

Monte Carlo simulations.

qualitative agreement with Figure 4.4. The only differing features are the transition

temperature occuring near 1280 K and the scaling of the various species occupancies

near the critical point. However, near the critical point there is likely some residual

error due to critical slowdown. Shown in Figure 4.8 are is a plot of the specific heat

as a function of temperature. We here see a growing specific heat peak at 1280 K

characteristic of a phase transition, though it is relatively slow-growing and has some

noise for supercell sizes larger that 14×14×14.

Sublattice ordering for a bcc lattice in a binary system belongs to the 3D Ising

universality class. Although our system is a quaternary, it exhibits a pseudo-binary

behavior. For the 3D Ising class, the critical exponent for order parameter scaling

near the critical temperature is β = 0.327, and the critical exponent for finite size
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Figure 4.7: Comparison of Mo and Ta vertex occupancies to the expected form for

the order parameter in a 3D Ising model. The red line denotes an estimate for the

behavior of the order parameter at critical temperature 1280 K with the expected 3D

Ising critical exponent β = 0.327.
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scaling of the specific heat peak height is α/ν = 0.110/0.630 = 0.175 [51]. Shown

in Figure 4.7 are the vertex occupancies for Mo and Ta for supercell size 16x16x16,

which we expect to be order parameter-like, and shown in Figure 4.9 are the peak

heights for the specific heat as a function of supercell dimension. We restrict to

supercell dimensions 8 through 18, as it is this dimension range that is likely close

to equilibration and outside the corrections-to-scaling regime. Residual error due to

critical slowdown and uncertainty in the precise transition temperature complicates

fitting the order parameter near the critical point, and we can only definitively say

from this figure that, by comparison with an estimate for the functional form of the

order parameter, it is plausible that our Mo and Ta vertex occupanies act as the

order parameter near the critical point, though the strong observed Mo-Ta bonding

from the mean field model strengthens this assertion. Our finite size scaling for the

specific heat peak shows basic agreement between expected and predicted values,

with a critical exponent of 0.181 observed, the difference likely due to the noise for

supercell sizes greater than 14×14×14 previously noted. We therefore believe that

our free energy model belongs in the 3D Ising universality class, with a second-order

phase transition driven by an order parameter involving Mo or Ta vertex occupanies.
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Chapter 5

On the Elasticity of Transition

Metal Alloys1

5.1 Elasticity of Transition Metal Alloys: Too Many

Phase Diagrams

The field of metallic glasses began in 1960 when Klement et al. [126] created a ribbon

of amorphous Au-Si with a thickness of 10 µm using splat cooling, quenching the liquid

rapidly enough that atoms were “frozen” in space. While formally any metallic glass

can be formed by cooling the associated liquid rapidly enough, even the rapid cooling

rate of 107 K/s achievable in splat quenching [127] is glacial on the characteristic

time scales of atomic motion (1 fs) and the average time scale for atoms to switch

places (10 ps) [128], and only systems with relatively large free energy and kinetic

barriers retarding nucleation of crystal phases could be created [129]. Even for metals

where glass formation using splat cooling was possible, rapid quenching only allows

for relatively thin samples.

1Much of this chapter has been adapted from my paper “First Principles Calculation of Elastic

Moduli of Early-Late Transition Metal Alloys” [125].
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In the early 1990’s [130, 131], it was discovered that by using multiple (4+) al-

loying species with mismatched atomic radii and favorable interspecies bonding, “ge-

ometric frustration” could be induced, where the natural tendency towards crystal-

lization is frustrated via size mismatches and conflicting chemical ordering. These

new “bulk metallic glasses” (BMGs) could be grown with cooling rates as low as 1

K/s. These lower cooling rates allows equilibration in bulk quantities, with critical

casting thicknesses on the order of centimeters obtainable [129]. BMGs are generally

nearly close-packed, giving them excellent corrosion resistance, as atoms are unable

to rearrange to form reactants and diffusion is inhibited. They also show excellent

mechanical properties, with yield strength of 1.5-2.5 GPa and elastic strain limits

of 2% typically reported, higher than steels’ 0.5-2 GPa and 0.5%, respectively [132].

Sportsgear and personal electronics devices incorporating BMGs are already on the

consumer-grade market.

But there’s a catch. In practice, there is a trade off between strength and ductility.

Strong materials have high energy costs for various micro- and mesoscopic defects

forming. However, ductility usually occurs because a material can support the creation

and movement of certain low-energy defects (usually dislocations) which cause plastic

flow. Strong materials will resist small deformations, but once enough energy has been

put into the deformation, cleavage occurs.

Amorphous materials are even worse in this regard. As amorphous materials

have no regular lattice, the very concept of a dislocation defect is ill-defined. This

gives amorphous materials their high yield strength, but once that yield strength

is exceeded, they will fail spectacularly, as witnessed by the common example of

conventional soda-lime glass (not a BMG) shattering. In amorphous materials, the

defects that are triggered are known as “shear transformation zones” [133, 134, 135,

136], point-like regions where externally applied global stress causes localized regions

of shearing. Upon reaching the yield strength, these regions combine to form “shear

bands”. Plastic flow is associated with many such bands forming, diffusing the strain
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throughout the material, and brittle fracture with few bands forming, focusing the

strain into small regions. While this process is well-accepted in the literature, there

is considerable disagreement at present on the exact mechanism by which STZs lead

to shear banding, and no formalism exists to aid design in inhibiting the growth of

solitary shear bands responsible for brittle fracture.

While the trade-off between strength and ductility is empirically observed, it is

not required by the laws of physics, and ductile BMGs able to support plastic strains

as high as 22% have been reported in the literature [137]. A correlation between

Poisson’s ratio and ductility [138, 139, 140] exists, including an empirical threshold

of ν = 0.32 past which amorphous materials may be ductile, and below which they

will be brittle. This suggests, as a first approximation, a rule-of-mixtures approach:

to further enhance the ductility of BMGs, species with high Poisson’s ratios should

be alloyed together to create amorphous materials. This is too crude a measure,

however, as it fails to consider interspecies bonding, one of the primary mechanism

(meta)stabilizing most amorphous materials. In addition, the large number of alloying

species gives unfavorable combinatorial growth in the number of possible combina-

tions, and it still remains to determine the composition that maximizes ductility. An

exhaustive search for BMGs with favorable elastic properties is out of the question

experimentally.

But it is not out of the question computationally. First principles computational

methods prove fruitful, owing to their chemical specificity and absence of adjustable

parameters, as well as the insight they yield into electronic structure. While techni-

cally possible, amorphous metals pose computational difficulties, as they lack both

spatial periodicity and a unique structure. While the first problem can be practi-

cally overcome by imposing suitably large periodic boundary conditions, this requires

hundreds of atoms per computational cell2, straining computational resources, and

2It should be noted that this cell size is likely too small to observe more interesting effects like

shear band formation.
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requiring averaging over multiple samples to remove sample dependence. The second

problem can be partially overcome by running molecular dynamics on a liquid sample

then rapidly quenching. However the requirement for equilibration further increases

the computational time necessary, and the question remains whether the unphysical

rapid cooling rates (on the order of 1015 K/S) seen in these computational quenches

give structures representative of realistically quenched materials.

Hence we adopt a different strategy. We propose that, in order to understand

the ductility of amorphous materials based upon their constituent species, one should

examine the Poisson’s ratio for the known intermetallics formed by those species. We

will focus mostly on transition metals, in particular early-late transition metal alloys,

as these combinations are favorable toward BMG formation. As Poisson’s ratio is

known to depend on the nature of chemical bonding [141], species that systematically

show enhancement of Poisson’s ratio upon alloying into crystalline phases should

also show enhancement of Poisson’s ratio when alloyed into amorphous phases, as

amorphous materials have similar short-range order with the associated crystalline

phases. To propose these candidate combinations, we will calculate the bulk modulus

K and the shear modulus G for a variety of binaries using first principles calculations,

the isotropic Poisson’s ratio being a function of G/K. This gives not only a list of

proposed alloying species but initial guesses for approximate compositions for alloying

to achieve maximum ductility.

As we are computing the properties of crystalline phases but wish to extend our

results to amorphous phases, it is necessary to understand how these moduli depend

on the chemical bonding between species (which should transfer to amorphous ma-

terials with similar relative concentrations of the two species) and how they depend

on the particular structure (which will not be transferable). To quantify this depen-

dence, comparison to a well-known effective field theory known as the Coherent Phase

Approximation (CPA) and various physical measures of chemical bonding strength

will be used. Though our primary concern here is ductility, this work has wide appli-
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(0,2,8)

(b) CN=12,

(0,0,12)

(c) CN=14,

(0,0,12,2)
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(e) CN=16,

(0,0,12,4)

Figure 5.1: Frank-Kasper Voronoi polyhedra, listing coordination numbers and poly-

hedron codes.

cability for diverse properties of amorphous materials, as bulk moduli, shear moduli,

and their ratio correlates to glass transition temperature [142, 143], glass forming

ability [144], Grüneisen parameters [145], maximum resolved shear stress at yield-

ing [146], chemical bonding type [141], and possibly fragility [141]. It is not too much

of an exaggeration to say that nearly every material property of amorphous materials

depends in some way on their elastic moduli.

We will also highlight two crystalline phases that have similar structures to amor-

phous materials, which we propose may be viewed as “amorphous approximants”,

(motivated by the “quasi-crystalline approximants” found in the related field of qua-

sicrystallography). These phases, known as Frank-Kasper phases [147, 148, 149] are

complex but otherwise ordinary crystalline phases. Due to their topological close

packing they exhibit local icosahedral ordering similar to that found in many amor-

phous metals. Fig. 5.1 shows the standard Voronoi polyhedra of Frank-Kasper struc-

tures. We expect that the similar local chemical environments of the Frank-Kasper

phases can be used to mimic amorphous metals, yielding “amorphous approximants”,

similar in concept to “quasicrystal approximants”. These crystalline phases will be

used to understand trends in the elastic properties of amorphous metals. Such “amor-

phous approximants” are useful for computational work as they typically have small

unit cells compared to system sizes required to reproduce amorphous structures.
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5.2 The Basics: Elasticity

The fundamental equation of linearized elasticity is σi = Cijǫj, where σ is the

stress tensor, ǫ is the strain tensor, and C the stiffness tensor relating the two.

Here we employ Voigt notation, converting the tensors σ and ǫ into vectors with

six components {xx, yy, zz, xy, xz, yz}. For crystals C depends on the symmetry

of the material in question [150] and contains at least three independent parame-

ters. For the special case of isotropic materials C has only two independent pa-

rameters, the bulk modulus K and the shear modulus G. The non-vanishing ele-

ments are C11 = C22 = C33 = K + 4G/3, C12 = C13 = C23 = K − 2G/3, and

C44 = C55 = C66 = G. An additional elastic quantity of interest is the Poisson ratio

ν, defined to be the negative of the ratio of axial strain to transverse strain. For crys-

tals ν depends on the direction of applied stress, but in the isotropic case it reduces

to

ν =
3− 2G/K

6 + 2G/K
. (5.1)

Notice that ν is a function of the shear to bulk modulus ratio G/K, also known as

the Pugh ratio [151].

Ductility and Poisson’s ratio are positively correlated in both polycrystalline [151]

and amorphous [138] solids, with ν ≥ 0.32 (equivalently G/K ≤ 0.41) proposed as a

empirical criterion for good ductility [152]. Seeking simultaneously high strength and

ductility, it is natural to choose chemical species which in elemental form have large

K. The species chosen must also be known good glass formers. Early-late transition

metal alloys fit both criteria, as the transition metals from Group IV to XI all have

K ≥ 100 GPa, and they are one of the most frequently examined classes of amorphous

metals, . Size mismatch criteria favor using transition metals from different rows and

columns of the periodic table, e.g. Ta and W for early transition metals (ETMs),

and Co and Ni as late transition metals (LTMs). Co and W are of particular interest

for materials design as Co-based glasses exhibit ultrahigh fracture strength, W-based

141



glasses have the highest known glass transition temperature for BMGs, and both have

high Young’s modulus [153, 141, 154].

Ordinary crystalline materials contain randomly oriented microscopic grains and

appear macroscopically isotropic. To compute the elastic properties for these “poly-

crystals”, orientational averaging is required. Each grain is described microscopically

by the same stiffness matrix, which contains between three (cubic) and 21 (triclinic)

independent parameters [155], but macroscopically the crystal is isotropic with only

two independent parameters K and G. In the Voigt average, the stiffness matrix C is

averaged over orientations [156], which is exact if stress is uniform throughout space.

In the Reuss average, the compliance matrix S = C−1 is averaged over orientations,

which is exact if strain is uniform throughout space. The Voigt average systematically

overestimates the isotropic moduli, while the Reuss average systematically underes-

timates the moduli. Empirically, the arithmetic mean of the two, known as the Hill

average [157], gives improved agreement with experiment, and this is what we will

report.

The polycrystalline average assumes the stiffness matrices of various grains are

identical to the perfect crystal, differing only by relative orientation. To obtain

macroscopic elastic moduli in materials where chemical environment spatially varies,

in particular in materials containing chemically distinct grains, it is necessary to in-

clude effects arising from fluctuations in the local stiffness matrices. A general class

of approximation schemes known as “effective medium theories” exists where each

grain with its local stiffness matrix interacts with an effective medium characterized

by a background stiffness matrix incorporating the interactions of all other grains. A

popular effective medium theory is the coherent potential approximation (CPA) [158],

a self-consistent formalism in which the background stiffness matrix is taken as the

macroscopic average itself. The self-consistent interaction of grains yields a pair of

coupled non-linear equations,

∑

i

φi
Ki −K

3Ki + 4G
= 0 (5.2)
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and
∑

i

φi
Gi −G

5G(3K + 4G) + 6(K + 2G)(Gi −G)
= 0, (5.3)

which can be solved numerically for the effective K and G, where φi denotes the

volume fraction of grain type i in the material. Ki and Gi denote the bulk and shear

modulus of grain type i, respectively.

Although intended for mixtures of crystalline grains, we will apply CPA in the

limit where each grain shrinks to a single atom, to estimate the elastic moduli of

compounds using the self-consistent average of properties of the constituent pure

elements. Our usage of CPA may be viewed as a higher-order correction to the

well-known but highly empirical “rule of mixtures” paradigm common in materials

design, which has already been applied to bulk metallic glasses [159]. CPA takes

into account the pure elemental properties but lacks information about interspecies

bonding and specific alloy crystal structure. Thus we take CPA as a convenient,

physically motivated interpolation to establish a baseline for comparison with the

computed alloy moduli revealing the specific contributions of structure and bonding,

though we note that metallic glasses exist where trace changes in composition yield

relatively large changes in K and G due to alteration of chemical bonding type [160].

5.3 The Raw Data

Our first principles calculations use the Vienna Ab-Initio Simulation Package (VASP) [82,

83], a plane wave ab-initio package implementing PAW pseudopotentials [27] in the

PW91 [24] generalized gradient approximation to density functional theory (DFT).

VASP calculates total energies, forces, elastic moduli, and electronic structure. All

structures are relaxed until the maximum ionic force is below 0.01 eV/Å, and the

k-point density is subsequently increased until total energy per atom has converged

to within 0.1 meV/atom. Default plane wave energy cutoffs are used for total energy

calculations. In structures containing Co and Ni, spin polarization has been included.
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However, we do not include spin-orbit coupling despite the presence of 5d elements

Ta and W. Total energies are converted to enthalpies of formation by subtracting

from the tie-line joining the total energies of pure elements in their stable crystalline

forms [161].

We perform elastic calculations using a finite difference method internal to VASP.

To ensure proper convergence of elastic moduli, we increase the k-point density until

the all polycrystalline averages converge to within 2%, then increase the energy cutoff

until the polycrystalline averages converge. Convergence in energy cutoff occurs at

360 eV, with the exception of Ni2Ta and Ni4W where 400 eV and 440 eV respec-

tively were required. All structures were tested for mechanical stability, and elastic

constants were not calculated for structures that were found to be mechanically un-

stable, though they were included in the enthalpy of formation plots, as it is possible

for the stabilizing distortions to affect the calculated total energy only weakly.

To quantify bond strength between individual atoms in structures, we calculate

interatomic force constants and the Crystal Overlap Hamilton Population (COHP).

To calculate the force constant kαβ between atoms α, β at position rα,β, separated by a

bond in the direction γ̂αβ, we calculate the Hessian matrix Hαβ = d2E/dδrαdδrβ. We

use density functional perturbation theory internal to VASP to calculate H within a

supercell of sufficient size that atoms lie at least 4.2 Å away from their own repeated

images. Restricting our attention to longitudinal (bond stretching) interactions and

assuming central forces, we define

kαβ ≡ γ̂αβ ·Hαβ · γ̂αβ (5.4)

as the projection of the Hessian along γ̂αβ. kαβ must be positive for the force to be

stabilizing.

The COHP provides an electronic structure-based characterization of interatomic

bond strength [162]. One calculates matrix elements 〈αL|H|βL′〉 of the density func-

tional theory Hamiltonian between localized atomic orbitals L and L′ on a pair of

atoms α and β, then multiplies by the density of states NαL,βL′ projected onto the two
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Figure 5.2: Stacked bar chart of Honeycutt-Andersen common neighbor statistics [7,

8].

orbitals. We calculate wave functions using a TB-LMTO method [163] then calculate

an integrated COHP (iCOHP) for a pair of atoms αβ, summing over atomic orbitals

and integrating over energies up to the Fermi energy.

5.3.1 Structures

Because we consider a large number of specific structures, we establish a numbering

scheme to unambiguously identify them (see Table 5.1). In the text we refer to a

given crystalline material using the notation Compound.Pearson (e.g. Co2Ta.cF24).

Of particular interest are the Frank-Kasper structures, which we take as amorphous

approximants owing to the prevalence of their coordination polyhedra in many metal-

lic glasses [3, 164]. Canonical Frank-Kasper polyhedra have coordination numbers

CN=12, 14, 15 and 16. However, we include the Bernal holes [1, 2], notably CN=10, as

tetrahedral but non-canonical Frank-Kasper polyhedra [3] suitable for smaller atoms.

Also, the tetrahedral close-packing of the Frank-Kasper phases matches the packing

properties expected in bulk metallic glasses [165].

To justify use of crystalline phases as amorphous approximants, we compare

Honeycutt-Andersen common neighbor statistics [7, 8], of crystalline and amorphous

structures. Amorphous structures were simulated by quenching 100 atom liquid struc-

tures in NPT ensembles from T = 2500 K down to 300 K over runs of more than
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Ref. Prototype Strukt. Pearson FK? CN

1 Cu A1 cF4 NA 12

2 W A2 cI2 NA 14

3 Mg A3 hP2 NA 12

4 Fe6W7 D85 hR13 µ 12, 14, 15, 16

5 Al2Cu C16 tI12 non-FK 10, 15

6 AuCu3 L12 cP4 NA 12, 18

7 BaPb3 hR12 NA 12, 18

8 MgNi2 C36 hP24 Laves 12, 16

9 MgZn2 C14 hP12 Laves 12, 16

10 MgCu2 C15 cF24 Laves∗ 12, 16

11 Ni3Sn D019 hP8 NA 12, 18

12 Al3Ti D022 tI8 NA 12, 14, 16

13 Cu3Ti D08 oP8 NA 12, 14, 16

14 NbPt3 mP16 NA 12, 14, 16

15 MoSi2 C11b tI6 NA 14

16 MoNi4 D1a tI10 NA 13, 14

17 Pt8Ti tI18 NA 13, 14

18 MoNi oP56 δ 12, 14, 15, 16

Table 5.1: Structure types considered listing common prototype, and Strukturbericht

and Pearson notations. Frank-Kasper phases list common names. ∗ indicates

symmetry-breaking distortion. “Non-FK” indicates non-canonical Frank-Kasper

phase containing CN=10 Bernal Hole. The final column contains a list of coordi-

nation numbers from Voronoi polyhedra appearing in the structure [1, 2, 3].
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15ps. All simulations were performed at the gamma point with default energy cutoffs.

Shown in Figure 5.2 is the number of common neighbors between two bonded atoms

of given types. We show results for Co-Ta, but Ni-Ta, Ni-W, and Co-W were also

simulated and generated similar results, with the exception of one Ni-W amorphous

sample which was likely out of equilibrium.

All structures have many bonds with n = 5 common neighbors, especially be-

tween unlike atomic species, reflecting the prevalence of icosahedral ordering in Frank-

Kasper phases and amorphous materials. Very few Co-Co bonds have n = 6 common

neighbors, and very few Ta-Ta bonds have n = 4 common neighbors, reflecting the

relative sizes of Co and Ta atoms. Because hR13 is a canonical Frank-Kasper phase

with no bonds sharing n = 4 common neighbors, we utilize tI12 to capture the role

of n = 4 Co-Co bonds.

5.3.2 Convex Hulls

Figure 5.3 summarizes our calculated enthalpies of formation. Vertices of the convex

hull of enthalpy as a function of composition are predicted to be stable phases at low

temperature [161]. We employ special plotting symbols to indicate phases claimed

experimentally to be stable at low temperature (heavy circles) and high temperature

(light circles). Phases whose stability or existence is in question are shown as squares.

From the prevalence of heavy circles on or near the convex hull we see general (though

imperfect) agreement with the experimentally reported phase diagrams. We briefly

summarize our findings for the four alloy systems of primary interest.

Co-Ta

For Co-Ta (Fig. 5.3a), at x = 0.25, we find that cP4 and hR12 (reference numbers 6

and 7) are nearly degenerate, with cP4 (stability not reported experimentally) favored

by 1 meV/atom, which is closer than DFT can reliably distinguish. At x = 0.33, three

different Laves phases have been reported (reference numbers 8-10), with conflicting
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in black, for W shown in green. Plotting symbols explained in text.
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claims of stability and uncertain composition. We find that none of these phases

lie on the convex hull. Further, all of their structures are mechanically unstable to

deformation, casting doubt on the reported structure and stability of this phase. In

our plot, we show the energy of a distorted cF24 structure which is mechanically

stable, for comparison with the undistorted hP12 and hP24. In the vicinity of x =

0.5 lies the Frank-Kasper µ phase. This phase is common to many alloy systems

containing fourth and fifth row early transition metals with third row late transition

metals. In most cases the phase shows a broad composition range at high temperature

but favors an ETM-rich low temperature limit (i.e. with the mixed occupancy 3a

site occupied by an ETM). This feature is correctly reproduced by our calculation.

At x = 0.67, the tI12 phase (reference number 5) is a non-canonical Frank-Kasper

phase, as it contains a CN=10 Bernal Hole, in addition to a canonical CN=15 Kasper

polyhedron.

Ni-Ta

For Ni-Ta (Figure 5.3b) at x = 0.11 we find Ni8Ta.tI18 to be low-temperature stable.

The experimental phase diagram has a tI36 structure stable, however no crystallo-

graphic refinement exists, so we use the known tI18 phase instead. There is disagree-

ment on recent phase diagrams concerning the stable structure at x = 0.25, and we

find three different structures have nearly identical enthalpies (tI8 is the lowest). The

main source of disagreement between our T = 0 K phase diagram and experimental

phase diagrams is the stability of NiTa.hR13, with even the ETM-rich variant lying

7 meV/atom above the convex hull.

(Co,Ni)-W

Our calculations verify the known Co3W and Ni3W phase stabilities. However, the

reported Co7W6 phase lies above the convex hull, and additionally favors the ETM-

rich limit contrary to experimental report. This phase has not been reported in the
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Ni-W alloy system, and we indeed find it lies well above the convex hull. However,

we will study the electronic and elastic properties of this hypothetical phase in order

to elucidate trends with respect to composition. Notice that enthalpies of formation

for alloys with W are lower than enthalpies with Ta. This does not necessarily reflect

lower mechanical stability or melting points for the compounds, as the greater cohesive

energy of tungsten compared to tantalum contributes to a reduction of the alloy

formation enthalpies. An equiatomic Ni-W phase with orthorhombic symmetry has

been observed low temperature stable [166], however no atomic structural data exists.

Owing to similar chemical identity and Bravais lattice, we attempted to use the Frank-

Kasper phase MoNi.oP56 with Mo substituted for W, but found that this structure

lies 66 meV/atom above the convex hull and likely is not the correct phase. It was

also too computationally expensive to compute elastic moduli for this phase.

5.3.3 Binary Elastic Moduli

We examine the effect of alloying on the elastic moduli by using CPA to approx-

imate a hypothetical alloy where no interspecies interactions exist. That is, for a

well-ordered phase with stoichiometry AxB1-x, we compare its elastic moduli to a

hypothetical solution of pure specie A and pure specie B with a stoichiometric ratio

x:(1-x) in the CPA approximation. As input for CPA, we use our computed elemental

elastic moduli. These agree closely with experimental moduli for Ta and W but are

relatively high for Co and Ni. Note that our calculation are valid at 0 K, while the

experimental values are room temperature, so it is expected that our values should be

high, especially for non-refractory elements. As the CPA approximation only incor-

porates elemental elastic moduli with no atomic environmental details, the deviation

of computed polycrystalline moduli from the CPA approximation yields a measure of

the relative importance of atomic environment and alloying species for elastic moduli.

All crystal structures are elastically anisotropic, and it is of interest to characterize

the anisotropy of our amorphous approximants. We define three anisotropies [155,
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167]: AZ (Zener), AG (shear) and AE (Young’s) as

AZ =
2C44

C11 − C12

,

AG =
S44 + S66

2S44

,

and

AE =
S11

S33

,

all of which are 1 for isotropic structures, where Sij are elements of the compliance

matrix. Table 5.2 compares calculated anisotropies of our hR13 and tI12 structures

with the four pure elements. Our anisotropies are close to one, similar to those seen in

the pure metals, with hR13 exhibiting less anisotropy than tI12. These anisotropies

can be taken as estimates of the local anisotropy expected at the atomic level in

actual amorphous structures. Recall that the polycrystalline averages are expected

to reflect the globally isotropic properties of the bulk amorphous structures.

5.4 Trends in the Data

Shown in Figure 5.4 are our calculated K values, compared with CPA estimates.

All CPA estimates are indicated by lines, all calculated moduli by individual data

points, and for Ni-Ta asterisks indicate experimental results. Our calculated Ni-Ta

bulk moduli show excellent agreement with our experimental results. For all four

chemical families, CPA gives reasonable estimates for bulk moduli, with at most a

16% deviation between estimated and calculated bulk moduli. However, in all alloy

systems and for all structures examined, CPA underestimates the bulk modulus.

This suggests the dominant correction to the bulk moduli is chemical bonding and

not atomic environmental details such as the prevalence of tetrahedra. Shear moduli

show relatively larger and less regular deviations from CPA, suggesting that bond

topology plays a significant role. Nonetheless, our calculated Ni-Ta shear moduli are

in good agreement with experiment (crosses).
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Composition Structure AZ AG AE

Co-Ta hR13 0.70 0.85 1.13

Ni-Ta hR13 0.81 0.91 1.14

Co-W hR13 0.76 0.88 1.18

Ni-W hR13 1.12 1.06 1.45

Co-Ta tI12 0.90 1.17 1.27

Ni-Ta tI12 1.32 1.24 1.50

Co-W tI12 1.24 1.12 1.20

Ni-W tI12 1.42 1.16 1.07

Co hP2 1.01 1.00 1.31

Ni cF4 2.18 1 1

Ta cI2 1.16 1 1

W cI2 0.83 1 1

Table 5.2: Measures of anisotropy for materials of interest. AG = AE = 1 for cubic

structures.

∆v ∆h ∆K ∆G

∆v 0.20 -0.83 -0.66

∆h 0.20 0.06 -0.47

∆K -0.83 0.06 0.60

∆G -0.66 -0.47 0.60

Table 5.3: Correlation coefficients for linear regressions involving elastic moduli and

thermodynamic quantities of interest, where rows denote independent variables and

columns dependent variables for a given regression.
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Shown in Table 5.3 are the correlation coefficient for various linear regressions

across all calculated CoTa, CoW, NiTa, and NiW alloys, where the sign of the cor-

relation coefficient denotes the sign of the slope. Here ∆K and ∆G (units GPa) are

deviations of calculated bulk and shear moduli from CPA estimates, ∆v (units Å3 per

atom) the deviation of volume per atom from a linear interpolation of pure elements,

and ∆h (units eV per atom) the enthalpy of formation per atom as illustrated in

Fig. 5.3. Correlations of elastic moduli with ∆v and ∆h reflect structure and bond-

ing effects that are missing from CPA. There is only a weak correlation between ∆h

and ∆v, though the associated slope is positive, expected as increased bond strength

(more negative ∆h) draws atoms closer together (more negative ∆v). ∆G and ∆K

are both correlated to ∆v, with ∆K in particular strongly correlated. This is line

with other work that shows that K and G correlate with V and that the correlation

for K is particularly strong [141]. This is also true for individual chemical families,

and for ∆K all chemical families’ regressions have similar slopes. This strong cor-

relation of ∆K with ∆v explains why all structures have CPA underestimating the

bulk moduli (positive ∆K), as all structures were also observed to have negative ∆v,

as expected. The slopes of ∆G and ∆K are both negative, as decreasing ∆v draws

atoms closer together, shortening bonds and enhancing interatomic force constants.

The observed correlation of ∆G with ∆K is likely due to the underlying correlation

of each with ∆v.

A goal of metallic glass design is to predict glass-forming compounds with high

ductility. Thus, as a guide, we plot the Poisson ratio’s of the various alloys under

discussion. Our computed T = 0 K crystalline Poisson ratios are expected to be

systematically low relative to the corresponding glasses, as G decreases more rapidly

than K as temperature increases [168], and amorphous G and K are lower relative to

crystalline values by around 30% and 10%, respectively. Here we see no systematic

trend in the choice of Ta versus W (empty versus filled plotting symbols) but Ni

generally has higher Poisson’s ratio than Co (red versus blue). Empirically, it has
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Figure 5.5: Calculated Poisson ratios. Dashed line at ν=0.32 is putative threshold

for ductility.

been observed that ν = 0.32 serves as a rough criterion for separating ductile and

brittle behavior in amorphous materials [140]. The majority of our Ni alloys lie

above this criterion and Co alloy below. In particular, all Ni-W alloys satisfy this

criterion, and Ni-W in the amorphous approximant structure hR13 shows particularly

large Poisson’s ratios. Combined with the large bulk modulus due to the presence of

tungsten, we propose that Ni-W is a candidate system for future research into strong

amorphous materials with high ductility.

To understand trends in elastic constants of these alloys we now look into the

interatomic interactions. Within a first principles approach there is no unique decom-

position of interactions into pairwise and many-body forces, and no simple notion of a

chemical bond, especially for metals. However some heuristic measures are available.
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Compound ETM-ETM (44x) ETM-LTM (32x) LTM-LTM (4x) mean mean

tI12 R k ρCOHP R k ρCOHP R k ρCOHP k ρCOHP K

NiTa2 3.12 4.2 0.31 2.63 4.7 0.25 2.43 4.2 0.025 30.7 0.27 222

CoTa2 3.11 5.2 0.31 2.61 3.7 0.30 2.48 4.0 0.030 32.0 0.29 228

NiW2 3.02 4.0 0.31 2.55 7.6 0.34 2.38 4.3 0.041 37.7 0.31 294

CoW2 3.02 5.1 0.37 2.54 6.7 0.36 2.38 4.8 0.037 39.9 0.35 308

Table 5.4: Data for tI12. R are average bond lengths for nearest neighbors under 4 Å.

k are averaged over atoms (i.e. weighted by the number of bonds per atom) in units

eV/Å2, ρCOHP is iCOHP volume density in units eV/Å3, and K is the calculated bulk

moduli in units GPa.

Here we examine the interatomic force constants, which can be regarded as springs

connecting the atoms, and the crystal overlap Hamilton populations (COHPs) which

are a measure of the covalency of electronic wave functions.

5.4.1 Force Constants and COHP

To compare different ETM and LTM substitutions, Table 5.4 shows k, the mean

force constants for the near neighbor bonds of a given species combination, ρCOHP,

the total iCOHP per unit volume for bonds of a given species combination up to 4

Å, and K, the bulk moduli in the structural prototype tI12. To calculate the mean

force constant, we sum force constants for all bonds up to 4 Å for a given cell then

divide by the number of atoms.

Both the mean force constant and ρCOHP correlate with the bulk moduli. This is

especially notable in the mean force constant, where there is a large increase in mean

force constant performing a Ta → W substitution and a relatively small increase

performing a Ni → Co substitution, but the effect is also present in ρCOHP. As

a force constant gives a measure of the stiffness of an individual bond, this mean
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force constant gives a measure of the total stiffness of all bonds, and bulk modulus

is increased under chemical substitution by an overall increase in the interatomic

force constant. We also see in Table 5.4 that performing a Ni → Co or a Ta → W

substitution enhances ρCOHP. Thus these substitutions have enhanced the bonding

nature of the electronic states.

To further understand the enhancement of bonding, we calculate electronic den-

sities of state (Fig. 5.6). The low-energy peak near -4 or -5 eV consists of sd-hybrid

orbitals, followed by a series of higher-energy peaks consisting solely of d orbitals, with

the Fermi level lying in the middle of the ETM d-band and at or above the top of the

LTM d-band. For Co-W, the Co and W d bands are closely aligned, inducing strong

hybridization of Co and W d orbitals. This effect is present in all structures we have

examined. Performing a W → Ta substitution shifts the ETM d-band up relative

to the LTM d-band, decreasing the d-band overlap and diminishing hybridization.

Performing a Co → Ni substitution shifts the LTM d-band down relative to the ETM

d-band, also decreasing the d-band overlap. Both of these induce an decrease in the

hybridization of the ETM-LTM d-bands. As hybridization generally creates bonding

states below the Fermi level, this reduction in hybridization going from W → Ta and

Co → Ni decreases the overall bonding characteristic of the occupied states, leading

to the observed trends in ρCOHP, and hence in bulk modulus.

5.4.2 Microstructural Details: Ternaries and Quaternaries

Elemental properties provide the dominant contribution to the elasticity of these

ETM-LTM intermetallic compounds, as can be seen in the qualitative agreement of

calculated alloy moduli with the CPA predictions shown in Fig. 5.4. In Table 5.5 we

see that the small decreases in modulus from Co to Ni, and the large increases from

Ta to W, are echoed in the moduli of the hR13 Frank-Kasper structure.

While binary amorphous metals exist, size mismatch criteria and material prop-

erty tuning favor the usage of multiple constituent species in amorphous metals for
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Figure 5.6: Electronic densities of states for hR13 structures. Line segments indicate

the mean and standard deviations of the element projected d-bands.

K G K G

Co 218 107 Ni 200 93

Nb (K=173, G=22) Co6Nb7 213 92 Ni6Nb7 198 81

Ta (K=202, G=61) Co6Ta7 234 106 Ni6Ta7 218 93

W (K=331, G=143) Co6W7 302 117 Ni6W7 279 77

Table 5.5: Elastic moduli for pure elements and binary hR13 structures.
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practical applications, and thus the question of transferability of binary results to

structures with three or more constituent species must be addressed. In addition,

there is still the lingering need to quantify how atomic environment affects the elas-

tic moduli. To answer both these questions, we perform chemical substitutions in

a binary structure to yields ternaries and quaternary structures. This changes the

chemical identities of formerly equivalent sites, altering local chemical ordering.

Shown in Table 5.6 is a comparison of binary hR13 structures (including also alloys

with Nb, an ETM) with nearly equiatomic composition quaternary variants of hR13

and six associated ternaries. Site occupancies in the quaternary has been chosen to

maintain the ETM/LTM nature of sites and minimize energy, and the ternaries were

formed by keeping the early/late site identity fixed.

To compare our binary results to ternaries and quaternaries, we here use a simple

chemical environment averaging scheme between ETM and LTM, with a equiatomic

ABCDmixture with A and B LTM and C and D ETM approximated by 1/4*(AC+AD+BC+BD),

and an ABC mixture (with C having near 50% concentration) approximated by

1/2*(AC+BC). Here AC, AD, BC and BD refer to the relevant binary hR13 structure

with the associated chemical formula. As an example, the predicted bulk moduli of

Co6Ta3W4 would be the average bulk modulus of Co6Ta7 and Co6W7. While this ig-

nores interspecies ETM-ETM and LTM-LTM bonds present (i.e. AB and CD), binary

enthalpies of formation for ETM-ETM and LTM-LTM families are weak compared

to ETM-LTM families, suggesting that as a first approximation we may assume the

differences in interspecies ETM-ETM and LTM-LTM bond strength average out.

Differences between our predicted interpolated elastic moduli and computed elas-

tic moduli follow the trends previously reported for CPA. Again we see bulk moduli

negligibly affected by atomic environment and predominately determined by the al-

loying species, with deviations in bulk moduli below 2.6% for all structures. For shear

moduli, the structures can be placed into two categories: those structures that have

only one ETM species or else two ETM species from the same group (here Nb and
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Chemical Formula Calculated K, G Averaged K, G Deviation

Co3Ni3Nb7 205, 87 205, 87 0.3, 0.5

Co3Nb3Ta7 225, 100 223, 99 0.7, 1.4

Co3Ni3Ta7 225, 102 226, 100 0.4, 2.2

Ni6Nb3Ta4 210, 89 208, 87 0.9, 2.2

Co3Ni3W7 290, 94 291, 97 0.3, 2.4

Co3Ni3Nb3Ta4 217, 97 216, 93 0.1, 3.7

Co6Ta4W3 261, 123 268, 111 2.5, 10.0

Co3Ni3Ta3W4 253, 115 258, 98 2.1, 14.6

Co6Nb3W4 261, 121 257, 104 1.5, 16.4

Ni6Nb3W4 241, 92 239, 79 0.8, 16.8

Ni6Ta4W3 242, 100 249, 85 2.6, 17.8

Co3Nb3Ni3W4 248, 109 248, 92 0.2, 18.7

Table 5.6: Comparison of calculated ternary and quaternary hR13 moduli with aver-

aged values of binaries. Moduli are given in GPa, and deviations in percentages.

Ta belong to group IV) which have deviations in shear moduli below 3.7%, and those

that have ETM species from different groups (here W from group V together with

Nb or Ta from group IV) which have deviations in shear moduli between 10.0% and

18.7%. In all cases where predicted shear moduli deviate significantly from calculated

shear moduli, the computed shear moduli have been enhanced.

That mixing Co and Ni or Nb and Ta causes little deviation in shear modulus,

but mixing Ta and W does, is further evidence for the dependence of shear modulus

on atomic environment. Co and Ni have similar atomic radii and electronegativity,

as do Nb and Ta. For a topologically close packed structure like hR13, substitution

of these chemical species should not noticeably affect bond lengths and ionic charges,

yielding similar calculated and averaged results. However, Nb and Ta have larger
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atomic radii and lower electronegativity than W, leading to larger charge transfers

and changes in bond length, reducing the accuracy of our averaging scheme while

generally increasing bonding strength.
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Chapter 6

On Bulk Sulfidization of the Cu-Pd

System1

6.1 Sulfidization of Copper-PalladiumMembranes:

What Do These Numbers Mean?

Every human is familiar with the corrosion process of oxidation, where oxygen atoms

strongly bond to materials via electron transfer to form oxides, whose properties

strongly differ from the unreacted materials’. Sulfur may also bond to materials

to form sulfides in a similar corrosion process known as “sulfidization”2. Unlike

oxygen, sulfur is not present in standard atmosphere conditions, and the process

of sulfidization is not nearly as prevalent as oxidation. This is quite fortunate, as

the rate of sulfidization is generally 104-106 times higher than the oxidation rate

1This chapter is adapted from my manuscript “First Principles Modeling of the Temperature

Dependent Ternary Phase Diagram for the Cu-Pd-S System”, currently under review for Comp.

Mat. Sci.
2The literature has not converged on a single term, and the process may be known as “sulfidation”

or “sulfidization”, not to mention the alternative spellings involving “sulphur”. We here choose

“sulfidization” as the standard term.
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under similar circumstances [169]. One of the primary design considerations for any

material that comes into contact with sulfur in its multitude of forms is its resistance

to sulfidization.

One class of materials that will come into contact with sulfur are palladium-based

catalytic membranes for hydrogen separation [170, 171, 172], of potential application

in clean energy technology. Such membranes are used to separate out pure H2 gas from

a “feed gas” containing a mixture of gases, commonly produced from coal gasification.

Molecules containing hydrogen in the gas (including H2) bind to the upstream side

of the membrane, and a chemical reaction resulting in dissociation of hydrogen is

catalyzed. Due to hydrogen’s small size, if the bulk of the membrane has favorable

binding sites for hydrogen, the hydrogen will be absorbed into the bulk and individual

hydrogen atoms will diffuse through the membrane via interstitial hopping, forming

a metal/hydrogen solid solution. When the hydrogen reaches the downstream side of

the membrane, it will combine with another hydrogen atom on the surface to reform

H2. Assuming the hydrogen partial pressure of the downstream side is small, free

energy minimization will prevent H2 from re-absorbing into the bulk. Over time, pure

H2 gas can be captured and stored via various hydrogen storage methods [173, 174].

The performance of the membrane is given by a material property “permeability’

derivable from Sievert’s Law3,

k =
NH2Xm

√

Pup −
√
Pdown

, (6.1)

where k is the permeability, NH2 is the downstream H2 flux, Pup and Pdown the

upstream and downstream hydrogen partial pressures respectively, and Xm the mem-

brane thickness.

While conceptually very pretty, from the viewpoint of phase stability there are two

major problems with this approach4. The first is the formation of hydrides within the

3Only valid past some critical thickness where diffusion becomes the rate-limiting step.
4Additional problems involving the membrane include, but are not limited to, the proper temper-

ature to run the absorption/desorption cycling, grain boundaries, phase stability of the membrane
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membrane caused by hydrogen-hydrogen interactions at high hydrogen concentration.

These hydrides reduce output flux and embrittle the membrane [174]. The more

serious problem, and the subject of this chapter, is the reaction with molecules other

than H2. All practical feed gases contain trace amounts of hydrogen sulfide (H2S),

and all known catalytic membranes that show favorable catalysis of H2 also show

favorable catalysis of H2S. When H2S binds to the feed side of the membrane, the

dissociation H2S → 2H + S occurs, and 2H diffuses into the bulk as in the case of H2.

The lone sulfur remains on the surface, and it can either bind to the surface or diffuse

into the bulk to form a sulfide, rendering the local region catalytically inert. Even a

trace amount of H2S will rapidly sulfidize a membrane, owing to its concentration at

the surface.

It has been known since the 19th century that palladium serves as an excellent ma-

terial for hydrogen separation. However, a high susceptibility to sulfidization (as much

as an 85% decrease in permeability after only 100 minutes of exposure to a gas with 50

ppm H2S), possibly irreversible growth of a Pd4S phase with greatly diminished per-

meability, embrittlement of the membrane after several absorption/desorption cycles

due to lattice expansion by the hydrogen atoms, and palladium’s high cost make pure

palladium a poor choice for industrial application [175, 171, 176, 177, 178]. Commer-

cial viability for fuel cells and the semiconductor industry was only possible when it

was discovered that alloying Pd with 25% Ag by weight in a solid solution eliminates

embrittlement (as the lattice is already expanded due to the presence of Ag atoms),

increases hardness due to solid solution hardening, improves permeability, and lowers

cost. Most importantly, sulfidization has been observed to be reversible in Ag-Pd

alloys using a process where the sulfidized membrane is alternatively exposed to air

and pure H2 and the temperature is increased over three days [179, 180, 181, 182].

Examining the periodic table, the natural next choice is the current leading can-

during cycling, supporting the membrane to withstand a large difference in pressure between the

upstream and downstream sides, and corrosion by other elements such as Cl and O.
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didate for hydrogen segregation membranes, copper-palladium alloys with 40% Cu

by weight [183, 184, 185, 176, 186]. While Cu-Pd membranes show reduction in per-

meability relative to Ag-Pd, and the existence of two Cu-Pd phases (fcc and bcc)

makes membrane growth and stability problematic, they are resistant to embrittle-

ment, and some samples have permeability similar to bulk Pd at standard operating

temperatures (6̃50 K) at an even lower price. A considerable variance in reported

permeabilities and sulfidization tolerances for Cu-Pd membranes at identical compo-

sitions exists in the literature. This is likely due to samples being in differing phases

at differing temperatures, with samples in the fcc phase having permeability an order

of magnitude smaller than the bcc phase [187, 184]. This confusion only highlights

the necessity of the phase diagram for material design.

The fcc phase is much more resilient to sulfidization, with as little as a 10%

drop in steady state permeability for 1000 ppm H2S reported for some samples [187].

It was observed in another study [188] that while a Cu-Pd membrane with 40%

Cu by weight sulfidizes more rapidly than a pure Pd membranes at 623 K (where

the membrane is in bcc-fcc phase coexistence), reaching 6% of its initial diffusion

rate after one day of exposure of a feed gas with 4.5 ppm of H2S at 623 K, upon

switching to a feed gas containing no H2, the membrane recovered to 91% of its

initial permeability after only one day of exposure. After five days of treatment, its

pre-exposure permeability after five days was recovered, a dramatic recovery not seen

in either Pd or Ag-Pd membranes. This suggests that although the bcc phase of

Cu-Pd is affected by sulfidization, bulk sulfidization of Cu-Pd at 40% Cu is impeded,

and the observed sulfidization of Cu-Pd is primarily a surface phenomena, though

some studies dispute this claim [185]. While Cu-Pd and Ag-Pd membranes have

shown small-scale production success due to their superior mechanical properties

and lower cost, sulfidization still occurs for both, and new candidate materials are

necessary before industrial-scale production of hydrogen via membrane separation is

economically feasible on the scale necessary for energy storage.
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In this chapter we show how first principles calculations can be used to calculate

various thermodynamic quantities useful for the design of new hydrogen separation

membranes, such as free energies, activities, predominance diagrams, and, of course,

phase diagrams. It should be mentioned this is only one part of the over-arching de-

sign process : kinetic barriers to sulfide formation may retard their formation [169],

and successful prediction of new membranes will likely involve both thermodynamic

and kinetic factors. We will only focus on bulk sulfidization of the Cu-Pd system inter-

acting with an S2 gas, as previous studies of surface sulfidization [189] and hydrogen

diffusion through the bulk [190, 191] exist in the literature. While some experimental

results for Cu-Pd-S already exist in the literature [192], our results highlight the un-

derlying physics of this system with relatively simple models and semi-quantitative

accuracy. This stands in stark contrast to complicated models such as the CALPHAD

method with many fitting parameters that yield close agreement with experiment at

the cost of obscuring the underlying physics. This work may be extended to predict

the behavior of candidate sulfidization-resistant systems with no previous experimen-

tal data.

6.2 What Does Density Functional Theory Pre-

dict?

In order to calculate a phase diagram using first principles methods, all plausible

crystal structures must be considered, in principle. In the case of Cu-Pd-S, a wealth

of experimental crystallographic data gives an excellent starting point, especially for

the binary compounds. We generalize these binaries to ternary structures formed

from substitutions of the ternary species into either lattice sites or interstitial sites.

Once the 0 K total energies for all likely crystalline structures have been calculated,

it is straightforward to generate a 0 K phase diagram by creating the convex hull of

total energies.
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Subramanian and Laughlin [193] determined the phase diagram for Cu-Pd exper-

imentally, and Li et al. created a CALPHAD model [194]. Above 871 K, the entire

composition range of solid Cu-Pd exists in fcc solid solution. Below this temper-

ature other solid phases are present. β-CuPd has a CsCl structure and exhibits a

Cu-rich composition range extending to a composition of 58% Cu. At copper con-

centrations near 75%, phases based on 1D and 2D long period superstructures (LPS)

compete. Studies using ab initio methods to examine this region of the phase dia-

gram have already been performed [195, 196]. As we are primarily concerned with

the palladium-rich side of the phase diagram, we only calculate the ideal 1D LPS,

Cu3Pd.tP28, (using a notation of [chemical formula].Pearson symbol) and ignore the

2D LPS and phase solubility ranges in the 1D LPS.

Determination of the phase diagram for Cu-S [197] using first principles calcu-

lations is problematic, as it contains an abundance of phases, many of which are

non-stoichiometric or have large unit cells. We include only Cu-S structures with

well-defined crystallographic refinements, as we do not expect this discrepancy to

affect our results on the palladium-rich side of the phase diagram. The Pd-S phase

diagram [198] is relatively simple, containing Pd16S7, Pd4S, PdS, and PdS2 phases as

line compounds at low temperature, with Pd3S stabilized at 829 K. We summarize the

phase diagrams here only for comparison; our method does not require pre-existing

knowledge of the phase diagrams.

In order to add temperature dependence to the phase diagrams, we introduce free

energy models for select phases of interest, all of which are based on substitutional

solid solution models with sublattice filling (where for some structures, the ”sub-

lattice” is the entire lattice). When calculating the ternary phase diagram and the

activities, we work in the Gibbs ensemble, where we specify temperature, pressure,

and chemical concentration. We neglect pressure dependence in the solid phases’ free

energies, as solid compressibilities are low. Phonon free energies are included, in the
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harmonic approximation, giving free energies of form

Gtot = Gconfig +Gphonon. (6.2)

Based on our results, we chose to model only substitutional defects and not in-

terstitials. We here summarize the configurational free energy Gconfig of a simple

substitutional solid solution model, valid in the dilute limit. In a substitutional solid

solution, we have a set of site classes i, each with Ni sites, an associated enthalpic

cost of performing a chemical substitution of species α into site class i, ∆Ei,α, and

a substitution concentration of xi,α. In the substitutional solid solution model, it is

assumed that each substitution is uncorrelated with all other chemical substitutions,

and all spatial configurations have identical energies. This implies a linear dependence

of ∆H with respect to composition, giving an enthalpic contribution of

∆H = ∆H0 +
∑

i,α

xi,αNi∆Ei,α, (6.3)

where ∆H0 denotes the enthalpy of the base structure with no substitutions. Includ-

ing an ideal entropy of mixing

∆S = −kB
∑

i,α

Ni[xi,α ln xi,α + (1− xi,α) ln(1− xi,α)], (6.4)

leads to a Gibbs free energy ∆G = ∆H − T∆S. Here, ∆H0 and ∆Ei,α can be

determined from first-principles calculations. However, we control only the total

impurity concentration for a species α, xα, not the number of substitutions in a

given site class xi,α. Since we work with a fixed number of sites, we fix the total

concentration of substitutions, and thus minimize the free energy over all xi,α subject

to the constraint of species number conservation.

To better elucidate the model, we restrict to the special case of where only one

type of substitution (with an enthalpic cost of ∆E) is allowed in only one sublat-

tice containing N0 sites. A case with two sublattices will be considered later. The

configurational free energy takes the form

∆G(N ′, T ) = ∆H0 +∆E ∗N ′ + kTN0(x
′ ln x′ + (1− x′) ln(1− x′)), (6.5)
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where N ′ is the number of substitutions performed and x′ = N ′/N0 is the concen-

tration of substitutions in the sublattice. The appropriate quantity to consider for

thermodynamics is the free energy per atom (that is, the total number of atoms N),

∆g = ∆G/N , expressed in terms of the x = N ′/N , which can be shown to be

∆g(x, T ) = ∆h0 +∆E ∗ x− T∆S, (6.6)

where ∆h0 = ∆H0/N , and γ = N0/N is a measure of the number density of sublattice

sites. Of particular importance is the entropic contribution to the free energy,

−T∆S = kBTγ(x ln x+ (γ − x) ln(γ − x)− γ ln γ), (6.7)

which we use for all phases modeled throughout this paper.

In order for a given substitution type to appreciably affect the free energy, the two

necessary features are large γ values, corresponding to a sublattice dense in the total

lattice and thus a significant entropic contribution from the sublattice, and small

positive (or any negative) enthalpic cost ∆h0 for the substitutions, such that at a

given temperature the entropic portion of the free energy can overcome the enthalpic

cost (or reinforce the enthalpic gain).

We use VASP (the Vienna Ab-Initio Simulation Package) [82, 83] a plane wave ab-

initio package implementing PAW potentials [27] to determine total energies. Previous

work by Hu et al. [199] compared the accuracy of different pseudopotentials in the Pd-

S system, and recommended PBEsol [200] as most suitable for calculations involving

sulfur. The total energy calculations were performed by fully relaxing atomic positions

and lattice parameters until energies converged to within 0.1 meV/atom. Subsequent

convergence in k-point density was performed. A common energy cutoff of 273 eV was

used. In order to model solubility ranges, calculations were performed both in unit

cells and larger supercells. All phonon calculations were done using density functional

perturbation theory, and were performed in at least a 2×2×2 supercell of the unit

cell, with the exception of Pd16S7.cI46, where due to its large size only a 2×2×2
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supercell of the primitive cell was used. Table 6.1 shows a list of structures and their

total energies.

Given total energies, we calculate the enthalpy of formation for our structures at

T = 0 K,

∆h = ∆h0 −
∑

i

xi∆hi, (6.8)

where ∆h0 is the calculated 0 K total energy for the base structure, xi is the com-

position of a given species i in the structure, and ∆hi is the 0 K total energy for

pure species i in a chosen reference structure. By convention, this reference structure

is chosen to be the equilibrium structure at 0 K, so that at 0 K all enthalpies of

formation for the pure species vanish. In the Cu-Pd-S system, the standard reference

structures would be Cu.cF4 for copper, Pd.cF4 for palladium, and S.mP48 for sulfur.

As we are interested in interaction of gaseous sulfur with copper-palladium mem-

branes, we have chosen to use gaseous sulfur dimers rather than the standard S.mP48

when calculating phase diagrams. In the case of the ternary phase diagram, all struc-

tures of interest have relatively low sulfur composition, so the mismatch in reference

phase compared to experimental phase diagrams is negligible.

The quantity of importance for constructing temperature dependent phase dia-

grams is

dE = ∆h− [∆h], (6.9)

where [∆h] is the enthalpy of formation of the convex hull at a structure’s stoichiom-

etry. By definition, this quantity is non-negative, and it vanishes only when the

structure lies on the convex hull. This quantity is a measure of how far above the

convex hull a particular structure lies at 0 K. Structures with large dE’s require large

entropic contributions to free energy in order to overcome enthalpic costs.

Figure 6.1 shows the 0 K binary enthalpies of formation. Observe that palladium

and sulfur react strongly, as can be seen by the maximum enthalpy of formation of
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Phase Pearson Symbol Prototype Group # Space Group ∆H dE

Cu [201] cF4 Cu 225 Fm3m 0 0

Pd [202] cF4 Cu 225 Fm3m 0 0

S2 Dimer N/A N/A N/A N/A 0 0

Cu3Pd [203] tP28 Cu3Pd 99 P4mm -103.0 0

CuPd cP2 ClCs 221 Pm3m -116.9 0

Cu2S [204, 205] mP144 Cu2S 14 P21/c -496.4 0

CuS [206] oC24 CuS 63 Cmcm -715.4 0

CuS2 [207] cP12 FeS2 205 Pa3 -821.5 0

Pd4S [208] tP10 Pd4Se 114 P421C -418.9 0

Pd16S7 [209] cI46 Pd16S7 217 I43m -589.7 0

PdS [210] tP16 PdS 84 P42/m -892.8 0

PdS2 [211] oP12 PdSe2 61 Pbca -952.4 0

CuS [206] hP12 CuS 120 I4c2 -712.9 2.5

Cu2S [212] tP12 Cu2S 96 P43212 -479.3 3.3

Cu4Pd [213] cP4 AuCu3 221 Pm3m -99.7 3.4

Pd3S [214] oC16 Pd3S 40 Ama2 -492.8 8

Cu50Pd50 [215] cF4 Cu 225 Fm3m -106.9 10

Cu4Pd [216] tP20 Cu4Pd 84 P42/m -69.6 12.8

Cu2Pd3S4 mP18 Cu2Pd3Se4 14 P21/c -743.0 13.2

Cu2S [217] cF12 CaF2 225 Fm3m -503.1 20.6

Cu cI2 W 229 Im3m 36.3 36.3

Table 6.1: A partial list of calculated structures, focusing on ”base” structures with

no substitutions. All energetic quantities are given in units of meV/atom. Cu2Pd3S4

is a hypothetical structure based on Cu2Pd3Se4.mP18 [4]. Cu.cI2 and CuPd.cP2 are

hypothetical structures used to model the β-CuPd phase. ∆H and dE are defined in

eqs. 6.8 and 6.9
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Figure 6.1: Binary enthalpies of formation for Pd-S, Cu-S, and Cu-Pd. The x axis

corresponds to concentration, and y axis corresponds to enthalpy of formation. Black

symbols denote stable structures, blue correspond to structures witin 3 meV of the

convex hull, and red to structures above 3 meV. Circles with thick borders are known

low temperature stable structures, circles with thin borders are known high temper-

ature stable structures, and squares denotes all other cases (including hypothetical

structures). For Cu-Pd, to better distinguish phases, filled symbols corresponding

to bcc structures, empty symbols to fcc, and dashed for the three other structures

(Cu3Pd.tP28, Cu4Pd.tP20, and the SQS configuration for fcc at 50% Pd).
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0.95 eV/atom. This strong enthalpy of formation reflects the tendency of pure palla-

dium membranes to sulfidize. Next, copper and sulfur react almost as strongly, with

a maximum enthalpy of formation of 0.82 eV/atom. Finally, copper and palladium

have a maximum enthalpy of formation of only 0.12 eV/atom, indicating that the in-

terspecies binding between copper and palladium is relatively weak. This is expected

from the Cu-Pd phase diagram, as all known phases are variants of fcc (the T=0,

p=0 structure for both Cu and Pd) or bcc (which is reached from fcc by a martensic

transition [218]). We find that the known structure CuS.oC24 is mechanically unsta-

ble, with an imaginary phonon mode that stabilizes a slight monoclinic distortion,

and this distorted monoclinic structure, CuS.mC24, is the true ground state structure

according to DFT. The stable phases predicted correspond to known low tempera-

ture stable phases, with the exception of CuS2.tP12, which is not observed stable at

temperatures as low as 300 K (its stability is mostly likely due to the use of S2 as

a reference structure), and CuS.mC24, the experimentally observed stable structure

being CuS.hP12.

Experimental results [192] show Pd16S7.cI46 and Pd4S.tP10 having solubility ranges

for copper, which implies the existence of substitutional or interstitial defects. Pd16S7.cI46

contains four Wyckoff site classes: 8c and 24g sites containing palladium and 8c and

6b sites containing sulfur (see Fig. 6.2). For Pd4S.tP10 there are only two site classes,

an 8g containing palladium and 2a containing sulfur.

6.3 Proposed Ternary Phase Diagrams

Shown in Figure 6.3 is our calculated T = 0 K phase diagram for the Cu-Pd-S system

(supporting data is in Table 6.2). We find the 8c site class in Pd16S7 is favorable

to copper substitution. At 0 K it is enthalpically favorable to occupy six of the

eight possible lattice sites, with a sudden upturn for further filling of the 8c site

class. The only other substitutions that are found favorable are S and Cu in β-CuPd,
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Figure 6.2: Crystal structures for P4S.tP10 and P16S7.cI46. The unit cells are out-

lined. Atomic sizes indicate vertical height.
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Cu in Pd.cF4, and Pd in CuS2. Substitutions of Cu in the β-CuPd phase have a

solubility range from 50% Cu to 55.5% at 0 K. We find the β-CuPd phase is only

favorable to Cu substitutions on the Pd sublattice, and not Pd substitutions on the

Cu sublattice, which is experimentally supported by observations that the palladium

content of β-CuPd never exceeds 50%. As none of the Cu- and Pd- rich structures

are in competition with CuS2.tP12, and the entropic contribution is small, we ignore

substitutions in CuS2.tP12. We also find a small sulfur solubility range in the Cu

sublattice of β-CuPd at 0 K, which is supported by experimental phase diagrams at

673 K and 823 K.

While these are the only stable 0 K substitutions, we expect that at higher tem-

peratures, substitutions into other sites that had suitably low enthalpic cost will be

stabilized by entropy: PdS.tP16 (2c), Pd16S7.cI46 (24g), and Pd4S.tP10 (8e) sites

being possible candidates (see Table 6.2). However, we chose to exclude modeling

the PdS.tP16 2c substitution range, as due to the small concentration of 2c sites in

PdS.tP16, combined with competition with other phases with strong entropic effects,

we expect the concentration range to be negligible.

To determine solubility ranges more precisely, we model phases analytically (see

Table 6.3), using first principles calculation data to suggest suitable enthalpic mod-

els. We choose the models to smooth out small fluctuations in the first principles

calculated energies while still keeping the essential trends seen intact. The phases

modeled are Pd4S, Pd16S7, β-CuPd, and the CuPd-FCC phase. In all cases we use

the ideal entropy (Eq. 6.7) for sublattice filling. For Pd16S7, we use a piecewise linear

function (see Fig. 6.6) for the enthalpic part of the free energy, because the enthalpic

contribution to the free energy is increasingly favorable up to 6 substitutions (x=0.13)

on the 8c sublattice, but from six to eight substitutions (x=0.174) the favorability

is reduced. Previous crystallographic work by Matkovic [209] observed a crystalline

phase of Pd16S7 with 14% Cu concentration, the Cu occupying 8c sites. However this

work was performed at 853 K and did not suggest any mechanism by which these
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substitutions are stabilized. For Pd4S, it was necessary to add a quadratic term to the

free energy to accurately fit our first principle results. Both CuPd-FCC and β-CuPd

were fit using a first-order regular solution model, with CuPd-FCC having the entire

lattice available for substitution and β-CuPd having only the Pd sublattice available

for substitution by Cu. We also compute a SQS configuration for fcc at 50 Pd% [219]

with purely random correlations until the 8th nearest neighbor and find it lies above

the convex hull by 40 meV/atom.

Experimental phase diagrams show a sulfur solubility range near Cu0.5Pd0.5 trend-

ing in the palladium-rich direction. We find dilute S substitutions onto the Cu sublat-

tice in β-CuPd, creating a phase trending in the palladium-rich direction, are stable

at 0 K. Subsequent substitutions become rapidly unfavorable. From this, we expect

limited entropic stabilization of additional substitutions of S in β-CuPd at higher

temperatures, leading to a roughly constant solubility range.

To include phonon free energy in solid solution phases, we calculate phonon free

energies in the harmonic approximation at well-ordered configurations at select com-

positions and linearly interpolate between these compositions across the phase region.

To model the free energy of gaseous sulfur, we use empirical data taken from the

NIST-JANAF tables, as explained later in the paper.

Figures 6.4 and 6.5 compare our calculated phase diagrams with experiment for T

= 673 K and 823 K, respectively. Our 673 K phase diagram matches the experimen-

tal results qualitatively. Note, however, that the ”Cu2-xS” region of the experimental

phase diagram contains multiple structures, many of which are non-stoichiometric,

whereas ours contains only one structure. The phase labeled ”Cu3Pd” (or 1D LPS)
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Base Structure Site Class Chemical Specie Enthalpic Cost Maximum Impurity

Change (meV/atom) Concentration in

Site Class

β-CuPd 2a Pd to Cu 0 12.5

β-CuPd 2a Cu to S 0 3.8

β-CuPd 2a Pd to S 0 3.8

Pd.cF4 4a Cu to Pd 0 21.9

Pd16S7.cI46 8c Pd to Cu 0 12.5

Pd16S7.cI46 24g Pd to Cu 12.9 8.33

Pd4S.tP10 8e Pd to Cu 4.7 3.13

CuS2.cP12 4a Cu to Pd 0 6.25

PdS.tP16 2c Pd to Cu 5.3 50.00

Table 6.2: A list of substitutions into binary structures to produce ternary structures.

Only low enthalpic cost substitutions are shown. Impurity concentration denotes the

concentration in the appropriate sublattice, not concentration in the structure as a

whole.
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Phase Substitution Type γ Phonon hconfig

(Cu Composition Range) Concentrations (eV/atom)

Pd4S Cu@Pd8e (0-0.8) 8/10 0, 0.8, −5.350 + 1.612x+ 0.225x2

Pd16S7 Cu@Pd8c (0-0.175) 8/46 0, 0.175 −5.237 + 1.445x (x < 6/46)

−5.251 + 1.554x (x ≥ 6/46)

β-CuPd Cu@Pd2a (0.5 - 1) 1/2 0.5, 1 −5.744 + 1.773x

+(x− 0.5)(1− x)(−0.206(x− 0.5)− 1.526(1− x))

CuPd-FCC Cu@Pd4a (0-1) 1 0, 0.50, 0.75, 1 −5.477 + 1.469x

+x(1− x)(−0.529x− 0.267(1− x))

Table 6.3: Description of our phase models. γ denotes the number concentration of the sublattice in the total lattice

and is used for scaling the entropic contribution to energy (see equation 6.7). ”Phonon concentrations” denotes the

concentrations for which phonon free energies were calculated. x denotes the copper composition.
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Figure 6.4: The experimental phase diagram for the Cu-Pd-S system at T = 673 K,

and our calculated phase diagram.
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Figure 6.5: The experimental phase diagram for the Cu-Pd-S system at T = 823 K,

and our calculated phase diagram.
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has a slight solubility range experimentally whereas we model it as a well-ordered

line compound. Our 823 K diagrams show more disagreement, as there is only one

Cu-S structure that is stable and a Pd3S structure is stabilized at this temperature.

More recent phase diagrams have Pd3S being stabilized at 829 K, however. This is

likely due to entropic effects other than configurational and phononic (in the har-

monic approximation) that were not included. As can be seen, Pd3S is part of our

collection of calculated structures but is not a stable low-temperature phase. At both

temperatures we attempt to model sulfur solubility in the β-CuPd phase but find

sulfur solubility to be unstable at temperatures of interest. This is surprising, as our

0 K phase diagram has a sulfur solubility range in β-CuPd similar in shape to what

is experimentally observed at higher temperatures, and the enthalpic behavior of our

sulfur substitutions supports the observed temperature independence of the sulfur

solubility range.

6.4 Two Phases of Interest: Pd4S and Pd16S7

The Pd16S7.cI46 copper solubility range is not appreciably affected by the tempera-

ture, as it is dominated by enthalpy rather than entropy. The 24g site is unfavorable

for copper substitution. The high multiplicity of the 24g site class gives a large en-

tropic contribution to the free energy at high temperature relative to the 8c site class.

However, we find that the enthalpic cost (see Figure 6.6) associated with occupying

24g sites is too high relative to the entropic contributions at the given temperatures

and only affects the solubility range by 1% to 2%. Thus the solubility range consists

almost completely of 8c sites and is unappreciably affected by temperature. For this

reason, our model (Table 6.3) only includes 8c sites and not 24g sites. For Pd16S7.cI46,

at both measured temperatures the experimental copper solubility limit is 20%, and

our calculated value is 17.5%, the mismatch likely due to Cu occupation of 24g sites.

Our results explain why this solubility range appears to be independent of temper-
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ature; it is not stabilized due to entropic contributions but due to enthalpy arising

from details of the electronic structure (see subsection 6.4.1).

In contrast, Cu substitutions in Pd4S.tP10 are not enthalpically favorable at 0 K

but are entropically stabilized at higher temperature. As can be seen in the above

phase diagrams, the copper solubility for Pd4S.tP10 is temperature-dependent in both

the calculated and experimental work. While our results agree qualitatively with ex-

perimental results, there is still a discrepancy in the copper solubility range. For

Pd4S.tP10, at 673 K the experimental value is 12.7% and ours is 2.5%, and for 823

K the values are 18.6% and 5% respectively. Solid solution models overestimate the

configurational entropy, as including correlations between substitutions will alter the

energies of distinct configurations with the same composition and reduce the multi-

182



plicity. We have thus overestimated the entropy of the Pd16S7 phase, whose solubility

range extends to almost complete filling of the 8c site, relative to the Pd4S phase,

whose filling in the 8e sublattice is sparse. Thus we would expect more accurate free

energy models will lead to decreased entropy in the Pd16S7 phase with comparatively

small changes in Pd4S, increasing the solubility range of Pd4S. This will not affect

the stability of Pd16S7 as it is primarily enthalpically stabilized.

The large solubility range in the palladium rich side of the CuPd-FCC phase at 0

K is also a factor in the incorrect solubility ranges for Pd4S.tP10, as we have found

that altering the fitting parameters for the CuPd-FCC phase appreciably affects the

solubility range for Pd4S.tP10. As we also encountered an issue with sulfur solubility

in β-CuPd, with the sulfur solubility range destabilizing relative to CuPd-FCC at

temperature below temperatures of interest, and we have a large solubility range on

the Pd-rich side at 0 K for the CuPd-FCC phase, it appears that one major source

of error is inaccurate modeling of the CuPd-FCC phase. We will return to this issue

in the activities portion of this paper.

For our Cu-Pd binary at high temperatures, we find that Cu3Pd.tP28 becomes

unstable relative to the CuPd-FCC phase at 827 K, and β-CuPd becomes unstable

relative to CuPd-FCC and Cu3Pd.tP28 at 536 K and a composition of 59.5%, sig-

nificantly below the experimentally observed temperature of 871 K but close to the

experimental composition of 58%. This relative instability of β-CuPd at tempera-

tures of interest is responsible for the observed instability of any sulfur solubility in

β-CuPd in our 673 K and 823 K phase diagrams.

But even with these discrepancies, it is clear that we have predicted major details

of the Cu-Pd-S ternary phase diagram, specifically the mechanism for stabilization of

the solubility ranges of Pd4S.tP10 and Pd16S7 as well as details about the stability of

the β-CuPd system, using only first principles calculations with no empirical fitting.
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stitutions at the palladium 8c sites. Dashed lines indicate the Fermi level EF. The

inset shows the DOS relative to EF and enlarges the pseudogap region.

6.4.1 Electronic Structure

The question remains why the Pd16S7.cI46 8c site class favors copper in the first six

substitutions, but substitution in the final two 8c sites are unfavorable. Consider the

constituent binaries: copper binds less strongly with sulfur than palladium, and cop-

per binding with palladium is relatively weak, so we would expect copper substitution

into Pd-S binaries to be slightly unfavorable. If it were to turn out to be favored, then

we would expect Cu to fully occupy the 8c class. First-principles methods provide

electronic structure information that can resolve this issue.

Figure 6.7 shows the electronic densities of states for substitutions in Pd16S7.cI46.
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Each colored solid line corresponds to the electronic density of states for a different

number of substitutions in the 8c site class of Pd16S7.cI46, and the colored dashed

lines correspond to the associated Fermi levels. It can be seen that the densities of

states follow a rigid band model. Here copper is being substituted for palladium, and

copper has one more electron in its valence shell than palladium. Under a rigid band

model, performing a substitution adds one electron per unit cell without appreciably

changing the valence electronic eigenstates, increasing the Fermi level relative to the

fixed band structure.

In all cases, a pseudogap lies near the Fermi level. In the case of no substitu-

tions, the pseudogap lies to the right of the Fermi level. As the number of copper

substitutions increases, the increased electron count drive the pseudogap to the left,

towards the Fermi level. The inset shows the densities of states relative to the Fermi

levels. At six substitutions the Fermi level lies almost directly at the minimum of

the pseudogap. This is a well-known stabilization mechanism for alloys [220]. As

the number of substitutions increases above six, the Fermi level is driven away from

the pseudogap, destabilizing the structure and leading to the sudden increase in the

enthalpy of formation (see Fig. 6.6). This pseudogap stabilization mechanism at 0

K, combined with large enthalpic cost of 24g substitutions, explains the temperature

independence of the Pd16S7 solubility range.

6.5 Sulfidization Threshholds and Predominance

Diagrams

We now calculate the predominance diagram for the Pd-S2 system. We work with

a fixed quantity of palladium interacting with a reservoir of gaseous S2, with tem-

perature and pressure being free parameters. For an ideal gas, this implies that

we control the chemical potential of the gas, and thus we work in the semi-grand
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canonical ensemble,

Σ(T, p, x) = G(T, p, x)− µS2NS2 , (6.10)

where G is the previously defined Gibbs free energy, µS2 is the chemical potential

for the sulfur dimers, and NS2 = NS/2 is the half the number of sulfur atoms in a

given phase (as the chemical potential is for sulfur dimers). To determine sulfidiza-

tion threshholds, we calculate the semi-grand canonical free energy for all phases of

interest, Pd.cF4, Pd4S.tP10, Pd16S7.cI46, Pd3S.oC16, and PdS.tP16. The phase with

the lowest free energy will be stable. All Pd-containing phases of interest are line

compounds, containing only total energy and phonon contributions.

The chemical potential for S2 complicates the calculation, as it is a gaseous phase.

We incorporate empirical results into our method, in a manner consistent with the

results obtained from first principles calculations. For the free energy of the gas, we

have

µ(T, p) = µ0(T ) + kT ln
p

p0
. (6.11)

Here µ is the chemical potential per molecule, p0 is a reference pressure (by convention

taken to be 1 bar, as will be done here), and µ0 is the chemical potential per molecule

measured at the reference pressure,

µ0(T ) = h− Ts|p=1, (6.12)

where H and S are obtained from the NIST-JANAF tables [221]. µ0 obtained from the

JANAF tables has a physically unrealistic infinite value at 0 K due to the presence

of 1/T terms in both the H and TS contributions. As shown in Figure 6.8, µ0 is

nearly linear for temperatures of interest, so we fit to a linear equation using the 770

K < T < 1430 K region to eliminate the 0 K pole. There is still an issue of constant

offsets to energy; the JANAF tabulated values are relative to the enthalpy at 298 K,

and whereas all our calculated values are computed at 0 K. In order to incorporate

the empirical data into our method, we must shift its zero of energy. In particular,

at 0 K, we set the empirical data to match what first principles calculations would
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Figure 6.8: The chemical potential of S2 dimers. Black is NIST-JANAF, and red is

our linear fit.

have predicted,

gS2 |0K= econfig + ephonon |0K . (6.13)

As we have measured all energies relative to the tie-plane between pure elements,

econfig ≡ 0, and so the zero-point energy ephonon is the only contribution at 0 K taken

from first principles calculations.

Shown in Table 6.4 are our predicted sulfidization threshholds relative to ex-

perimental predominance diagrams obtained by Taylor [222]. Predictions with and

without phonon free energies are shown. It is necessary to include phonons to ob-

tain reasonable agreement with experimental results, as when phonon free energies

are excluded, the relative errors in pressure are as large as four orders of magnitude.

When including phonon free energies, in all cases our pressure estimates are within a
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T (K) Transition log10
√
P Calculated log10

√
P Calculated log10

√
P

Without Phonons With Phonons Experimental [222]

1000 PdS to Pd16S7 -1.1 -1.8 -2.2*

1000 Pd16S7 to Pd4S -1.4 -2.6 -2.4*

1000 Pd4S to Pd -3.3 -5.3 -5.2

800 PdS to Pd16S7 -3.1 -3.5 -3.7

800 Pd16S7 to Pd4S -3.5 -4.5 -4.7

800 Pd4S to Pd -5.9 -7.6 **

Table 6.4: Sulfidization threshhold pressures for the Pd-S2 system. Calculated values

with and without phonon contributions are separately shown. Values * are liquid

experimentally, but were extrapolated from the solid region of the predominance

diagram for comparison purposes. ** not indicated in experimental results.

factor of six of experimental results. It should also be be noted that Taylor’s phase

boundaries are themselves based on fits from experimental enthalpy data. One diffi-

culty is that Taylor has a liquid region in the high-temperature, low pressure region of

the predominance diagram, whereas we are only interested in solid phases, so experi-

mental threshholds from the solid regions were extrapolated to liquid regions to give

numbers suitable for comparison. This extrapolation is valid as Taylor’s threshholds

in the solid regions were found to be extremely linear. Another difficulty is that Pd3S

is stable for a small pressure range in between temperatures of 830 K and 920 K, and

it would likely be stable for higher temperatures if not for the liquid phase, but our

calculations do not predict it stable in this region. This is most likely due to errors

in the phonon free energy, which as already shown appreciably affects results.
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6.6 Activity Calculations

In this last section, the activities of species in binary Cu-Pd are calculated, as these

can be used to predict sulfidization threshholds for Cu-Pd in the presence of S. We

wish here to find the activities across the entire composition range with multiple

phases.

The definition for the activity of a species A as a function of composition xA,

pressure P, and temperature T is [39]

ln aA(xA, P, T ) =
µA(xA, P, T )− µ0

A(P, T )

kBT
,

where aA is the activity for species A, µA(xA) is the chemical potential for species A,

and µ0
A is a reference chemical potential for species A. As we are specifying xA, P,

and T, the natural choice of thermodynamic potential is the Gibbs free energy,

G = G(NA, NB, p, T ) = µANA + µBNB,

where NA and NB are the total number of A and B atoms, respectively, and the

thermodynamic derivative giving the chemical potential is

µA(NA, NB, P, T ) =
∂G

∂NA

∣

∣

∣

∣

NB ,P,T

.

However, the quantity of importance for phase transitions is the Gibbs free energy

per atom,

g = g(xA, P, T ) =
G(NA, NB, P, T )

NA +NB

.

We may express the chemical potential in terms of intensive quantities as

µA(xA, P, T ) = g + (1− xA)
∂g

∂xA

∣

∣

∣

∣

P,T

,

where xi is the composition of species i, and we have chosen to parameterize the free

energy by the composition for A. Similarly,

µB(xA, P, T ) = g + (1− xB)
∂g

∂xB

∣

∣

∣

∣

P,T

= g − xA
∂g

∂xA

∣

∣

∣

∣

P,T

.
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These activities depend only on the free energy and the derivative of the free

energy at a given composition. They are piecewise analytic functions across the

composition range, completely determined by the thermodynamically stable phase at

that composition. The activities can therefore be viewed as alternative representation

of the underlying phase diagram for the system. They are discontinuous only when the

derivative of the free energy changes (the free energy itself must always be continuous,

due to the requirement of convexity).

As mentioned before, we believe the magnitude of the calculated free energy of

our fcc phase is artificially large, destabilizing the β phase, and thus any calculated

activities would be flawed near the 50% Cu region of the phase diagram. To support

this assertion, here we refit the fcc phase using only low-solubility first principles data

on either side of the composition range. This reduces the magnitude of the free energy

of the fcc phase while still using first principles derived calculations. This should not

be viewed as abandoning our pure first principles phase diagram as shown before, but

rather a correction inspired by known experimental results presented in an alternative-

but-equivalent format. The SQS estimate for fcc at 50% Pd lies almost directly on

this free energy curve, further supporting its usage for quantitative estimates. We

also neglect phonon free energy for activity calculations, as for ordered fcc and bcc

at 50% Pd, the difference in phonon free energy per atom is only 2 meV at 1000 K.

Shown below in Figure 6.9 in solid lines are our calculated activities for palladium

in the Cu-Pd binary, using the free energy models from Table 6.3, the modified fcc

phase, and our calculated data for Cu3Pd. The β phase is the sharply increasing

region in the center of the graph. This sharp behavior is due to the entropic portion

of the free energy, which has a logarithmic singularity at x=0.5 and sharply varying

derivative near this singularity. The smooth curves on the left and right sides of

the graph for T < 1000 K denote the fcc phase. Linear free energy functions give

constant activities as a function of composition, and thus phase coexistence regimes

appear as plateaus in activities, at a fixed temperature. Two sets of plateaus are
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present. The set of plateaus on the left side are coexistence regimes between the bcc

and fcc phases. There are three types of plateaus on the right side. For T < 900

K, the plateaus are due to coexistence with the line compound Cu3Pd, where the

plateaus in the region 0.6 < x < 0.8 indicate coexistence with bcc and the plateaus

at 0.8 < x < 0.9 indicate coexistence with fcc. The plateau on the right side of

the plot for 900 K is a special case. Our free energy models predict that the Cu3Pd

phase becomes thermodynamically unstable at 899 K and fcc becomes stable, so the

plateau at 900 K indicates coexistence between bcc and fcc. At a temperature of

960 K, our model predicts that the bcc phase becomes unstable relative to the fcc

phase, disappearing at a composition of x = 0.576. By decreasing the fcc free energy

magnitude we have properly stabilized the β phase at temperatures of interest and

brought the transition temperature to within 90 K of the expected value. The 1000

K and 1350 K plots are pure fcc throughout the entire composition range.

The activities of Pd at various temperatures were also calculated using CAL-

PHAD (acronym of CALculation of PHAse Diagrams) method. The thermodynamic

database developed by Li et al [194] was used. Our activities are systematically low

compared to the CALPHAD activities (shown in dashed lines on Figure 6.9), most

likely due to our ideal entropy approximation. As the true entropy in solid solutions

is reduced relative to the ideal entropy, the true free energy will be greater, leading

to the true activities being greater than our calculated activities. This is especially

true for fcc, where the refitted free energy still overestimates the magnitude of the

free energy and leads to qualitatively different behavior in the high Pd limit. CAL-

PHAD results give activities that exceed Raoult’s Law in the high Pd limit, which

would require positive enthalpies of formation for Cu substitution in Pd using a solid

substitution model in the dilute limit. This contradicts first principle calculations

which unambiguously predict Cu substitutions in bulk Pd having negative enthalpies

of formation (see Figure 6.1). Clearly more precise models are needed to understand

the binary in the high Pd limit. However, for the β phase and associated coexistence
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Figure 6.9: Activities of Pd in the Cu-Pd binary. First principles results are denoted

with solid lines, and CALPHAD with dashed lines.

regimes, the first principles and CALPHAD results are in close agreement, and if one

is interested in regions outside the single-phase fcc region, first principles calculations

gives reasonably accurate results even with simple models.
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Chapter 7

Summary, Difficulties, And Future

Outlook

7.1 The Structure of Boron Carbide

We believe we have resolved the underlying physics of the observed “boron carbide”

phase in the high carbon limit. The arguments over the nature of the experimen-

tally observed phase are (partially) resolved once one realizes that there are multiple

phases of boron carbide that need to be considered. Our enumeration of the partition

function predicts the existence of two distinct boron carbide phases with differing

symmetries at low temperatures. One has stoichiometry B13C2 at 0 K and rhom-

bohedral symmetry. The other has precise stoichiometry B4C at low temperatures

and monoclinic symmetry. At high temperatures the monoclinic phase undergoes an

orientational disordering transition and becomes thermodynamically indistinct from

the rhombohedral phase. We also proposed a simple free energy model for boron car-

bide, where the rhombohedral phase has a temperature dependent solubility range,

and the monoclinic phase has a line compound of exact stoichiometry 20% C. Despite

its favorable low enthalpy, this phase is predicted to be stable only below 600 K, a

temperature so low that it might not be possible to form experimentally in thermo-
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dynamic equilibrium. Various limiting behaviors of the model phase boundaries were

derived analytically, including the key fact that x′Carbon < 0.200 in the rhombohedral

phase. A quantitative discrepancy in the boron-rich limit reveals the need for further

enhancement of our model.

Previous investigators have noticed that density functional theory predicted two

T=0 K structures for the system, however they were quick to dismiss this result as

being a “fluke of DFT”, as only one phase is observed experimentally, proceeding to

declare one or the other as the true “boron carbide” phase. Not only have we shown

that these two phases are equally physically valid, but we have also shown how den-

sity functional theory subsequently predicts that only one phase should appear in the

regions of the phase diagram that have been experimentally examined. The contro-

versial “B4C” phase undergoes an order-disorder transition into the rhombohedral

phase at 20% C and is subsequently destabilized at that composition by coexistence

with the graphite phases at temperatures below what is seen by the phase diagram. In

fact, here we have not buried the experimentally assessed phase diagram but praised

it; our results only strengthen the claim that the experimentally assessed phase di-

agram is correct on the high carbon limit. We were able to do this in two different

ways, each time reaching a critical temperature of ≈ 600 K, only strengthening our

argument.

However, this is a description of the high carbon side of the phase. A reasonable

start, given that this is the location of the B4C/monoclinic phase that has caused

issues in the literature. There is still the boron-rich side of the phase diagram, how-

ever. Experimentally a plethora of defects are claimed on this side of the phase

diagram, however, no two groups agree on what these defects are, and all their claims

are based on relatively shaky grounds (such as fitting results to one particular set of

experimental observations, such as infrared or Raman modes, and ignoring all other

experimental observation). Our own results predicted that only a few defects (B-B-C

and C-V-C) have energy costs that are even plausible for entropic stabilization, but
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they are still too high in energy cost to yield the currently assessed phase diagram. It

is possible that a detailed analysis of the vibrational contribution to free energy [223]

is needed, that there are defects spanning multiple cells with more favorable energy

cost responsible for the stability, or that here we must bury the phase diagram and

claim lack of equilibration. We also note that the predicted phase transition between

the rhombohedral and monoclinic phases remains to be seen. The best hope of finding

evidence for this transition will be the observation of residual polar carbon-polar car-

bon correlations, which may be possible computationally using the hybrid MC/MD

method we used for our high-entropy alloy project.

7.1.1 A New Phase?

As was alluded to in the introductory section of the boron carbide chapter, we cur-

rently believe that the work presented in that chapter is slightly out-of-date and that

there are at least three different phases in the boron carbide system. Because this

work is still very much in flux, and because a significant portion of this work was done

by a new graduate student in our group (Sanxi Yao), I have chosen not to include it

in the main body of my thesis. Nevertheless, we are reasonably certain that it exists,

and a brief discussion of it is warranted.

The possibility of this new phase became apparent when we began to question

the order of the phase transition we were proposing. Our previous models state that

upon undergoing a phase transition, the monoclinic phase gains a six-fold 3 symmetry

to become the rhombohedral phase. However, the 3 symmetry is in fact a compound

symmetry of inversion and 3-fold rotation. While it is certain possible for a system to

gain multiple symmetries while undergoing a phase transition1, it is rather unusual

for multiple symmetries to be gained at once when undergoing a solid-solid phase

transition, as gaining a symmetry has a particular energy cost, and we expect a phase

1The obvious example being the solid-liquid transition, where an infinite number of symmetries

are gained.
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transition associated to this energy cost being overcoming by entropic gain. If one

grinds the group theoretic machinery on the two space groups, R3m for rhombohedral

and Cm for monoclinic, one sees that there are in fact two possible intermediate

phase transitions, one in which inversion symmetry is gained, and one in which 3-fold

symmetry is gained. Gaining inversion symmetry corresponds to a second-order phase

transition (i.e. a third order term in the expansion of the free energy is forbidden

by symmetry), but a first-order phase transition is expected when gaining the 3-fold

symmetry (a third order term is not excluded by symmetry). If our predicted phase

transition did occur, and both symmetries were gained simultaneously, the presence of

an invariant corresponding to the gain of 3-fold symmetry would induce a third-order

term, and thus the phase transition would be expected to be first-order.

We realized it was possible that our partition function approach failed to de-

tect the intermediate phase, as our supercell sizes were too small. To detect this

intermediate phase, we needed an efficient way to calculate reasonably accurate ener-

gies, and so we fit DFT-calculated energies for structures at 20% C for two different

potentials, a simple Yukawa-like potential and a more detailed bond-fitting model.

We then performed Metropolis Monte Carlo at select temperatures combined with a

Ferrenberg-Swendsen multiple histograms approach to fill in the intervening temper-

atures. We discovered that that there is an intermediate “polarized” phase between

the well-ordered monoclinic phase and disordered rhombohedral phase. This polar-

ized phase places all polar carbons on one “pole” of the icosahedron, i.e. all polar

sites that are related by three fold-rotation about the (111) axis, breaking inversion

symmetry, while disordering within the pole preserves the three-fold symmetry. Its

formation is primary driven by a strong energetic preference to avoid placing carbons

in close proximity on adjacent polar sites of neighboring icosahedra.

The finite-size scaling of specfic heat peaks suggest that the monoclinic-to-polarized

phase transition is first-order and the polarized-to-rhombohedral phase transition be-

longs to the 3D Ising universality clase (and thus is second-order), as expected from
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group theoretic arguments. The peak in the specific heat from our partition function

approach that we identified as belonging to the monoclinic-to-rhombohedral phase

transition is actually the peak in specific heat associated with the monoclinic-to-

polarized phase transition, as this phase transition occurs at near 720 K for the bond

fitting model and grows more rapidly. The polarized-to-rhombohedral phase transi-

tion occurs nears 790 K and grows very slowly, only appreciable for cell sizes larger

than 6x6x6. That these phase transitions occurs at similar temperatures and that

the polarized-to-rhombohedral phase transition peak grows quite slowly explains why

our partition function approach was unable to detect this peak and instead combined

them into one feature. Our free energy models will need to be altered to incorporate

this new phase; however, we expect many of the major features will be preserved. On

the high carbon side, we will still see an essentially flat phase boundary above 790 K,

as here the polarized phase has been destablized into the rhombohedral phase. The

essential shape of the low carbon side will be preserved as it is primarily driven by

the energy associated with chain boron defects.

7.2 The Stability of the High-Entropy Alloys Mo-

Nb-Ta-W

The distinguishing feature of high-entropy alloys is their increased stability due to

enhancement of the entropy. In Mo-Nb-Ta-W, we have shown how this effect may be

directly observed using first principles calculations. We have shown how this may be

done in two different ways: by performing hybrid MC/MD sampling of phase space

and observing the emergence of correlations, and by fitting low temperature structures

to a pairwise model and using a mean field model and Monte Carlo simulations. The

observed temperature of a possible order/disorder A2 to B2 transition from the Monte

Carlo simulations, 1280 K, is 1470 K less than the melting temperature of Nb, the

lowest melting point of the four species, and 1880 K less than the rule-of-mixtures es-
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timate for the melting temperatures. We also propose a physical mechanism by which

the high-entropy alloy is destabilized, favorable binding between Mo and Ta. It is

unlikely that such a mechanism could have ever been reliably observed experimentally

due to the high melting temperature of the constituent species.

That being said, there are still lower temperatures to be considered. The B2 phase

cannot be the 0 K thermodynamically stable phase due to residual entropy imposed by

sublattice disorder of Mo-W and Nb-Ta. In fact, technically we have not shown that

the A2 to B2 phase transition does occur, as there are other well-ordered structures

that are in competition with the A2 and B2 phases and could be stabilized before B2.

However, it is extremely unlikely that these structures are stabilized before the B2

phase, as we have clear evidence using the MC/MD correlations, the pairwise fitting,

and the mean field model and Monte Carlo simulations that the onset of ordering

is driven by relatively strong Mo-Ta bonding which favors cP2-like ordering (noting

that oA12 is a weak distortion of cP2 both energetically and structurally). In terms of

free energies, the B2 phase is the best of both worlds at these temperatures, as it has

both the strong Mo-Ta bonding and the residual sublattice entropy. Still, eventually

this phase must become unstable due to the Third Law, and the energetic portion of

the free energy will dominate. While we have proposed the 0 K convex hulls for the

binaries as well as possible competing phase for Mo-Nb-Ta-W, we do not yet have

any notion precisely when these structures are stabilized. Currently MC/MD runs

in an NPT ensemble are underway to look for thermodynamic signatures of these

low temperature phase transitions using thermodynamic integration coupled with a

multiple histograms method. Though we may be able to surmise when additional

structures are stabilized, and perhaps some correlations suggesting possible stabilized

structures, it is unlikely that we will be able to definitively prove which structures are

stabilized, as computational cells suitable for density functional theory calculations

will generally be too small to support phase segregation.
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7.3 Elasticity of Transition Metal Alloys

The hunt for strong materials with good elastic properties is a difficult one, and we

have only scratched the surface2. In this chapter we examined the elasticity of vari-

ous early-late transition metal alloys using first principles calculations and compari-

son with various averaging schemes. Calculated bulk moduli were reasonably close to

CPA estimates using pure elemental species, but CPA predictions were systematically

low. This deviation correlates strongly with change in volume per atom. As CPA

contains no structural information, we surmise that bulk moduli is controlled almost

completely by the strength of chemical bonding in transition metal alloys. Larger and

less regular deviations were observed for shear moduli, suggesting structural distor-

tion being responsible for the deviation, though there is still a moderate correlation

with the change in volume per atom. Select ternary and quaternary structures were

examined and confirmed these trends. To highlight the dependence of chemical bond-

ing on elastic moduli, force constants and electronic densities of state were calculated,

and it was found early transition metals are responsible for the strongest bonding,

which agrees with observed trends in the bulk moduli. We find that Ni-W alloys have

the largest Poisson ratios among the compositions studied and hence hold promise as

the basis for design of ductile metallic glasses.

The list of things still left to examine are legion. The scheme we used for estima-

tion, CPA, is at its heart an averaging scheme. A relatively sophisticated averaging

scheme, far more mathematically rigorous than the usual ad hoc arithmetic sum found

in the materials literature, but an averaging scheme nevertheless. However, it is al-

ready known that not all amorphous metals follow an averaging law for their elastic

moduli. In particular, it has been observed [224] that introducing a trace amount

of Al (< 5%) into a Cu50Zr50 increases K by up to 12% while negligibly affecting

G, despite Al’s lower elastic moduli compared to Cu and Zr. Such a trend is likely

due to changes in the nature of chemical bonding upon alloying, which an averaging

2Pun unintended.
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scheme will not include.

But we do not need to go to these exceptions to find evidence of averaging schemes

failing. Our shear moduli are a prime example of the CPA averaging scheme failing.

This is actually a blessing in disguise, as the Poisson’s ratio in the relevant parameter

ranges are strongly affected by the shear modulus, and finding abnormally low shear

moduli compared to bulk moduli (while still large in absolute terms) is the key to

finding simultaneously large Poisson’s ratios and elastic moduli. Though we have

surmised that this is partially due to the shear moduli having a reliance on structural

effects, our prime example being the size mismatches in the disordered hR13 samples,

we are still only at the beginning of understanding the chemical origins of the shear

modulus.

Having examined the elastic moduli for crystalline alloys, the next step is to cal-

culate the elastic moduli of BMGs, which we have done for select ETM-LTM BMGs.

Preliminary results suggest that bulk moduli of ETM-LTM glasses computed using

first principles calculations do agree with the estimates given by CPA (and corre-

spondingly the crystalline alloys). However, we found that all our calculated first

principles shear moduli for ETM-LTM BMGs deviate by roughly a factor of two from

CPA and experimental results3. There is the possibility that our results regarding

the shear moduli for crystalline alloys holds here as well, and local structural effects

are responsible. Indeed, we did see a greater deviation amongst the shear moduli in

ETM-LTM bulk metallic glasses for various samples at identical stoichiometries than

the bulk moduli, which were essentially constant. However, this deviation was on

the order of ±10%, too small to explain the observed effect. It is also possible that

our density functionals are incorrectly predicting the structural motifs. This expla-

nation is also not entirely satisfying as we do see a predominance in the icosahedral

ordering expected for bulk metallic glasses, and this effect persists across multiple

families. The more likely explanation is that the shear modulus is being enhanced by

3This factor of two is not the conversion factor between physical to “engineering” strain.
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microstructural effects, the capture of which would require computational cells too

large for current density functional theory methods. This is probable as our com-

putational cells contain 100 atoms, whereas individual STZs size estimates can vary

from 20-200 atoms [225]. Whether or not this is relevant to the observed mismatch

of the shear moduli remains to be seen, but it is clear that more work needs to be

done into the roots of this discrepancy.

7.4 Bulk Sulfidization of the Cu-Pd System

Our work was able to semi-quantitatively predict the behavior of four distinct phases

on the phase diagram (β-CuPd, Pd16S7, Pd4S, and to a lesser degree fcc-CuPd), with-

out any fitting parameters, achieving first principles estimates for the temperature-

dependent phase diagram over a range of 1000 K. This was possible using only simple

solid solution models. The results most directly related to the process of sulfidization,

the predominance diagram of the Pd-S2 system, in particular show excellent agree-

ment with experimental results once vibrational contributions were considered. Our

results brings context to the existing experimental results. As an example, the exper-

imental report of the copper solubility range of Pd16S7 has no explanation why this

is the case, only that it is. We were able to show not only is this an energetic effect,

but that it is driven by pseudogap stabilization, without any fitting parameters. Our

work reveals the essential physics underlying the phase behavior.

Less impressive were our activities calculations for Cu-Pd, which shows deviation

from CALPHAD, particularly ugly in the Pd-rich side above 800 K. This is a real

physical effect and cannot be explained away by going to a more detailed free energy

model or sampling more configurations. CALPHAD has a positive deviation from

Raoult’s law on the Pd-rich side. This implies that Cu substitutions in Pd should

be energetically unfavorable in the low-solubility limit and are stabilized by entropic

contributions. Our first principles unambiguously show that these substitutions are
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energetically favorable, which will yield a negative deviation from R aoult’s law for all

choices of free energy model. Fortunately for us, the high Pd limit is of less interest

due to Pd’s high cost, and our activities in the more relevent region near β-CuPd are

in semi-quantitative agreement with CALPHAD, with the exception of the location

of the Pd-rich side of the β/fcc coexistence phase, again due to inaccurate modeling

of the fcc phase.
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study of stability and local order in substitutional Ta-W alloys. Phys. Rev. B,

64:085112, August 2001.

[117] K. Masuda-Jindo, V. V. Hung, N. T. Hoa, and P. E. A. Turchi. First principles

calculations of thermodynamic and mechanical properties of high temperature

bcc Ta-W and Mo-Ta alloys. J. Alloy. Compd., 452(1):127–132, March 2008.

[118] E. C. Neyts and A. Bogaerts. Combining molecular dynamics with Monte Carlo

simulations: implementations and applications. Theor. Chem. Acc., 132:1–12,

2013.

[119] M. F. de Grosso, G. Bozzolo, and H. O. Mosca. Modeling of high entropy alloys

of refractory elements. Physica B, 407:3285–7, 2012.

[120] G. Bozzolo, J. Ferrante, and J. R. Smith. Method for calculating alloy energet-

ics. Phys. Rev. B, 45:493–6, 1992.

[121] K. Masuda-Jindo, V. V. Hung, and P. E. A. Turchi. Thermodynamic properties

and phase diagram by the statistical moment and cluster variation methods:

Application to pure metals and Ta-W alloys. Met. Mat. Trans. A, 37:3403–9,

2006.

[122] M. F. del Grosso, G. Bozzolo, and H. O. Mosca. Modeling of high entropy alloys

of refractory elements. Physica B, 407:3285–3287, 2012.

214



[123] M. F. del Grosso, G. Bozzolo, and H. O. Mosca. Determination of the transition

to the high entropy regime for alloys of refractory elements. J. Alloy. Compd.,

534:25–31, 2012.

[124] Y. Zhang, Y. J. Zhou, J. P. Lin, G. L. Chen, and P. K. Liaw. Solid-solution

phase formation rules for multi-component alloys. Adv. Eng. Mater., 10(6):534–

538, 2008.

[125] W. P. Huhn, M. Widom, A. M. Cheung, G. J. Shiflet, S. J. Poon, and

J. Lewandowski. First principles calculation of elastic moduli of early-late tran-

sition metal alloys. Phys. Rev. B, 2014, in press.

[126] W. Klement Jr, R. H. Willens, and P. Duwez. Non-crystalline structure in

solidified gold-silicon alloys. Nature, 187:869–870, September 1960.

[127] D. C. Hofmann. Bulk metallic glasses and their composites: A brief history of

diverging fields. J. Mater., 2013:517904, 2013.

[128] D. Turnbull. Under what conditions can a glass be formed? Contemp. Phys.,

10(5):473–488, 1969.
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[209] P. Matkovič, M. El-Boragy, and K. Schubert. Kristallstruktur von Pd16S7. J.

Less-Common Met., 50:165–176, 1976.

[210] T. F. Gaskell. The structure of braggite and palladium sulfite. Z. Kristallogr.,

96:203–213, 1937.

[211] F. Grønvold and E. Røst. The crystal structure of PdSe2 and PdS2. Acta Cryst.,

10:329–331, April 1957.

[212] A. Janosi. La structure du sulfure cuivreux quadratique. Acta Cryst., 17:311–

312, March 1964.

223



[213] M. Guymont and D. Gratias. On the stability of periodically antiphased alloys.

Phys. Status Solidi A, 36:329–334, July 1976.

[214] E. Røst. The crystal structure of the high-temperature phase Pd3S. Acta Chem.

Scand., 22(3):819–826, 1968.

[215] A. Soutter, A. Colson, and J. Hertz. Etude cristallographique des phases

ordonnés à grande distance et particulièrement des structures antiphases

monopériodiques et bipériodiques présentes dans les alliages binaires cuivre-

palladium. Mem. Etud. Sci. Rev. Metall., 68:575–591, 1971.

[216] A. H. Geisler and J. B. Newkirk. Ordering reaction of the Cu4Pd alloy. J. Met.,

6:1076–1082, 1954.

[217] K. Yamamoto and S. Kashida. X-ray study of the average structures of Cu2Se

and Cu1.8S in the room temperature and the high temperature phases. J. Solid

State Chem., 93:202–211, July 1991.

[218] E. Bruno, B. Ginatempo, and E. S. Giuliano. Fermi surface incommensurate

nestings and phase equilibria in Cu-Pd alloys. Phys. Rev. B, 63:174107, April

2001.

[219] C. Wolverton. Crystal structure and stability of complex precipitate phases in

Al-Cu-Mg-(Si) and Al-Zn-Mg alloys. Acta Mater., 49(16):3129–3142, 2001.

[220] J. Friedel. Do metallic quasicrystals and associated Frank and Kasper phases

follow the Hume Rothery rules? Helv. Phys. Acta, 61:538–555, 1988.

[221] Jr. M. W. Chase. NIST-JANAF Thermochemical Tables. J. Phys. Chem. Ref.

Data, 9:1–1951, 1998.

[222] J. R. Taylor. Phase relationships and thermodynamic properties of the Pd-S

system. Met. Trans. B, 16B:143–148, March 1985.

224



[223] Koun Shirai and S. Emura. Lattice vibrations of boron carbide. J. Solid State

Chem., 154:20–5, 2000.

[224] P. Yu and H. Y. Bai. Poisson’s ratio and plasticity in CuZrAl bulk metallic

glasses. Mater. Sci. Eng. A, 485:1–4, 2008.

[225] I.-C. Choi, Y. Zhao, B.-G. Yoo, Y.-J. Kim, J.-Y. Suh, U. Ramamurty, and J.-

I. Jang. Estimation of the shear transformation zone size in a bulk metallic

glass through statistical analysis of the first pop-in stresses during spherical

nanoindentation. Scripta Mater., 66:923–926, 2012.

225


