
 
 
 
 
 

Tip Based Automated Nanomanipulation using  
Scanning Probe Microscopy 

 
 
 
 

Submitted in partial fulfillment of the requirements for  
 

the degree of  
 

Doctor of Philosophy 
 

 in 
 

Mechanical Engineering 
 
 

  
 

 
Onur Ozcan 

 
 
 

B.S., Mechatronics Engineering, Sabanci University 
M.S., Mechanical Engineering, Carnegie Mellon University 

 
 
 
 
 
 
 
 
 
 
 

Carnegie Mellon University 
Pittsburgh, PA 

 
 

March, 2012  



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © 2012 Onur Ozcan 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Keywords: Nanomanipulation, Nanofabrication, Scanning Probe Microscopy, 
Control, Automation 



iv



To my beloved parents, Ali and Bahar.

v



vi



Acknowledgments
I wish to express my gratitude to everyone who contributed in any way to the completion of

this thesis. Among all, I must single out my advisor, Prof. Dr. Metin Sitti, who never withheld
his support; academically, mentally or financially.

Two of the people I owe thanks to is Prof. David Ricketts and Prof, James Bain, whom I
know through TFAN project. They developed a researcher’s approach in me in addition to their
valuable mentorship, patience, and understanding. It has always been nice and enlightening to
work with them.

I would also like to thank my committee members Prof. James Bain, Prof. Tomasz
Kowalewski, and Prof. Fred Higgs, for finding time in their busy schedule to serve as my ju-
rors and Prof. Metin Sitti for being the chair of my committee.

I also owe thanks to NanoRobotics Lab members and TFAN project members for their in-
valuable discussions suggestions throughout my PhD studies.

I must acknowledge my friends, who have been very supportive and kind to discuss and
exchange many ideas throughout the thesis. Among them, the ones that really made a difference
for me could be counted as: Guzide Atasoy, whose love and support always make things easier;
Dr. Cagdas Onal, who was my TA, my project partner, my roommate and my confidant, Dr.
Burak Aksak, who helped me understand how things work, in or out or the lab; Dr. Bilsay
Sumer, who is the most important person to know in Pittsburgh if you are Turkish; Dr. Ozgur
Unver, who helped me settle down in US in my first year; Weihua Hu, with whom I shared
significant number of nights running experiments in TFAN lab; Yigit Menguc and Eric Diller,
whom I have been sharing a house with in the last two years which I enjoyed much; Emrecan
Soylemez, who helped me with experiments, discussions or things unrelated to work whenever
I needed and Turkish Mafia (Turkish graduate students in CMU) whose friendships made PhD
much more bearable.

Finally, I would like to thank my family for the backup and understanding they provided me
through my entire life. I wouldn’t have achieved what I have without their neverending support.

This thesis work and my PhD study is partially funded by National Science Foundation CA-
REER Award program (NSF IIS-0448042), DARPA Tip Based Nanofabrication Program (Grant
#N66001-08-1-2039) and personal and family savings.

vii



viii



Abstract
The promise to build structures atom by atom that would lead to devices or materials with

tuned properties that surpass any material we encounter in the macroscale world inspires more
researchers everyday to study nanotechnology. As a direct result of this interest in nanotech-
nology, manipulation systems with nano or sub-nano scale precision are required to position or
pattern matter in smaller scales to study it. However, this manipulation task is not straightforward
due to small scale physics, which reduces the effect of weight and inertia, the dominant forces in
macroscale, and promotes other forces such as adhesion or electrostatic interactions. Hence, to
understand nanoscale physics, the first step to take is to model and characterize the underlying
principles. In this context, scanning probe microscopes (SPMs) are suitable tools for experiment-
ing on nanoscale physics, in addition to being good candidates as nanomanipulation systems due
to their ability to locally interact with the substrate using the end-effector that they utilize on
the order of a few nanometers or below. On the other hand, using SPMs for nanomanipulation
has drawbacks as well. Since they utilize a single end-effector to interact with the substrate, the
manipulation process is serial hence slow with low throughput. Furthermore, having no real-time
visual feedback and the non-linearity of the actuators decrease the precision and the repeatabil-
ity of the positioning, hence decreasing the reliability of the manipulation. In order to consider
SPMs as viable nanomanipulation tools, these challenges of speed and reliability should first be
tackled by utilizing smarter algorithms and mechanisms.

In this work, we demonstrate two case studies that are used for tackling the speed and reli-
ability challenges of nanomanipulation. As the first case study, an AFM is utilized to position
nanoparticles. In the AFM based mechanical contact manipulation of nanoparticles, we demon-
strate automated control to increase speed and reliability. In order to achieve the automation, we
present models to investigate the physics of nanoparticle manipulation using an AFM cantilever,
and use these models to investigate the effect of cantilever selection to manipulation success.
We demonstrate particle detection using line-scans and a contact loss detection algorithm using
cantilever normal deflection data to decrease the number of images taken during manipulation.
We also demonstrate through experimental results that it is possible to push and pull particles on
a flat surface into defined patterns autonomously, using an AFM probe tip, and with an error less
than the particle diameter, and with success rates as high as 87%.

Moreover, an STM is utilized to manipulate surfaces using electrical pulses and high elec-
tric fields as a second case study of this thesis. During the STM based electrical non-contact
manipulation, utilizing conductive AFM probes as STM end-effectors as a step towards a multi-
ple probe approach is suggested to improve the speed and throughput of the STM manipulation.
STM imaging of surfaces using STM tips and conductive AFM probes are demonstrated and
algorithms for STM based electrical manipulation of surfaces is presented and experimentally
verified. Furthermore, models for STM operation and manipulation using STM tips and AFM
probes as end-effectors are developed and the effects of several design parameters on STM based
imaging and manipulation that utilizes AFM probes and STM tips are investigated. In addition,
a faster and more flexible controller is designed and implemented which allows instant switching
between AFM and STM modes, when conductive AFM probes are utilized.

ix



Contents

Acknowledgments vii

Abstract ix

List of Figures xii

List of Tables xxii

1 Introduction 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Previous Works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2.1 Scanning Probe Microscopy . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2.2 Nanomanipulation Techniques with SPM . . . . . . . . . . . . . . . . . 6
1.2.3 Current Nanomanipulation Challenges and Solutions for SPM . . . . . . 14

1.3 Research Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.4 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.5 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2 Approach and Scanning Probe Microscopy Models 21
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2 Proposed Solutions for SPM Based Nanomanipulation Challenges . . . . . . . . 22
2.3 Modeling of SPM Mechanics . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.3.1 AFM Mechanics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.3.2 STM Mechanics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2.4 Probe-Sample Interaction Model . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.5 Case Study Specific Approaches . . . . . . . . . . . . . . . . . . . . . . . . . . 41

2.5.1 Automated mechanical contact manipulation of nanoparticles . . . . . . 43
2.5.2 Automated electrical non-contact manipulation of surfaces . . . . . . . . 43

3 Automated Mechanical Contact Manipulation of Nanoparticles 45
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.2 System Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.3 Nanoparticle Imaging and Manual Manipulation . . . . . . . . . . . . . . . . . . 49
3.4 Force Modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

x



3.4.1 Assumptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.4.2 Modeling of Tip-Surface-Particle Interactions . . . . . . . . . . . . . . . 53
3.4.3 Pushing-Sliding Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.4.4 Pushing-Spinning Case . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.4.5 Pushing-Rolling Case . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.4.6 Pulling-Sliding Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

3.5 Automated Single Particle Manipulation Scheme and Experiments . . . . . . . . 67
3.6 Automated Multiple Particle Manipulation Scheme and Experiments . . . . . . . 72
3.7 Performance Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
3.8 Tip Contamination . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
3.9 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

4 Electrical Non-contact Manipulation of Surfaces 85
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.2 System Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

4.2.1 RHK SPM1000 Scanning Probe Microscope . . . . . . . . . . . . . . . 88
4.2.2 Custom Control System and Oscan V2.0 . . . . . . . . . . . . . . . . . 90

4.3 STM Imaging with Atomic Resolution . . . . . . . . . . . . . . . . . . . . . . . 94
4.4 Electrical Manipulation of Surfaces Using Electrical Principles . . . . . . . . . . 98

4.4.1 Manipulation of Silicon Surfaces Using Short Electrical Pulses . . . . . . 99
4.4.2 Manipulation of Titanium Surfaces Using High Electric Fields . . . . . . 103

4.5 Modeling of STM Operation and Manipulation . . . . . . . . . . . . . . . . . . 105
4.5.1 Using STM Tips as End-effectors . . . . . . . . . . . . . . . . . . . . . 105
4.5.2 Using AFM Cantilevers as End-effectors . . . . . . . . . . . . . . . . . 109

4.6 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
4.6.1 STM Operation Using CAFM Probes Under Ultra-High Vacuum . . . . . 116
4.6.2 Effect of Stage Speed and Noise on STM Operation Using CAFM Probes 120
4.6.3 Manipulation of Surfaces via Short Electrical Pulses Using CAFM Probes 125
4.6.4 Modeling of Titanium Oxidation Using CAFM Probes . . . . . . . . . . 129

4.7 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
4.7.1 Silicon Manipulation Using Short Electrical Pulses . . . . . . . . . . . . 133
4.7.2 Titanium Manipulation Using High Electric Fields . . . . . . . . . . . . 135
4.7.3 Snap-into Contact of a Compliant Probe under Bias Voltage . . . . . . . 138
4.7.4 Effects of Oxidation Parameters on Titanium Manipulation . . . . . . . . 141

4.8 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

5 Conclusions 148
5.1 Summary of Accomplished Work . . . . . . . . . . . . . . . . . . . . . . . . . . 148
5.2 Future Directions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

5.2.1 Automated Mechanical Contact Manipulation of Nanoparticles . . . . . . 150
5.2.2 Electrical Non-contact Manipulation of Surfaces . . . . . . . . . . . . . 151
5.2.3 Custom Control System and Oscan V2.0 . . . . . . . . . . . . . . . . . 153

xi



A Custom Control System and Oscan V2.0 Software User Manual 154
A.1 Custom Control System Hardware . . . . . . . . . . . . . . . . . . . . . . . . . 154
A.2 Oscan V2.0 Software Introduction . . . . . . . . . . . . . . . . . . . . . . . . . 161
A.3 Oscan V2.0 Software Parameters and Front Panel . . . . . . . . . . . . . . . . . 164

A.3.1 Imaging Tab . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
A.3.2 Approach/ Coarse Positioning Tab . . . . . . . . . . . . . . . . . . . . . 171
A.3.3 Writing/Manipulation Tab . . . . . . . . . . . . . . . . . . . . . . . . . 174
A.3.4 General Parameters Tab . . . . . . . . . . . . . . . . . . . . . . . . . . 178
A.3.5 Debug Tab . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180

A.4 How To Use the System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
A.4.1 Running the software . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
A.4.2 Stopping the software . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
A.4.3 Engaging Tip to the Surface . . . . . . . . . . . . . . . . . . . . . . . . 183
A.4.4 Coarse Positioning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184
A.4.5 Taking an STM Image . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
A.4.6 Taking an AFM Image . . . . . . . . . . . . . . . . . . . . . . . . . . . 186
A.4.7 Performing a Manipulation Task . . . . . . . . . . . . . . . . . . . . . . 187
A.4.8 Performing a Spectroscopy Task . . . . . . . . . . . . . . . . . . . . . . 188
A.4.9 Importing Images/Data to Matlab as a Struct . . . . . . . . . . . . . . . 189
A.4.10 Plotting Images in Matlab . . . . . . . . . . . . . . . . . . . . . . . . . 191
A.4.11 Processing Images in Matlab . . . . . . . . . . . . . . . . . . . . . . . . 196

A.5 Oscan V2.0 Host Code . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202
A.6 Oscan V2.0 FPGA Code . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 226

Bibliography 236

xii



List of Figures

2.1 (a) An AFM cantilever at rest. A laser spot reflects off the free end of the can-
tilever and is collected on a PSPD, which measures the position of the spot and
hence the deflection of the cantilever. (b) Mechanical equivalence of an AFM
cantilever at rest. (c) AFM cantilever normal deflection measurement. When a
vertical and/or a longitudinal force acts on the tip, the free end of the cantilever
bends and the laser spot moves vertically on the PSPD. (d) Mechanical equiva-
lence of an AFM cantilever with a coupled force F∗. (e) AFM cantilever lateral
deflection measurement. When a lateral force acts on the tip, the free end of the
cantilever twists and the laser spot moves horizontally on the PSPD. . . . . . . . 25

2.2 (a) Contact mode AFM operation. Cantilever is pressed to the surface until the
its deflection reaches the deflection set-point. The deflection is held constant via
a linear controller while the cantilever is moved on the surface. The output of
this controller is the so-called topography image of the surface in contact-mode.
(b) Dynamic mode AFM operation. Cantilever is oscillated above the surface,
and either the oscillation amplitude or the phase is held constant at the set-point
via a linear controller while the cantilever is moved on the surface. The output of
this controller is the so-called topography image of the surface in dynamic mode. 28

2.3 (a) A schematic of the system where the conductive atomic force microscope
(CAFM) probe and tip dimensions used in the model are shown. (b) A zoomed-
in schematic of the cantilever tip and the surface. Each circle represents an atom. 31

2.4 (a) Sample tunneling current curves for varying bias voltages. (b) Sample max-
imum and minimum tunneling distance curves for varying bias voltages. These
maximum and minimum distances are found simply by finding the distances be-
tween the tip and the surface where the tunneling current value is equal to mini-
mum measurable (for maximum distance) and maximum feasible (for minimum
distance) tunneling current values. . . . . . . . . . . . . . . . . . . . . . . . . . 32

2.5 Constant current mode STM operation. STM end effector, which can be a con-
ductive cantilever or an STM tip, is brought very close to surface until the tunnel-
ing current reaches the current set-point. The tunneling current is held constant
via a linear controller while the end effector is moved on the surface. The output
of this controller is the so-called topography image of the surface in constant
current mode STM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

xiii



2.6 A sample force-distance relation between a CAFM probe and surface for a bias
voltage of 1 V. When the distance between the tip and the cantilever reaches
0.288 nm which is defined as the inter-atomic distance, the surfaces become in
contact, the electrostatic forces disappear, and contact mechanics theories take
over. The contact part of this force curve is governed by the DMT contact me-
chanics model since the contact is hard, tabor parameter λ = 0.0835. The plot is
generated for a cantilever with a tip radius of 20 nm, tip angle of 22.5o, tip height
of 12µm, bias voltage of 1V , the surface is gold and the probe is platinum. . . . . 42

3.1 Overall system structure of the autonomous nanoparticle manipulation setup . . . 48
3.2 Scanning electron microscope (SEM) image of 100 nm gold nanoparticles on

Poly-L-Lysine (PLL) covered mica surface. The particles are fixed due to the
electrostatic attraction between the gold nanoparticles and PLL. . . . . . . . . . 49

3.3 A sample 128 × 128 pixels2, 3 µm × 3 µm dynamic-mode AFM image of 100
nm gold nanoparticles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.4 3 µm× 3 µm dynamic-mode AFM images of a sequence of manual manipulation
tasks on 100 nm gold nanoparticles . . . . . . . . . . . . . . . . . . . . . . . . . 51

3.5 Interaction forces during pushing-sliding type manipulation. Tip and substrate
are covered with a (red) PLL layer. Only relevant forces are shown for brevity. . . 54

3.6 The net force (F t
f
max− sinθF s

f
max + cosθF s

n) acting on the particle for different
cantilever normal stiffness (kn) values. . . . . . . . . . . . . . . . . . . . . . . . 58

3.7 The required offset values for spinning for different cantilever normal stiffnesses.
The dashed line indicates an estimated maximum center detection error. Ac-
cording to this analysis, if error in particle center detection is less than border,
spinning is not a problem. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.8 Interaction forces and moments during a successful pushing-rolling operation.
Tip and substrate are covered with a (red) PLL layer. . . . . . . . . . . . . . . . 61

3.9 The net rolling moment (Mnet = Mroll−Mmax) acting on the particle for differ-
ent cantilever normal stiffnesses. Higher stiffness cantilevers are more suitable
to roll a particle by pushing. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

3.10 Interaction forces during a successful pulling operation. Tip and substrate are
covered with a (red) PLL layer. Only relevant forces are shown for brevity. . . . . 64

3.11 Simulated relation of the initial tip-substrate separation to the cantilever normal
stiffness for successful pulling. . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

3.12 A flowchart description of the automated single nanoparticle manipulation algo-
rithm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

3.13 Sample experimental AFM line scan data of two close particles; circles indicate
the centers of the particles detected using the center detection algorithm. From
all detected centers, the one closer to the previous estimate is taken as the actual
particle to be manipulated and others are discarded. . . . . . . . . . . . . . . . . 69

3.14 A sample experimental AFM normal force data during a particle pushing oper-
ation: point A is where the tip and nanoparticle snaps into contact, point B is
where tip is jumping over the particle and point C is where the contact loss occurs. 70

xiv



3.15 (a) Before and (b) after manipulation of a 100 nm diameter gold nanoparticle
indicated by the arrow. It is possible to manipulate a particle without disturbing
the close neighbor particles. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

3.16 Two resulting sample patterns after a sequence of autonomous single particle
manipulations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

3.17 VA−B signal during (a) pushing and (b) pulling. Sample is moving left to ma-
nipulate the particle to the right. For pushing, particle exerts on the tip a force
directed upwards on the normal direction; for pulling particle exerts on the tip a
force directed downwards on the normal direction. . . . . . . . . . . . . . . . . 73

3.18 A flowchart description of the automated multiple nanoparticle manipulation al-
gorithm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

3.19 Automated manipulation of five nanoparticles to form a linear assembly. An ini-
tial image is taken in (a). All particles are detected using a watershed algorithm
and the target positions are given to the program in (b). Task planner decides
which particle will be manipulated to which target position in (c). A final image
after the experiment is shown in (d). . . . . . . . . . . . . . . . . . . . . . . . . 76

3.20 Automated manipulation of six nanoparticles to form a pattern that cannot be
formed with a distance based planner. An initial image is taken in (a). All parti-
cles are detected using a watershed algorithm and the target positions are given
to the program in (b). Task planner decides which particle will be manipulated
to which target position. A final image after the experiment is shown in (c). . . . 77

3.21 Average manipulation speed (a) and final positioning error (b) results for 12 dif-
ferent manipulation angles using 5 data points for each angle. . . . . . . . . . . . 79

3.22 Average manipulation speed (a) and final positioning error (b) results for 5 dif-
ferent manipulation distances using 12 data points for each distance. . . . . . . . 80

3.23 (a) SEM image of a AFM probe tip that is used for nanoparticle manipulation for
6 months. (b) A 10 µm x 10 µm non-contact mode AFM image of nanoparticle
samples deposited on PLL covered mica taken with a clean AFM probe tip. (c) A
10 µm x 10 µm non-contact mode AFM image of nanoparticle samples deposited
on PLL covered mica taken with a contaminated AFM probe tip. . . . . . . . . . 82

4.1 Imagined electrical manipulation operation using compliant cantilever probe ar-
rays. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

4.2 Schematic of the UHV-STM System that will be used in this case study. The
chambers are sealed and the gases inside the chambers are pumped using rough,
turbo and ion pumps to decrease the pressure to UHV levels (10−9 Torr and be-
low). The load lock chamber is where the samples and tips are loaded inside the
UHV chamber, prep. chamber is where the sample preparation procedures exe-
cuted, analysis chamber is where the samples are analyzed using several surface
chemistry analysis tools such as X-Ray Photoemission or Auger spectroscopy
and SPM chamber is where the images of the sample are taken and the manipu-
lation operations are carried using STM. The transfers between the chambers are
conducted using the transfer arms. The chambers are suspended on pneumatic
legs to isolate the system from outside vibrations. . . . . . . . . . . . . . . . . . 89

xv



4.3 Pictures of RHK make UHV-STM system. (a) The completed UHV-STM sys-
tem. The chamber inside the red oval is SPM chamber. (b) A view of the SPM
from a window of SPM chamber. The part enclosed with green rectangle is the
sample stage where the samples in specifically designed sample holders (picture
(d)) are held during operation. This part is suspended in air using springs at-
tached to the chassis of the chamber to improve vibration rejection. The part
enclosed with a red oval is the SPM scanner. (c) Close-up view of the SPM
scanner. The legs underneath the scanner with glass sphere ending are tube scan-
ners which produces the motion of the scanner. (d) Specifically designed sample
holders. The SPM scanner is released on the sample holder during operation.
The glass spheres on the end of the tube scanners are in contact with the ramps
on the sample holder. To achieve coarse positioning in x, y and z directions, the
scanner “walks” on the ramps via stick-slip type motion. . . . . . . . . . . . . . 91

4.4 Schematic of the custom SPM control system. The SPM will be commanded
using a windows based PC that runs LabView. The signals are read and written
from a data acquisition board (DAQ) connected to the computer. The DAQ also
has a Field Programmable Gate Array (FPGA) on it for on-board processing, to
increase control speed. The maximum data acquisition speed achieved is around
400 kHz. The control signals are generated using this FPGA board and sent to
the piezoscanner after being amplified at the analog high-voltage amplifiers. The
resulting tunneling current, normal force and lateral force data is read and sent
as feedback to the FPGA. The bias voltage is also output from the DAQ board. . . 92

4.5 Trial images and manipulations conducted using custom control system and Os-
can V2.0. (a) An AFM image of a calibration sample taken at 1 Hz/line speed.
(b) An AFM image of the same calibration sample taken at 9 Hz/line speed. (c)
A box oxidized on a Titanium sample deposited on SiO2. The box is oxidized in
STM mode whereas imaging is conducted in AFM mode because the sample is
electrically heterogenous. (d) “DARPA TBN” letters are written on a Titanium
film using local anodic oxidization. Oxidization is conducted in STM mode and
the surface is imaged in AFM mode. . . . . . . . . . . . . . . . . . . . . . . . . 95

4.6 Plot showing how the temperature of the sample is changed during the flash-
ing operation. The flat portions at 700oC and 900oC are waiting times for the
pressure of the chamber to stabilize below 10−9 Torr. Then the temperature of
the sample is increased up to 1250oC and flashed for 1 minute to clean the sil-
icon surface from hydrogen, oxygen and carbon bonds. The temperature of the
sample is then decreased slowly to allow more time for the reconstruction of the
surface. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

4.7 (a) 30 nm × 30 nm STM image of Si(100) surface under UHV with atomic res-
olution. The image is taken using a diamond coated conductive AFM cantilever
with a normal stiffness of 42 N/m and tip radius 35 nm, at bias voltage of 1 V and
set-point current of 100 pA. (b) 40 nm × 40 nm STM image of Si(100) surface
under UHV with atomic resolution. The image is taken using a Pt-Ir STM tip, at
bias voltage of 1 V and set-point current of 150 pA. . . . . . . . . . . . . . . . . 97

xvi



4.8 40 nm × 40 nm STM image of hydrogen passivated Si(100) (Si(100) 2×1:H)
surface under UHV with atomic resolution. The image is taken using a Pt-Ir
STM tip, at bias voltage of -1 V and set-point current of 150 pA. . . . . . . . . . 100

4.9 The schematic of short electric pulse based surface manipulation. The imaging
and manipulation are conducted at the same time. In the top drawing, Si(100)
surface (green) is covered with a monolayer of hydrogen atoms (yellow) that
are forming bonds with the surface Si(100) atoms, hence passivating them. The
tip is positioned directly above this surface during imaging and manipulation.
In the below drawing, the tip is raster scanning the surface and imaging it using
negative bias voltage. A series of pulses (denoted by stars) induced at the desired
locations. These pulses causes desorption of the hydrogen at the pulse locations
and the Si(100) surface is imaged. The pulse voltages used are positive. . . . . . 101

4.10 The flow of operation for manual STM based surface manipulation. . . . . . . . 102

4.11 The schematic of high electric field based surface manipulation. A titanium film
is deposited on silicon dioxide. The sample is imaged under ambient conditions
and a high electric field between the titanium film and tip is applied. High elec-
tric field causes the water meniscus on the surface to ionize. Oxygen ions are
diffused through titanium, changing the material to titanium dioxide. The same
oxidization process can be done using STM or AFM mode. . . . . . . . . . . . . 104

4.12 The simulation model of the STM operation using STM tips. The tip-sample
interaction is not modeled since the STM tip can be modeled as “infinitely” stiff. 106

4.13 The change of tunneling current with respect to the tip-sample separation. Non-
linear behavior of the tunneling current makes it easy to detect small topography
changes but hard to control the vertical position with a linear controller. The
current is simulated for a platinum tip, using the parameters in Table 4.2 . . . . . 110

4.14 Simulated STM line-scan of a surface using STM tip. The simulation is run using
nominal parameters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

4.15 The simulation model of the STM operation using AFM cantilevers. Unlike the
model for STM operation using STM tips, the tip-sample interaction has to be
modeled since AFM cantilever can deflect. . . . . . . . . . . . . . . . . . . . . . 112

4.16 Simulated tip-sample interaction force gradient (i.e. contact stiffness) with re-
spect to tip-sample distance. The two points where the contact stiffness intersects
the cantilever stiffness are the points of instability. According to this simulation,
the cantilever tip will snap-into contact with the surface around 0.5 nm separation
and the tip will pull-off contact at 0.23 nm. The simulation is run using nominal
parameters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

xvii



4.17 Simulated force-distance curve using an AFM cantilever on Silicon surface. The
simulation is run using nominal parameters. (a) The two plots are drawn using
the accessible signals of an AFM. These are the plots that commercial AFMs can
generate. The bottom plot is force (which is proportional to the deflection of the
cantilever) with respect to the cantilever base, and the top plot is the tip position
of the cantilever with respect to the cantilever base. (b) This plot shows the tip-
sample distance with respect to the base position and this data often cannot be
accessed in an AFM. (c) The zoomed plot of distance versus base position. The
snap-into contact and pull-off contact points are A and B, respectively. The snap-
into contact and pull-off contact distances are simply the y-coordinates of these
two points. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

4.18 Simulated STM line-scan of a surface using AFM cantilever. The simulation is
run using nominal parameters. . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

4.19 Simulated minimum and maximum distances for tunneling. The simulation is
run using nominal parameters. (a) Sample tunneling current with respect to Tip-
Sample distance plot where bias voltage is 1 V. Minimum measurable current is
0.5 nA whereas maximum measurable current is 2 nA. (b) Minimum and Maxi-
mum tunneling current distances with respect to bias voltage. . . . . . . . . . . . 117

4.20 (a) Simulated snap-into contact distances of CAFM probes with different stiff-
ness values for varying bias voltage. (b) Simulated minimum stiffness values for
varying bias voltages that STM operation would be viable. The simulation is run
using nominal parameters. The results show that STM imaging with AFM can-
tilevers is possible with stiff cantilevers (kn ≥ 7) with small bias voltage values.
Decreasing tip radius values also increase the stability. . . . . . . . . . . . . . . 119

4.21 Simulated snap-into contact behavior of the cantilever while stage is moving
towards the tip. The simulation is run using nominal parameters. The snap-into
contact point is defined as the point where the tip starts accelerating towards
sample. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

4.22 Comparison between the energy balance and dynamic model snap-into contact
simulation results. The simulation is run using nominal parameters. The agree-
ment between the simulations verifies that the simulations are valid. The small
mismatch between the results is due to the definition of the snap-into contact
point in the dynamic model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

4.23 Sample line-scan simulations that reflect the effect of scanner speed and the noise
on STM imaging using AFM cantilevers. As scanner speed decreases STM im-
age quality depreciates. (a) and (b) shows the line-scan simulations using a slow
scanner without noise. The scanner cannot keep-up with the speed of imaging.
The addition of noise to the simulations also decreases image quality. (c) and (d)
shows the effect of noise to the line-scan. The effect of noise is more pronounced
on the tunneling current line-scans where the error is increased 700%. . . . . . . 122

xviii



4.24 The effect of scanner speed and the noise on STM imaging using AFM can-
tilevers. Using fast scanners have a clear advantage over using slow scanners.
However the effect of noise is more pronounced while using fast scanners. This is
due to the fact that, using fast scanners are nearly perfect without noise, whereas
the addition of the noise is a minor problem for slow scanners compared to their
speed problems. (a) The effect of scanner speed and noise on imaging with re-
spect to various normal stiffness values. (b) The effect of scanner speed and
noise on imaging with respect to various tip radius values. . . . . . . . . . . . . 124

4.25 Sample pulsing simulations. (a) The applied bias voltage during imaging. The
pulse time is 1 millisecond and pulse voltage is 2.5 V. (b) The deflection of an
STM tip during pulsing. The tip deflection is negligible however the damage that
can occur during pulsing is not modeled. (c) The deflection of an AFM cantilever
during the same pulse. The difference between the deflections is almost 6 orders
of magnitude. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

4.26 The effects of several parameters on pulsing using AFM cantilevers. Blue mark-
ers denote the equilibrium distance between tip and the surface during imaging.
Red markers denote the minimum distance between tip and the surface during
pulsing. Purple dashed line is the inter-atomic distance. If a red marker is under
the purple dashed line, the corresponding parameters cause the tip to crash into
the sample during pulsing. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

4.27 (a) A sample short duration pulse. The deflection of the AFM cantilever is con-
siderably lower compared to long pulses. The oscillations are more pronounced
since the simulation time is 2 orders of magnitude shorter compared to long
pulses. (b) Zoomed in view of the same plot around the pulse. . . . . . . . . . . 130

4.28 (a) Forces experienced during manipulation operation on a gold surface using a
platinum-iridium coated CAFM probe. The capillary force is also included. (b)
Forces experienced during manipulation operation on a titanium surface using a
diamond coated CAFM probe. The capillary force is also included. Hamaker
constant of titanium is taken as AH = 153 zJ [64]. . . . . . . . . . . . . . . . . . 132

4.29 330 nm× 330 nm gradient STM image of lines written on a hydrogen passivated
Si(100) (Si(100) 2×1:H) surface under UHV. The image is taken using a Pt-Ir
STM tip, at bias voltage of -1 V and set-point current of 150 pA and the lines
are written using +4.5 V, 2 millisecond long pulses on the lines. The distance
between two neighboring pulses on the same line is 2 nm. . . . . . . . . . . . . . 134

4.30 AFM image and data of a linear path oxidized in CAFM mode. (a) Topography
image. Using this image we calculate the width of the oxide line. (b) Current
image. Using this image we calculate the resistance of the oxide line. (c) Current
reading during oxidation. This data provides important information regarding the
current generated during oxidization procedure. . . . . . . . . . . . . . . . . . . 136

xix



4.31 AFM image and STM data of a circular path oxidized in STM mode. (a) Topog-
raphy image. Using this image we calculate the thickness of the oxide donut. (b)
Current image. Using this image we calculate the resistance of the oxide donut.
(c) Force reading during oxidation. This data provides important information
regarding the force experienced by the compliant probe during STM mode oxi-
dization procedure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

4.32 Experiment results (10 data points at each error bar) and their comparison with
model. The tip radius values are fitted to the model and the resulting radii are
also shown in the figure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140

4.33 Analysis of the lines written on a titanium dog-bone structure using a conductive
AFM probe in CAFM mode. Every error bar is calculated from 4 data points.
Oxidization voltage was 10 V and cantilever stiffness was 35.5 N/m. (a) Oxidiza-
tion line width with respect to different normal force set-points. (b) Oxidization
current with respect to different normal force set-points. (a) Oxide resistance
with respect to different normal force set-points. (a) Oxide resistivity with re-
spect to different normal force set-points. . . . . . . . . . . . . . . . . . . . . . 142

4.34 Analysis of the lines written on a titanium dog-bone structure using a conductive
AFM probe in STM mode. Every error bar is calculated from 4 data points.
Current set-point during writing was 1.5 nA and cantilever stiffness was 35.5
N/m. (a) Oxidization line width with respect to different oxidization voltages.
(b) Oxidization force with respect to different oxidization voltages. (a) Oxide
resistance with respect to different oxidization voltages. (a) Oxide resistivity
with respect to different oxidization voltages. . . . . . . . . . . . . . . . . . . . 144

A.1 A schematic of the control system. . . . . . . . . . . . . . . . . . . . . . . . . . 155
A.2 How the coarse and fine positioning motions are achieved with the scan head. . . 156
A.3 Actuators located on the beetle scanner. . . . . . . . . . . . . . . . . . . . . . . 157
A.4 A picture of the overall control system. DAQ board cannot be seen directly as it

is plugged into the computer via PCI-express slot. The only visible part of the
DAQ board is the terminal box where input and output connections are made. . . 158

A.5 Labview Project Window. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
A.6 First In First Out buffer configurations. . . . . . . . . . . . . . . . . . . . . . . . 163
A.7 A screen shot of the imaging tab. . . . . . . . . . . . . . . . . . . . . . . . . . . 165
A.8 A screen shot of the approach/coarse positioning tab. . . . . . . . . . . . . . . . 172
A.9 A screen shot of the writing/manipulation tab. . . . . . . . . . . . . . . . . . . . 174
A.10 A screen shot of the general parameters tab. . . . . . . . . . . . . . . . . . . . . 179
A.11 A screen shot of the debug tab. . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
A.12 The general structure of the host code. The two window blue structure is a se-

quence structure, in which the code initializes and then runs the 4 main loops of
the code: data transfer, manipulation path generation, main and plotting loops. . . 203

A.13 The commented code that is located in the green loop from Fig. A.12 . . . . . . 204
A.14 Part of the commented code that is located in the first window (initialization

window) of the two-window sequence structure. Only initializations should be
located here. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 205

xx



A.15 The rest of the commented code that is located in the first window (initialization
window) of the two-window sequence structure. . . . . . . . . . . . . . . . . . . 206

A.16 The commented code piece that is located in the second window of the two-
window sequence structure before the infinite loops. This code starts the FPGA
operation and creates an occurrence for the synchronization of the data transfer
and display. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207

A.17 The commented code pieces that are used to convert actual voltage values to
FPGA integers and vice versa. These blocks are used commonly throughout the
code and will not be explained again. . . . . . . . . . . . . . . . . . . . . . . . . 208

A.18 The commented data transfer loop. Image/manipulation/spectroscopy data gen-
erated/read by the DAQ board is transferred to host computer through this loop.
It is written to intermediate arrays which will then be processed. . . . . . . . . . 209

A.19 A schematic of the manipulation path set loop. It is consisted of several sub-loops
that carry all the functions in the manipulation tab. . . . . . . . . . . . . . . . . 210

A.20 The commented code that is located in the rightmost part of the manipulation
path set loop. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211

A.21 The commented code that is used to generate ROI parameters in world coordinates.211
A.22 The commented code that is used to generate and modify the color bar of the

manipulation image. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212
A.23 The commented code that is used to generate manipulation path array. . . . . . . 213
A.24 A schematic of the plotting loop. It is consisted of a case structure where it se-

lects between manipulation/spectroscopy and imaging operations and each case
consists of a sequence structure. An additional image scaling loop is located in
the imaging case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 214

A.25 The commented code that is used to generate manipulation/spectroscopy data
arrays. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215

A.26 The commented code that is used to generate color bars of image displays. . . . . 215
A.27 The commented code that is used to generate intermediate image matrices. . . . . 216
A.28 The commented code that is used to generate actual image matrices. . . . . . . . 217
A.29 The commented code that is used to find maximum and minimum pixel values

of the images displayed for the generation of the color bar. . . . . . . . . . . . . 218
A.30 A schematic of the main loop. It is consisted of two code pieces outside of a

stacked sequence structure. The code pieces outside is used to set the FPGA loop
speeds and handle the errors. The stack sequence is where the main operation is
commanded. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219

A.31 The commented code that is used to set the FPGA loop rates. . . . . . . . . . . . 219
A.32 1st window of the stacked sequence structure. This window is used to calculate

tip speed and update rate of the host code. . . . . . . . . . . . . . . . . . . . . . 220
A.33 2nd window of the stacked sequence structure. This window is used to assign

the action buttons to appropriate procedures. . . . . . . . . . . . . . . . . . . . . 221
A.34 3rd window of the stacked sequence structure. This window is used to define the

procedures for starting operations such as imaging, coarse positioning, etc. . . . . 222
A.35 4th window of the stacked sequence structure. This window is used to switch the

current operation mode and the PPC 200 status. . . . . . . . . . . . . . . . . . . 223

xxi



A.36 5th window of the stacked sequence structure. This window is used to establish
the communication between the FPGA and the Host code to send parameters and
receive instantaneous readings. . . . . . . . . . . . . . . . . . . . . . . . . . . . 224

A.37 6th window of the stacked sequence structure. This window is used to clear the
images and the image matrices. . . . . . . . . . . . . . . . . . . . . . . . . . . . 225

A.38 7th window of the stacked sequence structure. This window is used to display
the instantaneous readings and create x-axes for the graphs. . . . . . . . . . . . . 226

A.39 8th window of the stacked sequence structure. This window is used to save image
or spectroscopy/manipulation data into a .txt file. . . . . . . . . . . . . . . . . . 227

A.40 A schematic of the FPGA code. It is consisted of two parallel loops that run at
their specified rates. The first loop controls the vertical position of the tip and the
second loop controls the lateral position of the tip. . . . . . . . . . . . . . . . . . 228

A.41 The commented z-loop that controls the vertical position actuators z-scan and
z-offset. PI loop also runs in this loop. . . . . . . . . . . . . . . . . . . . . . . . 229

A.42 The commented x-loop that controls the lateral position actuators x+, x-, y+, and
y-. Bias is also controlled in this loop and data transfer is conducted at the third
window through a buffer. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 230

A.43 1st case of the case structure in the lateral positioning loop: Manual Output. This
case outputs voltages to x and y actuators with a slew rate limitation. . . . . . . . 231

A.44 2nd case of the case structure in the lateral positioning loop: Approach. This
case outputs sawtooth waves to x actuator. . . . . . . . . . . . . . . . . . . . . . 232

A.45 3rd case of the case structure in the lateral positioning loop: Scanning. This case
outputs triangular waves to x and y actuators. . . . . . . . . . . . . . . . . . . . 233

A.46 4th case of the case structure in the lateral positioning loop: X-Stepping. This
case outputs sawtooth waves to x actuators. . . . . . . . . . . . . . . . . . . . . 233

A.47 5th case of the case structure in the lateral positioning loop: Z-Stepping. This
case outputs sawtooth waves to x actuators. . . . . . . . . . . . . . . . . . . . . 234

A.48 6th case of the case structure in the lateral positioning loop: Manipulation. This
case receives the manipulation parameters from host code and applies the volt-
ages to x and y actuators with the slew rate specified as speed in the manipulation
point. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 235

A.49 7th case of the case structure in the lateral positioning loop: Spectroscopy. This
case receives the spectroscopy parameters from host code and applies the volt-
ages to x and y actuators and spectroscopy port with the slew rate specified as
speed in the spectroscopy point. . . . . . . . . . . . . . . . . . . . . . . . . . . 235

xxii



List of Tables

2.1 General parameters used for sample plots and CAFM probe analysis for STM
operation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

2.2 Material dependent parameters used for sample plots and CAFM probe analysis
for STM operation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.1 Parameters Used For Nanoparticle Manipulation Analysis . . . . . . . . . . . . . 56

4.1 Nominal Parameters for STM Operation Simulations . . . . . . . . . . . . . . . 108
4.2 Parameters for Tunneling Current Calculation . . . . . . . . . . . . . . . . . . . 109
4.3 Simulated Maximum Deflection Values for Short Pulses (nm) . . . . . . . . . . . 129
4.4 Parameters for Capillary Force Calculation . . . . . . . . . . . . . . . . . . . . . 133

A.1 Component list for the custom control system . . . . . . . . . . . . . . . . . . . 159
A.2 I/O list for the FPGA based DAQ board. All the inputs and outputs are analog . . 160

xxiii



Chapter 1

Introduction

1.1 Motivation

Richard Feynman’s famous talk in 1959, entitled ”There is plenty of room at the bottom”, is the

pioneer speech for the idea of Nanotechnology, and as years passed we have witnessed more and

more researchers become inspired by Feynman’s ideas and start studying smaller scale physics

and engineering. One of the overarching visions of these researchers is enabling the construction

of structures or devices atom by atom. Building from the ”bottom-up” will lead to materials or

structures with extraordinary properties compared to conventional manufacturing techniques due

to the possibility of creating defect-free structures. For instance, a typical mechanical structure

can fail under a load propagating a crack created during the manufacturing process or present

in the initial materials. If we were able to remove the defect or create defect-free structures,

the yield load of the mechanical structure would increase dramatically. Eliminating defects and

impurities would also have a significant effect on material conductivity. Metal conductivity in-

creases with decreasing temperatures, but never reaches infinity because of these issues; with

perfect materials, this superconductivity is theoretically possible.

Besides Feynman’s ideas, another motivation for the nanotechnology is the decrease in the

miniaturization rate of MEMS fabrication techniques. Throughout the years, MEMS fabrication
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has achieved lower and lower sized structures, though researchers agree that the MEMS fabrica-

tion techniques are reaching their size limits. On the other hand, there are virtually no size limits

to the bottom-up fabrication approach, as long as we can successfully manipulate atoms. In

addition, with the change to bottom-up manufacturing would come a significant decrease in fur-

ther development costs. Every time MEMS fabrication lowers its fabrication size limit, MEMS

factories must change several pieces of fabrication equipment, costing them millions of dollars.

However, with the advances in bottom-up approach, nanotechnology researchers only need to

change software, end-effectors, sensors or positioning tools which cost much less than MEMS

fabrication equipment.

Despite of all the advantages given above, creating structures using a bottom-up approach

seems to be infeasible with the current available nanomanipulation techniques due to the speed

and throughput problems. The source of these problems stem from the fact that current tools for

bottom-up fabrication allow only serial processes, i.e. one manipulation action at a time, and that

the only actuators.

Given the motivations above, this thesis focuses on utilizing scanning probe microscopes

(SPM) as a viable bottom-up manufacturing and nanomanipulation tool. To achieve this, we

study physics, control and automation of tip based nanomanipulation using atomic force micro-

scopes (AFM) and scanning tunneling microscopes (STM) to suggest solutions to the speed and

throughput problems of nanomanipulation.

1.2 Previous Works

1.2.1 Scanning Probe Microscopy

Research on nanoscale electrical and mechanical measurements in 1980s at IBM Zurich labo-

ratories lead to a Nobel prize in physics and two significant inventions for nanotechnology: the

scanning tunneling microscope (STM) and the atomic force microscope (AFM). Both micro-
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scopes, although is also used for manipulation purposes several years after their invention, were

designed for characterization, spectroscopy and imaging in small scale up to atomic resolution.

The STM, invented in 1981, is one of the first SPMs that promised sub-nanometer to atomic

resolution three-dimensional topography images of surfaces [14]. The working principle of STM

was simply to apply a bias voltage between a sharp metal tip and a conductor or semi-conductor

surface that are placed within a nanometer distance, which leads a current, called tunneling

current, to form between the tip and the surface. When the bias voltage is held constant, a

control loop is formed to hold the current constant while doing raster movements on the surface.

The output of this control loop has to be almost identical to the topography of the surface in order

to keep the distance between the metal tip and the surface hence the tunneling current constant.

The formation and the amplitude of this current is so sensitive to the distance between the tip

and the surface, STM enabled researchers to acquire topography images down to atomic scale to

examine the atomic structures of the materials [13, 79]. Topography imaging can also be carried

on sub-micron scales to examine the topography of the surfaces [34].

The AFM, invented in 1986 by the inventors of STM, is also designed to take sub-nanometer

resolution topography images of surfaces. It, however, has a purely mechanical working principle

[15]. Instead of a sharp metal tip, AFM uses a microscale cantilever as the end-effector with a

very sharp tip on its free end. This cantilever bends up and down with respect to the attractive

and repulsive forces acting on its tip due to the interaction with the surface. The deflection of this

cantilever is sensed using a laser and a position sensitive photo diode (PSPD). In contact mode

operation, this cantilever tip is pressed into the surface, creating a contact force on the cantilever

and a corresponding deflection. A control loop is formed to hold the deflection constant, and the

surface is imaged with raster movements.

The other two operation modes of the AFM are known as non-contact mode and tapping

mode. In the non-contact mode, the cantilever is excited slightly above its natural frequency and

as the tip of the cantilever gets closer to the surface, the phase of the oscillations of the cantilever
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shifts. A phase lock loop (PLL) controller is formed to hold the phase of the oscillations constant,

and the surface is imaged [96]. In the tapping mode, the cantilever is excited slightly below

its natural frequency with the amplitude of the oscillations often controlled for imaging [74].

Researchers that study biological entities or fragile surfaces often use non-contact or tapping

mode AFM because the low interaction force between the tip and the surface does not damage

the substrate [30, 99].

Instead of imaging with atomic resolution, AFM is a tool that is mostly used for taking small

scale images [30, 96, 128]. Since the tip of the AFM cantilever is often in contact with the

surface while imaging, the smallest feature that is detectable in an image is determined by the

contact area between the tip and the surface, which is often significantly bigger than a single

atom [104]. However, even though the process is significantly harder than STM, researchers

have shown that imaging with atomic resolution is possible using AFM using non-contact mode

AFM under ultra-high vacuum (UHV) [124].

In addition to taking topography images of materials at small scales, characterizing mate-

rials for their physical properties is a necessary step to be able to accurately understand and

model their behavior. Characterization in the nanoscale has an additional importance, since it

is predicted that with a reduction in scale, material properties may change. Every material we

encounter in the macroworld has some imperfections. Due to these imperfections, what is per-

ceived becomes an average behavior and does not necessarily reflect the material properties of

just a given structure. However, in the nanoscale, these imperfections start to become less pro-

nounced. Moreover, in small scales dominant factors start to change, generally yielding nonlinear

behavior [10] or even new discoveries [117].

Utilizing SPMs to measure physical properties in nanoscale is widely used due to the ability

of SPM to interact with different types of materials in very small scales. The sharp AFM or STM

tip enables operators to locally take measurements, or “images”, of material properties with

few changes in the technique and the equipment. Often referred as different SPM techniques,
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the techniques like friction force microscopy (FFM) [20], electrostatic force microscopy (EFM)

[86], magnetic force microscopy (MFM) [40], or piezoelectric force microscopy (PFM) [44]

are “images” of material properties like friction, dielectric constant, magnetic or piezoelectric

constant and are actually derivations of AFM or STM imaging.

Rather than “imaging” the material properties, another way to investigate physical properties

of materials is to apply SPM based spectroscopy techniques. Researchers, soon after the inven-

tion of the STM, realized that electrical characteristics of the surfaces can also be examined by

holding the tip at a constant position, and increasing the bias voltage gradually while recording

the change in the tunneling current. This method is called a current-voltage spectroscopy or I-V

spectroscopy. I-V spectroscopy is widely used by researchers to characterize the electrical prop-

erties of the surfaces like the band-gap [27, 79]. Another widely used spectroscopy technique

is current-distance spectroscopy, also known as I-d spectroscopy, in which the distance between

the tip and the surface decreased or increased gradually while keeping the bias voltage constant

and recording the tunneling current. Like I-V spectroscopy, I-d spectroscopy is also widely used

for electrical characterization of surfaces [34, 69].

Similar to STM spectroscopy techniques, there are spectroscopy techniques for AFM that are

used to measure some mechanical properties of the surface. For instance, to measure the surface

energy of a sample, one can use force-distance spectroscopy, also known as F-d curves, in which

the cantilever is driven into the surface from a position that the tip and the sample were not in

contact. The cantilever than is pulled back to terminate the contact again and the deflection of the

cantilever is recorded [19, 99]. The point where the tip and the surface lost contact is dependent

on the cantilever stiffness and the work of adhesion between the two materials, hence surface

energy. Researchers can also characterize resistance, elastic modulus or strength of objects lying

on the surface, such as nanotubes [103, 127], nanoparticles [110] or nanowires [130].

A recent study on particle friction utilized pushing spherical particles on a flat surface with

the AFM tip, while monitoring the forces [119]. Results of these experiments yielded findings on
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three different particle motion modes (rolling, sliding, and spinning) and theoretical predictions

of particle motion from the force data.

1.2.2 Nanomanipulation Techniques with SPM

Mechanical manipulation using AFM

As powerful a tool as it is for imaging, AFM also has significant importance for mechanical ma-

nipulation in nanoscale because of its capability of working with all types of materials and being

able to apply force on the surface with the tip of its cantilever. Among several manipulation tech-

niques, we can group AFM based manipulation techniques into 3 major categories: indentation,

lithography, and pushing/pulling.

Indentation typically means making notches, recesses, or sharp depressions on a surface.

Using an AFM for mechanical nanoindentation tasks has become increasingly popular for char-

acterizing surfaces and thin films of many different types of materials. To achieve mechanical

nanoindentation, the tip is first brought into contact with the substrate, then pressed into the sur-

face to induce plastic deformation, and finally lifted off the sample, leaving a negative impression

of the tip geometry. During this process, the normal deflection of the cantilever can be measured

concurrently using the optical lever detection system to determine the amount of load on the

substrate. Naturally, a higher load yields a larger indentation depth. The tip can be pressed onto

the surface at different displacements or forces, with different speeds, and with different waiting

times at maximum penetration to achieve different size and depth indentation marks.

AFM can be used as a purely mechanical nanoindenter to characterize mechanical proper-

ties [11, 55], as well as it can be employed with resistors to heat a small surface area around

the tip and make small indentations in a thermo-mechanical sense [132]. Other approaches to

leave small marks on a surface include electrostatic [72] and magnetic [45, 46] methods. As an

application to nanoindentation using AFM, magnetic data storage experiments were carried as a

proof of concept by Hosaka et al. [45, 46]. Data is written on the magnetic film substrate using
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voltage pulses. Then the recorded data is read using the MFM mode of an SPM. The advantages

of magnetic indentation allow the easy reading of recorded data and the compactness of the stor-

age. The spatial resolution in AFM based nanoindentation can be on the order of nanometers,

which make it an ideal candidate for high density data storage systems, exceeding 1 Tb/in2 limit

[45].

Other than nanoindentation tasks, AFM is employed to conduct nanolithography on surfaces.

In modern technology, patterning photoresists with light at a certain wavelength (photolithogra-

phy) and using this as a mask to transfer the pattern to an underlying structure, is widely em-

ployed for microfabrication of small components and circuits. With the ever increasing demand

for miniaturization towards nanoscale, limits of photolithography are constantly being pushed.

However, the minimum achievable feature size from photolithography is obviously limited by

the diffraction limit of light, which is due to its wavelength. One solution researchers pursue is

utilizing the wave property of light to create high and low intensity regions by the addition or

subtraction of light waves from separate sources, or namely the interference lithography. While

interference lithography has the ability to generate structures below the diffraction limit, it usu-

ally gives an array of such features like grating patterns, which may not be useful for some

applications. Among other possibilities, a promising method is charged-particle-beam lithogra-

phy, which includes electron-beam (EBL) and ion-beam lithography. In this method, especially

for EBL, very small features can be generated, but with the disadvantage of high system cost

[73].

An alternative for nanolithography may be utilizing an AFM tip to pattern surfaces in a serial

manner. The nature of this patterning can be mechanical (adding or removing material) or elec-

trical. Since the AFM tip diameter can be on the order of tens of nanometers, this method has the

potential to provide high spatial resolution at a cheap price. Material removal from the substrate,

by scratching the surface with the tip, is the simplest method of AFM based nanolithography.

Several mechanical lithography examples are tried in [65, 68, 123]. The main problem ad-
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dressed in these applications was the lack of real time feedback during the use of AFM cantilever

tip as an end effector. Using a haptic interface [123], modeling of forces during manipulation

[65] or adjusting the oscillation set point to control the interaction of tip with surface [68] can be

used in mechanical nanolithography to prevent applications from suffering from uncertainties of

nanoscale physics.

A very popular method, called dip-pen lithography (DPN), to add material on a surface is

covering the tip with “ink” and then moving on the substrate to “write” by transferring the “ink”

material to the surface. DPN is a relatively new AFM-based soft-lithography technique where

an AFM tip is used to deliver molecules (ink) to a surface via a solvent meniscus, which forms

naturally in the ambient atmospheric conditions. As with other AFM based nanopatterning ap-

proaches, it offers high-resolution capabilities for a number of (bio)molecular “inks” on a variety

of substrates (metals, semiconductors, monolayer functionalized surfaces). Nevertheless, due to

its nature of patterning, it has certain selectivity over which materials that can be used [63, 93].

As another nanolithography technique, local anodic oxidation (LAO) is an electrical coun-

terpart for AFM based nanolithography. This procedure, invented by Dagata [26], is one of the

early developed techniques based on a direct oxidation of the sample by a negative potential ap-

plied to the AFM tip. The oxidation process utilizes the presence of a water-bridge between the

tip and the sample under ambient conditions [36]. For high local electric fields, water molecules

dissolve into H+ and OH- ions. OH- ions get transported toward the positively charged substrate

and react with surface atoms to induce oxidation. Oxide layers in forms of lines, dots can be

created with nanoscale feature sizes.

The third main AFM based mechanical manipulation technique is pulling/pushing where

AFM tip is utilized to position relatively small particles (compared to bulk materials that are often

used in other manipulation types) with high precision using mechanical, electrical, or chemical

principles to create more complex structures. Particles that are often used in particle manipu-

lation systems have specific geometric shapes (mostly spherical) with usually well determined
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dimensions. Nanoparticles are defined as particles that can be described as above with the largest

dimension of 100 nanometers. This dimension limit of 100 nanometers is a commonly accepted

limit by several sources; on the other hand, the limit is still subject to change in different sources

with different nanoparticle definitions.

In this context, AFM based nanoparticle manipulation is reasonable as a bottom-up approach

to manufacturing systems. It is theoretically possible to use nanoparticle manipulation in ap-

plications where particles can be precisely positioned to create miniature sensors, actuators, and

man-made materials, or to fix protein or DNA type biological samples on the surface for enabling

characterization. Nano-particle manipulation systems can be utilized for soldering or gluing ap-

plications for micro/nano scale structures or devices. An electrical connection can be established

using conductive nanoparticles; on the other hand, polymer nanoparticles can be used as glue

droplets for fixing a substrate on a surface at a specific location. Plasmonics is another area that

researchers are trying to use nanoparticles as wave-guides or wave-generators which would re-

quire high precision in positioning. Stamps or mask templates can be generated for micro/nano

manufacturing purposes; similarly nanoparticle manipulation systems can be used for prototyp-

ing for micro/nano scale devices.

The nanoparticles that are positioned in nanoparticle manipulation systems are smaller than

the wavelength of the visible light; therefore, they cannot be seen under optical microscope. Due

to this lack of real-time visual feedback, nanoparticle manipulation with AFM stood as a grand

challenge for several years.

Several groups have worked on AFM based manipulation, to show its feasibility and to ac-

quire more control on the manipulation process. Schaefer et al. published one of the earlier

works of this research field, showing that 9-20 nm gold nanoparticles can be manipulated to

form clusters using AFM [105].

The most common approach to the nanoparticle manipulation tasks usually involves a few

steps. First the user takes the image of the nanoparticle sample, selects the particle that would
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be manipulated and a target position for the nanoparticle. The tip is then moved on a line which

passes through the center position of the nanoparticle and the target position for the manipulated

nanoparticle. In the meantime, servo feedback control is usually turned off or the voltage set

point of the signals are set to a lower value in order to decrease the distance between the substrate

and the AFM tip, so that particles can be mechanically manipulated rather than the tip of the

AFM probe jumping over the particles. In most applications shown in literature there is no

other control applied on the process other than decreasing the set point or the turning servo

feedback off. Therefore, this manipulation procedure is often referred as “blind” or “push-and-

look” type approach since there is no or little control during manipulation. There are several

publications on nanoparticle manipulation (with particles 15-100 nm in diameter) applications

with this “blind” pushing technique. These publications can be claimed to be the earlier works

showing the feasibility of the idea [5, 47, 53, 65, 68, 96].

There have been several groups who have worked on improving the “blind” approach for

AFM based nanomanipulation systems. Several efforts are conducted on modeling the physics

of manipulation. The effects of the tip shape and dimensions on nanomanipulation systems have

been investigated [39], as well as the effect of the interaction between the substrate and the

surface on the manipulation, with the conclusion that some substrates interact more with specific

surfaces which can cause particles to form assemblies more likely and easily [98]. Besides

these attempts on understanding the underlying physics better, some groups have investigated

new approaches to enable better control over manipulation. The cantilever deflection signals,

normal and lateral force measurements, or oscillation amplitude during manipulation are among

the possible candidates that might enable the researchers to manipulate the nanoparticles in a

more controlled fashion. One of the first attempts on controlled manipulation was to inspect the

oscillation amplitude of the AFM cantilever during manipulation operation which decreases to

zero when the tip is in contact with the particle [75].

Beside the manipulation systems that are designed to manipulate a single particle in a user
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controlled manner, several groups have demonstrated automated AFM based nanomanipulation

systems [66, 84]. The automated manipulation system in Michigan State University [66] uses

the pushing force data to implement a virtual reality system for the user. Results show that, the

system is working successfully enough for coarse positioning of 100 nm particles, with some

mismatches between the actual template and the desired one. Another automated manipulation

system [84] uses a drift compensator for piezoelectric x-y stages of AFMs [83], and is able to

manipulate 28 particles in a total of 40 min. approximate time. The results were impressive for

the reliability of the system; on the other hand, success rates of the manipulation attempts are not

included in the publication.

Besides these works on nanomanipulation, force feedback controlled micromanipulation

[134], modeling of friction forces in nanoworld [28], and a combination of these two works

with a resulting force model of AFM based nanomanipulation [120] are published and presented

the question of whether force controlled nanomanipulation is possible or not.

Electrical manipulation using STM

Even though there are a few studies that show the possibility of mechanical manipulation using

STMs [122], due to the high possibility of tip deformation, STM is often employed as an atomic

scale imaging and electrical manipulation tool on semi-conductor and conductor surfaces. The

ability of STM to work in distances below a nanometer and deliver electrical power to the surface

by applying electric fields makes STM an invaluable tool for electrical manipulation. In addition,

it also has the ability to image the manipulated surface and conduct electrical characterization

to provide the exact difference among the original and the manipulated surface. Although many

research groups use STMs for several different manipulation techniques the most common types

of STM based manipulation are: single atom manipulation, surface modification and inducing

chemical reactions on surface.

The pioneering work in STM based manipulation is conducted by researchers from IBM in
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1990, by showing manipulation of single xenon atoms at low temperatures (4o K) in UHV STM

environment. [32]. After this proof-of-concept demonstration, many researchers showed similar

results on different materials such as silicon [71], germanium [31], or copper [4, 80]. All of these

demonstrations that show the possibility of single atom manipulations laterally or vertically have

been conducted at low temperatures. To achieve single atom manipulations, the procedure often

involves stopping the tip on the selected atom for manipulation and applying short electrical

pulses by either increasing the bias voltage between the tip and the surface or decreasing the tip-

sample distance. In both cases, the tunneling current increases 2-3 orders of magnitude, which

causes an increase in the electrical power delivered to the surface resulting the termination of the

bond between the selected atom and the neighboring atoms on the surface. In addition to these

studies, Moresco et al. demonstrated that manipulation of single molecules at low temperatures

can be utilized as working devices as they showed a molecular reversible on/off type switch on

copper surface at 15o K temperature. The results showed that manipulating a single molecule

can result in a drastic resistance change acting like a switch [85].

Due to the difficulty in operating and managing a low temperature STM, many researchers

tried similar experiments at room temperature, using UHV or ambient STMs and demonstrated

surface manipulations at slightly larger scales; therefore, these studies are grouped as surface

modification. The procedure for surface modification is often the same as single atom manipu-

lation studies, the electrical powered delivered by the tip to the surface is increased by applying

sharp pulses on the bias voltage or by decreasing the tip-sample distance, only difference be-

ing the operating temperature. Cesium [126], gold [41], highly oriented pyloritic graphite [7],

tungsten-selenium [35], and silicon [102] are among several surfaces that surface modification

using the method described above is demonstrated. It should also be noted that the surface mod-

ification process is often subtractive, i.e. it removes material from surface other than depositing

material. The size of the marks left on the surface using this method can be as small as sub-

nanometers [35] and can increase up to tens of nanometers [102].
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Another method for surface modification is demonstrated by Lyding et al. on silicon surface

using UHV STM. In this method, the tip-sample distance is kept constant by turning the control

loop off during the manipulation attempt and the bias voltage used is increased a few times to

deliver more power to the surface. The method does not employ any pulsing, hence is easier to

implement. On the other hand, the resulting structures are at least a few nanometers wide. In his

demonstration, silicon surface is first covered by hydrogen atoms and the surface modification

method is employed on selected lines or areas resulting with the desorption of hydrogen on

modified regions. Following the modification step, oxygen is induced in the chamber causing

the oxidation of the regions without hydrogen coverage. The technique demonstrated a possible

way to use hydrogen as a mask for fabrication [70].

In addition to single atom manipulation and surface modification, STM can also be used to

change the surface chemically by inducing a reaction. A demonstration of this technique was

the formation of a bond between a carbon monoxide molecule and an iron atom embedded in a

copper surface. The experiment is carried at low temperature under UHV and two carbon monox-

ide molecules are bonded to the iron atom, forming one bond at a manipulation [62]. Another

demonstration of inducing chemical reactions using an STM is carried on titanium surface under

ambient conditions. In the experiment, the water vapor in the room is ionized by the tunnel-

ing current between the tip and the surface. The bias voltage is increased to achieve ionization

however pulsing is not employed. The resulting oxygen ions chemically attached to titanium

surface atoms, hence caused the oxidation of the titanium surface at selected locations. Using

this oxidation technique, a single electron transistor is built as another demonstration of utilizing

STM based manipulation techniques to build functioning devices [78]. This method is identical

to LAO studies done using AFMs, with the only difference of the operation mode being STM.
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1.2.3 Current Nanomanipulation Challenges and Solutions for SPM

Even though it has fewer limitations than MEMS fabrication techniques and despite the sev-

eral successful manipulations listed above that scientists achieved in the last three decades, SPM

based nanomanipulation is still not counted as a viable nanoscale fabrication technique. This

viability assessment on SPM based manipulation is fair, considering the existing problems in-

cluding: actuator non-linearities and lack of sensor feedback, vibrations, and, speed/throughput

problems.

Piezoelectric actuators are widely used for nanopositioning systems, including SPMs, be-

cause of their capability of high precision positioning. However these actuators are highly non-

linear in nature; they have hysteresis in their voltage-displacement relation and they suffer from

creep phenomena, i.e. they continue to move with rapid changes in their input voltages. In

addition to these hysteresis and creep, since the parts of SPMs are built from many different ma-

terials, they have thermal drift problems as well. However the non-linearity of the nanopositioner

is often not considered to be a significant problem for imaging because it does not only depend

on the precision of the actuator. Since the distance between atoms are well characterized, the im-

ages taken with atomic resolution also have position data embedded to the image. On the other

hand, the non-linearity problem of the nanopositioners is very significant for nanomanipulation

because mostly the manipulation and imaging are accomplished in different steps.

The easiest way to solve the hysteresis and creep problems is to use a charge amplifier to drive

the piezoactuator since the piezoactuators are linear in charge but not in voltage. This method,

however, can cause saturation of the actuator and the charge amplifier is an expensive solution

[9, 23, 33]. Another possibility for non-linearity compensation is to employ feedback control

techniques. Many different feedback controllers are employed to solve the nonlinearity problem,

however, it is known that even the simplest PI controller can solve this problem [2, 38, 81, 101].

On the other hand to improve tracking, several groups employed optimal controllers [1, 57, 101,

106, 108] and iterative learning methods [22, 49, 61], as well.
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Although the nonlinearity problem is easy to solve using feedback, in most cases feedback

is not available. Most of the commercial SPMs do not have positioning feedback sensors either

because the resolution of the sensors is limited, or the sensors adequate for nanoscale position-

ing are expensive. In addition, having a feedback control loop will limit the bandwidth of the

operation that already has speed problems. Most commercial SPMs employ a linear fit to the

hysteretic voltage-displacement curve and find the voltage needed for a desired position. Due to

this lack of positioning sensor feedback, in most systems compensating for non-linearities are

not straightforward.

Several groups studied the possibility of a model based open-loop control of the piezoelectric

actuators to compensate for the nonlinearities. There are known models for hysteresis and creep

phenomena that researchers tried and successfully implemented. To be able to employ this open-

loop control, the procedure includes characterization of the nonlinearities, inverse modeling of

voltage-displacement relationship and solving the inverse model to find the necessary voltage

input for a desired displacement [17, 24, 52, 88, 107, 113, 114, 115, 121, 136]. Attempts have

also been made to iteratively improve these models in some studies using adaptive or iterative

learning techniques [29, 43, 59, 135]. The biggest down side of the inverse model based open-

loop control solutions is however the need of positioning feedback sensors for characterization

step.

On the other hand, one group has demonstrated the ability to correct for non-linearities using

topography data from images taken by the SPM [25], however the method employed was applied

offline to correct images that are already taken, hence it was not useful for manipulation purposes

directly.

Drift is a more complicated problem than hysteresis and creep because of its stochastic be-

havior. It cannot be modeled and corrected, and with the lack of positioning feedback, it cannot

be solved by feedback controllers. However, Kalman filter based [83] and particle filter based

[54] solutions have been suggested in literature that depend only on image data for compensation.
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In addition to these lateral positioning problems from literature, the vibrations caused by the

dynamics of the vertical nanopositioners in SPMs are also a problem. The problem arises from

the resonance of the vertical nanopositioners; increasing the speed of the SPM operation will

often excite the natural frequency of the vertical nanopositioner, causing the vertical positioner

to oscillate. Not only the image quality will significantly decrease, but the scanner itself can

break because of the oscillations.

To increase the speed of the SPM operation, several researchers tackled this problem to

ensure stability along vertical axis. Among many solutions, using shunt damping [3, 33], Q-

control [8, 58], adaptive robust control techniques [49], and optimal control techniques have

been demonstrated to solve the problem [91, 108].

Last but not least, speed and throughput is another problem that SPM based nanomanipula-

tion suffers. SPM has a single end-effector, a sharp metal tip with a (for all modeling purposes)

“infinitely” stiff backing layer for STM case or a compliant cantilever with a sharp tip for AFM

case. Having a single end-effector and imaging and manipulating objects with this effector makes

the SPM based manipulation a serial process which decreases the significance of SPM as a ma-

nipulation tool.

For AFM operation, the solution is either to accelerate the process by automation or by

employing an array of cantilevers that carries manipulation in a parallel fashion [60, 94]. The

increase of the throughput by adding more end-effectors will not directly increase the speed of

the movement however it will decrease the time spent for multiple number of manipulations.

Dip-pen lithography is a very good example of this solution, where the researchers show writing

multiple patterns on a surface on different locations at the same time, hence parallelizing the

manipulation and increasing the throughput and the speed [18].

However, the choice is more limited for STM case, because parallel end-effectors require

parallel vertical positioning and this is not available for STM tips because of their “infinitely”

stiff backing layer. So far, no solution is suggested for this problem in literature.
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1.3 Research Objectives

To explore SPM based manipulation in depth, we will be using two case studies, AFM based

nanoparticle manipulation and STM based surface modification. For AFM based nanoparticle

manipulation, we use a commercial AFM whose positioning is done using a three degree-of-

freedom stage with nanoscale resolution. For STM based surface modification studies, we use

a commercially available SPM that operates in ambient conditions and UHV without any posi-

tioning sensors.

The manipulation processes in these two case studies are modeled to understand the mechan-

ics of the processes better. The modeling step allows us to examine the effects of the manipulation

design parameters like cantilever stiffness, tip radius, bias voltage or tunneling current during the

imaging and manipulation operations. In addition to the modeling, we designed and implemented

a new controller for both cases to increase the reliability and speed of the processes. Specific ma-

nipulation techniques that we investigated include: automated nanoparticle manipulation using

AFM, surface modification using short electrical pulses via STM and surface modification us-

ing high electric fields via STM which employs compliant AFM cantilevers as end-effectors. In

all these techniques, by using the models and the experiments, we discovered the limitations of

the systems and suggest design parameters for end-effectors and the operations and implement a

control system that would increase the speed and the precision of the manipulation system.

The main objectives of this thesis work are:

• Understanding the mechanics of SPM based manipulation, as well as investigating the

forces experienced by the end-effector of the SPM due to imaging and manipulation.

• Designing algorithms and controllers that will increase the reliability of SPM based ma-

nipulation

• Developing automated SPM based manipulation processes to increase the speed of SPM

based manipulation.
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• Investigating the possibility of STM imaging and surface modification using AFM can-

tilevers as end-effectors in order to operate on electrically heterogeneous surfaces and as a

step towards a multiple probe array manipulation approach.

1.4 Contributions

The major contributions of this thesis lie in the development of mechanical models of SPM based

nanomanipulation and control strategies and algorithms that will increase the speed of the SPM

based manipulation. We incorporate contact mechanics theories, control techniques, and system

dynamics to achieve the objectives outlined above that will improve the SPM based manipula-

tion techniques. The findings from this work, including the control methods and mechanical

modeling, can be applied to future generation SPM based manipulation systems towards the

development of a feasible SPM based nanomanipulation/nanofabrication system.

In summary, this work presents many contributions to the field of nanomanipulation and

nanotechnology:

• We demonstrated the model of the forces experienced during AFM based particle ma-

nipulation using contact mechanics theories that enabled us to choose cantilevers with

appropriate stiffness and tip radius values.

• We demonstrated the model of the dynamics for STM imaging and manipulation using

AFM cantilevers. This model is used to identify the effects of several imaging and design

parameters for the system on imaging and manipulation, such as bias voltage and cantilever

stiffness. We verified this model through experiments.

• We presented a particle detection algorithm that would provide us the location of the parti-

cles during manipulation without taking a complete image of the workspace, hence speed-

ing up the process.

• We presented a contact-loss detection algorithm that would provide us the force data during
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manipulation and enable us to form a control loop during particle pushing and pulling.

• We demonstrated automated AFM based nanoparticle manipulation scheme that shortens

the manipulation time significantly and decreases the user dependence of conventional

particle pushing techniques.

• We demonstrated a control system design for electrical manipulation, that allows us to

operate faster and switch between AFM and STM operation modes. This controller allows

us to work on electrically heterogeneous surfaces where we image the sample in AFM

mode and manipulate the surface in STM mode using the same end-effector without doing

any drastic changes.

• We demonstrated imaging and manipulation using conductive AFM probes in STM mode

for a potential multi-probe approach for STM based nanomanipulation, that would increase

the throughput of STM based manipulation technique. This will be a step towards parallel

operation in STM based electrical nanomanipulation.

• We investigated the effects of set-point normal force and manipulation voltage on the prop-

erties of written features for conductive AFM mode and STM mode electrical manipulation

of surfaces using conductive AFM probes.

1.5 Thesis Outline

In this work, Chapter 2 introduces the mechanical model of an AFM and STM. The case stud-

ies and specific approaches to solve SPM based manipulation problems will also be introduced.

Chapter 3 will introduce the first case study, automated nanoparticle manipulation using AFM,

in which force models for particle manipulation are introduced, optimal design parameters of

cantilevers for AFM based particle manipulation are investigated and controllers and algorithms

that would enable automation are explored. The second case study, STM based surface modifica-

tion, is introduced in Chapter 4, where results for STM based surface modification are presented,
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possibility of STM imaging with AFM cantilevers are demonstrated and mechanics of STM oper-

ation and surface modification using STM tips and AFM cantilevers are modeled and the models

are verified. Finally, conclusions and future directions are presented in Chapter 5.
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Chapter 2

Approach and Scanning Probe Microscopy

Models

2.1 Introduction

In this chapter, I introduce our specific approach to tackle the challenges of SPM based nanoma-

nipulation. I will discuss basic AFM and STM principles and present detailed models of the SPM

based imaging and manipulation system, including: several contact mechanics models from lit-

erature, simple PI control loop employed by commercial SPMs, and beam mechanics for the

deflection of the cantilever. I will also be exploring the tip-sample interaction forces, associated

with the presence or absence of contact between the tip and the surface. In addition, I will in-

troduce the two case studies that I am conducting to demonstrate our approach on SPM based

manipulation and talk about challenges and approaches specific to the case studies.
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2.2 Proposed Solutions for SPM Based Nanomanipulation

Challenges

To solve the aforementioned challenges in SPM based nanomanipulation, we need to demon-

strate that more reliable SPM based manipulation is possible while increasing throughput. These

challenges are the most significant obstacles to an SPM based nanomanipulation system becom-

ing a viable fabrication tool.

To tackle the speed and throughput problems, automation of the manipulation systems are

required. A manipulation system that depends on operator interaction will always be prone to

errors and speed problems. Implementing automation will simply eliminate the human response

time in the manipulation cycle and will yield a faster system. However, to achieve automation,

smart algorithms and controllers should be developed that can respond to and compensate for

several disturbances that will often exist in the nanoworld due to its stochastic properties. We

will suggest some smart algorithms and controllers that will increase the reliability of the SPM

based manipulation systems in AFM based nanoparticle manipulation case study and demon-

strate automated operation.

In addition to automation, multiple probe techniques are another possibility that can be em-

ployed to increase the throughput of an SPM based nanomanipulation system by simply paral-

lelizing a serial process. Although some studies showed the possibility of this approach using

an AFM for mechanical manipulation of the surfaces, to the best of our knowledge, electrical

manipulation of surfaces using an STM with multiple end-effectors has never been demonstrated

before and is a field open for exploration. In order to achieve STM operation and manipula-

tion using multiple probes, compliant structures that can be actuated independently are required;

hence the structures will be similar to AFM cantilevers. In this work, we will demonstrate that

STM imaging using AFM cantilevers is possible and model the dynamics of this STM based

electrical manipulation system that employ AFM cantilevers as end-effectors.
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Another challenge SPM based nanomanipulation suffers from is the nonlinear nature of the

actuators, which causes uncertainties in lateral positioning during SPM based imaging and ma-

nipulation. However, there are several studies in literature that is presented to solve these prob-

lems. These precision problems in lateral positioning of an SPM scanner, due to hysteresis and

creep can easily be solved using feedback control methods and drift problem is often solved by

Kalman or particle filters. Therefore I will be ignoring these problems for this thesis.

Last but not least, the success rate of SPM based manipulation methods hence the reliabil-

ity of these techniques should be improved. To increase the reliability, complete modeling of

the SPM based manipulation system should be performed and the effects of cantilever design

parameters such as the stiffness and the tip radius, and operation parameters such as bias volt-

age, manipulation voltage, and manipulation time as they relate to manipulation and positioning

should be investigated. In order to investigate these effects, we will model the forces that SPM

end-effectors experience during imaging and manipulation. Using this model, we will also try

to identify optimal or sub-optimal parameters for SPM based manipulation tasks. In addition,

we will present smarter algorithms for AFM based nanomanipulation, such as particle detection

and contact-loss detection algorithms in a control loop to improve the reliability of SPM based

manipulation.

2.3 Modeling of SPM Mechanics

2.3.1 AFM Mechanics

An AFM simply consists of: a cantilever with a very sharp tip, a nanoscale (often sub-nanoscale)

resolution 3-D positioning system, and a device that detects cantilever deflection at the free end.

The most common method to detect the cantilever deflection is to use a laser beam. The beam

is positioned and often manipulated by mirrors to reflect off the back side of the free end of the

cantilever and then shine on a four quadrant position sensitive photo detector (PSPD), which can
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detect the vertical and lateral movements of the laser spot. A drawing of the laser, cantilever and

PSPD system is shown in Fig. 2.1(a).

There are two voltage signals that are generated from a four-quadrant PSPD. The first one

of these signals show the voltage difference between the top half and the bottom half of the

PSPD, which corresponds to the difference between the amount of laser shined on these two

halves. Hence, this signal reflects the vertical displacement of the laser beam, and called VA−B

for historical reasons. As shown in Fig. 2.1(c), both Fy (longitudinal) and Fz (normal) forces

cause cantilever bending and therefore a change in the VA−B signal. As a result, this VA−B signal

is a coupled signal and cannot be used directly to measure the normal force Fz, or longitudinal

force Fy.

Similar to VA−B, the second signal, often referred as VLFM , shows the difference of the laser

strength between the left and right halves of the PSPD, showing the torsion of the cantilever. As

shown in Fig. 2.1(e), only the force acting on the cantilever in lateral direction with respect to

the cantilever length causes a torsion on the cantilever, therefore VLFM is not a coupled signal

and the relation between the lateral force acting on the cantilever and the VLFM signal is defined

by the relation:

Fx =
klat
slat

VLFM (2.1)

where klat and slat are cantilever lateral stiffness and sensitivity, respectively.

On the other hand, finding the relation between the normal and longitudinal forces and the

deflection of a cantilever, hence the VA−B signal is not straightforward. Using small deflection

beam theory, the relation between the deflection at the end of the cantilever δ, and the normal

force Fz and longitudinal force Fy can be written as:

δ =
1

kn
(Fz +

3Ltip
2L

Fy) (2.2)

where kn = 3EI
L3 is the normal stiffness, L and Ltip is the length of the cantilever and the height
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Figure 2.1: (a) An AFM cantilever at rest. A laser spot reflects off the free end of the cantilever
and is collected on a PSPD, which measures the position of the spot and hence the deflection
of the cantilever. (b) Mechanical equivalence of an AFM cantilever at rest. (c) AFM cantilever
normal deflection measurement. When a vertical and/or a longitudinal force acts on the tip, the
free end of the cantilever bends and the laser spot moves vertically on the PSPD. (d) Mechanical
equivalence of an AFM cantilever with a coupled force F∗. (e) AFM cantilever lateral deflection
measurement. When a lateral force acts on the tip, the free end of the cantilever twists and the
laser spot moves horizontally on the PSPD.
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of the tip, respectively; E is the Young’s modulus and I is the moment of inertia. Since the laser

beam shines off at the back of the cantilever, the position of its reflection on the PSPD is effected

directly by the slope of the end of the cantilever, other than the deflection. This slope at the end

of the cantilever is:

α =
L2

2EI
(Fz +

2Ltip
L

Fy) (2.3)

VA−B is directly proportional to α, which is difficult to measure. However, a common practice

is to push the tip against the surface with a motion in vertical (z) direction and plot VA−B with

respect to z position. The slope of this ‘force-distance’ curve gives the normal sensitivity sn =

VA−B of the cantilever. Then, from the same experiment, the relation between the A-B signal

and the slope can be found, assuming that the laser is shined on the very end of the cantilever, as:

α = VA−B
3Ltip
2Lsn

(2.4)

which translates as:

F ∗ = VA−B
kn
sn

= (Fz +
2Ltip
L

Fy) (2.5)

Here, F ∗ is the coupled force reading and is impossible to decouple unless any further infor-

mation on the surface geometry is gathered.

As a first step to form a complete system model, we need to model AFM cantilevers. We can

model the cantilever, simply, as an ideal mass-spring-damper system, as shown in Fig. 2.1(b),

where the spring constant k will be equal to kn, the normal stiffness of the cantilever, mass

m will be equal to the effective mass of the cantilever and the damping constant b will be the

total damping the cantilever experiences due to the air damping and the inherent damping of the

cantilever. Unlike normal stiffness, the mass and the damping constant of the cantilever are not

often advertised or specified by the manufacturers however the values can be obtained using the
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frequency response of the cantilever as:

m =
kn
ωn

(2.6)

b = 2m
ωn
2Q

(2.7)

where ωn is the natural frequency of the cantilever in radians/sec andQ is the quality factor of the

cantilever which is the full width of the amplitude versus frequency curve at half of the resonance

amplitude. Using this mass-spring-damper model as the cantilever, the normal deflection of the

cantilever with respect to any value of the coupled force F ∗ will be equal to the deflection of the

mass-spring-damper system. Figure 2.1(d) shows the mechanical equivalent system.

During AFM operation, the sharp tip of the AFM cantilever interacts with the surface causing

the cantilever to experience attractive and repulsive forces. These forces will be defined in detail

in following chapters. The presence of the forces lead to the two main imaging modes of an

AFM, which are the contact mode and the dynamic mode.

Contact mode operation is simpler. In this mode, the cantilever is pressed onto the surface at

a given set-point force and the measured errors are regulated by the linear feedback controller.

The linear controller drives the vertical positioner which is often a piezoelectric stack-type actu-

ator. The output of this controller is also read by the data visualization PC and is recorded as the

topography image of the surface. Figure 2.2(a) illustrates contact operation mode. One draw-

back of this method is that it can cause wear on the tip and/or the substrate. Due to this effect,

dynamic mode is generally preferred for soft or fragile substrates, such as cells, or specimens not

sufficiently immobilized on the surface, such as nanoparticles.

Dynamic mode uses a dynamic measurement technique, where the AFM cantilever is oscil-

lated at a frequency around its first normal resonant frequency by either the vertical positioner

or a second actuator that is capable of higher bandwidth actuation. The amplitude or the phase
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Figure 2.2: (a) Contact mode AFM operation. Cantilever is pressed to the surface until the its
deflection reaches the deflection set-point. The deflection is held constant via a linear controller
while the cantilever is moved on the surface. The output of this controller is the so-called topog-
raphy image of the surface in contact-mode. (b) Dynamic mode AFM operation. Cantilever is
oscillated above the surface, and either the oscillation amplitude or the phase is held constant at
the set-point via a linear controller while the cantilever is moved on the surface. The output of
this controller is the so-called topography image of the surface in dynamic mode.
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of vibration is detected by the optical measurement system. As the tip is brought close to the

surface, attractive forces cause the resonant frequency to decrease, yielding a different vibration

amplitude and a different phase. The controller in this mode is set to keep the amplitude or phase

of the oscillation constant. As in contact mode, the controller drives the vertical positioner in

dynamic mode as well, and the controller output is recorded as the topography image data as

illustrated in Fig. 2.2(b).

2.3.2 STM Mechanics

An STM simply consists of: a conductive end-effector, a nanoscale (often sub-nanoscale) resolu-

tion 3-D positioning system, and a device that can measure currents as small as tens of picoam-

peres. The device for measuring the tunneling current is often referred to as a trans-impedance

amplifier (TIA) since it converts the current readings to voltage readings for the data acquisition

system to read the signal. This current signal is also often amplified by a secondary amplifier to

strengthen the small current signal.

The most common choice for an STM end-effector is a sharp metal wire, often Tungsten (W)

or Platinum-Iridium (Pt-Ir). These tips are commercially available, however, they are also easy

to fabricate. The most common ways to prepare an STM tip from metal wires is either to etch

the wire to form a needle shape (for W tips) or to cut the wire diagonally while pulling the two

ends of the wire, causing a pointy tip (for Pt-Ir tips). These tips are then mounted on a bulk

metal holder and inserted to a socket on the vertical actuator of the STM via tight mechanical

fitting or locking mechanisms. The tip, holder and the actuator becomes a single body in terms

of mechanics, and body formed by the tip and its holder is assumed to be “infinitely stiff” for

modeling purposes. Since the tip is not allowed to deflect, it cannot be directly modeled as a

mass-spring-damper system however, the body formed by the tip, holder and the actuator can

be modeled as a mass-spring-damper system. This system can be characterized by conducting

a frequency sweep in actuator voltage and measuring the tip displacement, and then fitting a
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second order system model to the bode plot of the displacement behavior. The results will yield

higher stiffness values (on the order of hundreds of kN/m) and higher mass (hundreds of grams)

compared to AFM cantilever properties.

In addition to the metal wire tips, conductive AFM cantilevers can also be used to image

the surface; however they will result in lower quality images and often instability in vertical

positioning due to snap-into-contact phenomenon. This is because of the high attractive forces

the cantilever experiences. This problem will be investigated in detail in following chapters. For

the case where AFM cantilevers are used as STM end-effectors, as discussed in the previous

subsection, the cantilever can be modeled as a mass-spring-damper system.

During STM operation, the sharp tip of the STM end-effector is brought close to the surface

as the tunneling current increases. When the tunneling current reaches the current set-point, the

approach is achieved and the tip-sample distance is kept constant at that position. Often the

distance between the tip and the surface is within a nanometer. Using the model in [109], the

tunneling current density can be defined as:

JTC =
e

4πh̄z2
[
2φ̄ exp[−(4πzm0.5

e /h̄)(2φ̄)0.5]− 2φ̄ exp[−(4πzm0.5
e /h̄)(2φ̄+ 2eV )0.5]

]
, (2.8)

where φ̄ is the difference between the work functions of the tip and the sample, e is the charge

of an electron, h̄ is the Planck’s constant, and me is the mass of an electron, z is the distance

between the tip and the surface and V is the bias voltage. Using (2.8), the tunneling current can

be obtained by simply integrating it on the surface of the conical tip in Fig. 2.3:

ITC =

∫ z+Lt

z

JT (z0)(2πz0 tan θt) dz0. (2.9)

A sample tunneling current plot for different bias voltages is shown in Fig. 2.4(a). After

finding the tunneling current, we also need to determine the maximum and minimum tunneling
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Figure 2.3: (a) A schematic of the system where the conductive atomic force microscope
(CAFM) probe and tip dimensions used in the model are shown. (b) A zoomed-in schematic
of the cantilever tip and the surface. Each circle represents an atom.

currents that can be used for the STM operation. We define the maximum tunneling current

as 2 nA as we never used a higher tunneling current for imaging or fabrication in our system.

The minimum tunneling current is defined as 0.5 nA as this is 100 times the resolution of the

trans-impedance amplifier used in our system. The maximum tunneling current will define the

minimum tunneling distance of the cantilever, since if the cantilever comes any closer to surface,

this will only increase the tunneling current. In a similar fashion, the minimum tunneling current

will define the maximum tunneling distance. The maximum and minimum tunneling distances

as a function of bias voltage can be seen in Fig. 2.4(b).

As can be seen from equations 2.8 and 2.9, the tunneling current depends on the distance

between tip and the surface and the bias voltage as well as the material properties of the tip and

the surface. The relation between the distance and the tunneling current is exponential, which

makes it hard to use conventional linear controllers. Since the tips used in commercial STM

are “infinitely stiff”, there is no deflection on the position of the tip, hence linear proportional

integral (PI) controllers can be used to control tip-sample distance. As the end-effector becomes

compliant, another degree-of-freedom is added to the system, hence making the system harder

to control with a conventional linear controller.

Despite several different imaging modes, the most widely used and the easiest to operate STM

imaging mode is constant current mode. This mode is available in any commercially available
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Figure 2.4: (a) Sample tunneling current curves for varying bias voltages. (b) Sample maxi-
mum and minimum tunneling distance curves for varying bias voltages. These maximum and
minimum distances are found simply by finding the distances between the tip and the surface
where the tunneling current value is equal to minimum measurable (for maximum distance) and
maximum feasible (for minimum distance) tunneling current values.
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STM, and is the mode that is of interest for this thesis.

During the constant current mode STM, the end-effector of the STM is brought toward the

surface, until the tunneling current is equal to the current set-point. While the current is equal to

the set-point, the tip is often within 1 nm distance away from the surface. During imaging, the

tunneling current flowing between the tip and the surface is detected by the TIA and the controller

is set to keep this current constant. Similar to AFM imaging, the controller drives the vertical

positioner in constant current STM and the controller output is recorded as the topography image

data as illustrated in Fig. 2.5.
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Figure 2.5: Constant current mode STM operation. STM end effector, which can be a conductive
cantilever or an STM tip, is brought very close to surface until the tunneling current reaches the
current set-point. The tunneling current is held constant via a linear controller while the end
effector is moved on the surface. The output of this controller is the so-called topography image
of the surface in constant current mode STM.

2.4 Probe-Sample Interaction Model

In order to create a complete model of SPM based manipulation, accurate modeling of the inter-

action forces between the end-effector of the SPM and the sample is essential. This interaction

can be investigated as two parts: non-contact forces and contact forces. The non-contact forces,
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for SPM operation, simply consists of van der Waals interaction, that exists for every material in

every environment, electrostatic interaction, that exists for STM operation due to the applied bias

voltage between the tip and the surface, and the surface tension forces, that exist in interactions

in ambient conditions where there is humidity. The contact forces exist when the tip and the

surface are touching, due to the stiffness of the two bodies.

For the AFM based nanoparticle manipulation, we are only interested in contact forces since

the imaging part of this operation is conducted using dynamic mode AFM and the non-contact

forces are controlled by AFM’s own controller. However accurate modeling of the forces expe-

rienced during contact manipulation of particles via pushing or pulling, is necessary to find the

conditions that effect contact manipulation.

On the other hand, for STM based electrical manipulation, we are interested in both contact

and non-contact forces, since we are proposing to carry out STM imaging and manipulation of

the surfaces using conductive AFM probes. However, this operation can be conducted under

UHV, i.e. without humidity; therefore, modeling of the surface tension forces is not a part of this

work. The only modeled forces will be van der Waals, electrostatic, and contact forces for this

manipulation type.

The van der Waals forces are caused by the interaction between two bodies that are close

to each other. This force exists due to the polar interaction of the atoms close to each other

and a weak interaction. However, because of the proximity of the tip and the surface, these

forces have a dominant role in this interaction. The van der Waals interaction is governed by the

Lennard-Jones potential between two surfaces [51], and this interaction force can be written as

the derivative of the Lennard-Jones potential. Hence, the van der Waals interaction between a tip

and a surface is:

FvdW =
AHRe

6σ2

[
σ2

z2
− 1

30

σ8

z8

]
(2.10)

where AH is the Hamaker constant of the surface material, Re = (Rt+Rs)/RtRs is the effective
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radius, Rt and Rs is the radius of the tip and the sample, respectively, σ is the inter-atomic

distance and z is the separation between the tip and the sample.

The other non-contact force that we are interested in is the electrostatic attraction between

two charged bodies. Although this force is unavoidable for any two surfaces with different

work functions that are not in contact, they become more significant when an extra bias voltage

is applied on the surfaces that electrically charge them with opposite signs, i.e. during STM

operation. We choose to divide the electrostatic attraction between the probe and the surfaces

into two parts: electrostatic attraction between the probe tip and the surface and the electrostatic

attraction between the probe cantilever and the surface.

There are several models in literature to calculate electrostatic forces between the probe tip

and the surface, however we will be using a specialized model that is proposed for the electro-

static attraction between a flat surface and a conical AFM tip [50]. In this model, the electrostatic

force between the AFM cantilever tip and a flat surface is shown to be:

Fel = πε0V
2
b

[
AR2

t

z[z + ARt]
+B2

(
ln

Lt
z + ARt

− 1 +
Rt cos2 θt sin θt

z + ARt

)]
(2.11)

where A = 1 − sin θt and B2 = 1
[ln(tan θt/2)]2

, ε0 is the permittivity of free space, Vb is the bias

voltage, Rt is the tip radius, Lt is the tip length, z is the distance between the SPM end-effector

and the surface and θt is the tip cone angle.

Using the model in [16], the electrostatic attraction between the conductive cantilever and the

conductive sample can be defined as:

FEl−c = h(z′, Lc, Lt, θc)
ε0V

2wc
2

Lc cos θc
z′2 − z′Lc sin θc

, (2.12)

where h(z′, Lc, Lt, θc) is the correction factor to modify the distributed force on the cantilever

to a point load on the tip and is defined as
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h =
z′

Lc cos3 θc sin3 θc
[(2z′ − Lc sin θc)Lc sin θc...

...+ 2z′(z′ − Lc sin θc) log(1− Lc sin θc
z′

)

]
. (2.13)

z′ is the distance between the cantilever and the sample and defined as z′ = z + Lt cos θc +

Lc sin θc. In these equations, wc, Lc, and θc are the width, length, and angle of the cantilever,

respectively.

The total non-contact attractive force is calculated by simply adding the van der Waals and

the electrostatic attraction forces. All of these non-contact forces are negative by definition (at-

tractive forces are defined negative and repulsive forces are defined positive) and the attractive

force exponentially increases while it is approaching the inter-atomic distance σ, which is the

minimum energy distance between two atoms of a surface, hence the equilibrium distance. If the

distance between two surfaces is decreased any further than σ, the two surfaces are considered

in contact, therefore, the non-contact force plots are calculated down to this distance. To calcu-

late the forces the SPM end-effector experience below this distance, contact mechanics theories

should be used.

There are several contact mechanics theories in literature that deals with forces between two

bodies touching. Among these theories, Hertz theory deals with idealistic contacts between in-

finitely hard surfaces with no adhesion, Johnson-Kendall-Roberts (JKR) theory deals with con-

tact between soft surfaces with adhesion, Derjaguin-Muller-Toporov (DMT) theory deals with

contact between hard surfaces with adhesion, and Maugis-Dugdale (MD) theory deals with the

intermediate regime contacts, i.e. contacts whose hardness is between JKR and DMT suggests.

In order to decide which contact mechanics theory should be used, one needs to calculate the

non-dimensional Tabor parameter, µ, which defines the “softness” of the contact. Tabor param-

eter is defined as:
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µ =

(
16Reγ

2

9κ2σ3

)1/3

(2.14)

where Re is the effective radius of tip and the surface, γ is the effective surface energy, κ is

the effective Young’s modulus of the tip and the surface and σ is the inter-atomic distance. κ is

defined as:

κ =

[
3

4

(
1− ν2t
Et

+
1− ν2s
Es

)]−1
(2.15)

where νt and νs are the Poisson ratio of the tip and the surface, respectively and Et and Es are

the Young’s modulus of the tip and the surface respectively. Using the Eq. 2.14 and the param-

eters listed in Tables 2.1 and 2.2, the tabor parameter for AFM based nanoparticle manipulation,

µAFM and STM based surface modification, µSTM , both using a silicon AFM tip is calculated

as: 0.3856 and 0.0849, respectively.

To interpret these results, the meaning of Tabor parameter should be explained in more de-

tail. The tabor parameter defines the adhesiveness and the softness of the contact between two

surfaces. If the value of Tabor parameter is low, the contact is hard and not very adhesive, if it is

high the contact is soft and more adhesive. For µ < 0.1, DMT theory approximates the forces

better than the other theories, whereas for µ > 5, JKR is the appropriate theory to estimate the

forces. The µ values between 0.1 and 5 suggest intermediate regime in terms of softness and MD

theory should be used [131]. Therefore, to model the forces for STM based surface modification

DMT theory should be used, however AFM based nanoparticle manipulation should be modeled

using MD theory.

To model the tip-sample interaction for AFM based nanoparticle manipulation, instead of

MD theory, we used the Pietrement model, which gives the relation between the indentation

depth and the force experienced as a generalized equation and is a very close approximation to

MD theory [92]. We selected using this theory because the MD model is not practical for SPM

purposes, the model is not easy to solve analytically, and hence numerical techniques should be
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employed. Pietrement model suggest an easily solvable polynomial equation for contact radius

and force. Using this model, maximum adhesion force between a tip and the surface can be

approximated as:

Fa = πReγ
(
0.267α2 − 0.767α + 2

)
(2.16)

where γ is the effective surface energy, Re is the equivalent radius, and α is a parameter that is

defined by Pietrement to build the approximate model to MD theory. α can be found as:

α =
1− e( −λ

0.913
)

1.018
(2.17)

where λ is the Maugis parameter which can be calculated from Tabor parameter, µ directly using

λ = 1.1570µ. The Pietrement model also gives the contact radius between the surface and the

tip as:

a = a0

α +
√

1 + Fn

Fa

1 + α

2/3

(2.18)

where a0 is the contact radius between the tip and the surface under 0 normal force and Fn is the

normal force applied on the surface by the cantilever. a0 can be calculated as:

a0 =

(
πγRe

κ

)1/3

(−0.451α4 + 1.417α3 − 1.365α2 + 0.95α + 1.264) (2.19)

These general equations will be used in Chapter 3 while the interaction forces between the

AFM cantilever tip, surface and the nanoparticle are modeled.

On the other hand, to model the forces in STM based surface modification, DMT contact

mechanics theory is used as suggested before. DMT theory suggests the force between two hard

surfaces with the presence of adhesion is governed by:
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FDMT =
4a3

3πReκ
− 2πReW (2.20)

where a is the contact radius between the tip and the sample and W is the work of adhesion

between the two surfaces. The relationship between the contact radius a and indentation d is

given by DMT as r =
√
dRe. Since indentation can be defined as d = z − σ, combining these

two relationships with Eq. 2.20 yields:

FDMT =
4
√
Re(z − σ)3/2

3πκ
− 2πReW (2.21)

An extra step should be taken here to protect the continuity of the total force equation. At

z = σ, the contact starts and the electrostatic force disappears since the charges between the tip

and the surface are equilibrated. However both the non-contact van der Waals force and DMT

contact mechanics force can be defined at z = σ using Eqs. 2.10 and 2.21, and these two forces

should be equal at inter-atomic distance. Hence the equality:

29AHRe

180σ2
= −2πReW (2.22)

should hold, which will yield:

W = − 29AH
360πσ2

(2.23)

The values of the general and material dependent model parameters defined in this section are

listed in Tables 2.1 and 2.2, respectively. These stated values are used for all of the simulations

in this work, unless a parameter is varied during the simulation.

Using the Eqs. 2.10, 2.11, 2.12, 2.21 and 2.23, the total force, contact force and non-contact

force on the STM end-effector due to its sample interaction during imaging and surface modi-

fication can be calculated. Using these equations and parameters defined in Tables 2.1 and 2.2,

a sample simulated force vs. tip-sample distance plot using a platinum coated silicon cantilever
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Table 2.1: General parameters used for sample plots and CAFM probe analysis for STM opera-
tion

Parameter Value Parameter Value
(Unit) (Unit)
σ0 (nm) 0.288 ε0 (F/m) 8.854 × 1010

θt (degrees) 22.5 θc (degrees) 15
Lt (µm) 12.5 Lc (µm) 225
Rs (nm) ∞ Rp (nm) 50
Rt (nm) 20 Wc (µm) 28
V (V) 1 e (C) 1.602 × 10−19

h̄ (m2kg/s) 6.626 × 10−34 me (kg) 9.109 × 10−31

Table 2.2: Material dependent parameters used for sample plots and CAFM probe analysis for
STM operation

Parameter Platinum Platinum-Iridium Diamond Gold
(Unit) Tip Tip Tip Surface
E (GPa) 168 184 1220 79
ν 0.38 0.38 0.2 0.44
AH (zJ) 400 224 * 296 400
W (J/m2) 0.124 0.069 0.092 0.124
φ (eV) 5.65 5.65 4.80 4.52

* Fitted from experimental data.
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with 20 nm of tip radius and a gold surface at 1 V bias can be seen in Fig. 2.6(c). As can be

seen from the figure, electrostatic attraction between the tip and the surface and the intermolec-

ular forces between the tip and the surface are the two major forces. The electrostatic attraction

between the cantilever and the surface is a few magnitudes of order smaller than these forces,

hence does not play a major role. The reason for this is the length of the tip. The electrostatic

interaction between the tip and the surface occurs from a distance of a few new nanometers. On

the other hand, the same interaction between the cantilever and the tip occurs from the same

tip-sample distance added to tip length, i.e. approximately 10 µm for commercial cantilevers.

It should also be noted that if a CAFM probe with a shorter tip length is used, the electrostatic

force between the cantilever and the surface would increase. The jump of the force at the inter-

atomic distance (z = 0.288 nm) occurs because the electrostatic force will go to 0 due to the

redistribution of the charges shortly after tip-sample contact.

The last relation that needs to be defined is the snap-into contact distance of the cantilevers.

This is modeled using the relation given in [12], where the snap-into contact distance is taken as

the distance where the following equation holds:

dftotal

dz
= kcantilever. (2.24)

This force model will be used in Chapter 4, to analyze the possibility of using AFM can-

tilevers for STM operation. Using the equations above, probes viable for STM operation are

found as those for which the calculated snap-into contact distance of a cantilever is lower than

the maximum tunneling distance.

2.5 Case Study Specific Approaches

The general models presented above in this chapter are used to create full system models, and

the challenges reported in the first section of this chapter are attempted to be tackled on the

41



-2 0 2 4 6 8 10 12 14 16
-50

0

50

100

-25

25

75

Fo
rc

e 
(n

N
)

Tip Sample Separation (nm)

 

 

0 0.5 1 1.5-40

-20

0

Zoomed-in View

Electrostatic Force on Cantilever
Electrostatic Force on Conical Tip
Interatomic Forces
Total Tip-Sample Interaction Force

Figure 2.6: A sample force-distance relation between a CAFM probe and surface for a bias
voltage of 1 V. When the distance between the tip and the cantilever reaches 0.288 nm which
is defined as the inter-atomic distance, the surfaces become in contact, the electrostatic forces
disappear, and contact mechanics theories take over. The contact part of this force curve is
governed by the DMT contact mechanics model since the contact is hard, tabor parameter λ =
0.0835. The plot is generated for a cantilever with a tip radius of 20 nm, tip angle of 22.5o, tip
height of 12µm, bias voltage of 1V , the surface is gold and the probe is platinum.
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following two case studies: automated mechanical contact manipulation of nanoparticles and

automated electrical non-contact manipulation of surfaces.

2.5.1 Automated mechanical contact manipulation of nanoparticles

As the first case study of this thesis, an AFM is utilized as a nanoparticle manipulation tool. To

achieve this, nanoparticles with 100 nm diameter are positioned into assemblies and patterns us-

ing an AFM, by mechanically pushing or pulling the particles. During this case study, the physics

behind the AFM based nanoparticle manipulation are investigated using Pietrement contact me-

chanics model and the choice of appropriate cantilevers are discussed. The non-linear behavior

of the lateral actuators is solved by employing feedback control. The lack of real-time feedback

during manipulation is solved by utilizing the force and image data that is available when AFM

is employed in such a task. Finally, to tackle the low throughput problem of SPM based manip-

ulation systems, automated particle manipulation is demonstrated which does not require user

interaction and images taken in between manipulation steps. In order to achieve automation,

particle detection, contact-loss detection and task planning algorithms are presented. The perfor-

mance of the AFM based nanoparticle manipulation system is also discussed and quantified with

experiments.

2.5.2 Automated electrical non-contact manipulation of surfaces

The second case study of this thesis is utilizing an STM to manipulate surfaces using electrical

pulses or high electric fields between the STM probe tip and surface. During this demonstration,

an STM end-effector images the surface and at the regions where modification is desired, the bias

voltage is pulsed or switched to a high value to create features using electrical principles. This

manipulation technique is demonstrated in literature before; however, the novelty of our approach

is investigating the possibility of utilizing a conductive AFM probe to perform the STM imaging

and surface manipulation as a first step towards a multi-probe electrical manipulation approach.
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In addition, utilizing a conductive AFM probe enables us to implement a dual mode SPM system,

where it can image with the more stable and electrically non-selective AFM mode and it can

manipulate the surface with STM mode, where the feature sizes are smaller. The advantage of

such a system is its ability to work on electrically heterogeneous surfaces which is a requirement

for most device applications. In order to achieve this, the mechanics of the system is examined

by creating a full system model of the system dynamics using DMT contact mechanics theory,

and equations presented above on non-contact interaction forces. The dynamics of the system is

also modeled as a mass-spring-damper system, which is also discussed in previous sections of

this chapter. A more flexible and faster SPM controller is also designed and implemented which

allows us to switch between AFM and STM modes instantaneously.
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Chapter 3

Automated Mechanical Contact

Manipulation of Nanoparticles

3.1 Introduction

Due to its purely mechanical working principle described in previous chapters, AFMs have the

capability of performing several manipulation techniques on all types of materials as well as

imaging them. The most common two-dimensional (2-D) AFM based manipulation tasks are

lithography [65, 67, 123], dissection [56, 116] and particle positioning. Several groups have

worked on AFM based particle manipulation to show its feasibility [5, 47, 53, 65, 66, 67, 83, 96,

105]. In these applications from the literature, servo feedback is turned off so the vertical actuator

does not respond to particle topography and the set-point for the dynamic mode is decreased or

the manipulation is carried out in contact mode in order to decrease the tip-sample distance.

These two minor changes enable the AFM tip to manipulate particles mechanically rather than

allowing the tip of the AFM probe to jump over the particles. With no or little control during the

manipulation, these applications can be referred as push-and-look type, or blind manipulation.

This behavior leads to three notable problems in existing AFM based nanomanipulation: lack of

reliability, speed and precision.
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Due to the lack of real-time visual feedback, automated nanomanipulation with AFM stood

as an unsolved problem for several years. Recently, however, several groups [21, 66, 82] have

demonstrated AFM based automated nanoparticle manipulation. In one study [84], a drift com-

pensation method is used to autonomously position 28 nanoparticles with 15 nm diameter in a

total of 40 minutes. The images of manipulated particles were impressive; however, force feed-

back of the AFM probe was not utilized during nanomanipulation for control and success rates

of the manipulation attempts were not investigated in depth.

To increase the speed and control of AFM based nanoparticle manipulation, this chapter

focuses on developing an automated 2-D nanomanipulation system. The AFM tip is utilized to

push 100 nm diameter gold nanoparticles on a flat mica substrate covered with Poly-L-Lysine

(PLL) in 2-D. The success rate of each automated manipulation operation is improved using a

contact loss algorithm that continuously tracks the real-time force feedback of the AFM probe,

rather than the standard blind, push-and-look approach. The contact loss algorithm dramatically

increases the reliability of the system because errors in positioning and pushing can be prevented,

as suggested but not demonstrated in [6].

In addition to the contact-loss detection, particle pulling is shown to be possible, which can be

a more stable manipulation method compared to pushing. To compare the different manipulation

types such as pulling, pushing, sliding, spinning, or rolling, a force model for the nanomanipula-

tion system is built.

To increase the speed of the AFM based nanoparticle manipulation techniques, a multiple

particle manipulation scheme is introduced, which does not require a new image before each

single manipulation operation. Since taking images consumes significant amount of time, this

scheme increases the manipulation speed drastically.

Another problem arises due to the drift in the AFM system. Thermal and piezoelectric drift

(creep) cause the particle positions to change over time, and the positions extracted from the

reference image will become incorrect. However, there are several methods in literature that
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is shown to compensate for drift using Kalman or particle filters. Therefore, hereafter in this

section, drift problems will be neglected.

The performance of these control methods are investigated through a statistical study to form

a quantifiable basis of development and comparison. One of the strengths of this technique is

that it can be generalized to different materials and known geometries, and does not require the

particles to be separated from each other.

3.2 System Description

Figure 3.1 displays the overall layout for the automated nanomanipulation system. An AFM

(Veeco, Autoprobe M5) with an AFM cantilever (Veeco, RTESPA-M, normal stiffness:1-2 N/m)

is used as the nanomanipulator, which is accessed by a Windows 95-based PC (AFM PC). A

client-server program is created on the AFM PC, which allows an external PC to connect to the

AFM through TCP/IP Ethernet (the Veeco SPMAPI is used to interface with the AFM). The

main control PC uses real-time Linux (RTAI 3.3, Ubuntu Linux 2.6.15) and an interface program

written in C++. It interfaces with the AFM PC through a direct Ethernet connection. A 3-DOF

piezoelectric nanopositioning stage (Physik Instruments P-753, 12 µm range, sub-nm precision)

is used as the positioner in the AFM, which allows for a faster control bandwidth compared

to actuating the AFM’s nanopositioner through TCP/IP. The three axes of the piezo stage are

controlled through its dedicated controller (Physik Instruments E-612) by the main control PC

using three D/A outputs (Adlink PCI-6208). Positions are read from the amplifier using an A/D

converter (National Instruments PCI-6024E). In addition, the AFM’s normal-deflection signal

(A-B voltage signal) is read directly from the AFM with the A/D converter. The total control

bandwidth is 1 kHz, which is limited by the data acquisition system.

For operation, a sample is placed on the nanopositioner and the AFM probe is automatically

positioned to the sample with a short distance from the surface, where dynamic mode AFM

(the type of dynamic mode used is non-contact mode (NCAFM)) is used to avoid inadvertently
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Figure 3.1: Overall system structure of the autonomous nanoparticle manipulation setup

moving particles during imaging. By default, the AFM servo positions the probe with an offset

over the surface to maintain a constant vibration amplitude upon the substrate. The software in

the main control PC has the capabilities of turning the servo feedback control on and off, position

the tip with a high precision, change the set point of NCAFM tip vibration magnitude, take non-

contact images of the substrate and make single line scans or line travels on a given line with a

given length. Before beginning the experiments, we wait for any drift in the system to dissipate.

The 100 nm gold colloid nanoparticle samples are prepared with the procedure by Baur et

al. [5]. Commercially available nanoparticle samples, often used for SPM calibration tasks,

are used. The overall procedure consists of adsorbing 20 µl of 0.1% Poly-L-Lysine (PLL) onto

freshly cleaved mica for 20-60 seconds, rinsing with de-ionized water and drying with nitrogen.

Immediately after drying, 20 µl of gold colloidal solution is adsorbed onto the treated mica for

5 minutes or more, depending on the surface concentration needed. The sample is then rinsed

again with de-ionized water. After drying with nitrogen it is finally incubated in a 60 oC oven for
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at least 1 hour. The positive charge of PLL and the negative charge of Au nanoparticles create

an electrostatic bond between the mica surface and the particles, temporarily fixing them on the

surface for imaging. A scanning electron microscope (SEM) image of the resulting sample is

shown in Fig. 3.2.

Figure 3.2: Scanning electron microscope (SEM) image of 100 nm gold nanoparticles on Poly-
L-Lysine (PLL) covered mica surface. The particles are fixed due to the electrostatic attraction
between the gold nanoparticles and PLL.

3.3 Nanoparticle Imaging and Manual Manipulation

As the electrostatic forces holding the nanoparticles on the surface are relatively weak [5], small

contact forces from conventional contact mode imaging might disturb and move the particles.
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To eliminate this possibility, dynamic-mode scans are used for particle imaging. Dynamic mode

imaging works with a similar principle as the contact-mode. In dynamic-mode, the cantilever

is oscillated with a certain amplitude near its resonance frequency, as the tip interacts with the

surface, the natural frequency of the cantilever shifts and the oscillation amplitude and phase

changes. Using a feedback loop to enforce a set-point oscillation amplitude or phase, the tip

traces the surface without ever touching it. Often the cantilevers used in dynamic mode imag-

ing have high stiffness values (30-60 N/m), but for nanoparticle imaging in dynamic mode the

stiffness of the cantilevers used is selected in intermediate range (1-5 N/m). This decreases the

interaction forces between the particles and the surface. Because the tip is not in contact with

dynamic mode, the resolution is decreased as opposed to the contact mode.

A sample 3 µm × 3µm AFM image of the gold nanoparticles is shown in Fig. 3.3. As seen

in this image, the nanoparticle size is artificially inflated due to tip convolution effects.

Figure 3.3: A sample 128 × 128 pixels2, 3 µm × 3 µm dynamic-mode AFM image of 100 nm
gold nanoparticles

As mentioned previously, the method for moving the nanoparticles to their respective target

positions is mechanical pushing with the AFM tip. A sequence of pushing operations, performed

by manual tip positioning commands, is given in Fig. 3.4. The simple blind procedure of manip-

ulation is to take a ’before’ image, position the tip behind the particle, turn the z-servo off, and
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move the tip on a straight line passing through the center of the particle to the target position.

After this tip motion, the z-servo is turned on, and an ’after’ image is taken.
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Figure 3.4: 3 µm × 3 µm dynamic-mode AFM images of a sequence of manual manipulation
tasks on 100 nm gold nanoparticles

Even for non-automated trials, not all attempts of particle pushing are successful. The most

prominent source of error is the tip trajectory not passing through the particle center. The amount

of offset seems to be critical for the success of this operation as mechanical pushing, in essence,

is critically stable. Any small offset might cause the particle to spin around the tip, resulting in

failure.
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3.4 Force Modeling

Forces encountered in particle-surface and tip-particle interfaces during tip-particle contact were

modeled previously for tribological characterization [110, 119], and manipulation experiments

[66, 89, 111] on microscale or for teleoperated systems. In this section, we apply a similar force

modeling approach to investigate the nanoparticle manipulation mechanism. This investigation

involves an analysis of possible particle motion modes (rolling, spinning, and sliding) for the

pushing and pulling cases.

Our main variable in this model is the cantilever normal stiffness since it can be chosen al-

most freely. A second reason to focus on stiffness is that our initial experimental results showed

a preferred stiffness range for successful particle manipulation. Very low stiffness values failed

to move the particle whereas high stiffness values moved the particle even during imaging. Al-

though the results of this analysis will not be used directly in the automated particle manipulation

procedure, they will provide a basis for discussion when combined with experimental results in

the following sections. This analysis will help us understand why there is a preferred cantilever

normal stiffness range for manipulation.

3.4.1 Assumptions

1. Manipulation while the tip is in contact with the surface is not considered for any experi-

ment or simulation. Since this case study focuses on the design of a more controllable way

to manipulate nanoparticles, all of the experiments and modeling are for dynamic mode

AFM, where the tip and surface are not in contact. A few drawbacks of manipulation

while the tip is in contact with the surface include:

• Tip becomes blunt after several manipulations due to wear. This changes the geome-

try of interaction.

• The particle force feedback signal from the AFM becomes corrupted for some direc-
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tions because of the high interaction force between the surface and the tip.

2. Servo feedback control of the AFM should be disabled just before starting manipulation. If

it is kept on, the tip would respond to the change in topography data during manipulation

trial, which would result the tip jumping over the particle instead of pushing it. There-

fore, for experiments, the servo control is turned off and, for simulations, the tip height is

assumed to be constant prior to and at the beginning of manipulation.

3. For the cantilever used in the experiments with normal stiffness of approximately 3 N/m,

regardless of the manipulation direction, the VA−B signal always increases, whereas the

mean of the VLFM signal stays nearly constant during the failed manipulation trials. This

observation can be interpreted as the failure of the manipulation occurs due to the tip

jumping over the particle instead of moving around the particle. Since the normal stiffness

of the cantilever is around one order of magnitude lower than the lateral stiffness, this

argument seems to be valid.

4. During experiments, the snap-in distance of the tip is observed as about 10 nm in dynamic

AFM. In addition, the very end of the tip is approximated as a sphere in the nanometer

scale. When we consider a spherical tip with radius of 130 nm, a spherical particle with

radius 50 nm and a snap-in distance of 10 nm, using geometrical relations, the contact

angle between the tip and the particle would be at least 30 degrees.

5. Tip velocities relative to the substrate are slow in comparison to dynamics at the nanoscale.

Due to this fact, a quasi-static assumption of force balance during tip-particle contact is

employed.

3.4.2 Modeling of Tip-Surface-Particle Interactions

The interaction forces during manipulation can be examined at the tip-particle and particle-

surface interfaces. At both of these interfaces there are friction and normal forces that are caused
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by the interaction. In addition, there are adhesive forces which are a limiting effect to the nor-

mal force component in the interface. Figure 3.5 shows the interaction forces between the tip,

particle, and the surface.

θ

Figure 3.5: Interaction forces during pushing-sliding type manipulation. Tip and substrate are
covered with a (red) PLL layer. Only relevant forces are shown for brevity.

Let F s
n and F s

f be the normal and friction force applied on the particle due to the interaction

with the surface.

The adhesive force F s
a , between the particle and substrate, is defined as the maximum normal
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force that can be applied to the particle in the negative direction that would not pull the particle

off the surface. This adhesive force keeps the particle on the surface even for negative loads.

F s
a can be a combination of electrostatic, Van der Waals and capillary forces. We will use the

Pietrement contact mechanics model [92] to calculate the adhesive force and contact radius as

we suggested before in Chapter 2 Section 2.4.

The adhesive force F s
a can be calculated using Eq. 2.16. The nanoscale friction force is

dominated by the shear friction and for particle manipulation it can be calculated as:

F s
f = τsπa

2
s (3.1)

where τs is the interfacial shear strength of the particle substrate interface and as is the contact

radius of particle substrate interface that can be calculated using Eq. 2.18.

Since F s
n is the normal force applied on the particle from the surface due to the interaction

with the tip, it is directly related to the cantilever stiffness and the contact angle of the particle

with the tip. Assuming θ is the instantaneous contact angle of the tip with the particle, θ0 is

the initial contact angle and kn is the normal stiffness of the cantilever, the following geometric

relation can be obtained:

F s
n = knδ = 2knRp (sin θ − sin θ0) (3.2)

where Rp is the particle radius.

The friction between the particle and the tip can be calculated in the same way as the particle

surface interaction. F t
n is the pushing/pulling force of the tip applied on the particle and should

be calculated from the force balance equations. In what follows, a theoretical analysis of 100 nm

gold nanoparticle manipulation with an AFM tip on a mica surface is made for different particle

manipulation modes. The parameters used for this analysis are given in Table 3.1. Note that the

effective surface energy (γ) and interfacial shear strength (τ ) values for both interfaces are taken

to be equal. The reason for this is the fact that PLL-like polymers cover the tip as soon as any
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tip-substrate contact occurs [87], which means that both interfaces consist of Au-PLL contact.

The tip radius (Rt) is calibrated using the convolution effect of the particles in AFM images. As

the actual particle size is known, the tip radius is extracted from the apparent particle size as:

2Rp = 2Rp apparent − 2Rt (3.3)

where Rp apparent is the particle radius observed from an AFM line-scan or image.

Table 3.1: Parameters Used For Nanoparticle Manipulation Analysis

Parameter Value Unit Description
Rp 50 nm Particle radius
Rt 65 nm AFM cantilever tip radius
Et 170 GPa Young’s modulus of the tip
Ep 78 GPa Young’s modulus of the particle
Es 15 GPa Young’s modulus of the surface
νt 0.17 Poisson’s ratio of the tip
νp 0.44 Poisson’s ratio of the particle
νs 0.5 Poisson’s ratio of the surface
γt 0.304 N/m Surface energy of the tip
γs 0.304 N/m Surface energy of the sample
σt 0.3 nm Inter-atomic distance of the tip
σs 0.3 nm Inter-atomic distance of the surface
τt 0.326 GPa Interfacial shear strength of the tip
τs 0.326 GPa Interfacial shear strength of the surface

3.4.3 Pushing-Sliding Case

For successful pushing-sliding of the particle along the mica surface, the following inequalities

should hold:

F s
f
max ≤ cosθF t

n + sinθF t
f (3.4)

F t
f
max ≥ sinθF s

f − cosθF s
n (3.5)
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This inequality is impossible to solve since there is no way to determine simultaneous force

values for normal and friction forces. However, the following worst case scenario can be found:

F s
f
max ≤ cosθF t

n (3.6)

F t
f
max ≥ sinθF s

f
max − cosθF s

n (3.7)

Here the inequalities signify that, for successful manipulation, the horizontal components of

the particle-tip interaction forces should be higher than the friction force between the particle

and surface and the friction force between the tip and particle should be high enough so that the

particle does not jump over the particle during pushing. However, this second relation in Eq. 3.7

is actually the necessary condition for sliding, for if the tip does not jump over the particle, the

necessary horizontal deflection would eventually be satisfied to push the particle on the surface

(as the particle substrate friction is not strong enough to break the cantilever).

Here, it should be noted that it is possible to describe each force in terms of F s
n for successful

manipulation; therefore we can find optimal values for cantilever normal stiffness kn and contact

angle θ for different surfaces, materials and sizes. Such an analysis is made for different stiffness

values in Fig. 3.6. As expected, there is a lower limit of cantilever stiffness values (kn ≈ 2.6

N/m) to initiate sliding by pushing. This result is in line with our experimental findings.

3.4.4 Pushing-Spinning Case

Spinning is directly related with the center detection error and the spinning resistance moment.

The relations for the no-spin case are given below:
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Γmax =
2π

3
τsa

3
s (3.8)

Fmax
spin =

2π

3x0
τsa

3
s = F s

f

2

3x0
as (3.9)

cosθF t
n + sinθF t

f ≤ Fmax
spin (3.10)

F s
f ≤ F s

f

2

3x0
as (3.11)

3x0 ≤ 2as (3.12)

Here, as is the contact radius of particle and surface and x0 is the offset of the tip from the

center, due to particle center detection and positioning errors. Since these errors during particle

center detection and positioning are believed to be very low (x0 ≤ 5 nm) in our experiments, the

spinning inequality is very likely to hold. Indeed, a theoretical analysis of the required offset for

spinning, shown in Fig. 3.7, indicates that spinning is unlikely to happen.

3.4.5 Pushing-Rolling Case

The interaction forces and moment during a successful rolling operation is shown in Fig. 3.8. For

a successful pushing-rolling type manipulation of the particle along mica surface, the following

inequalities should hold:

Mroll ≥ Mmax (3.13)

F t
f
max ≤ cosθF s

n − sinθF s
f (3.14)

In these inequalities Mroll is the instantaneous rolling moment applied on the particle by the

tip. This rolling moment can be calculated as:
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Figure 3.8: Interaction forces and moments during a successful pushing-rolling operation. Tip
and substrate are covered with a (red) PLL layer.
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Mroll = −(sinθF t
n + cosθF t

f )cosθRp

+ (cosθF t
n − sinθF t

f )(1 + sinθ)Rp (3.15)

The maximum resistance moment of an interface (Mmax) can be calculated as:

Mmax = 6πRsγsξ (3.16)

where ξ is the critical rolling distance and its value should be: σs ≤ ξ ≤ as

A theoretical analysis of the rolling condition for different cantilever stiffness values is shown

in Fig. 3.9. As seen in this figure, the net moment acting on the particle is not enough to initiate

rolling for soft cantilevers. Therefore, rolling is not possible for our cantilever stiffness value,

kn = 3 N/m.

3.4.6 Pulling-Sliding Case

The interaction forces during a regular pulling operation is shown in Fig. 3.10.

For a successful pulling type manipulation, the following inequalities should hold:

F s
f ≤ F t

ncosθ + F t
fsinθ (3.17)

F s
n ≥ F t

nsinθ − F t
fcosθ (3.18)

As the worst case scenario, the friction between the particle and the tip could be neglected

which would mean:
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Figure 3.10: Interaction forces during a successful pulling operation. Tip and substrate are cov-
ered with a (red) PLL layer. Only relevant forces are shown for brevity.
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F s
f ≤ F t

ncosθ (3.19)

F s
n ≥ F t

nsinθ (3.20)

Here, maximum F s
n can be equal to the adhesive force (F s

a ) between the particle and the

surface. Therefore the inequalities mean that the tip should be pulling the particle with a force

whose lateral component is greater than the surface-particle friction, but the normal component

of the force should be less than the adhesive force between the surface and particle.

The interaction forces can be calculated the same way as they were in the pushing case, but

it should be noted that the normal forces changed sign in both interfaces, which would result in

a negative effect to the contact radius in the interfaces (i.e. decrease the friction force in both

interfaces). Since the normal force acting on the AFM tip is negative, we can deduce that the

cantilever should bend down to achieve the necessary forces for pulling. While pulling, the tip-

substrate separation is smaller than the initial separation. Defining this initial separation as δo, we

can perform an analysis of the required deflection for successful pulling and find a lower bound

of δo according to a changing cantilever normal stiffness value. Figure 3.11 displays results of

this analysis. Since a δo > 100 nm would not initiate contact with the particle, we are interested

in the minimum stiffness value that allows pulling, theoretically.

According to these results the pulling-sliding case is also a candidate for nanoparticle manip-

ulation, which supports our experimental results indicating that if the tip cannot push a particle,

pulling can occur. Also it should be noted that spinning and rolling forces are not created with

pulling.
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3.5 Automated Single Particle Manipulation Scheme and Ex-

periments

The general algorithm to autonomously manipulate nanoparticles is outlined in a flowchart in

Fig. 3.12. The procedure starts with an initial 10 µm × 10 µm area non-contact image of the

sample. On this image, the operator clicks on a particle and a target position. The program takes

an additional fast, low resolution 1 µm × 1 µm image around the particle and finds the highest

point of this image as an initial guess for the particle center. Then, the particle center detection

algorithm, described in Algorithm 1 is used, on successive line scans in two orthogonal directions

over the estimated center position, to converge to the actual particle center position.

User selects particle & 
target

Particle center 
detection

Non-contact AFM 
image taken

Position error < threshold

Contact loss detected or 
target position reached?

Manipulation complete

Yes

No

No

Yes

Move tip towards 
target position

Turn servo off
Move stage up

Move stage down
Turn servo on

Take line scan backwards 
on the same line

Figure 3.12: A flowchart description of the automated single nanoparticle manipulation algo-
rithm.

This algorithm is an altered version of the watershed algorithm [37] widely used in image
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Algorithm 1 Particle Center Detection from Linear Topographic Data
1: Low-pass filter and take derivative of topography data.
2: Take the points of absolute derivative values larger than a threshold as initial guesses.
3: Iterate guess points according to their corresponding derivative values until convergence (i.e.
xk = xk−1 +Kxdz/dx, yk = yk−1 +Kydz/dy and Kx, Ky ∈ <+).

4: Remove one of the guesses closer to each other than a threshold.
5: Take weighted averages of data points around the remaining guesses.

processing. Its main principle is to use the edges of a particle as initial guesses and move these

estimates according to the derivative information to converge on local maxima. The operation

detects all of the particles that appear on the same line scan data as seen in Fig. 3.13. Then,

the program decides which particle is to be manipulated and takes line scans over this particle in

two orthogonal directions to converge to the actual center of the particle. Figure 3.13 shows an

arbitrary initial line scan data that does not pass through the center of the particles, yet the center

detection algorithm can still find an estimate for the centers of the particles from this data even

though there is a high slope and the maximum data point is not 100 nm higher than the surface.

During tip travel, contact loss can be detected using the algorithm described in Algorithm 3.

As seen in Fig. 3.14, VA−B is almost zero, with minimal deviation when the tip and the particle

are not in contact. However, for tip-particle contact during manipulation, VA−B starts to oscillate

with a higher magnitude around a non-zero offset. The contact loss detection algorithm uses this

fact as its basis. It continuously checks for contact loss, during manipulation, using the mean and

the standard deviation values of the normal deflection signal. Note that the normal forces acting

on the cantilever are there regardless of the manipulation direction, which gives us a robust means

to add control to nanoparticle manipulation without the complication of 3-D force decoupling.

Algorithm 2 Contact Loss Detection from Normal Deflection Signal
1: Wait for contact.
2: Take the latest N cantilever normal deflection signal data points; calculate their mean and

standard deviation.
3: If mean and the standard deviation values are both close to 0, contact is lost.

If contact loss is detected, the tip travels on the same trajectory backwards to relocate the
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Figure 3.13: Sample experimental AFM line scan data of two close particles; circles indicate the
centers of the particles detected using the center detection algorithm. From all detected centers,
the one closer to the previous estimate is taken as the actual particle to be manipulated and others
are discarded.
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Figure 3.14: A sample experimental AFM normal force data during a particle pushing operation:
point A is where the tip and nanoparticle snaps into contact, point B is where tip is jumping over
the particle and point C is where the contact loss occurs.
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lost particle. This search method is used since the probable reason of contact loss is due to the

tip jumping over the particle and not the particle spinning off the tip. Therefore, the particle is

likely to be left on the trajectory. In all our experiments, we never encountered a case where the

particle is not found on the backwards manipulation trajectory. The overall algorithm runs in a

loop until the final particle positioning error drops below a threshold value, which is defined as

100 nm in this case study.

Manipulation experiments are conducted using this procedure. Figures 3.15 and 3.16 show

sample 10 µm x 10 µm AFM images demonstrating results of the autonomous nanoparticle

manipulation method. As seen from Fig. 3.16, it is possible to manipulate nanoparticles one

by one to target positions and achieve patterns. The problem with this approach is that it has

an implicit requirement to take another AFM image (about 2 minutes) after each manipulation

operation, which slows down the overall speed, considerably.

(a) (b)

Figure 3.15: (a) Before and (b) after manipulation of a 100 nm diameter gold nanoparticle indi-
cated by the arrow. It is possible to manipulate a particle without disturbing the close neighbor
particles.

During preliminary experiments, it is realized that the manipulated particles are sometimes

pulled instead of being pushed. During the manipulations that are achieved by pushing, the final

tip positions are behind the particles. The VA−B signal has a positive offset during pushing which
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Figure 3.16: Two resulting sample patterns after a sequence of autonomous single particle ma-
nipulations.

simply means that the cantilever is pushed up by the particle.

On the other hand, during the manipulations that are achieved by pulling, the final tip po-

sitions are in front of the particles that are being manipulated. The VA−B signal has a negative

offset in these cases which simply means that the cantilever is pulled down by the particle. Figure

3.17 shows sample VA−B data for pushing and pulling type manipulations.

One significant aspect of pulling is that it is a more stable manipulation technique than push-

ing. During pushing, the tip can jump over the particle which decreases the stability of the

contact between the tip and the nanoparticle. Pulling is a more stable alternative to pushing for

manipulation, where it is easier to define the trajectory and final target position of tip to decrease

the final positioning error.

3.6 Automated Multiple Particle Manipulation Scheme and

Experiments

In Fig. 3.16, it is shown that a sequence of single particle manipulations can be performed to

achieve complex patterns of particles. Building upon this individual nanoparticle manipulation
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(a)

(b)

Figure 3.17: VA−B signal during (a) pushing and (b) pulling. Sample is moving left to manipulate
the particle to the right. For pushing, particle exerts on the tip a force directed upwards on the
normal direction; for pulling particle exerts on the tip a force directed downwards on the normal
direction.
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scheme, we perform experiments of multiple particle manipulations. In these operations a com-

manding task planner [89] is utilized to order individual manipulation operations for maximum

efficiency.

Briefly, the task planner assumes linear manipulation trajectories of individual particles and

has the objective of minimizing obstacles to these trajectories. Calculating the number of block-

ages each particle and target position cause to all potential trajectories, the planner pairs the

particle that intersects the most number of trajectories to the target position that cuts the mini-

mum number of potential trajectories. This approach takes the most “problematic” particle to the

least interfering position. If there are two candidate particles to a target position, the closer one

is manipulated.

Figure 3.18 displays the flow of our multiple nanoparticle manipulation procedure. First, a

non-contact mode AFM image of the sample is taken and the particles are detected. Next, the

user inputs the target positions. The task planner assigns the particles to be manipulated and

the target positions at this time and the program starts to form a loop. The single nanoparticle

manipulation procedure is run for each particle-target pair and the target positions that are filled

are deleted from the target positions array.

However, nanoparticle manipulations are not always successful. If the manipulation fails due

to strong adhesion of particle to the sample or to the tip, the particle is discarded and the task

planner assigns a new particle for that target position. The program realizes the strong adhesion

problem between the tip and the particle if the particle vanishes from the images or line-scans

when the tip was in contact with the particle. The particles that get stuck to the surface are

detected if the particle would not move more than 20 nm in 4 manipulation trials and is taken as

just an obstacle after that. The manipulation program finishes after all of the target positions are

successfully filled with nanoparticles.

The addition of a task planner for multiple particle manipulation allows us to remove the over-

head of taking intermediate AFM images between each manipulation operation. All particles are
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Figure 3.18: A flowchart description of the automated multiple nanoparticle manipulation algo-
rithm.
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detected using a modified watershed algorithm [37], autonomously paired with target positions,

and individual manipulations are performed in order. Figures 3.19 and 3.20 demonstrate results

of proof-of-concept multiple particle manipulation experiments. Five and six nanoparticles are

autonomously positioned in a line assembly and a pentagonal arrangement, respectively. Average

manipulation time is about 1 minute per particle.

(a) (b)

(c) (d)

Figure 3.19: Automated manipulation of five nanoparticles to form a linear assembly. An initial
image is taken in (a). All particles are detected using a watershed algorithm and the target
positions are given to the program in (b). Task planner decides which particle will be manipulated
to which target position in (c). A final image after the experiment is shown in (d).
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(a) (b)

(c)

Figure 3.20: Automated manipulation of six nanoparticles to form a pattern that cannot be formed
with a distance based planner. An initial image is taken in (a). All particles are detected using a
watershed algorithm and the target positions are given to the program in (b). Task planner decides
which particle will be manipulated to which target position. A final image after the experiment
is shown in (c).
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3.7 Performance Analysis

In addition to the discussions above, the performance of an autonomous manipulation system

should be investigated; therefore, an experiment plan is established to observe the performance

under two metrics. First of all, the overall success rate of the system is determined. 50 different

nanoparticles are tried to be manipulated and the outcomes are grouped into 3 categories. 86% of

all manipulation trials ended up with success. The particles in this category are positioned with

a final error lower than the positioning error threshold of 100 nm. In 6% of the manipulation

trials, the particles cannot be moved at all. In 8% of the trials, nanoparticles got stuck on the tip,

which resulted with the loss of the nanoparticle and the contamination of the tip, which causes

distortions in the successive images due to tip convolution. The tip is mechanically cleaned after

those trials to continue experiments.

The particles that cannot be moved at all were observed to be smaller than the manipulated

ones. Particles with 90-120 nm height can be manipulated easily whereas particles whose height

is between 50 nm and 70 nm cannot be moved at all.

Besides overall success rate, the performance of the successful manipulations is also eval-

uated by calculating the speed and final positioning error of the manipulations with different

angles and different distances. Final positioning error is defined as the actual distance between

the target position and the particle center position after the last run of manipulation. Speed is

defined as the ratio between the distance of the manipulation and the time elapsed during the

manipulation. Since there is a finite amount of jobs to do before manipulating a particle, the

speed was expected to increase as manipulation distance increases.

Figure 3.21 shows the variation of positioning error and speed for different pushing angles.

As can be seen from the plots, positioning error and speed have no correlation with the pushing

angle, as expected. Figure 3.22 shows the variation of final positioning error and speed for

different manipulation distance. As seen from the plots, the speed increases with the distance due

to the overhead operations but positioning error has no correlation with manipulation distance.
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Figure 3.21: Average manipulation speed (a) and final positioning error (b) results for 12 different
manipulation angles using 5 data points for each angle.
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Figure 3.22: Average manipulation speed (a) and final positioning error (b) results for 5 different
manipulation distances using 12 data points for each distance.
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The absence of correlation between the pushing angle and the performance parameters shows

the reliability of manipulation procedure for all angles. The speed increase in longer manipula-

tions is due to overhead operations and demonstrates that the manipulation procedure does not

need to divide a long manipulation into smaller steps. This is a direct outcome of detecting the

contact loss between the tip and the particle in comparison to blind manipulation.

3.8 Tip Contamination

As the AFM probe gets used more and more, it gets contaminated from the PLL and nanoparticles

and it becomes blunter due to the interaction forces it experiences during AFM operation and

manipulation. This contamination and becoming blunt affects the manipulation in two ways: it

enables pulling operation and it makes the tip harder to lose contact with the particle after the

manipulation is conducted.

Figure 3.23(a) shows the AFM probe tip after it is used for 6 months for nanoparticle manip-

ulation operation. The accumulation extending from the probe tip is a combination of PLL and

nanoparticles collected by the tip during manipulation procedure. This accumulation changes

the geometry and material properties of the tip, causing it to become blunter and stickier. Figure

3.23(b) shows an AFM image of the nanoparticle sample using a new, sharp probe tip. As a

result, the nanoparticles look small and spherical. On the other hand, after the contamination, the

particles appear larger and non-spherical, as can be seen in Fig. 3.23(c). This is due to the fact

that the AFM image is a convolution of the probe tip and the surface topography other than only

being topography. Hence, the result in the tip geometry reflects itself on the topography images.

Other than its effects on imaging, contamination also results in positive and negative effects

on manipulation. The first major problem is its effects on modeling the manipulation. Our

model takes into account the change of probe material after contamination. The contamination

causes the probe tip to be covered with PLL and our model assumes the tip material is PLL in

terms of adhesion. However the model does not take into account the change in the geometry.
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(a)

(b) (c)

Figure 3.23: (a) SEM image of a AFM probe tip that is used for nanoparticle manipulation for 6
months. (b) A 10 µm x 10 µm non-contact mode AFM image of nanoparticle samples deposited
on PLL covered mica taken with a clean AFM probe tip. (c) A 10 µm x 10 µm non-contact mode
AFM image of nanoparticle samples deposited on PLL covered mica taken with a contaminated
AFM probe tip.
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The geometry of the probe tip assumed in the model is conical, hence can be approximated

with a sphere. However the contamination is unpredictable and the shape of the tip after the

contamination will no longer be conical. We believe this is not a very significant problem since

smooth shapes can be approximated with spheres and contamination will likely result in a smooth

shape.

A second problem arises from the increase in the adhesion force between the probe tip and

the particle. For a successful manipulation, the adhesion between the tip and the particle should

be lower than the adhesion between the particle and the surface, so that the tip can pull-off

contact from the particle after positioning is finished. However, the contamination results in tip

getting stickier and blunter, which results at a higher adhesion force between the particle and the

tip. Hence, more particles get stuck to the tip during manipulation processes when contaminated

probes are used.

On the other hand, contamination has one advantage on the manipulation process. When

started with a clean sharp tip, the adhesion between probe tip and the nanoparticle is not strong

enough to cause pulling. Our pulling trials became more and more successful in time, mainly due

to the increase in the adhesion between the tip and the particles caused by this contamination.

Therefore, a slight amount of contamination on the probe tip, which causes enough adhesion

between the tip and the particle for pulling is desired as long as the adhesion does not become

too high to prevent loss of contact between the particle and the tip after manipulation.

3.9 Summary

This chapter demonstrated an automated 2-D nanoparticle manipulation procedure using an AFM

system. Particles are imaged using dynamic mode AFM. A particle and a target position are se-

lected by the user and the particle is manipulated autonomously. Robust particle center detection

and contact loss detection algorithms are developed to overcome speed and reliability issues of

AFM based nanomanipulation. Unlike blind manipulation techniques, manipulation distances
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are not divided into parts artificially to increase the reliability. The physics behind this ma-

nipulation system is investigated by modeling the system using contact mechanics. Possible

manipulation types and their required cantilever normal stiffness ranges are shown.

Moreover, a fully automated multiple particle manipulation program that does not need to

take AFM images in between individual nanoparticle manipulation attempts is demonstrated.

A task planner, which minimizes the number of obstacles for efficiency is utilized for these

experiments. The performance of the designed manipulation system is presented with statistical

data.

Designing and implementing a fast and reliable technique for multiple particle manipulation

could increase the use of AFM for micro/nano-manufacturing applications where AFM might be

less expensive than other techniques that are currently used for nanofabrication. Although AFM

based nanoparticle manipulation is slow for mass fabrication or manipulation, we believe that

forming nanofabrication masks and templates for plasmonic, optoelectronic or MEMS/NEMS

devices would be possible using these types of procedures. Manipulating nanoparticles into

predefined positions could also potentially be used for gluing or soldering at the nanoscale.

The work performed on automated AFM based nanoparticle manipulation that is presented

in this chapter of this thesis is considered to be complete. At this point, we are not proposing any

future work on this topic.
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Chapter 4

Electrical Non-contact Manipulation of

Surfaces

4.1 Introduction

Modification of the surfaces through non-contact electrical interactions results in smaller struc-

tures compared to mechanical contact manipulation, but limits the substrate to semi-conductors

or conductors. Manipulation of single atoms have been demonstrated in literature [32] using

an STM in low temperature environment that presented the possibility of nanometer, or even

sub-nanometer scale manipulation, which cannot be achieved using AFM based contact ma-

nipulation techniques. However, single atom manipulation techniques require low temperature

environments, hence adding another selectivity criterion which is not desired in a viable ma-

nipulation technique. On the other hand, performing such a manipulation technique in ambient

environment results in structures that are still often smaller than the ones AFM based contact

manipulation can achieve [70], which forms the main topic of this chapter.

The conventional techniques for electrical surface manipulation often utilize standard STM

tips and scanners for manipulation. During the operation, the sample is imaged using constant

current mode STM, and then various gaseous species are introduced to the environment and
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adsorbed onto the substrate surface, if needed. After this dosing, the surface is often imaged

a second time, in order to ensure global coverage. Following this scan, a desired pattern and

manipulation parameters are inputted to the control software by the operator. A series of short

consecutive voltage pulses or a constant high bias voltage is applied between the STM tip and

the surface while the tip scans the desired pattern to manipulate the surface. This last step is

often carried out without the vertical feedback to ensure that the scanner will not respond to the

manipulation operation and the tip-surface distance stays constant. As the last step the surface is

imaged again to verify the manipulation. This sequence is repeated until the surface changes as

required. This process is slow due to the large number of images taken and requires significant

input from the user. Long processing times and significant user input required make this process

industrially not viable.

The case study presented in this chapter aims to create a viable system for electrical non-

contact manipulation of surfaces using STM and conductive AFM (CAFM) principles with dif-

ferent end-effectors. In order to solve the problems of electrical manipulation stated above, we

will model the underlying principles of the STM operation and manipulation, and use this model

to design algorithms and techniques to increase manipulation speed of electrical manipulation.

We will present a complete model of the STM based manipulation system that includes contact

mechanics models and non-contact van der Waals and electrostatic force models, scanner dy-

namics, tunneling current model and a control system that uses the tunneling current to control

the end-effector position. Beyond modeling current STM based nanomanipulation systems, non-

contact, electrical nanomanipulation is proposed using stiff, conductive AFM cantilevers as STM

end-effectors. This will enable parallel manipulation using multiple probe tip arrays, thereby de-

creasing processing time and possibly eliminating a hurdle to industrialization. A schematic of

this operation is shown in Fig. 4.1.

Another advantage of utilization of conductive AFM probes as electrical manipulation end-

effectors is the ability to image in AFM mode. Most electrical manipulation systems suffer
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Figure 4.1: Imagined electrical manipulation operation using compliant cantilever probe arrays.

from the selectivity of their end-effectors. When STM tips are utilized, the surfaces imaged and

manipulated has to be conductors or semi-conductors. On the other hand, when CAFM probes

are used, a heterogeneous surface that has insulators, conductors and semi-conductors on the

same sample can also be imaged and manipulated using electrical principles because imaging

can be conducted in AFM mode and manipulation can be carried in CAFM or STM mode.

In order to enable the utilization of AFM cantilever as STM end-effectors, the model will be

extended to include cantilever dynamics and feasibility of this utilization will be demonstrated

on simulation results and STM images. The model will be verified with experiments and manip-

ulation using high electric fields and short electrical pulses will be demonstrated. Moreover, the

effects of set-point force and bias voltage on written features will be investigated through exper-

iments. We believe the models and experiments in this work will provide enough information to

achieve multiple probe array operation for electrical nanomanipulation of surfaces.
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4.2 System Description

In this case study, two identical SPM systems are used with the single difference of operation

environment. For manipulation of silicon surfaces using short electrical pulses, a RHK brand

ultra high vacuum SPM is used. For manipulation of titanium surfaces using high electric fields,

a RHK brand ambient SPM is used. These two SPMs are identical for all controls purposes;

therefore the microscope will only be presented once. A custom control system is also designed

and a software to control the SPMs are written which is also discussed in this section.

4.2.1 RHK SPM1000 Scanning Probe Microscope

Figure 4.2 shows the UHV-SPM system that will be used for electrical non-contact manipulation

of surfaces case study. This system is designed and built by RHK Technology, Inc. Troy/MI in

cooperation with researchers from Institute for Complex Engineered Systems (ICES) of Carnegie

Mellon University (CMU). This system consists of four chambers: load lock, analysis, prepara-

tion and SPM chambers, that are all operating under UHV. The system is on a pneumatic table,

which supplies vibration isolation to the system from outside environment. The gases in the

chambers are pumped out by a three stage pumping system which consists of rough pumps,

which lower the gas pressure inside the chambers down to 10−3 – 10−4 Torr, turbo pumps, which

lower the gas pressure down to 10−7 – 10−8 Torr, and ion pumps, which lower the gas pressure

down to UHV values that are 10−9 – 10−11 Torr. The samples are loaded inside the UHV system

from the load lock and stored in the preparation chamber. The preparation chamber is also used

for some of the sample cleaning procedures. The sample surfaces are chemically analyzed in

the analysis chamber using several different spectroscopy techniques like Auger electron spec-

troscopy or X-ray photoemission spectroscopy. In addition to these chambers, the SPM chamber

has an SPM which can perform as an STM or AFM, capable of atomic resolution UHV SPM

imaging of sample surfaces.

Figure 4.3(a) shows the picture of the assembled system. The chamber marked by the red
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Figure 4.2: Schematic of the UHV-STM System that will be used in this case study. The cham-
bers are sealed and the gases inside the chambers are pumped using rough, turbo and ion pumps
to decrease the pressure to UHV levels (10−9 Torr and below). The load lock chamber is where
the samples and tips are loaded inside the UHV chamber, prep. chamber is where the sample
preparation procedures executed, analysis chamber is where the samples are analyzed using sev-
eral surface chemistry analysis tools such as X-Ray Photoemission or Auger spectroscopy and
SPM chamber is where the images of the sample are taken and the manipulation operations are
carried using STM. The transfers between the chambers are conducted using the transfer arms.
The chambers are suspended on pneumatic legs to isolate the system from outside vibrations.
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oval is the SPM chamber, the chamber that is of interest for our work. The view of the SPM

inside this chamber from a window of the UHV system is shown in Fig. 4.3(b). The part hanging

from the ceiling of the SPM chamber is the SPM scanner and marked by red oval. The sample

stage is marked by green rectangle and is the stationary part in the chamber where the sample

holders, which are shown in Fig. 4.3(d) are putted on. This part is connected to the ceiling of

the SPM chamber via springs which provides extra vibration isolation. Figure 4.3(c) shows a

close-up view of the SPM scanner. The tip holder, which is the part where the SPM end-effector

is assembled, is inserted in the piezoelectric stack actuator of the scanner. The tip holder is held

in the stack actuator by mechanical fittings. This stack actuator provides the vertical motion

necessary for scanning. During SPM operation, the SPM scanner is lowered down until its legs

are touching to the ramps on the sample holder. The scanner legs are piezoelectric tube scanners

that can bend to move the tip. During imaging, the three legs bend synchronously to create the

small raster scan motion. The range of this motion is 5 µm. To position the tip coarsely in lateral

and vertical directions, the legs “walk” on the ramp by using a stick-slip motion generated by a

saw tooth wave type voltage input. This coarse movement of the scanner is observed through a

camera view and remotely controlled from outside by an operator. This scanner does not have

any positioning sensors.

The ambient SPM used in this case study is identical to the SPM chamber of this UHV

SPM, without any pumps assembled to its chamber. They are mechanically the same and can be

controlled using the same RHK controller without any changes to parameters.

4.2.2 Custom Control System and Oscan V2.0

The RHK SPM systems will be controlled using two controllers: RHK’s own XPM100 controller

and custom design, control system. XPM100 is a regular SPM controller with good resolution

however it lacks flexibility, random path generation functions and speed. It is designed for SPM

imaging but it does not allow users to input arbitrary paths for manipulation and it does not have
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(a) (b)

(c) (d)

Figure 4.3: Pictures of RHK make UHV-STM system. (a) The completed UHV-STM system.
The chamber inside the red oval is SPM chamber. (b) A view of the SPM from a window of SPM
chamber. The part enclosed with green rectangle is the sample stage where the samples in specif-
ically designed sample holders (picture (d)) are held during operation. This part is suspended in
air using springs attached to the chassis of the chamber to improve vibration rejection. The part
enclosed with a red oval is the SPM scanner. (c) Close-up view of the SPM scanner. The legs
underneath the scanner with glass sphere ending are tube scanners which produces the motion
of the scanner. (d) Specifically designed sample holders. The SPM scanner is released on the
sample holder during operation. The glass spheres on the end of the tube scanners are in contact
with the ramps on the sample holder. To achieve coarse positioning in x, y and z directions, the
scanner “walks” on the ramps via stick-slip type motion.
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an application programming interface or scripting language that would allow users to generate

their own procedures. In addition, its control loop bandwidth is not high enough to support tip

speeds higher than 2 µm/s. In order to solve problems of speed and flexibility, we designed our

custom controller whose schematic is shown in Fig. 4.4.

Figure 4.4: Schematic of the custom SPM control system. The SPM will be commanded using a
windows based PC that runs LabView. The signals are read and written from a data acquisition
board (DAQ) connected to the computer. The DAQ also has a Field Programmable Gate Array
(FPGA) on it for on-board processing, to increase control speed. The maximum data acquisition
speed achieved is around 400 kHz. The control signals are generated using this FPGA board and
sent to the piezoscanner after being amplified at the analog high-voltage amplifiers. The resulting
tunneling current, normal force and lateral force data is read and sent as feedback to the FPGA.
The bias voltage is also output from the DAQ board.

In the custom control system, the SPM stages and the bias voltage are driven by the signals

that high voltage amplifiers are outputting. The high voltage amplifiers have a bandwidth of

30 kHz with a gain of 20 (A.A. Lab Systems A301). The signals going into the amplifiers are

generated from a Field Programmable Gate Array (FPGA) that is on an FPGA based DAQ board

(National Instruments PCIe-7852R). This board is connected to a Windows 7-based 64 bit PC

(Control PC) via PCI-express slot, and is programmed using LabView 2009 and LabView FPGA
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module. Z-scan and z-offset signals coming out of high voltage amplifiers are sent directly to the

scan head whereas x and y voltage signals are sent to a programmable relay box (RHK PPC200)

that generates all the signals required to run x and y actuators. The tunneling current is measured

by using a trans-impedance amplifier (TIA) built by RHK, and is read by the FPGA based data

acquisition board to form the feedback loop necessary for the STM operation. In addition to this,

normal force and lateral force signals generated by the laser and the photo diode is read by RHK

PLLPro AFM controller and sent to the DAQ board. These signals are used to form the AFM

operation mode controller. The total data acquisition rate of the system is 400 kHz. The control

bandwidth of the RHK STM system is expected to be around 30 kHz which will be limited by

the bandwidth of its high voltage amplifiers.

Custom control system is commanded via SPM software that we have coded in LabView

and named after its creator as Oscan V2.0. As promised, the new custom control system and

its software can operate at faster speeds (upto 36 µm/s) with no to very little degradation on

image quality. Figures 4.5(a) and 4.5(b) shows an AFM image taken at 4 µm/s and 36 µm/s

speeds with almost no difference in image quality. In addition, the new control system can switch

between the AFM mode and STM mode instantaneously which allow us to work on electrically

heterogeneous surfaces. Figure 4.5(c) shows imaging and manipulation on a titanium structure

deposited on silicon dioxide. Imaging is done in AFM mode since the silicon dioxide part of

the surface cannot be imaged in STM mode; however STM mode is used for oxidizing the box

on titanium. Both operations are conducted back to back using a conductive AFM probe, RHK

ambient SPM, custom control system and Oscan V2.0. In addition to these superiorities over

RHK controller, our custom controller can also conduct manipulation operation on arbitrary

paths. Figure 4.5(d) shows “DARPA TBN” letters oxidized on a titanium film using STM mode

manipulation and AFM mode imaging. Total operation takes around 80 seconds. RHK controller

was not able to generate these arbitrary paths but can write single lines. Same pattern can be

oxidized using RHK controller by dividing the pattern into linear paths, but the operation takes
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around 30 minutes.

All of the experimental results presented in this chapter are taken using RHK SPM, specified

above. During these experiments, the RHK system is controlled either with its dedicated con-

troller and software or custom control system and Oscan V2.0 software. More information on

the SPM, custom control system and Oscan V2.0 can be found in Appendix A.

4.3 STM Imaging with Atomic Resolution

Si(100) is the main substrate that is used throughout this case study. Before loading the Si(100)

samples in the UHV system, the samples are cleaned by submerging the substrate inside acetone,

isopropyl alcohol (IPA) and methanol for 5 minutes. However, Si(100) is not stable in ambient

conditions, i.e. the surface layer atoms of Si(100) bonds with the oxygen in the air and forms

native oxide on the surface instantaneously, disabling atomic resolution imaging on Si(100). In

order to solve this problem, the samples should be cleaned one more time in the UHV chamber

prior to imaging. This last cleaning step is called “flashing” the sample [70]. “Flashing” is

a cleaning technique that consists of heating the sample to high temperatures for the oxygen,

hydrogen and carbon bonded on the surface atoms to desorb, and cooling the sample slowly

following the heating step for the atoms to reconstruct the surface. The change of the sample

temperature in time during this procedure is shown in Fig. 4.6.

During “flashing” the temperature of the sample is increased to 1250o C while trying to

keep the pressure of the UHV chamber low to prevent contamination of the surface. In order

to achieve this dual control, several stops can be made while increasing the temperature. After

reaching 1250o C, the sample temperature is held at this temperature for 1 minute, causing the

sample to anneal, release all the oxygen, hydrogen and carbon bonds from the surface atoms,

and start reconstructing the surface. After annealing step, the sample temperature is immediately

decreased to 900o C, then the temperature is ramped down slowly until the temperature reaches

700o C. The time spent at this step is around 12 minutes. This time allows the silicon atoms,
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Ti

SiO2

(c) (d)

Figure 4.5: Trial images and manipulations conducted using custom control system and Oscan
V2.0. (a) An AFM image of a calibration sample taken at 1 Hz/line speed. (b) An AFM image of
the same calibration sample taken at 9 Hz/line speed. (c) A box oxidized on a Titanium sample
deposited on SiO2. The box is oxidized in STM mode whereas imaging is conducted in AFM
mode because the sample is electrically heterogenous. (d) “DARPA TBN” letters are written on
a Titanium film using local anodic oxidization. Oxidization is conducted in STM mode and the
surface is imaged in AFM mode.
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Figure 4.6: Plot showing how the temperature of the sample is changed during the flashing
operation. The flat portions at 700oC and 900oC are waiting times for the pressure of the chamber
to stabilize below 10−9 Torr. Then the temperature of the sample is increased up to 1250oC and
flashed for 1 minute to clean the silicon surface from hydrogen, oxygen and carbon bonds. The
temperature of the sample is then decreased slowly to allow more time for the reconstruction of
the surface.
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which are mobile due to the sample’s temperature, to complete the surface reconstruction. The

speed of the ramp is then increased, and the temperature is decreased to room temperature in 5

minutes. The total time spent in the “flashing” process is 20 minutes.

After “flashing” the sample, it is transferred to the SPM sample stage and the SPM scanner

is engaged with the sample. During atomic resolution image of a sample, the bias voltage values

used are lower than normal scanning voltages in order to decrease tip-sample distance, hence

decrease the effective beam radius of the tunneling current. Sharp STM tips should also be used

to image in order to prevent suffering from tip convolution effects. An atomic resolution image

of Si(100) taken in RHK STM using STM tips is shown in Fig. 4.7(b).

(a) (b)

Figure 4.7: (a) 30 nm× 30 nm STM image of Si(100) surface under UHV with atomic resolution.
The image is taken using a diamond coated conductive AFM cantilever with a normal stiffness
of 42 N/m and tip radius 35 nm, at bias voltage of 1 V and set-point current of 100 pA. (b) 40 nm
× 40 nm STM image of Si(100) surface under UHV with atomic resolution. The image is taken
using a Pt-Ir STM tip, at bias voltage of 1 V and set-point current of 150 pA.

The image show dimer rows, the surface construction of Si(100) atoms. A dimer is a pair

of atoms that share a bond hence are closer to each other than any other neighboring atoms.

Therefore surface construction of Si(100) is often referred as 2 × 1. These dimer atoms form

dimer rows that run all the way on the surface. The image also shows neighbor terraces and

atomic steps that form due to the misalignment of the sample while it is prepared by the vendor.

The dimer rows in two neighbor terraces are perpendicular to each other which help us recognize
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atomic resolution images.

To show the feasibility of using conductive AFM cantilevers for STM imaging, we have used

diamond coated conductive AFM cantilevers (Bruker AFM Probes, DDESP-10, kn = 42N/m,

Rt = 35nm) to image Si(100) surface using STM mode of the RHK SPM. The resulting image

is shown in Fig. 4.7(a).

To succeed in using AFM cantilevers as STM end-effectors, the cantilever stiffness is chosen

very high to avoid snap-into contact with the surface and the tunneling current is decreased

slightly to increase the distance between the tip and the surface during operation. As can be

seen from resulting images, the dimer rows are observable; however the quality of the image is

significantly lower compared to the images taken with an STM tip. On the other hand, this is one

of the first images that show atomic resolution STM images can be taken using AFM cantilevers,

to the best of our knowledge.

4.4 Electrical Manipulation of Surfaces Using Electrical Prin-

ciples

Not every surface is electrically modifiable; hence the material selection is important for elec-

trical manipulation. On the other hand, the work presented in this chapter is not about how

to modify the surfaces but how to control the manipulation better. Therefore, we chose two

standard surface manipulation techniques from literature, hydrogen passivation and tip directed

depassivation of Si(100) surfaces, and local anodic oxidation of Ti surfaces. These techniques

might be used as alternative methods to MEMS manufacturing techniques for patterning sili-

con or titanium surfaces or they can be used in tandem with MEMS techniques to create hybrid

manufacturing methods, if they are perfected.
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4.4.1 Manipulation of Silicon Surfaces Using Short Electrical Pulses

In order to create structures on silicon, it should first be masked, and then the desired struc-

tures should be written on the mask at desired locations. Consequently, desired material for the

structures should be introduced to the chamber, which would cause deposition of new layers at

the desired locations, whereas the non-patterned parts of the mask will protect the silicon un-

derneath it. To achieve this deposition, one needs to satisfy the dangling bonds on the Si(100)

surface to stabilize the substrate, i.e. prevent it making bond with other atoms or molecules in its

environment. This is considered to be the first step of creating a mask and is called passivation.

In order to passivate the surface, hydrogen gas (H2) is introduced to the UHV chamber and is

broken to atomic hydrogen (H) using a filament at 1500oC. The resulting atomic hydrogen bonds

with the surface silicon atoms and satisfies the dangling bonds of Si(100) surface. Any other

material introduced the chamber after this step will not bond with the silicon since its dangling

bonds are satisfied. After the passivation step, Si(100) surface becomes harder to image since

its conductivity drops because of the lack of dangling bonds, however it can still be imaged at

atomic resolution. But the resulting image, as can be seen in Fig. 4.8, will be lower quality

compared to cleaned and reconstructed silicon surface.

Another detail that should be noted for imaging passivated Si(100) surface is the significance

of the bias voltage polarity. While a clean, reconstructed Si(100) surface with dangling bonds is

being imaged, the current flows from the tip, passes through the dangling bonds, and flows into

the surface. The bias voltage used at this operation should be positive (+), so that the electrons

should be tunneling from the tip into the surface. However, when the surface is passivated, the

dangling bonds are satisfied and the electron transfer occurs between the tip and the bond be-

tween adjacent pairs of silicon atoms. The bias voltage used at this operation should be negative

(-), so that the electrons would be tunneling from the surface into the tip [125]. However during

patterning the surface, the desired action for the hydrogen atoms on the Si(100) surface is to

receive an electron and leave the Si(100), hence, the bias voltage during surface modification
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Figure 4.8: 40 nm× 40 nm STM image of hydrogen passivated Si(100) (Si(100) 2×1:H) surface
under UHV with atomic resolution. The image is taken using a Pt-Ir STM tip, at bias voltage of
-1 V and set-point current of 150 pA.

should be positive (+).

While the set-point values for the tunneling current used during imaging are around hundreds

of picoamperes, the currents required for depassivating the surface are significantly higher, often

around tens of nanoamperes. These high current values can be achieved in two ways: using very

large bias voltages or using short pulses on moderate bias voltages that would enable the tip to

act like a capacitor that is discharging. Using pulses has the advantage of eliminating extra cost

for a high voltage power supply, hence this method is chosen for writing operation. Figure 4.9 is

a schematic of the electrical manipulation using voltage pulses. During scanning, pulses on bias

voltage are set to occur at the desired locations, which cause the hydrogen bond at the pulsed

location to break. As a result, the Si(100) surface at those pulse locations are depassivated.

The general algorithm to electrically manipulate surfaces using STM is outlined in a

flowchart in Fig. 4.10. After the passivation of the surface, an initial image of the surface is

taken. The operator then inputs the desired pattern to the software and specifies the pulse time

and voltage. Following this user interaction, the scanner starts scanning the surface as if it is

imaging. At the desired pulse locations the imaging and the scanner is stopped, the feedback

is turned off so as to not cause the tip to move due to the instantaneous change in the current,
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Figure 4.9: The schematic of short electric pulse based surface manipulation. The imaging and
manipulation are conducted at the same time. In the top drawing, Si(100) surface (green) is
covered with a monolayer of hydrogen atoms (yellow) that are forming bonds with the surface
Si(100) atoms, hence passivating them. The tip is positioned directly above this surface during
imaging and manipulation. In the below drawing, the tip is raster scanning the surface and
imaging it using negative bias voltage. A series of pulses (denoted by stars) induced at the
desired locations. These pulses causes desorption of the hydrogen at the pulse locations and the
Si(100) surface is imaged. The pulse voltages used are positive.
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and the bias voltage is increased to the pulse voltage during the pulsing time. After this image is

completed, the pulsing mode is turned off and the sample is imaged for a second time to verify

that the surface is changed as desired. If the manipulation attempt is not successful, the operator

updates writing parameters such as the pulsing time and the voltage, and the same operation is

repeated. This flow continues until the desired change of the surface is acquired.

Surface is imaged 
before manipulation

The desired pattern and writing 
parameters are specified

Bias is increased 
to Pulse Voltage

Raster scan surface

Current 
Position on 

desired 
pattern?

Surface 
Modified?Increase pulse voltage
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Figure 4.10: The flow of operation for manual STM based surface manipulation.

Using this manipulation technique, we have written several lines on a silicon surface whose

widths were on the order of a few nanometers. These results are presented in the experiments

section.
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4.4.2 Manipulation of Titanium Surfaces Using High Electric Fields

The mechanism for manipulation of titanium surfaces are much less complicated compared to

silicon. The manipulation process is referred as local anodic oxidation (LAO) in literature, it

is done with a sharp tip, often using STM tips or AFM cantilevers. The only requirement for

LAO to be successful is the humidity of the environment. Since LAO uses the water vapor, the

humidity should be above 30%, so the process can only be done under ambient conditions.

During local anodic oxidation, the titanium sample is biased positive with respect to a

counter- electrode, which is the scanning probe microscope tip. Water meniscus on the sur-

face caused by the humidity of the environment serves as the electrolyte. Our process starts with

a clean titanium surface. The surface is imaged either using AFM mode or STM mode. Then,

selective regions are oxidized using a high electric field applied between the probe tip and the

titanium surface. During the oxidation process, the CAFM probe tip acts as a negative biased

electrode with respect to the sample surface and the water meniscus between the probe tip and

sample acts as the electrolyte producing the oxidation reaction. There are several parameters that

affect the oxidation width and the resistivity such as tip radius, oxidation current, i.e. current

flowing between tip and the sample during oxidation process, and the electric field strength, i.e.

bias voltage during oxidization. The process can be done in STM or CAFM mode, which will

also result in different oxide widths and resistances. A schematic of this operation is shown in

Fig. 4.11.

Since the native oxide layer of titanium is a few layers thick, no additional cleaning is neces-

sary before oxidation. The chemical reactions during local anodic oxidation of titanium can be

simplified as [42]:

The water meniscus between the probe tip and the titanium surface dissociates into H+ and

(OH)−:

2 H2 O ⇀↽ 2 H+ + 2 OH−.
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Figure 4.11: The schematic of high electric field based surface manipulation. A titanium film is
deposited on silicon dioxide. The sample is imaged under ambient conditions and a high electric
field between the titanium film and tip is applied. High electric field causes the water meniscus
on the surface to ionize. Oxygen ions are diffused through titanium, changing the material to
titanium dioxide. The same oxidization process can be done using STM or AFM mode.

Applied electric field causes the Ti2+ ions to accumulate at titanium film surface:

Ti + 2 H+ → Ti2+.

These reactions cause a charge transfer between the two electrodes until equilibrium is es-

tablished. Ions migrate through the oxide, driven by the potential drop, and combine to form the

rather unstable Ti(OH)2 which disintegrates under the formation of TiO2:

Ti(OH)2 → TiO2 + H2.

Using the physical principle described above, it has been shown that features with sizes of

tens of nanometers can be fabricated using CAFM operation [48]. The size of these features

can even be decreased to a few nanometers using STM principles, where the end-effector op-

erates a few angstroms above the surface instead of touching or indenting the surface [48]. In

addition, it is proposed in literature that LAO can be used to manufacture nanodevices such as

diodes or single electron transistors [77]. On the other hand, using STM operation with CAFM

probes to obtain smaller features is not shown in literature. Therefore, manipulation using LAO
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process in STM mode with CAFM probes and characterization of these features is an important

step in achieving dual mode and multiple probe array manipulation of surfaces using electrical

principles.

Using this manipulation technique, we have written several features on titanium surfaces and

characterized their properties such as width and resistivity. These results are presented in the

experiments section.

4.5 Modeling of STM Operation and Manipulation

In order to understand the dynamics of the STM operation and manipulation, the mechanics of

the system should be modeled. Performing STM operation and manipulation using STM tips and

AFM cantilevers are conducted in this case study; hence there will be two separate models for

these two operation modes. The use of AFM cantilevers as STM end-effectors is not a common

technique; therefore, this case needs specific attention during modeling. The models presented

this section will be used to show the feasibility of using CAFM probes in STM mode and to

determine optimal or sub-optimal values of design and operation parameters for using CAFM

probes as STM end-effectors.

4.5.1 Using STM Tips as End-effectors

To investigate the effects of bias voltage, scanner dynamics and pulsing on STM operation using

any end-effector, a model of the STM system is needed. For the initial model, the most common

end-effector is chosen for the operation: STM tip. Since STM tips are considered to be “in-

finitely” stiff, modeling of STM operation using STM tips is a more trivial version of the model

that will be presented next, model of STM operation using AFM cantilevers.

The STM operation using STM tips is modeled in the Simulink® environment in Matlab®,

as can be seen in Fig. 4.12. The tunneling current is calculated using an embedded Matlab

105



function block. The tunneling current is modeled by Eq. 2.9 presented in Section 2.3.2. The

noise of the TIA, which is characterized by researchers in ECE, is added to the tunneling current

calculation. The error is generated by subtracting this measurement from the set-point current

and is fed to the proportional-integral (PI) controller. The output of this controller is saturated

to reflect the actual DAQ board and this output signal is inputted to the state-space stage model.

The output of this stage model, which is the displacement of the stage, is slightly corrupted with

the positioning noise of the stages. This displacement is then subtracted from the initial distance

and the topography of the surface and the tip-sample distance is found. The virtual topography

of the surface is set to be rectangular bumps; however a square wave is not used directly because

the derivative of the square wave signal does not exist. Instead the rising and falling edges of

the rectangular topography data are smoothened by using a high slope ramp, which made the

signal’s derivative existing but discontinuous. After finding the distance, the distance value and

the bias voltage is inputted to the tunneling current calculation.

Figure 4.12: The simulation model of the STM operation using STM tips. The tip-sample inter-
action is not modeled since the STM tip can be modeled as “infinitely” stiff.

It should also be noted here that, STM images are created using the topography signal gen-

erated by the controller, which is in fact the output of the controller scaled with a constant cal-

ibration value. Since the scanner always tries to keep the tip-sample separation constant during

imaging to keep the tunneling current constant, the output of the controller follows the actual to-
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pography of the surface. The calibration value is found by scanning a sample, which has features

with known heights, and comparing it with the output of the controller.

3 different stage models are used during simulations. The first stage can be referred as an

ideal stage, whose bandwidth is∞. This stage can be considered as “infinitely” fast and is used

to isolate the simulations from the effects of the stage speed. A second stage model used, referred

as the slow stage model in this study, is the model of the Physik Instrumente P-753 type linear

stages. This model reflects a more realistic scenario for a stack type piezo actuator. Its model

is acquired by feeding a frequency sweep sinusoidal signal, also known as a chirp signal, to the

system and measuring the output. After finding the frequency characteristics of this stage, a first

degree second order model is fitted to this experimental data to find an approximate model. The

bandwidth of this stage is approximately 4 kHz. The third stage model used, referred as the fast

stage model, is a faster version of the slow stage model. To obtain this model, we increased

the bandwidth of the slow stage by 100, increasing the bandwidth to around 400 kHz, which is

similar to the bandwidth of commercially available tube scanners.

All of the simulations, unless stated otherwise in the figure caption, are performed using a set

of nominal parameters to establish fair comparison between simulations. All of these parameters,

their descriptions, and the transfer functions used for these three stages are shown in Table 4.1.

From this point on, only the parameters that are different in each simulation will be noted. The

rest of the parameters can be found from this table, if needed.

In addition to these parameters, a set of parameters is used to calculate the tunneling current

via Eq. 2.9. These parameters are never changed during the simulations, and are listed in Table

4.2. Therefore, any tip with any shape is assumed to create the same tunneling current beam that

only changes with the tip-sample distance, even when the tip radius is changing. A sample plot

of this tunneling current is shown in Fig. 4.13. The non-linearity of this tunneling current with

respect to tip-sample separation provides high sensitivity to the small changes in topography,

hence enables atomic resolution imaging. On the other hand, to control the vertical actuator
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Table 4.1: Nominal Parameters for STM Operation Simulations

Parameter Value Unit Description
kn 42 N/m Cantilever Normal Stiffness
Rt 35 nm Tip radius of a cantilever
Set-Point 80 pA Tunneling current set-point
Bias Voltage 1 V Voltage between STM

end-effector and surface
fn 320 kHz Cantilever’s natural frequency
θt 22.5 degrees Cone angle of the tip
Lt 12.5 µm Tip length
Et 169 GPa Young’s modulus of tip

[Si(111)]
Es 130 GPa Young’s modulus of sample

[Si(100)]
νt 0.28 Poisson’s ratio of Si(111)
νs 0.28 Poisson’s ratio of Si(111)
z0 1 nm Initial tip-sample separation
AH 270 zJ Hamaker constant of Si(111)
σ 0.235 nm Inter-atomic distance of Si
ε0 8.85× 10−12 s4A2/m3kg Permittivity of free space
Qt 100 Quality factor of the cantilever
Scanning 0.5 Hz 1/simulation time, defines the
speed lateral speed of the scanner
TFideal 1 m/V Ideal stage transfer function
TFslow

−3.15×10−5s+0.36
s2+2.522s+5.845×106 m/V Slow stage transfer function

TFfast
−3.15×10−3s+3604

s2+2.522×105s+5.845×1010 m/V Fast stage transfer function
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using a linear controller like PI controller becomes more difficult, because tunneling current can

have values with a few orders of magnitude difference for small changes in tip-sample distance.

Hence, it is hard to stabilize the tunneling current flowing using a linear controller with constant

gains.

Table 4.2: Parameters for Tunneling Current Calculation

Parameter Value Unit Description
reb 0.5 nm Effective tunneling beam radius
qe 1.6× 10−19 C Charge of a single electron
h̄ 6.63× 10−34 m2kg/s Planck’s constant
me 0.91× 10−30 kg Mass of a single electron
φPt 5.5 eV Work function of Platinum
φSi 4.52 eV Work function of Silicon

Using this model, STM imaging and pulsing using STM tips as end-effectors can be simu-

lated easily, however the images would be on a single line. During STM imaging, the two signals

that are most commonly visualized by the control PC are the tunneling current and the topog-

raphy signals. Therefore, during imaging and manipulation simulations, we use these signals to

generate output plots. A sample simulation of STM imaging using STM tips is shown in Fig.

4.14. The height of the bumps in the virtual topography of the surface is set to be 1 nm for this

simulation and the set-point current of 500 pA are used. The rest of the parameters are parame-

ters from Table 4.1 (nominal parameters). As can be seen from the figure, the scanner was able

to track the change in the topography almost perfectly.

4.5.2 Using AFM Cantilevers as End-effectors

Besides the STM images of Si(100) surface taken with AFM cantilevers, which are presented be-

fore, modeling of the STM operation and pulsing using AFM cantilevers as end-effectors is also

required to show the feasibility of this idea. After establishing the model of the STM operation

using STM tips as end-effectors, modeling of the STM operation using AFM cantilevers requires

two additions to the model: cantilever dynamics and tip-sample interaction forces.
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Figure 4.13: The change of tunneling current with respect to the tip-sample separation. Non-
linear behavior of the tunneling current makes it easy to detect small topography changes but hard
to control the vertical position with a linear controller. The current is simulated for a platinum
tip, using the parameters in Table 4.2

(a) (b)

Figure 4.14: Simulated STM line-scan of a surface using STM tip. The simulation is run using
nominal parameters.
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As discussed before in Section 2.3.1, AFM cantilevers can be modeled as mass-spring-

damper systems. The normal stiffness, being the spring stiffness in this analogy, is a vendor

specified value. The natural frequency and the quality factor of the cantilever can be found by

utilizing a frequency sweep; on the other hand, these properties are often specified by the vendor

as well. The damping and the mass of the mass-spring-damper system can then be found using

these parameters and Eqs. 2.6 and 2.7.

In addition to the cantilever dynamics, the probe-sample interaction force should be mod-

eled. The interaction between the probe and the surface is explained before in Section 2.4 and

the models for van der Waals attraction, electrostatic attraction between probe tip and surface,

electrostatic attraction between probe cantilever and surface, and the contact force are presented.

To model the interaction fully, these models are combined and used as the total force acting on

the cantilever tip. The resulting overall system model is shown in Fig. 4.15.

There are two major problems for using AFM cantilevers as STM end-effectors: vibrations

and snap into contact phenomenon. Since cantilevers, unlike STM tips, are compliant structures,

they will vibrate around their natural frequency when small duration forces are induced on them.

This is likely to happen during STM operation due to the tip-sample interaction. The vibration of

the cantilever due to the sharp tip-sample interaction forces will also cause the tunneling current

to oscillate. The snap into contact of the tip to the surface is also a very likely scenario that

occurs due to energy balance in the cantilever-surface interaction [11]. At the distance where

the contact stiffness between the tip and the surface and the stiffness of the cantilever are equal

to each other, the interaction becomes unstable. At this distance, the cantilever either snaps into

contact with the surface or pulls off contact from the surface. The contact stiffness is defined as:

kcontact =
δFinteraction

δz

=
δFvdw

δz
+
δFel

δz
+
δFEl-c

δz
+
δFDMT

δz

(4.1)
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Figure 4.15: The simulation model of the STM operation using AFM cantilevers. Unlike the
model for STM operation using STM tips, the tip-sample interaction has to be modeled since
AFM cantilever can deflect.
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where Fvdw is defined as Eq. 2.10, Fel is defined as Eqs. 2.11 and 2.12, and FDMT is defined as Eq.

2.21 in Section 2.4. Figure 4.16 is a sample plot that shows δFinteraction
δz

, hence the contact stiffness

with respect to the tip-sample distance. The red dashed line is the stiffness of a cantilever. The

intersection points of these two plots are where the contact is unstable, i.e. the snap into contact

and pull off contact distances.

Tip – Sample Distance (nm)

Figure 4.16: Simulated tip-sample interaction force gradient (i.e. contact stiffness) with respect
to tip-sample distance. The two points where the contact stiffness intersects the cantilever stiff-
ness are the points of instability. According to this simulation, the cantilever tip will snap-into
contact with the surface around 0.5 nm separation and the tip will pull-off contact at 0.23 nm.
The simulation is run using nominal parameters.

The dynamic model presented in Fig. 4.15 captures both of these problems, hence is a com-

plete model of the STM system using AFM cantilever, for all simulation purposes. On the other

hand, snap into contact behavior of the tip to the surface can also be modeled as in Eq. 4.1. We

will use the contact stiffness technique to find the snap into contact points for different cantilevers

and compare the results to the values found using the dynamic model to verify that the dynamic

model works correct.
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Since the model is using AFM cantilevers as end-effectors, force-distance curve simulations

can be acquired in addition to image simulations. Figure 4.17 shows a simulated force distance

curve. Figure 4.17(a) is a generic plot that can be obtained while taking force distance curves in

a commercial AFM. The tip deflection and the force data are the two signals available in AFMs.

On the other hand, Fig. 4.17(b) shows the tip-sample distance, which is often not accessible

for SPMs, with respect to the base position. Figure 4.17(c) shows a zoomed-in version of the

previous plot. The snap-into contact and snap out of contact points are shown on this plot as

points A and B, respectively.

Using this dynamic model, STM imaging and pulsing using AFM cantilevers as end-effectors

are also simulated and the tunneling current and the topography signals are visualized. A sample

simulation of STM imaging using AFM cantilevers is shown in Fig. 4.18. The height of the

bumps in the virtual topography of the surface is set to be 1 nm for this simulation and the set-

point current of 700 pA are used. The stage is chosen to be ideal and the rest of the parameters

are parameters from Table 4.1 (nominal parameters). As can be seen from the figure, the scanner

was able to track the change in the topography almost perfectly.

4.6 Simulation Results

To investigate the effect of different parameters on STM operation using AFM cantilevers, we

have performed several simulations using the models described in the previous section. All of

the parameters except the parameter of interest in every simulation are nominal values of those

parameters and can be found in Table 4.1, unless otherwise stated in the simulation plot or the

figure caption.
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(a)

(b)

A

B

(c)

Figure 4.17: Simulated force-distance curve using an AFM cantilever on Silicon surface. The
simulation is run using nominal parameters. (a) The two plots are drawn using the accessible
signals of an AFM. These are the plots that commercial AFMs can generate. The bottom plot is
force (which is proportional to the deflection of the cantilever) with respect to the cantilever base,
and the top plot is the tip position of the cantilever with respect to the cantilever base. (b) This
plot shows the tip-sample distance with respect to the base position and this data often cannot be
accessed in an AFM. (c) The zoomed plot of distance versus base position. The snap-into contact
and pull-off contact points are A and B, respectively. The snap-into contact and pull-off contact
distances are simply the y-coordinates of these two points.
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(a) (b)

Figure 4.18: Simulated STM line-scan of a surface using AFM cantilever. The simulation is run
using nominal parameters.

4.6.1 STM Operation Using CAFM Probes Under Ultra-High Vacuum

The first set of simulations that we have performed was to define the maximum and minimum

tunneling distances for our system. The trans-impedance amplifier used in our system has the

upper threshold current value of 100 nA. Hence it can detect, convert to voltage and amplify any

current value between 0 and 100 nA. These values are read by the DAQ board from an analog

to digital converter channel with 16 bit resolution. Hence the resolution of the current reading

is 100nA/216 = 1.5pA. However, most of our successful imaging trials are conducted at 0.5

nA which is set as the minimum tunneling current feasible for our system. On the other hand 2

nA is the highest current value used for imaging and manipulation of surfaces; therefore it is set

as the maximum tunneling current feasible. These current values correspond to some distance

values for any given bias voltage. During STM operation, the tip of the cantilever should always

be between the maximum tunneling distance, which corresponds to 0.5 nA, and the minimum

tunneling distance, which corresponds to 2 nA. The change of these distances with respect to

bias voltage is simulated and shown in Fig. 4.19. Here, Fig. 4.19(a) is a sample plot that shows

the threshold values and the tunneling current with respect to the tip-sample distance and Fig.

4.19(b) shows the resulting relation of minimum and maximum distances with respect to the bias
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voltage. As can be seen from these figures, for low bias voltages, which are often used during

STM operation, the tip sample distance is always below 1 nm.
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Figure 4.19: Simulated minimum and maximum distances for tunneling. The simulation is run
using nominal parameters. (a) Sample tunneling current with respect to Tip-Sample distance plot
where bias voltage is 1 V. Minimum measurable current is 0.5 nA whereas maximum measurable
current is 2 nA. (b) Minimum and Maximum tunneling current distances with respect to bias
voltage.

In some ideal cases, such as using ideal control loops and stages, the sample could be imaged

while the tip is unstable, i.e. below at a distance below the snap into contact distance. On

the other hand, to be able to form a more stable feedback loop, it is required for the tip to be

positioned below the maximum tunneling distance in a stable way. To enable this, the snap

into contact distance of the tip with the surface should be at a lower than the maximum tunneling

distance. As the snap into contact distance of the tip decrease, or the maximum tunneling distance

increase, the tip is further away from its unstable point during operation, hence is easier to operate

the AFM cantilever in STM mode. However since the maximum tunneling distance cannot be

changed easily, the next best tactic to employ is to choose an appropriate cantilever for the task.

The two main design parameters of an AFM cantilever which can be specified while purchas-

ing is the cantilever stiffness and the tip radius. Therefore, we performed several simulations

using the contact stiffness technique (Eq. 4.1) to define the effect of cantilever stiffness and tip

radius to STM imaging, and to analyze which cantilevers would perform better for our system.
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The results of these simulations are shown in Fig. 4.20. Figure 4.20(a) shows the snap-into con-

tact distances of different stiffness cantilevers with 20 nm tip radii as a function of bias voltage.

The cantilevers that snap-into contact below the maximum tunneling distance curve are viable for

STM operation, since they can reach to distances where tunneling is possible. Using this model,

it is possible to identify the minimum stiffness values for a given tip radius and bias voltage.

Figure 4.20(b) shows such a simulation result. The results show that as the tip radius increases,

the minimum stiffness for a given bias voltage will also increase. It also shows that very low and

very high bias voltages require a stiffer cantilever than the bias range of 0.5 V - 1.0 V. The reason

for high bias voltages requiring a high stiffness is that the electrostatic attraction force is very

high. On the other hand, for low bias voltages, it is significantly harder to generate the necessary

tunneling current for imaging. Hence, these two factors compete and generate an optimum bias

voltage value for STM imaging using CAFM cantilevers. This optimum value depends on the

material of the surface and the material of the cantilever, and can be obtained using our model.

We also wanted to verify our dynamic system model, by comparing the snap into contact

distance values acquired from the dynamic model to the values acquired from the contact stiff-

ness technique. Finding the snap into contact distance using the contact stiffness technique is

straightforward, it is the solution to Eq. 4.1. On the other hand, finding the snap-into contact

point using dynamic simulations is not as easy and objective. During the dynamic simulations,

the control loop is turned off and the stage position is ramped towards the cantilever tip. At

some distance the cantilever starts accelerating towards the stage and snap into contact occurs.

However, the snap into contact distance is not explicitly defined in dynamic system model, hence

we need to choose the criteria for defining the snap into contact distance for the dynamic model.

We have chosen to take the point where the acceleration of the tip movement is greater than its

mean acceleration throughout an approach curve. Hence this distance represents the point where

the tip start accelerating more towards the surface compared to higher distances and therefore

will be very hard to stop the tip after this point, i.e. it will either be or very close to being unsta-
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Figure 4.20: (a) Simulated snap-into contact distances of CAFM probes with different stiffness
values for varying bias voltage. (b) Simulated minimum stiffness values for varying bias voltages
that STM operation would be viable. The simulation is run using nominal parameters. The results
show that STM imaging with AFM cantilevers is possible with stiff cantilevers (kn ≥ 7) with
small bias voltage values. Decreasing tip radius values also increase the stability.
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ble. A sample plot showing one of the dynamic simulations and the snap into contact distance

calculated from this simulation is shown in Fig. 4.21.

Figure 4.21: Simulated snap-into contact behavior of the cantilever while stage is moving to-
wards the tip. The simulation is run using nominal parameters. The snap-into contact point is
defined as the point where the tip starts accelerating towards sample.

After defining the criteria for finding the snap into contact distance between the tip and the

surface, several simulations are performed to compare the results with contact stiffness (also

known as energy balance) snap into contact results. The results obtain from these two models

agree, which verifies that our dynamic simulations work as expected, as can be seen from Fig.

4.22. In both cases, dynamic simulations overshoot the snap into contact point slightly however

this is due to the definition of criteria for finding the snap into contact distances in dynamic

simulations and can be fixed by changing this selection criteria.

4.6.2 Effect of Stage Speed and Noise on STM Operation Using CAFM

Probes

Following the verification of the model, we analyzed the effect of stage speed on the STM imag-

ing with AFM cantilevers. To exaggerate the effect of the stage speed as much as possible, we

performed a simulation using the slow scanner. The result of this simulation is presented in Fig.

4.23(a). When compared to the STM imaging with AFM cantilevers using an ideal stage (can
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(a)

(b)

Figure 4.22: Comparison between the energy balance and dynamic model snap-into contact
simulation results. The simulation is run using nominal parameters. The agreement between the
simulations verifies that the simulations are valid. The small mismatch between the results is due
to the definition of the snap-into contact point in the dynamic model.
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be seen in Fig. 4.18), it is obvious that using a slow stage decreases the image quality. The to-

pography cannot be tracked as good as ideal stage case and often overshoot is observed in rising

edges of the topography. The falling edges of the topography is tracked slower than the rising

edge since the tunneling current error in rising edge is larger than falling edges, as can be seen in

Fig. 4.23(b). This is due to the non-linearity of the tunneling current with respect to tip-sample

separation.

(a) (b)

(c) (d)

Figure 4.23: Sample line-scan simulations that reflect the effect of scanner speed and the noise
on STM imaging using AFM cantilevers. As scanner speed decreases STM image quality de-
preciates. (a) and (b) shows the line-scan simulations using a slow scanner without noise. The
scanner cannot keep-up with the speed of imaging. The addition of noise to the simulations also
decreases image quality. (c) and (d) shows the effect of noise to the line-scan. The effect of noise
is more pronounced on the tunneling current line-scans where the error is increased 700%.

In addition to the stage speed, the qualities of the images are also affected by the noise in the
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positioning and tunneling current measurement. We modeled the noise in the positioning and

the tunneling current measurement as discussed in the previous section and these two possible

sources of noise is added to the system. The effect of noise on the imaging is shown in Fig. 4.23.

Although the effect of the noise is not very pronounced in topography image simulations, this is

due to the fact that the noise values specified for the TIA and the stage used in the system are not

very high (50 fA RMS pink (1/f) noise for TIA and 0.02 nm RMS white noise for the stage). On

the other hand, the effect of the noise is more obvious from the tunneling current plots due to the

non-linearity of the tunneling current. As can be seen from Figs. 4.23(b) and 4.23(d), the error

in the tunneling current increased 700%.

A more comprehensive analysis is then performed on the effects of noise and the stage speed

to STM imaging using AFM cantilevers. The results of these simulations are shown in Fig.

4.24. For these simulations, the slow stage model with a bandwidth of 4 kHz and the fast stage

model with a bandwidth of 400 kHz from Table 4.1 are used. As can be seen from these figures,

using a faster stage has a clear advantage on STM based imaging as the distances between the

tip and the surface that can be achieved using a fast stage is lower than the distances that can be

achieved with a slow scanner. The introduction of noise to the system also decreases the imaging

performance as the distance values with noise are higher in this case. It can also be observed

from the images that as the cantilever stiffness and the tip radius increases the effect of noise also

increases. In addition to this, the effect of noise while using fast scanners are more pronounced

compared to the effect of noise while using slow scanners. This is because the fast scanners can

achieve lower distance values, hence the cantilever tip is closer to the surface, i.e. the distance

between the tip and the surface is closer to the snap into contact distance, and the operation is

more prone to positioning and tunneling current measurement errors.

Although not as easy to operate as “infinitely” stiff STM tips, we believe the simulation

results presented here when combined with the demonstration of STM imaging using AFM can-

tilevers with atomic resolution proves the feasibility of STM imaging with compliant AFM can-
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(a)

(b)

Figure 4.24: The effect of scanner speed and the noise on STM imaging using AFM cantilevers.
Using fast scanners have a clear advantage over using slow scanners. However the effect of
noise is more pronounced while using fast scanners. This is due to the fact that, using fast
scanners are nearly perfect without noise, whereas the addition of the noise is a minor problem
for slow scanners compared to their speed problems. (a) The effect of scanner speed and noise
on imaging with respect to various normal stiffness values. (b) The effect of scanner speed and
noise on imaging with respect to various tip radius values.
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tilevers. However the feasibility of using AFM cantilevers for STM based electrical manipulation

of surfaces is another topic and should be investigated more.

4.6.3 Manipulation of Surfaces via Short Electrical Pulses Using CAFM

Probes

In order to demonstrate the feasibility of using AFM cantilevers in STM manipulation, we per-

formed pulsing simulations on the system model. During these simulations, we applied a speci-

fied pulse on the bias voltage while the tip was imaging the surface in a stable way and checked

the deflection of the cantilever as well as if the snap into contact occurred or not. A sample

pulse that is applied on the bias voltage is shown in Fig. 4.25(a). The pulse times used in these

simulations were all 1 milliseconds long, an easy to achieve time using any DAQ board.

Since we have already demonstrated that pulsing with STM tips is easy to succeed, we first

performed a pulsing simulation using the STM operation using STM tip model, to obtain baseline

values for the deflection. During these simulations the STM tip, the tip holder and the vertical

scanner are assumed to be a single body and the system is modeled as a mass-spring-damper

system with values of a similar scanner from literature [97]: k = 2.8×106 N/m, b = 13.1 N-s/m,

and m = 0.6135 kg. The results show that the deflection of the STM tip with the applied pulse

is around 10−6 nm, hence negligible. The results of this simulation are shown in Fig. 4.25(b).

On the other hand, when the same pulse is applied on a cantilever, the cantilever starts vi-

brating at its natural frequency due to the impulse applied from the increase in the electrostatic

force. The vibrations dampen in a few microseconds and the tip-sample distance assumes the

value corresponding to the increased electrostatic force. When the pulse is over, the electrostatic

force decreases to its previous value corresponding to the bias voltage, hence the cantilever os-

cillates for a second time and then the tip-sample distance assumes its equilibrium value during

imaging. Because of the impulse applied on the cantilever, the maximum deflection and the

mean deflection of the cantilever during pulsing are not the same value. As can be seen from Fig.
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(a)

(b) (c)

Figure 4.25: Sample pulsing simulations. (a) The applied bias voltage during imaging. The
pulse time is 1 millisecond and pulse voltage is 2.5 V. (b) The deflection of an STM tip during
pulsing. The tip deflection is negligible however the damage that can occur during pulsing is
not modeled. (c) The deflection of an AFM cantilever during the same pulse. The difference
between the deflections is almost 6 orders of magnitude.
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4.25(c), the mean deflection of the cantilever is 0.08 nm whereas the maximum deflection is 0.15

nm, almost twice the mean deflection. If the cantilever snaps into contact when the maximum

deflection occurs, there is a chance that the cantilever would stay in contact for the remaining of

the scan, or the tip might be damaged. In both of these cases STM imaging with the cantilever

will no longer be possible.

In order to pulse using a cantilever while keeping it still at the imaging condition, the pa-

rameters that affect the maximum cantilever deflection during pulsing should be defined and

investigated more in depth. We believe that these parameters are kn, the normal stiffness of

the cantilever, which changes the snap into contact distance of the cantilever; Rt, the tip ra-

dius, which changes the force that the cantilever experiences during pulsing; Vb, the bias voltage,

which changes the equilibrium distance of the cantilever during imaging; Vp, the pulse voltage,

which changes the equilibrium distance of the cantilever during pulsing i.e. the mean deflection;

and τp, the rise time of the pulse, which changes the sharpness of the pulse, i.e. the similarity of

the pulse to an impulse.

To investigate the effects of these parameters listed above, simulations similar to the ones in

Fig. 4.25(c) are performed and these results are shown in Fig. 4.26. In these plots, the blue dots

denote the equilibrium distance during imaging whereas the maximum deflection during pulsing

is denoted by red dots. The purple dashed line is the inter-atomic distance of silicon. A red dot

under this purple line means that the cantilever snapped into contact with surface while pulsing

with the corresponding parameter. The results suggest that to be able to pulse with cantilevers

and continue imaging without damaging the tip, high stiffness cantilevers with sharp tips should

be used. The bias voltage, i.e. the starting tip-sample distance prior to pulsing, and the pulse

voltage, i.e. the tip-sample equilibrium distance during pulsing, should be high. The rise time

also effect pulsing but the effect is not as pronounced as the other parameters.

In addition to the parameters listed above, the pulse time is also a parameter that can affect

the maximum cantilever deflection during pulsing as long as the pulse time is lower than 10
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(a) (b)

(c) (d)

(e)

Figure 4.26: The effects of several parameters on pulsing using AFM cantilevers. Blue markers
denote the equilibrium distance between tip and the surface during imaging. Red markers denote
the minimum distance between tip and the surface during pulsing. Purple dashed line is the inter-
atomic distance. If a red marker is under the purple dashed line, the corresponding parameters
cause the tip to crash into the sample during pulsing.
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microseconds, however this time scale pulses are hard to achieve with a DAQ board. On the

other hand, with the compromise of cost and complexity, pulse generators can be used to apply

shorter pulses to change the maximum deflection of the cantilever during pulsing. To show this

difference, a sample plot of a short pulse of 2 volts for the duration of 100 nanoseconds on the

same cantilever is shown in Fig. 4.27. In order to investigate the effect of short pulses in a more

comprehensive way, a series of simulations are performed and the results are listed in Table 4.3.

Table 4.3: Simulated Maximum Deflection Values for Short Pulses (nm)

Pulse Voltage (V)
2 8

Pu
ls

e
Ti

m
e

(n
se

c) 100 0.005 0.059
300 0.014 0.315
600 0.048 0.453∗

∗ Tip snapped into contact

The results of the simulations shown in Table 4.3 reflect that applying very high voltage

pulses such as 8 volts are even possible using cantilevers as long as the pulse duration can be

kept very short. Hence the equipment used to induce pulses using AFM cantilevers can also be

considered as a design parameter of the system and high speed pulse generators can be interfaced

with the STM control hardware and the software in order to apply high voltage pulses while

using AFM cantilevers as STM end-effectors. We should also note here that, we haven’t tried

pulsing with CAFM probes due to the expense of the required equipment and change of research

plans towards the local anodic oxidation studies. The main reason for the change of focus in the

research was the fact that structures that can be made out of pure silicon are useless in a device

perspective.

4.6.4 Modeling of Titanium Oxidation Using CAFM Probes

All of the simulation results that have been presented so far assume the operation is carried under

ultra-high vacuum. However, titanium oxidation process and local anodic oxidation in general is

carried in ambient conditions because of the need to have water meniscus on the surface as the
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(a)

(b)

Figure 4.27: (a) A sample short duration pulse. The deflection of the AFM cantilever is consider-
ably lower compared to long pulses. The oscillations are more pronounced since the simulation
time is 2 orders of magnitude shorter compared to long pulses. (b) Zoomed in view of the same
plot around the pulse.
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electrolyte. This water meniscus causes capillary forces to exist between the CAFM probe tip

and the titanium surface during manipulation operation. In order to make the model accurate for

titanium manipulation case, this capillary force needs to be modeled as well.

In order to model the capillary forces, we start with finding the water layer thickness on

the surface. Since the capillary force only exists when the two meniscuses are touching, this

thickness will act as an on/off switch for the existence of this force. The water layer thickness on

a surface can be calculated as [112]:

r1 =
2γLV

RT log(RH)
, (4.2)

where r1 is the thickness of the water layer on the surface, γL is the liquid surface tension (for

our case, surface tension of water = 0.072 N/m), V is the liquid volume, R is the universal

gas constant (= 287J/(kg K)), T is the temperature of the environment and RH is the relative

humidity.

Using the r1 value, capillary force can be calculated as [112]:

FCap(z) = −4πγLRtipcosθ
1

1 + z
2r1cosθ

, (4.3)

where z is the tip-sample separation,Rtip is the tip radius and θ is the contact angle of the surface.

Using these equations, we calculated the non-contact forces acting on a CAFM probe during

operation in ambient conditions as shown below in fig 4.28. The parameters are all nominal

parameters stated before in tables 2.1 and 2.2. The new parameters needed for the simulations

are given below in table 4.4. Figure 4.28(a) shows the case of a gold sample and platinum/iridium

coated tip and Fig. 4.28(b) shows the case of a titanium sample and diamond coated tip.

As can be seen from the force plots, the magnitude of the capillary force during titanium ox-

idation is comparable to the other forces, therefore it cannot be neglected. Therefore they should

be considered when one models the snap-into contact behavior of CAFM probes in ambient con-

ditions. However, one problem arises when this updated force model is implemented to find the
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(a)

(b)

Figure 4.28: (a) Forces experienced during manipulation operation on a gold surface using a
platinum-iridium coated CAFM probe. The capillary force is also included. (b) Forces experi-
enced during manipulation operation on a titanium surface using a diamond coated CAFM probe.
The capillary force is also included. Hamaker constant of titanium is taken as AH = 153 zJ [64].
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Table 4.4: Parameters for Capillary Force Calculation

Parameter Value Unit Description
θAu 56 (from [90]) Degrees Contact Angle of Gold
θTi 59.3 (from [95]) Degrees Contact Angle of Titanium
RH 65% Relative Humidity

snap into contact distance of the CAFM probe tips. Since the capillary force is not continuous, its

derivative does not exist. Therefore, it cannot be compared directly with the cantilever stiffness

to find the snap into contact distance. In reality, this discontinuity will result in very high contact

stiffness values at the point of discontinuity and probably will cause the probe tips to snap-into

contact much before the UHV model predicts.

In order to predict the snap-into contact distances of probes during titanium oxidation, this

model should be used. This part of the thesis is left as a future work.

4.7 Experimental Results

To prove the procedures we defined to manipulate silicon and titanium surfaces, we have per-

formed several proof-of-concept experiments using RHK SPM, its own controller and the custom

control system. In addition to these manipulation experiments, we conducted experiments to ver-

ify the force and snap-into contact model. Moreover, the effect of set-point force during CAFM

mode LAO and the effected of manipulation voltage during STM mode LAO are investigated.

The results of these experiments are presented in this section.

4.7.1 Silicon Manipulation Using Short Electrical Pulses

Using the manipulation algorithm specified in 4.4.1, we performed several experiments to write

lines on the hydrogen passivated silicon surface and observed that the process is repeatable. An

image of the patterned area following one of these experiments is shown in Fig. 4.29. To increase

the visibility of the written lines in the image, the gradient of the topography image is shown.
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During this experiment a total of 48 lines are written (12 long, 36 short) in a 330 nm × 330 nm

area. The lines are written in 6 smaller neighbor regions and a final image of the total region of

interest is taken after the lines are written. The time spent to write a line is around 30 seconds.

It should be noted here that, although depassivation is a subtractive patterning method, the

written lines are sensed as topographically higher points than the passivated surface. This is due

to the conductivity difference between the passivated and depassivated regions. The passivated

surface parts are less conductive, leading to a lower topographical image because the flowing

current with the same voltage in the passivated areas are lower.

Figure 4.29: 330 nm × 330 nm gradient STM image of lines written on a hydrogen passivated
Si(100) (Si(100) 2×1:H) surface under UHV. The image is taken using a Pt-Ir STM tip, at bias
voltage of -1 V and set-point current of 150 pA and the lines are written using +4.5 V, 2 millisec-
ond long pulses on the lines. The distance between two neighboring pulses on the same line is 2
nm.

Although the manipulation is repeatable, passivation of silicon with hydrogen, which is a

step needed to prepare the sample is not so repeatable. We suffered during these experiments

to reproduce the sample. Adding this problem to the aforementioned problems of not being

able to manufacture devices from just silicon and not being able to pulse using conductive AFM

probes, we abandoned this manipulation study after these experiments, which proofs that such a

manipulation is possible.
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4.7.2 Titanium Manipulation Using High Electric Fields

Using the manipulation algorithm specified in 4.4.2, we performed several experiments to write

lines on titanium surface and observed that the process is repeatable. To start with, we have

deposited rectangular titanium regions whose widths are 2 µm and thicknesses are 5-6 nm on a

silicon dioxide surface. We then imaged these surfaces in AFM mode under -1 V bias voltage.

We then performed manipulation operation using ambient RHK SPM and custom control system

as linear or circular patterns on titanium and imaged the surface in AFM mode to verify manip-

ulation. Figure 4.30(a) shows a line oxidized on titanium region using a CAFM probe in CAFM

mode. The manipulation voltage was 10 V and the tip speed was 100 nm/s. The width of the

CAFM oxidization line is found to be 253.6 nm.

We have also recorded the current image after the manipulation is done. As can be seen from

Fig. 4.30(b), current flows in the regions left of the oxidation line, however after the oxidation

line there is no current since the path between the bias port and the sample is broken due to

the resistance of the oxidization. We calculate the resistance of the oxidation line using these

images by simply subtracting the resistance of the left hand side of the titanium from the right

hand side of the titanium with respect to oxidation line. In addition, we record the current data

during CAFM mode oxidation to get an idea of the amount of the current flow that occurs during

oxidation operation. The current data for this oxidation line is shown in Fig. 4.30(c). The

oxidization current is calculated from this data; by simply finding the average current while the

tip is over the titanium surface and over the silicon dioxide surface and subtracting these two

values. For this oxidization trial, the net oxidization current is 0.12 nA.

Using the same type of sample and conducting AFM probe, ambient RHK SPM, and custom

control system, we also performed STM oxidation trials. We imaged the surface in AFM mode

since the sample is electrically heterogeneous, then we switched to STM mode while the tip is

over the dog bone and conducted the manipulation operation in a circular path and then switched

back to AFM mode and imaged the surface one more time to verify manipulation. Figure 4.31(a)
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(a) (b)

(c)

Figure 4.30: AFM image and data of a linear path oxidized in CAFM mode. (a) Topography
image. Using this image we calculate the width of the oxide line. (b) Current image. Using this
image we calculate the resistance of the oxide line. (c) Current reading during oxidation. This
data provides important information regarding the current generated during oxidization proce-
dure.
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shows a circular pattern oxidized on titanium region using a CAFM probe in STM mode. The

manipulation voltage was 3.5 V and the tip speed was 50 nm/s. The width of the STM oxidization

feature is found to be 90 nm this time, which is almost a three times reduction compared to

CAFM mode.

(a) (b)

(c)

Figure 4.31: AFM image and STM data of a circular path oxidized in STM mode. (a) Topography
image. Using this image we calculate the thickness of the oxide donut. (b) Current image. Using
this image we calculate the resistance of the oxide donut. (c) Force reading during oxidation.
This data provides important information regarding the force experienced by the compliant probe
during STM mode oxidization procedure.

We have also recorded the current image after the manipulation is done. As can be seen from

Fig. 4.31(b), current flows in the regions outside of the oxidation pattern, however there is no
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current inside the oxide circle since the path between the bias port and that part of the sample is

broken due to the resistance of the oxidization. We calculate the resistance of the oxidation line

using these current images by simply subtracting the resistance of the outside titanium from the

inside titanium with respect to oxidation circle. In addition, we record the force data during STM

mode oxidation to get an idea of the forces experienced by the CAFM probe during oxidation

operation. The force data for this oxidation line is shown in Fig. 4.31(c). The oxidization force

is calculated from this data; by simply finding the average force while the voltage between the

tip and the sample is at bias voltage and the voltage between tip and sample is at manipulation

voltage and subtracting these two values. For this oxidization trial, the net oxidization force is

-7.55 mV which corresponds to an attractive 172.79 nN.

4.7.3 Snap-into Contact of a Compliant Probe under Bias Voltage

In order to verify the force model proposed, we compared the simulated snap-into contact dis-

tances for three different stiffness cantilevers (Bruker Probes SCM-PIT, 1-5 N/m, MicroMash

NSC14/Pt, 1.8-12.5 N/m, and Bruker Probes DDESP-10, 20-80 N/m) with experimental results.

The experiments were conducted with the same SPM the silicon (100) surfaces imaged. For ev-

ery cantilever, ten force-distance curves were acquired for every bias voltage point (0-4 V with

0.2 V increments) and the distance where the cantilever snapped-into contact with the sample

was found. The cantilever stiffness values, calibrated using Sader’s method [100], were found to

be 4.1 N/m, 6.9 N/m, and 64.8 N/m, respectively.

To obtain the model results for the same set of points, we needed to determine the values of

the parameters of the model. The parameters can be divided into two groups: material dependent

parameters and geometry dependent parameters. The values of the material dependent parame-

ters were taken from literature with one exception of the Hamaker’s constant of Platinum/Iridium

and Gold interface, which is not reported in literature. Therefore, we found the value of this pa-

rameter by fitting the simulation results to the experimental data using only the 0.0 V and 4.0 V
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snap-into contact points of the soft probe results which has a tip coating of PtIr. On the other

hand, most of the geometry dependent parameters like cantilever width and length are acquired

using scanning electron microscope (SEM) images of the cantilevers and the stiffness values of

the cantilevers are calibrated using Sader’s method, as suggested above. The remaining geom-

etry dependent parameters namely, cantilever angle, tip angle, and the tip radius, are harder to

acquire. Among these parameters, we used manufacturer specified values for the cantilever and

tip angles. The tip radius values were found by fitting the simulation results to the experimen-

tal data using only the 0.0 V and 4.0 V snap-into contact points for all three cantilevers. We

chose to fit the tip radius because it affects all of the forces (elastic contact force, inter-atomic

force and electrostatic force) whereas tip angle only changes electrostatic force between tip and

the sample and cantilever angle only changes electrostatic force between the cantilever and the

sample. Therefore, tip radius is the most appropriate parameter to use for this fitting. All of the

parameters used in the simulations are listed in tables 2.1 and 2.2. Figure 4.32 shows the result

of this comparison.

The tip radii were found as 34.5 nm, 12.9 nm and 20.7 nm for soft, mid-stiffness and hard

cantilevers, respectively, which are close to the manufacturer reported values of < 25 nm, < 25

nm and< 50 nm, respectively. The Hamaker’s constant of PtIr was found as 224.7 zJ, which is in

the 200-400 zJ range of reported values of Hamaker’s constant for platinum [118, 129, 133]. Both

simulation and experiment results for the hard cantilever shows no snap-into contact behavior

hence the snap-into contact distances for every voltage value is equal to the inter-atomic distance

value of 0.288 nm. The reason behind the hard cantilever not snapping-into contact is simply

the fact that the gradient of the probe-sample force does not reach the high cantilever stiffness,

hence does not cause any instability. On the other hand, for soft and mid-stiffness cantilevers, the

stiffness values of the cantilevers are not high enough to ensure stability. Considering only 0.0 V

and 4.0 V points of each plot are used for fitting the tip radii, the fact that the model predicts both

the shape and the magnitude of voltage versus snap-into contact distance curves successfully is
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figure.
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the indication that the model is accurate.

4.7.4 Effects of Oxidation Parameters on Titanium Manipulation

In addition to the proof of concept experiments presented in 4.7.2 that shows the capabilities

of our system in terms of LAO on titanium surfaces, we conducted a series of experiments to

investigate the effects of normal force applied during CAFM mode oxidation and manipulation

voltage applied during STM mode oxidation on oxide feature properties.

The first set of experiments that we conducted was done in CAFM mode using a 35.5 N/m

CAFM probe with a diamond coated tip (Bruker Probes, DDESP) on 5-6 nm thick, 2 µm wide

rectangular titanium regions deposited on silicon dioxide. The cantilever stiffness is found using

Sader’s method. We used custom control system and RHK SPM operating under ambient con-

ditions with 50%-65% humidity. The samples were imaged, then a linear path on the titanium is

oxidized, and an “after” image is taken under -1 V bias voltage. Oxide line widths, oxidization

current values, oxide resistance and resistivity values are found as described in 4.7.2. Manipula-

tion voltage was held at 10 V for each run and a tip speed value of 100 nm/s is used. 5 different

set-point normal force values were used for CAFM oxidization experiments which were 229 nN,

343 nN, 458 nN, 572 nN and 687 nN. These values correspond to 10 mV, 15 mV, 20 mV, 25 mV

and 30 mV laser deflection readings. 4 experiments are conducted at each set-point normal force

value. The results of these experiments are shown in Fig. 4.33.

We could not find any relation between the normal set-point and the oxide line width and

oxidization current, as can be seen from Figs. 4.33(a) and 4.33(b), consecutively. Oxide line

width values were high and seem not to vary significantly with different normal force set-point

values which led us believe that the oxidization width is mostly a function of the tip radius rather

than the set-point. On the other hand, we found an inverse relation between the normal force

set-point value and the oxide resistance and resistivity, as can be seen from Figs. 4.33(c) and

4.33(d); respectively. We believe the reason of such relation is the fact that LAO needs the water
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Figure 4.33: Analysis of the lines written on a titanium dog-bone structure using a conductive
AFM probe in CAFM mode. Every error bar is calculated from 4 data points. Oxidization
voltage was 10 V and cantilever stiffness was 35.5 N/m. (a) Oxidization line width with respect
to different normal force set-points. (b) Oxidization current with respect to different normal
force set-points. (a) Oxide resistance with respect to different normal force set-points. (a) Oxide
resistivity with respect to different normal force set-points.
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meniscus to oxidize the surface; however, the meniscus is pushed away from the contact as the

cantilever is pressed more and more into the surface.

The second set of experiments was conducted in STM mode using the same CAFM probe

on the same surface. We used custom control system and RHK SPM operating under ambient

conditions with 50%-65% humidity. The samples were imaged in AFM mode, then a circular

path on the titanium is oxidized in STM mode, and an “after” image is taken in AFM mode under

-1 V bias voltage. Oxide circle widths, oxidization force values, oxide resistance and resistivity

values are found as described in 4.7.2. Manipulation current was held at 1.5 nA for each run

and a tip speed value of 50 nm/s is used. 5 different manipulation voltage values were used for

STM oxidization experiments which were 3.5 V, 4.5 V, 5.5 V, 6.5 V and 7.5 V. 4 experiments

are conducted at each manipulation voltage value. The results of these experiments are shown in

Fig. 4.34.

We found linear relation between the manipulation voltage in STM mode and every analyzed

oxide feature property, namely line width, oxidization force, oxide resistance and oxide resis-

tivity, as can be seen from Figs. 4.34(a), 4.34(b), 4.34(c), and 4.34(d); respectively. The results

show that as the manipulation voltage increases the line widths of the oxide patterns increase. We

believe this is due to the increase in the electron beam radius during STM oxidization. The resis-

tance and the resistivity of the oxide features also increase with increased manipulation voltage,

which means the quality of the oxidization is better.

The most surprising result among all these experiments were the oxidization force with re-

spect to the oxidization voltage. These force values are net values calculated by subtracting the

mean force during STM operation at bias voltage from STM operation at manipulation voltage.

Our results show that at low manipulation voltage values, CAFM probe experiences an attractive

force during oxidation. However at 6.5 V and 7.5 V values, CAFM probe starts experiencing a

more repulsive force. In other words, CAFM probe experiences a more repulsive force during

oxidation as the manipulation voltage increases. We believe the reason for this behavior is the
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Figure 4.34: Analysis of the lines written on a titanium dog-bone structure using a conductive
AFM probe in STM mode. Every error bar is calculated from 4 data points. Current set-point
during writing was 1.5 nA and cantilever stiffness was 35.5 N/m. (a) Oxidization line width
with respect to different oxidization voltages. (b) Oxidization force with respect to different
oxidization voltages. (a) Oxide resistance with respect to different oxidization voltages. (a)
Oxide resistivity with respect to different oxidization voltages.
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increase in the resistivity of the region oxidized. The CAFM probe tip is touching the surface

during oxidization operation however since the region is oxidized a lot of current does not flow

through the contact; hence the controller can keep the current at the set-point value. As the ma-

nipulation voltage increases, the cantilever pushes itself more into the surface because the region

oxidized has a higher resistivity. Therefore the CAFM probe experiences a more repulsive force

with higher manipulation voltages.

The results also show that STM mode oxidation results in smaller structures at lower manip-

ulation voltages. It also shows more controllability on oxide feature properties. CAFM mode

oxidation has no advantage over STM mode oxidation other than being easier for most control

systems to achieve since most commercial systems do not have instant switching capabilities that

would allow them to operate on an electrically heterogeneous surface like ours.

4.8 Summary

This chapter demonstrated the procedure of electrical manipulation of surfaces using an SPM.

Silicon samples are imaged using constant current mode STM and atomic resolution is achieved

both with STM tip and CAFM probes as STM end-effectors. A custom control system is devel-

oped to control the SPM with more flexibility and faster control loop. Two different manipula-

tion techniques are presented: manipulation of silicon surfaces using short electrical pulses under

UHV and manipulation of titanium surfaces using high electric fields under ambient conditions.

Both manipulation techniques are proven to work via experiments.

During manipulation using short electrical pulses, the silicon samples are passivated and

patterns on the surface are formed. For demonstration, silicon surfaces and hydrogen masks

are used; however the manipulation scheme can be applied to different conductive or semi-

conductive substrates. These demonstrations are performed using STM tips as end-effectors.

For manipulation using high electric fields, titanium samples are used in LAO technique. The

manipulation scheme can be applied to different metals which can be oxidized using LAO. The
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demonstrations are performed using CAFM probes as end-effectors and in CAFM and STM

operation modes. The effects of normal set-point force during CAFM mode oxidation and ma-

nipulation voltage during STM mode oxidation on oxide feature properties are experimentally

investigated.

Moreover, a complete model of the STM system for imaging and pulsing, using STM tips or

AFM cantilevers as end-effectors, is presented and used to analyze the feasibility of utilization of

AFM cantilevers as STM end-effectors for imaging and manipulation of surfaces. The effects of

several design and operation parameters of STM parts and CAFM probes to STM imaging and

manipulation are investigated. The model is verified with experiments and then used to show

that an optimal operating bias voltage can be found for STM operation using CAFM cantilevers.

The model can also be used to find the minimum cantilever stiffness value for a given sample and

operating bias voltage value. Given that the values of most of the parameters used in the model

can be found from literature and cantilever stiffness values can be calculated using a normal

stiffness calibration method, the only limitation of the model is seen as the uncertainty of the

CAFM probe tip radius which we found by fitting the model to the experiments. This work

could help researchers to choose an appropriate stiffness value for the end-effectors in a dual

mode SPM that can work as either an STM or an AFM. Combined with the demonstration of

atomic resolution STM imaging using AFM cantilevers, this is a step towards a multiple probe

approach to increase the throughput of STM operation.

Demonstrating the possibility of a fast and reliable SPM based electrical manipulation system

with high throughput would increase the use of SPM for micro/nano-manufacturing applications

where SPM would be inexpensive than most of the techniques and machines, which are cur-

rently used for nanofabrication. With the increase in its throughput, SPM would be an invaluable

tool for nanofabrication due to its capability of performing manipulation in nanometer to atomic

scale. Hybrid manufacturing systems that use MEMS techniques to manufacture micron scale

structures and SPMs to manufacture smaller scale structure can be built. Moreover, utilization
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of CAFM probes as STM end-effectors can lead to a dual mode SPM which can switch instan-

taneously between AFM and STM mode operations. This potential dual mode SPM can operate

as an AFM or STM at a given time for nanoscale imaging or manipulation without changing

the end-effector. Such an operation would enable researchers to image a heterogeneous surface

with both insulating and conductive parts and pattern the same surface using STM principles for

advanced tip based nanofabrication applications.
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Chapter 5

Conclusions

5.1 Summary of Accomplished Work

This thesis focuses on tip directed mechanical and electrical manipulation. During this study,

we have attempted to develop a faster and more reliable manipulation system using SPMs. We

have selected AFM based automated nanoparticle manipulation and STM based electrical ma-

nipulation of surfaces as two case studies, to show the feasibility of the ideas that we presented.

Below is a list that itemizes the progress achieved toward a more reliable and faster manipulation

system during this work:

• Presented a nanoparticle manipulation system with automated operation capability to in-

crease the speed and reliability of the nanoparticle manipulation by significantly decreasing

operator interaction time and human error during the operation.

• Demonstrated contact loss detection and particle center detection algorithms for nanopar-

ticle manipulation. These algorithms increased the reliability of the nanoparticle manipu-

lation and enabled the automation of the procedure.

• Demonstrated physical model of the AFM based nanoparticle manipulation which helps us

investigate the underlying principles of nanoparticle manipulation and enables us to choose
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optimal cantilevers required to achieve the manipulation operation.

• Investigated the speed and reliability of the automated nanoparticle manipulation system

by conducting a series of experiments with different pushing angles and for different dis-

tances, and presented that the reliability is not affected by the pushing angle and the relative

speed increases with the increase in distance.

• Developed a multiple particle manipulation algorithm that significantly improves the over-

all speed of the nanoparticle manipulation process for tasks that involve manipulating more

than one particle to form assemblies or patterns.

• Presented the design of a new SPM control system and software, which enabled us to

access all the signals anytime they are needed. It was faster and more flexible than the

commercial controller of the SPM used for electrical manipulation case study.

• Demonstrated the possibility of atomic resolution imaging using AFM cantilevers as end-

effectors in STM mode. This is considered as a step towards multiple probe imaging and

manipulation in using STM that can be utilized to increase the throughput.

• Demonstrated the ability of surface modification via electrical pulses and high electric

fields between the STM end-effector and the surface using STM tips and CAFM probes.

This step forms the basis of the second case study, STM based electrical surface manipu-

lation.

• Introduced a complete dynamics model of the electrical non-contact manipulation system

for both imaging and pulsing operations, using STM tips and AFM cantilevers as end-

effectors with three, different bandwidth, vertical positioning stages. This dynamics model

is also verified by comparing and showing the agreement of the snap into contact distance

results of the dynamics model with the results obtained from contact stiffness (i.e. energy

balance) equations.

• Verified the force model for using CAFM probes as STM end-effectors for operation and
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manipulation through snap-into contact experiments ran with 3 different stiffness can-

tilevers under different bias voltages.

• Investigated the effects of several parameters such as cantilever stiffness, tip radius, noise

and stage bandwidth on STM imaging using AFM cantilevers via the dynamics model of

STM operation using AFM cantilevers. The model also verified the feasibility of the idea,

using AFM cantilevers as STM end-effectors for imaging.

• Investigated the effects of several parameters such as cantilever stiffness, tip radius, pulse

time, pulse voltage, bias voltage and pulse rise-time on STM based manipulation by elec-

trical pulses using AFM cantilevers via the dynamics model of STM manipulation using

AFM cantilevers. The model also verified the feasibility of the idea, using AFM cantilevers

as STM end-effectors for pulsing.

• Investigated the effects of set-point normal force and manipulation voltage on the proper-

ties of written features for conductive AFM mode and STM mode electrical manipulation

of surfaces using conductive AFM probes for high electric fields.

5.2 Future Directions

5.2.1 Automated Mechanical Contact Manipulation of Nanoparticles

For autonomous nanoparticle manipulation, combining a Kalman filter or particle filter based

drift compensation algorithm with the current system is the first step to build structures that

consist of more than a few nanoparticles. After this addition, the manipulation of smaller sub-

units such as CNTs or nanoparticles of smaller diameter (5-30 nm) can also be attempted. For

this task, AFM systems with better noise levels should be utilized.

If one uses a 3-D force sensing AFM probe, estimating the particle position online becomes

possible for better speed and reliability. Also, other methods of manipulation such as a pick-and

place operation can be investigated. Finally, an application of nanoparticle manipulation can be
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studied. Possible candidates include plasmonic circuit elements, micro/nanoscale mask or mold

making for fabrication, or gluing/soldering applications.

Plasmonic applications might be the most interesting possibility. When a conductive nanoen-

tity is exposed to light at a certain wavelength that is determined by its geometry and material

properties, its free electron cloud can be excited to oscillate. This excitation can be transferred,

focused, or even branched if these nanostructures can be placed at precise locations to form cer-

tain patterns. Making use of this phenomenon, one can build plasmonic elements of very small

size to transfer information with fast speed.

Gluing or soldering micro/nanostructures using manipulated nanoparticles seems to be a pos-

sible short term application. For instance, while CNTs can offer high conductivity, their usage

in future nanocircuits as interconnects may suffer from high contact resistances. This contact

resistance problem can be reduced to acceptable levels by soldering metallic nanoparticles at the

contact point by melting with high electrical currents. Similarly, produced simple nano-objects

can be glued in position to form and assemble complex structures.

5.2.2 Electrical Non-contact Manipulation of Surfaces

The first future task that should be achieved is the implementation of a more complete model

for titanium oxidation using CAFM probes as end effectors. The model that I implemented

in previous chapter is a comprehensive model that includes the forces that are in play during

UHV operation. On the other hand, titanium oxidation process occurs in ambient conditions

where capillary forces exist. This difference is discussed in the modeling and simulation section

of previous chapter; however the model is not fully implemented and simulated. The force

equations are given for future researchers’ convenience. The following studies on this topic

should include the capillary forces to the model to implement a more comprehensive model of

the titanium oxidation and snap into contact distances should be recalculated with the new force

model for titanium oxidation studies.
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In addition, to increase the speed and the precision of the electrical non-contact manipulation

of surfaces using STM, an open-loop, model based, lateral control of the STM scanner should be

implemented and an algorithm that would operate the STM autonomously during manipulation

should be designed. In order to achieve this, non-linearity compensation based on open-loop,

inverse model control is a good candidate. This control algorithm can be designed to characterize

and compensate non-linearities by using image data other than using positioning sensor data as

the feedback, since positioning sensors are not available in every system. In order to design

this control algorithm, the scanner should be characterized using images of known patterns such

as calibration patterns or atomic resolution silicon images. Repetitive control for manipulation

tasks can also be investigated since manipulating the surface requires the scanner to follow paths

repetitively, that would enable the use of iterative learning or repetitive control methods.

Moreover, electrical manipulation and STM operation using CAFM probe arrays should be

investigated further. As a first step towards a multiple probe STM based electrical surface manip-

ulation approach to increase the throughput of SPM based nanomanipulation tasks, we showed

STM operation and manipulation using AFM cantilevers. So far, we have demonstrated atomic

resolution imaging using stiff AFM cantilevers and presented proof-of-concept STM imaging

and manipulation simulations and experiments that used CAFM probes as end-effectors. In or-

der to take these results one step further, conductive AFM probe arrays should be manufactured

and parallel STM operation and manipulation should be shown. Such a demonstration would

have a big impact on tip based nanomanipulation research since it is a direct solution to the

speed and throughput problems of these systems.

Last but not least, device applications using electrical manipulation of surfaces should be

studied further. Several studies suggested single electron transistors [77] and metal-insulator-

metal diodes [76] can be manufactured using tip based manipulation. If such devices can be

manufactured with a high yield rate at higher speeds, the significance of tip based manufac-

turing will be demonstrated. Also, advantages like the precision and the device size of the tip
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based manufacturing process will make the tip based manufacturing systems a viable option for

manufacturing such devices.

5.2.3 Custom Control System and Oscan V2.0

Before continuing with the improvement suggestions, one problem should be noted that might

prevent future researchers to achieve a better controller implementation in RHK SPM and the

custom control system. The FPGA on the DAQ board, which has the lower level coding on it,

ran out of space. Therefore, implementation of any new algorithms is on hold at this point. The

solution for this problem is to buy an identical FPGA based DAQ board and divide the low level

code into two pieces. Such a solution requires funding but very little effort because the low level

code already is in two pieces: lateral loop and the vertical loop. These two loops can easily be

run on two separate FPGAs. The only change that should be made is the synchronization of two

DAQ boards.

Another good feature to have in the control system would be a logarithmic feedback. Tun-

neling current generated during STM operation is exponentially dependent on the tip-sample

separation and this current value is used to control the tip height. In other words, the system is

non-linear but is controlled with a linear PI controller. The easiest solution to this problem is to

make the system linear by passing the current reading through a logarithm function. Since an

exponential function will be fed to a logarithm, the resulting values would have a linear relation

with tip-sample separation. In this case, the linear PI controller is expected to work in a better,

more stable manner.
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Appendix A

Custom Control System and Oscan V2.0

Software User Manual

I have written this user manual for the control system developed in Tip-directed Field emission

Assisted Nanofabrication (TFAN) project. The control system is custom built from electronics

purchased and software is written mostly by me. If you are a new user, read this manual com-

pletely and carefully because I tried to write the manual as detailed as possible. If you are a new

developer that is trying to make changes on the software or hardware, feel free to contact me

with your questions after reading this manual.

A.1 Custom Control System Hardware

This part of the manual covers the hardware used to build the custom control system. Cus-

tom control system generates all the signals necessary to drive the actuators on the system (ex-

cept z-modulation actuator which provides high frequency oscillations to the cantilever for non-

contact/tapping mode) and acquires all the signals that should be read for imaging. A schematic

of the control system is shown in Fig. A.1

In order to understand how the hardware is selected and connected, we should first explain
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Figure A.1: A schematic of the control system.

how the system works. The scanner is a beetle walker that is engaged on a sample holder with

ramps on the side. In order to achieve coarse positioning, the beetle walks up, down or lateral;

which is achieved by applying a saw-tooth wave to the scanner legs. In order to achieve fine

positioning for imaging, the beetle bends its legs; which is achieved by applying a triangular

wave to the scanner legs. A schematic of this motion modes are shown in Fig. A.2

There are a total of 17 actuators on a RHK beetle scanner. It has 3 legs which has 5 actuators

each and 2 additional vertical actuators. The legs are individual tube scanners, which means they

have actuation in x and y by employing 2 actuators in each direction and an additional vertical

actuator in the middle of these legs. The 2 vertical actuators that are located at the center of

gravity of the beetle are the z-modulation and z-scan actuators. Z-modulation is a single stack

piece which can achieve high frequency vertical motion in order to oscillate the cantilever for

dynamic AFM modes. Z-scan is a double stack piece which can achieve fast vertical motion and

is used for imaging. The three vertical actuators located at the center of each tube scanner are

electrically shorted to each other, and they are named z-offset. Z-offset actuators have almost
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Figure A.2: How the coarse and fine positioning motions are achieved with the scan head.
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double the range of z-scan and they are used to adjust the z-scan actuator to the middle of its

range when desired. The remaining 12 actuators are used for coarse and fine positioning of the

tip in x and y directions. A diagram of the beetle scanner actuators are shown in Fig. A.3.

Figure A.3: Actuators located on the beetle scanner.

In order to control the 12 actuators that controls the x and y positioning, normally one would

need to generate 12 signals, which is hard to achieve with a DAQ board. Instead, we purchased a

programmable relay box, called PPC 200, from RHK that has 5 programs built in. This box takes

only 4 high voltage signals (x+, x-, y+, y-) and distributes these 4 signals on the 12 signals needed

to drive the piezo legs. We drive the z-scan and z-offset directly from DAQ board after amplifying

the voltage via another 2 high voltage amplifiers. Because we drive the z actuators directly from

DAQ board, we wanted the control loop to be as fast as possible. Therefore we chose a DAQ

board with an embedded processor on it. We investigated our options and purchased a rather
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affordable but fast DAQ board from NI with an FPGA. We also purchased a fast PC for the time

(Intel Core 2 Quad processor), to control all the rest of the hardware. A list of the components is

shown below in table A.1 and a picture of the overall control system and its subcomponents are

shown in Fig. A.3.

DAQ Board 
Terminal 

PPC 200 
Relay Box 

Host PC 

High Voltage 
Amplifier 

Figure A.4: A picture of the overall control system. DAQ board cannot be seen directly as it is
plugged into the computer via PCI-express slot. The only visible part of the DAQ board is the
terminal box where input and output connections are made.

There are a total of 3 inputs received by the host computer via DAQ board. Among these

inputs, tunneling current is connected to the preamp monitor on SPM1000’s back panel and

lateral force and normal force are connected to the channel 2 and channel 3 on PLLPro’s back

panel. We take the readings directly from the RHK controllers in order to use their filters directly.

There are a total of 7 outputs generated by the host computer via DAQ board. 6 of these
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Table A.1: Component list for the custom control system

Item QTY Description Details
1 1 UHV SPM Controller-to-Scan-Head The cable set that we use now

Cable Set - UHV subsystem to connect the signals to scan
interconnecting cables (12’) head - From RHK

2 6 High Voltage Amplifers From AA Lab Systems
3 2 17” Rack Enclosure for HV Amplifiers From AA Lab Systems
4 1 PPC 200 Computer Controlled Piezo Relay box for distributing the

Position Control Interface Module signals - From RHK
5 1 NI PCIe-7852R Virtex-5 LX50 R Series The FPGA based DAQ board

Multifunc. RIO Device(8 AI,8 AO,96 DIO) that we use now - FROM NI
750kS/sec for LabVIEW FPGA

6 1 SHC68-68-RMIO Shielded Cable, 68 pin Cables for the DAQ Board -
D-Type to 68 pin VHDCI, 1m Offset,1m FROM NI

7 3 SCB-68 Noise Rejecting, Shielded Screw Terminals for the DAQ
I/O Connector Block Board - FROM NI

8 2 SHC68-68-RDIO Shielded Cable, 68 Cables for the DAQ Board -
pin D-Type to 68 pin VHDCI, 1m FROM NI

9 1 HP Pavilion Elite h8-1050 Desktop PC A Fast PC I chose
Intel Core i7 2600(3.40GHz) 10GB DDR3 From Newegg

10 1 LCD Monitor An LCD monitor
From Newegg
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outputs (x+, x-, y+, y-, z-scan, z-offset) are first amplified using the high voltage amplifiers. The

7th output, which is bias, is not amplified and connected directly to the sample. A list of inputs

and outputs are shown below in table A.2.

Table A.2: I/O list for the FPGA based DAQ board. All the inputs and outputs are analog

Channel Type Description Path to/from the Scanner
AO0 Out X Voltage + AO0→ HV Amplifier→ PPC 200→ Scanner
AO1 Out X Voltage - AO1→ HV Amplifier→ PPC 200→ Scanner
AO2 Out Y Voltage + AO2→ HV Amplifier→ PPC 200→ Scanner
AO3 Out Y Voltage - AO3→ HV Amplifier→ PPC 200→ Scanner
AO4 Out Z-Scan AO4→ HV Amplifier→ Scanner

Voltage
AO5 Out Z-Offset AO5→ HV Amplifier→ Scanner

Voltage
AO6 Out Bias AO6→ Scanner

Voltage
AI0 In Normal Scanner→ PLL Pro Input→

Force PLL Pro Output Channel 3→ AI0
AI1 In Lateral Scanner→ PLL Pro Input→

Force PLL Pro Output Channel 2→ AI0
AI2 In External Scanner→ Ext. Controller→ AI2→ AO4→

PID HV Amplifier→ Scanner
AI3 In Tunneling Scanner→ SPM 1000 Input→ SPM 1000 Preamp

Current Monitor→ AI0

The wiring between the scanner and other components are done using standard RHK cables

as it makes the life easier for the user since all of the connectors on the scanner end and the

connector on the PPC 200 end are already there. The other connectors on the standard RHK

cables are all BNC, so we connected BNC connectors to the DAQ board outputs and HV amplifier

outputs, to use standard BNC cables for the connections. All of the connections are done as

described in the Table A.2, column “Path to/from the Scanner”.

Maintaining the DAQ board

The channels on the DAQ board slowly drift in time; hence cause the readings to have an offset

value. This can be observed if all of the connections are disconnected but the input signal levels
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are not zero. In order to solve this problem, there is a maintenance procedure (takes about 5

minutes) that should be conducted periodically (Once in 2-4 weeks). If the maintenance is not

done, it will not cause the DAQ board to break down, but it will cause false readings and outputs,

and it might damage the scan head during driving.

Before starting the maintenance, all of the cables should be disconnected from the DAQ board

end. After disconnecting all the cables, the user should run: “Calibrate 78xxR Device” that can

be found under: “Start → Programs → National Instruments → NI RIO → R Series”. After

running this program, the user should select “RIO0” from “Select a device” dropdown menu

and should click Self-Calibrate. The maintenance will be complete when the Self-Calibration is

finished. You can now reconnect the cables and start the software.

A.2 Oscan V2.0 Software Introduction

The software that commands the control hardware is written in Labview since it is an easy to

follow and code environment. Another advantage of using Labview for this project is the choice

of DAQ board. We use a DAQ board produced by National Instruments which makes it easier to

integrate to Labview.

The software is located on the Desktop of the control PC under the folder: “OScan

V2.0”. In order to open the software, one should double click the file named: “Nanolab-

STM vers2.0.lvproj”, which is the only Labview Project file that is located in that directory.

One subdirectory of this folder is named “Datafiles” where all of the saved files are located. The

software does not allow the user to select any folder other than the “Datafiles” folder to save

the data. The user is only allowed to change the file name. Another subdirectory of the “OScan

V2.0” folder is “Dependencies” in which almost all the subVIs and the .dll files used in this code

are located.

After double clicking the “NanolabSTM vers2.0.lvproj” file, the first window that appears is

shown in Fig. A.5.
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Figure A.5: Labview Project Window.
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Connector0 folder that is defined under FPGA target includes the analog input and output

channels used by the FPGA. The two FIFOs defined under the same folder are the two first in

first out type buffers that is used to transfer large data streams between FPGA and the Host code

pieces. “FIFO-ImageData” is the buffer used to transfer data from FPGA to Host during imag-

ing and manipulation, and “FIFO-ManipulationData” is the buffer used to transfer manipulation

parameters from Host to FPGA prior to the start of manipulation. The configurations of these

buffers are shown below in Fig. A.6.

Figure A.6: First In First Out buffer configurations.

“STMFPGA vers2.0.vi” located under FPGA target is the main code that runs in FPGA.

SinCosMultiplier.vi and the other VIs located under Dependencies in the FPGA target are all

subVIs of the main code “STMFPGA vers2.0.vi”. “STMHost vers2.0.vi” is the main code that

runs on host PC. “trialVI vers2.0.vi” is a VI that runs on the computer but has some of the

functions from the FPGA code. This trial VI is not called in any other place and only used to try

some of the functions that exist on FPGA without changing or running the FPGA code, which

requires a 2-hour-long compilation after every small change. This manual will only describe the

host code “STMHost vers2.0.vi” and the FPGA code “STMFPGA vers2.0.vi” because those are

the two functions that are used to command the control system.

As described above, the software that commands the control hardware is in two pieces:

1. The Host Code: This part of the software runs on the host PC’s processor. It includes
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all the high level commands and the front panels where the user interacts with the control

system.

2. The FPGA Code: This part of the software runs on the FPGA that is located on the DAQ

board connected to the PC via the PCI-express slot. It includes the low level commands

and its front panel is not functional since the controls and indicators that locate on this

front panel are controlled by the host code.

Example: For scanning, the user enters the scanning region and the speed to the front panel

of the host code. Host code converts the scan size value to the voltage range that has to be

generated by the FPGA and speed to the number of FPGA clock ticks that corresponds to one

cycle of the voltage sweep generated by FPGA. Host code sends these values to FPGA front

panel where the FPGA code reads these values from. After receiving these values, FPGA does

all the rest of the work which is generating the actual waveform from these two values.

Almost all of the control system functions follow the same pattern. The conversions are car-

ried by the Host regardless of the data transfer direction (i.e. even when FPGA reads topography

and Host displays the image, the FPGA transfers the data to Host, where it is process afterwards).

Waveform generations and main control loops are implemented in FPGA part of the software.

The rest of this manual will analyze the front panel of the host code, actual host code itself

and FPGA code. I will not describe the FPGA front panel, as it is not used for any operation.

This front panel only exists because Labview requires it to exist.

A.3 Oscan V2.0 Software Parameters and Front Panel

The aim of this part of the manual is to give insight on the front panel of the Oscan V2.0 custom

control software and the controls and indicators that exist in the front panel. The front panel is

where the user enters the values of the parameters for any operation; simply it is the main part

where the user interacts with the control system.
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The front panel consists of 5 tabs: Imaging, approach/ coarse positioning, writing/ manipu-

lation, general parameters, and debug.

A.3.1 Imaging Tab

Imaging tab is the tab where the software starts. It is the tab mainly used for imaging, but some of

the controls that can be used during any other operation such as X-Offset, Y-Offset and set-points

are only located in this tab, as well. A screen shot of the imaging tab is shown in Fig. A.7. We

will analyze this tab in 7 sections that are separated on Fig. A.7 with different colored borders.

Figure A.7: A screen shot of the imaging tab.

The controls within the red borders are the tabs. Clicking to the tab controls makes the user

to switch between the tabs. This is the part where the navigation within the software occurs.

The orange borders encapsulate the main imaging parameters. Their descriptions are given

below:
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Number of Pixels (default 512): Any number can be entered here to change the resolution

of the image. It should be noted that as the number of pixels increase the host code slows down,

causing missing lines in the image taken due to the limited time that the code has to transfer a

large number of readings.

Image Size (default 500): This controls the size of the image. The unit is nanometers. For

STM operation this value should be kept as small as possible, since it is hard for the controller

to achieve stable operation at large regions. However we often image 3-4 um regions in AFM

mode without suffering from any stability issues. On the other hand, increasing the image size

also means increasing the effect of hysteresis on the images.

Suggested Tip Speed (default 5): This control changes the speed that the tip is run. It also

changes the speed the front page is updated and the speed of the data transfer between the host

and FPGA. Using 512 pixels, the highest speed that the host code can handle is 5 Hz, due to a

large number of image matrices that it stores in its memory.

Actual Tip Speed: This indicator shows the actual speed that the tip will be moving during

imaging. The small difference between this indicator and the suggested speed is because of the

fact that FPGA runs with a 40 MHz clock (25 nanosecond periods) and can only achieve integer

multiplies of this rate for any given loop.

X-Slope (default 0): This is the scanning slope in x direction. During the tips movement, the

vertical position of the tip is changed with X-Slope*X-Position before calculating the topography

to compensate for the slope of the sample scanned.

Y-Slope (default 0): This is the scanning slope in y direction. During the tips movement, the

vertical position of the tip is changed with Y-Slope*Y-Position before calculating the topography

to compensate for the slope of the sample scanned.

Start Image: This is the button that starts imaging.

Stop Image: This is the button that stops imaging.

Save Image: This is the button that saves the current image data. This is an instantaneous
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operation. It should not be pressed during imaging. It creates a .txt files that can be read from

Matlab with the codes given in this manual.

FileName (default dummy1.txt): This is the name of the file that the image data would be

saved.

Fast Scan Axis (default X): This control specifies the scan direction.

Bias Voltage (default 1): This control specifies the bias voltage. Its unit is Volts. You can

still apply a bias voltage in AFM mode.

Set-Point Current (default 0.9): This control specifies the imaging current. Its unit is

nanoamperes. It does not function when the system is in AFM mode. We often use 0.5 nA

for imaging.

Scan Angle (default 0): It controls the rotation of the imaging square in order to image in

arbitrary directions.

Set-Point Force (default 30): This control specifies the imaging force. Its unit is mV. It does

not function when the system is in STM mode. We often use 30 mV for soft and 10-20 mV for

hard cantilevers.

The 4 yellow rectangles on the imaging tab encapsulate the main z-control loop parameters.

Z-control loop is almost always active hence this part of the controls is carried to every single

tab. Any change that is done in one tab is carried to other tabs, as well. The descriptions of the

parameters within the yellow borders are given below:

Filter Current (default True): Since FPGA is very fast and imaging is not that fast, and

the current reading is noisy, we tend to filter the current during operation. This switch simply

triggers a moving average filter on the FPGA end, and the current is filtered before it enters PI

controller.

Filter Topo (default True): We tend to filter the topography after reading the data on the

host end. This switch simply triggers a savitzky-golay filter on the host end, and only changes

the smoothness of the topography displayed/saved.
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Simulate Z-Controller (default False): When triggered, this controller changes the input of

the PI controller from tunneling current/force to a sine wave generated by FPGA. This is used

for testing some of the features of the software without the need of engaging the tip.

External PID (default False): When external PID is true, z output going to the piezo be-

comes 0, however the control system still drives the x and y positions. The z-piezo should be

driven by an external controller and should be fed to the system via the specified port (labeled

external PID on the terminal) in order to create an image.

Bias Polarity (default +): It changes the polarity of the bias voltage. It also changes sign of

the current reading.

Kp-Z (default 0.05): Proportional control constant. Default value usually gives good results

for STM. 0.1 is a good value for AFM. Values with the same order of magnitude as the default

value should be used.

Ki-Z (default 800): Integral control constant. Default value usually gives good results for

STM. 1000 is a good value for AFM. Values with the same order of magnitude as the default

value should be used.

Z-PID Reset: This button flushes the integral term and resets the controller output to 0. It

is a good practice to reset the PID after the tip crashes, since within the given time the integral

controller usually grows too much.

Current Filter Count (default 60): This input controls the window size of the moving

average filter. It should be adjusted to get the best imaging quality.

PID Post Gain (default 1): This is an option to multiply the output of the PID. It is not a

commonly used control and should be left at 1 as much as possible.

Z-Loop Rate (default 400k): This is the loop rate of the z-control loop at the FPGA. Its

unit is hertz. It means that every 2.5 microseconds FPGA reads a new input and generates a new

control output. The best is to leave it at 400k but can be adjusted down if decreasing this seems

to increase the image quality. (This can happen occasionally).
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Linear/Log (default Linear): This switch is inactive at this point. It is not connected to

anything in the code.

AFM/STM (default STM): This controls the operation type. The major difference is the

change of the control input. Although all of the signals are read and recorded for any type of

operation, switching to AFM from STM changes the input of the controller to normal force

reading from tunneling current.

Tip Retract: When this button is pressed, the z-controller is interrupted and the piezo voltage

is automatically set to -130 V, which is the fully retracted position.

Tip Release: When this button is pressed, the retracted piezo is returned to normal operation.

Z-controller takes over.

Filtering # of Neighbors (default 11): This input controls the savitzky-golay filter window

size for the topography reading. Increasing this number makes the topography smoother.

Filter order (default 3): This input controls the savitzky-golay filter order. A high number

will over fit hence will end up with no improvement and a very low number will make the system

loose important but small features.

TIA Gain (default 1E7): This input should match to the gain of the TIA used on the system.

It adjusts the current reading values accordingly.

The green borders encapsulate the main indicators of this tab. Their descriptions are given

below:

Buffer Loop Time: This indicator shows the loop time for the buffer reading operation in

milliseconds. The buffer is read every once in 1/4 lines, i.e. if the imaging speed is 1Hz, buffer

is read with 4Hz speed or once in every 250 msec. The reason why we do this 4 times every line

instead of once every line is the fact that the time relation between number of elements read and

the data transfer time is non-linear. Therefore we do not want the number of elements to grow

too much before reading the buffer.

Main Loop Time: This indicator shows the loop time for the main data transfer and user
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input operations in milliseconds. The value of this is set to be the same with the buffer loop since

the operations in this loop are not very time consuming.

Plot Loop Time: This indicator shows the loop time for updating the charts, graphs and

figures in milliseconds. The value of this is set to be four times the buffer loop, i.e. once in every

line, since the operations in this loop are time consuming. This helps us relieve the processor.

Z Feedback: This dial shows where the piezo is with respect to its range. When the piezo

voltage is close to -6.5, piezo is almost retracted all the way and the tip is about to crash to the

surface if a feature on the surface is too high. In a similar fashion, when the dial is close to +6.5

volts, piezo is almost extended all the way and the scan is about to go out of range if a feature on

the surface is too low.

Tip Crash: This lamp turns on if the piezo is retracted all the way.

In Range: This lamp turns on if the controller output to the piezo is within the voltage range

of piezo.

Out of Range: This lamp turns on if the piezo is extended all the way.

The brown borders encapsulate the controls for X-Offset and Y-Offset. Their descriptions

are given below:

X-Offset (default 0): This dial input controls the offset voltage amount on x voltage. During

a normal scan, x voltage is a triangular wave around 0 V. When x-offset is set to a non-zero value,

this changes the offset on the triangular wave.

Y-Offset (default 0): This dial input controls the offset voltage amount on y voltage. During

a normal scan, y voltage is a triangular wave around 0 V. When y-offset is set to a non-zero value,

this changes the offset on the triangular wave.

The blue borders encapsulate the figures and controls related to these figures. Their descrip-

tions are given below:

The four menu selectors above each image: These selectors enable the user to display

whatever images he wants to display on these figure windows. These are implemented because
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we wanted to limit the number of images displayed at a given time in order to relieve the proces-

sor.

Clear Images: This button initializes the elements of image matrices to 0.

Number of Colorbar Ticks (default 8): This input controls the number of ticks displayed

on the color bar of the images.

Color Palette (default Temperature): This input controls the color scheme of the figures

displayed.

Autoscale Image (default True): Whenever this switch is on, the color bar of all of the

displayed images are scaled to minimum-maximum value of the topography reading.

Image ready: This indicator comes on when an image is finished and is reset to off when an

image is started. The purple borders encapsulate the line-scans and one indicator related to these

line-scans. Their descriptions are given below:

LineScan: This chart shows the data of the two big images from the last line.

Tunneling Current (nA): This chart shows the data of the two small images from the last

line.

NumLine: This indicator shows the line the imaging operation is at. It starts from 0 and

counts up to number of pixels.

A.3.2 Approach/ Coarse Positioning Tab

Approach/Coarse Positioning tab is the tab where all of the stepping and coarse motions are

controlled. A screen shot of this tab is shown below in Fig. A.8. We will analyze this tab in 5

sections that are separated on Fig. A.8 with different colored borders.

The controls within the orange borders are the buttons that control the vertical z-motion.

Their descriptions are given below:

Approach: This button starts the approach motion. Approach can only stop if cancel all

stepping is clicked or the control input (normal force or tunneling current) reaches its set-point.

171



Figure A.8: A screen shot of the approach/coarse positioning tab.

The step size of this motion is controlled by Step Length input.

Fast Out: This button starts the fast out motion. Fast out only stops if cancel all stepping

is clicked. This means there is no fail safe; hence the beetle can walk itself off the ramps if not

stopped after the beetle is all the way up.

The yellow borders encapsulate the controls for coarse positioning motion. Their descriptions

are given below:

X-Step +: This button starts the beetle stepping in X+ direction for the number of steps

specified in Number of Steps control with the step length specified in Step Length control. This

motion can only stop if cancel all stepping is clicked or the number of steps taken reaches the

number of steps control.

X-Step -: This button starts the beetle stepping in X- direction for the number of steps spec-

ified in Number of Steps control with the step length specified in Step Length control. This

motion can only stop if cancel all stepping is clicked or the number of steps taken reaches the

number of steps control.

Y-Step +: This button starts the beetle stepping in Y+ direction for the number of steps
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specified in Number of Steps control with the step length specified in Step Length control. This

motion can only stop if cancel all stepping is clicked or the number of steps taken reaches the

number of steps control.

Y-Step -: This button starts the beetle stepping in Y- direction for the number of steps spec-

ified in Number of Steps control with the step length specified in Step Length control. This

motion can only stop if cancel all stepping is clicked or the number of steps taken reaches the

number of steps control.

Retract: This button starts the beetle stepping in fast out direction for the number of steps

specified in Number of Steps control with the step length specified in Step Length control. This

motion can only stop if cancel all stepping is clicked or the number of steps taken reaches the

number of steps control.

Z-Step In: This button starts the beetle stepping in approach direction for the number of

steps specified in Number of Steps control with the step length specified in Step Length control.

This motion can only stop if cancel all stepping is clicked or the number of steps taken reaches

the number of steps control.

Step Length (default 1): This control specifies the maximum voltage used during stepping,

approach and fast out. If it is 1, it uses the maximum voltage allowed to the legs.

Number of Steps (default 500): This control specifies the number of steps that will be taken

during stepping.

The brown borders encapsulate the button named “Cancel All Stepping” that stops the step-

ping motion immediately after being pressed. This is sort of an emergency stop for any type of

movement in x and y directions.

The red borders encapsulate the “Manual Output Z-Offset” control. This dial controls the

output going to the z-offset port. Z-offset is connected to the vertical actuators located at the

center of the legs and controls the coarse position of the tip. This dial is used to bring the tip

closer to or further away from the surfaces as needed.
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The purple borders encapsulate the “Strip Chart-Coarse Positioning” graph. This graph

shows all of the voltages read by the host at any given time. The update rate of this chart is the

same as the main loop rate, i.e. four times the line speed.

A.3.3 Writing/Manipulation Tab

Writing/Manipulation tab is the tab where all of the writing, oxidization and spectroscopy oper-

ations are carried. A screen shot of this tab is shown below in Fig. A.9. We will analyze this tab

in 6 sections that are separated on Fig. A.9 with different colored borders.

Figure A.9: A screen shot of the writing/manipulation tab.

The blue borders encapsulate the figure that the manipulation will be done on and controls
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related to this figure. Their descriptions are given below:

Manipulation Image: This is the display where the image that is imported from the imaging

tab is shown and manipulation path can be defined on. The manipulation paths are defined as

Region Of Interests (ROI), where the host code then finds the pixels that intersects the ROIs and

converts them to x and y voltages. The ROIs can be drawn on the image using the pane on the

left hand side of the image. If multiple ROIs will be defined, the user must hold the ctrl button

pressed during drawing the ROIs after the first one.

The menu selector on the side of the image: This selector enables the user to select what-

ever image he wants to import from the imaging tab.

Import Image: This button imports the image specified at the selector from the imaging tab.

Clear Image: This button initializes the elements of manipulation image matrix to 0.

Number of Colorbar Ticks (default 8): This input controls the number of ticks displayed

on the color bar of the manipulation image.

Color Palette (default Temperature): This input controls the color scheme of the manipu-

lation figure displayed.

Autoscale Image (default True): Whenever this switch is on, the color bar of the displayed

image is scaled to minimum-maximum value of the imported image.

The brown borders encapsulate the button named “Save Manipulation/Spectroscopy” that

saves the signals read during manipulation or spectroscopy operation into the file whose name is

specified in the string input box right next to the “Save Manipulation/Spectroscopy” button.

The red borders encapsulate the controls for importing a manipulation path from a given

bitmap file. Their descriptions are given below:

Import ROI: This button imports the bitmap file whose name is specified in the string input

box right next to the “Import” button.

Tolerance: After importing the bitmap from the file, the host code finds the edges on the

bitmap file. Tolerance input is used while finding the edges. It controls the color difference

175



tolerance between the adjacent pixels.

Resize Imported Image: This input changes the size the input bitmap file when importing.

The value of this control is multiplied with the resolution of the input image to resize the image.

Corner X Coordinate Imported Image: This input moves the imported bitmap on the

manipulation image in x direction. The upper left corner of the imported image is moved in x

direction with the amount specified in this input.

Corner Y Coordinate Imported Image: This input moves the imported bitmap on the

manipulation image in y direction. The upper left corner of the imported image is moved in y

direction with the amount specified in this input.

The yellow borders encapsulate the controls for modifying a manipulation path and other

manipulation parameters. Their descriptions are given below:

Modify ROIs (default False): When this input is switch on, the user can modify the ma-

nipulation path by entering values to the corner coordinates array. Manual modification of the

manipulation path can only be done when the switch is True, however when this is the case, the

user cannot draw new paths on the image or import a bitmap. When the switch is False, modi-

fication of the path can only be done through drawing the pattern on the image or by importing

the manipulation path from a bitmap.

Contour Type: This indicator shows the type of the contour whose number is selected via

Contour number.

Contour Number (default 0): This input controls which contour is selected and displayed

at the corner coordinates array display.

Corner Coordinates: This array displays the corner coordinates of the contour whose num-

ber is selected via contour number input. When the Modify ROIs switch is turned on, the user

can modify the manipulation path by changing the coordinates specified here.

Total Manip Points: This indicator shows the number of points on a defined manipulation

path.
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Tip In-between Speed (default 250): This input controls the speed of the tip while the tip

is in between contours, i.e. not manipulating the surface. Its unit is nanometers per seconds.

Tip Manipulation Speed (default 100): This input controls the speed of the tip while the

tip is on manipulation path, i.e. on the contours. Its unit is nanometers per seconds.

Manipulation Force (default 2.5): This input controls the force set-point during AFM mode

manipulation where feedback control is on. Its unit is millivolts.

Manipulation Current (default 2.5): This input controls the current set-point during STM

mode manipulation where feedback control is on. Its unit is nanoamperes.

Manipulation Voltage (default 4): This input controls the voltage that will be applied on

the surface during manipulation when the tip is on the contours. When the tip is not on contours

the voltage is switched back to bias voltage. Its unit is volts.

Manipulation Array Size: This indicator shows the number of points on a defined manipu-

lation path.

Sampling Frequency (default 5000): This input controls the frequency at which the DAQ

board will read the channels (input and output) during manipulation. DAQ board then transfers

this data to host PC once in every 250 data points. Its unit is Hertz.

Set Manipulation Path: After every change in the manipulation path or parameters, this

button has to be pressed in order for the changes to take effect. This button generates the manip-

ulation array.

Start Manipulation: Starts the transfer of manipulation array from host PC to FPGA and

data from FPGA to host PC back. It also starts the manipulation operation.

Stop Manipulation: Stops the manipulation operation immediately.

The orange borders encapsulate the controls for spectroscopy parameters. Their descriptions

are given below:

Spectroscopy/Manipulation (default Manipulation): Spectroscopy mode is used for tak-

ing I-V, I-z, or F-d curves whereas manipulation mode is used for moving the tip on a selected
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path with a known voltage and set-point value.

Feedback Off (default True): While the switch is true, the feedback is turned off during

manipulation/spectroscopy.

Spectroscopy Port (default Bias): This menu selector is used during spectroscopy oper-

ation to specify which port the ramp output will be applied. If bias is selected the resulting

spectroscopy will be I-V, if z-offset or z-scan is selected the resulting spectroscopy will be F-d

or I-z.

Start Value (default 0): This input controls the start value of the spectroscopy ramp gener-

ated by the FPGA. Its unit is volts.

End Value (default 10): This input controls the end value of the spectroscopy ramp gener-

ated by the FPGA. Its unit is volts.

Sweep Rate (default 1): This input controls the sweep rate/speed of the spectroscopy ramp

generated by the FPGA. Its unit is volts/seconds.

Spectroscopy Delay (default 250): This input controls the delay between two spectroscopies

that will be applied on the same surface at two different positions. Its unit is milliseconds.

Include Return (default True): While the switch is true, the spectroscopy ramp will start

from start value, will go to the end value and then come back to start value. While it is false, it

will start from start value and then end at end value.

The purple borders encapsulate the “Manipulation Reading” chart. This graph shows all of

the voltages read by the host during manipulation. All of the displayed signals are the voltage

readings received by the DAQ board.

A.3.4 General Parameters Tab

General Parameters tab is the tab where some of the controls and indicators of parameters that

effect the general operation are located. A screen shot of this tab is shown below in Fig. A.10.

We will analyze some of the crucial controls on this tab because some of them cannot be used to
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control the software and only exist for debugging purposes.

Figure A.10: A screen shot of the general parameters tab.

Reset Signals: This control is used in the host code automatically to reset the output signals

of the DAQ board and start some of the operations. If some function does not work properly, this

button can be used to reset the function.

Max Voltage Out (+/-) (HV Amplifiers) (default 8.5): This control is used to limit the

output voltages generated by the DAQ board in order not to feed too high signals to the high-

voltage amplifiers that might damage them.

Amplifier Gain (default 20): This value should be the same as the high voltage amplifiers

used in the control system hardware.

Max Voltage Out (+/-) (Legs) (default 130): This control is used to limit the output voltages

generated by the high voltage amplifiers in order not to feed too high signals to the piezo legs

that might damage them.

Z-motion per volts (default 0.78): This value is the conversion factor between the piezo

voltage and the topography reading.
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+ Limit (default 8): This value is the upper limit of the z-piezo voltage generated from DAQ

board (160 Volts actual). Its unit is volts.

- Limit (default -8): This value is the lower limit of the z-piezo voltage generated from DAQ

board (-160 Volts actual). Its unit is volts.

TopoIntegerAmplification (default 100): This control is used as a way of amplifying the

topography signal before displaying the image. The actual values of the signals displayed and

saved do not change with this value, only the contrast of the images change.

CurrentIntegerAmplification (default 10): This control is used as a way of amplifying

the rest of the signals before displaying them on the images. The actual values of the signals

displayed and saved do not change with this value, only the contrast of the images change.

Slope Comp. Port (default Z-Scan): This menu selector has the options of selecting z-scan

or z-offset. Slope compensation signal (X Slope*X Voltage + Y Slope*Y Voltage) is added to

the value of the port specified in this selection.

Disable Slow Scan (default False): When this switch is true, slow scan is disabled and the

image is taken on the same line.

Slow Scan Output When Disabled (default 0): The value of this control is fed directly to

the slow scan port when the slow scan output is disabled. Its unit is volts.

A.3.5 Debug Tab

Debug tab is the tab where the rest of the indicators that is not used during any other operation

are located. A screen shot of this tab is shown below in Fig. A.11. The indicators in this tab are

dummy parameters mostly used as middle parameters during calculations. They exist in the front

panel because it is required by the Labview but they are almost completely useless. Therefore

we will not discuss any of the parameters located in this tab.
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Figure A.11: A screen shot of the debug tab.
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A.4 How To Use the System

This part of the manual lists the procedures to achieve most common tasks using OScan V2.0.

The procedures are detailed however the explanations of most of the controls are not included in

this section. For detailed explanation on the controls in a certain tab, please refer to Parameters

and Front Page section. We have listed every useful control and indicator in that section and

given details on how they work and what they affect.

A.4.1 Running the software

1. Turn on high voltage amplifiers using the switch that is located on the back panel of HV

amplifier rack.

2. Double click on the “Oscan V2.0” folder, which is located on desktop.

3. Run the Labview project file, named: “NanolabSTM vers2.0.vi”. Project window will

appear.

4. Double click on STMHost vers2.0.vi to open the front panel of host code.

5. Double click on STMFPGA vers2.0.vi located under FPGA Target to open the front panel

of the FPGA code.

6. Try running the STMFPGA vers2.0.vi by clicking the arrow located on the top left corner.

7. Step 5 might result with an error message. Don’t be alarmed. Try running the

STMHost vers2.0.vi, even step 5 resulted with an error message. Regardless of the out-

come of step 5, the host code should start running.

8. If you received an error message at step 5, go back to the FPGA front panel again and run

the code by clicking the arrow. It should start this time.

9. The code is now running and functional. You can start operation.
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A.4.2 Stopping the software

1. Click the red stop sign two buttons right to the arrow on the STMHost vers2.0.vi.

2. Click the red stop sign two buttons right to the arrow on the STMFPGA vers2.0.vi.

3. You can now close all the windows and quit Labview.

4. If you won’t be using the system for a few hours, it is a good practice to turn off high

voltage amplifiers. This can be done using the switch that is located on the back panel of

HV amplifier rack.

A.4.3 Engaging Tip to the Surface

1. Set the set-point current (for STM), set-point force (for AFM) and the bias to the desired

values. For STM start with a medium tunneling current such as 0.5 nA and a low bias

voltage such as 1 V. For AFM, the set-point force value will depend on the stiffness of the

cantilever. If you are using a soft cantilever (below 10 N/m) you can start with high values

such as 30 mV. If you are using a hard cantilever, start with smaller forces like 10-15 mV.

2. Make sure that the Kp and Ki values make sense. A good set of values for Kp and Ki are

0.05 and 800 respectively. I observed that 0.1 and 1000 also works well.

3. Make sure that simulate z-controller is switched to off.

4. Press the button Tip Release in order to make sure that the piezo is not retracted.

5. Press the button Z-PID Reset in order to make sure that the integral controller did not

overflew.

6. Make sure that “Out of Range” lamp is on and tip crash and in range are off.

7. After completing steps 1-6, switch to “Approach/Coarse Positioning” tab.

8. Set the step length to the desired value (1 is usually pretty fast and we use this value, but

the range of this input is 0-1. So if needed the approach can be slowed down using this
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control).

9. Click Approach.

10. When approach is complete, a message will be displayed on the front panel stating that the

tip is retracted. Click “Tip Release” on that window.

11. Adjust the Z-Offset after releasing the tip to bring the Z-Scan voltage as close to zero as

possible.

A.4.4 Coarse Positioning

1. Set the step length to the desired value. If you want to take small steps (10s of um), the

step length value should be set to 0.2-0.3.

2. Set the number of steps to the desired value. If you want to move the tip a small amount,

set it to 1, if you want to move the tip continuously set to a high value like 5000 and stop

it during the movement.

3. If the step length value is smaller than 0.3 and the number of steps is 1, the user can skip

this step. If the motion of the tip would be larger than the user should retract or fast out the

tip before doing any coarse positioning, to prevent tip crashing into the surface.

4. Click on the stepping button that represents the direction you want the tip to move.

5. The motion stops only if the number of steps is reached or if cancel all stepping is clicked.

6. When the coarse positioning is complete, click cancel all stepping one more time to let the

FPGA know that the coarse positioning stage is finished.

7. If you have retracted the tip or fasted out before the coarse positioning, tip should be

reengaged to the surface. Follow the directions above to achieve reengagement.
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A.4.5 Taking an STM Image

1. Flip the AFM/STM switch to STM direction.

2. Set the desired set-point current value.

3. Set the desired bias voltage.

4. Make sure that the z-feedback is in range. The dial should be around 0, which is the safest

when starting a new image and the in range light should be on.

5. Make sure that the z-scan signal is not oscillating too much. To check this switch to

approach/coarse positioning tab and check how the z-scan behaves. Tweak the controller

parameters in order to achieve small/no oscillation.

6. Set the number of pixels to the desired value. Be aware that high values in this control

slows down the Labview and causes imaging problems. The best practice is to leave this

control at 512.

7. Set the suggested tip speed. For STM the speed should be low, i.e. 1-2 Hz. If you feel

the surface is smooth and the controller is doing a good job imaging, you can increase the

speed.

8. Start imaging by clicking the Start Image button.

9. Adjust the x slope while imaging in x direction (i.e. Fast Scan Axis selected as X). Then

switch the Fast Scan Axis to Y and adjust the y slope.

10. You can leave the autoscale image switch on, or switch it off and scale the color bar of the

image by simply double clicking on the number on the color bar and typing in the desired

value.

11. Imaging is going to stop once Stop Image is clicked or the image is finished.

12. You can save the image by typing in the FileName and clicking Save Image button. It will

ask for your confirmation if a file with the name specified exists, as a failsafe to overwriting
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the already saved data.

A.4.6 Taking an AFM Image

1. Flip the AFM/STM switch to AFM direction.

2. Set the desired set-point force value.

3. Set the desired bias voltage for conductive AFM imaging. You should set this to 0 for

regular AFM operation.

4. Make sure that the z-feedback is in range. The dial should be around 0, which is the safest

when starting a new image and the in range light should be on.

5. Make sure that the z-scan signal is not oscillating too much. To check this switch to

approach/coarse positioning tab and check how the z-scan behaves. Tweak the controller

parameters in order to achieve small/no oscillation.

6. Set the number of pixels to the desired value. Be aware that high values in this control

slows down the Labview and causes imaging problems. The best practice is to leave this

control at 512.

7. Set the suggested tip speed. For AFM the speed can be higher than the STM, i.e. 3-4 Hz.

If you feel the surface is smooth and the controller is doing a good job imaging, you can

increase the speed.

8. Start imaging by clicking the Start Image button.

9. Adjust the x slope while imaging in x direction (i.e. Fast Scan Axis selected as X). Then

switch the Fast Scan Axis to Y and adjust the y slope.

10. You can leave the autoscale image switch on, or switch it off and scale the color bar of the

image by simply double clicking on the number on the color bar and typing in the desired

value.
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11. Imaging is going to stop once Stop Image is clicked or the image is finished.

12. You can save the image by typing in the FileName and clicking Save Image button. It will

ask for your confirmation if a file with the name specified exists, as a failsafe to overwriting

the already saved data.

A.4.7 Performing a Manipulation Task

1. Switch to “Writing/Manipulation Tab”.

2. Choose the image that you want to import from the drop down menu next to the image.

3. Click Import Image button to import the image.

4. Define the manipulation path. There are two ways of doing this:

Draw the manipulation path manually as a region of interest (ROI) using the tools

given on the left side of the manipulation image.

Import a ROI by entering the filename to the text box next to the Import ROI button

and click the import button.

After importing or drawing the ROI, you can modify these ROIs by simply switching

on the Modify ROIs switch and changing the corner coordinates array elements.

For detailed information on the controls that exist in this tab and how they work, refer

to the Parameters & Front Page section, writing/manipulation tab subsection.

5. After entering the desired path, enter the manipulation force (for AFM manipulation),

manipulation current (for STM manipulation) and manipulation voltage.

6. Enter the desired sampling frequency. If the number of manipulation points is too high and

the manipulation is slow, enter a low number like 500 Hz, to make sure that the Labview

will not slow down or crash during manipulation due to the large array size.

7. Enter the desired tip in-between speed and tip manipulation speed.
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8. Turn the manipulation/spectroscopy switch to manipulation.

9. Turn the Feedback off switch to False, since manipulation is often done while the feedback

is on.

10. Click set manipulation path to generate the array that should be sent to FPGA.

11. Click start manipulation and observe the tip movement on the manipulation image.

12. Manipulation will only stop if Stop Manipulation is clicked or the manipulation is com-

pleted.

13. After the manipulation is completed, save the data using save manipulation/spectroscopy

controls.

A.4.8 Performing a Spectroscopy Task

1. Switch to “Writing/Manipulation Tab”.

2. Choose the image that you want to import from the drop down menu next to the image.

3. Click Import Image button to import the image.

4. Define the spectroscopy points. The easiest way of doing this is to use the tools given on

the left side of the manipulation image.

5. After entering the desired spectroscopy points, enter the start value, end value, sweep rate,

and spectroscopy delay that should be used to generate the spectroscopy ramp.

6. Enter the desired sampling frequency. If the number of spectroscopy points is too high or

the spectroscopy is slow, enter a low number like 500 Hz, to make sure that the Labview

will not slow down or crash during spectroscopy due to the large array size.

7. Choose if you want to generate a one way or two way ramp using Include Return. If you

select include return, the ramp generated will start from start value, go to the end value and

then come back to the start value. If include return is not selected, the ramp will stop at the
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end value.

8. Turn the manipulation/spectroscopy switch to spectroscopy.

9. Turn the Feedback off switch to the desired position. Feedback is mostly off during spec-

troscopy so in most cases it should be True.

10. Choose the spectroscopy port from the dropdown menu. This specifies the port where the

ramp will be output from.

11. Click set manipulation path to generate the array that should be sent to FPGA.

12. Click start manipulation and observe the tip movement on the manipulation image.

13. Spectroscopy will only stop if Stop Manipulation is clicked or the manipulation is com-

pleted.

14. After the spectroscopy is completed, save the data using save manipulation/spectroscopy

controls.

A.4.9 Importing Images/Data to Matlab as a Struct

We have written the following code in Matlab to import the images or manipulation/spectroscopy

data saved using OScan v2.0. The .m file that imports data automatically reads every data point

specified in the image and also the imaging parameters, and creates a Matlab struct type variable

that includes the image/data information. The .m file is given below:

1 function imagestruct = importimagedata(fname)

2

3 close all

4 clc

5

6 imagename = fname;

7 filename = sprintf('%s%s',imagename,'.txt');
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8 fid = fopen(filename);

9 index = 1;

10 imagefile = 1;

11 while ¬feof(fid)

12 text{1,index} = textscan(fid,'%s',1,'Delimiter',':','BufSize',1e6);

13 if isempty(strfind(text{1,index}{1,:}{1,:},'anipulation'))

14 else

15 imagefile = 0;

16 end

17 data{1,index} = textscan(fid,'%f');

18 lenmatrix = length(data{1,index}{:});

19 if lenmatrix == 1

20 eval(['image.' genvarname(text{1,index}{1,:}{1,:}) '=' ...

num2str(data{1,index}{:}) ';'])

21 else

22 data1 = data{1,index};

23 data1_2 = cell2mat(data1);

24 eval(['image.' genvarname(text{1,index}{1,:}{1,:}) 'array = ...

data1_2;'])

25 if imagefile == 1

26 numpix = sqrt(length(data1_2(:,1)));

27 data1_3 = reshape(data1_2,numpix,numpix)';

28 data1_3 = data1_3(end:-1:1,:);

29 else

30 data1_3 = data1_2;

31 end

32 eval(['image.' genvarname(text{1,index}{1,:}{1,:}) '= data1_3;'])

33 end

34 index = index + 1;

35 end

36 fclose(fid);

37 if imagefile == 1
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38 image.NumberOfPixels = numpix;

39 end

40

41 imagestruct = image;

The only input to this .m file is the filename, which should be entered without the file exten-

sion .txt. For example, if your file name is “ILoveOscan.txt”, you should call this function from

the command window as: data = importimagedata(’ILoveOscan’);

A.4.10 Plotting Images in Matlab

We have written the following code in Matlab to import the images saved using OScan v2.0 and

to display them. The .m file uses the importimagedata.m function directly to import the images

and then displays them. The .m file is given below:

1 function result = imagedisplay(fname, SaveImages, stdrange_topo, ...

stdrange_current)

2

3 close all

4 clc

5

6 imagename = fname;

7 image = importimagedata(fname);

8

9 numpix = image.NumberOfPixels;

10

11 ftopo = image.ForwardTopography;

12 btopo = image.BackwardTopography;

13 fcur = image.ForwardTunnelingCurrent;

14 bcur = image.BackwardTunnelingCurrent;

15 imagesize = image.ImageSize;
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16

17 x=1:1:numpix;

18 y=1:1:numpix;

19 x_actual = x*imagesize/numpix;

20 y_actual = y*imagesize/numpix;

21

22 fttoshow = ftopo;

23 bttoshow = btopo;

24 fctoshow = fcur;

25 bctoshow = bcur;

26

27 meantopo = mean([mean(mean(fttoshow)) mean(mean(bttoshow))]);

28 stdtopo = max([std(mean(fttoshow)) std(mean(bttoshow))]);

29 meancur = mean([mean(mean(fctoshow)) mean(mean(bctoshow))]);

30 stdcur = max([std(mean(fctoshow)) std(mean(bctoshow))]);

31 stdrangetopo = stdrange_topo;

32 stdrangecur = stdrange_current;

33

34 maxtopolim = min([meantopo+stdrangetopo*stdtopo ...

max([max(max(fttoshow)) max(max(bttoshow))])]);

35 mintopolim = max([meantopo-stdrangetopo*stdtopo ...

min([min(min(fttoshow)) min(min(bttoshow))])]);

36 maxcurlim = min([meancur+stdrangecur*stdcur max([max(max(fctoshow)) ...

max(max(bctoshow))])]);

37 mincurlim = max([meancur-stdrangecur*stdcur min([min(min(fctoshow)) ...

min(min(bctoshow))])]);

38

39 topolimarray = [mintopolim maxtopolim];

40 curlimarray = [mincurlim maxcurlim];

41

42 h1 = figure;

43 imagesc(x_actual,y_actual,fttoshow);
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44 C = hot(100);

45 colormap(C);

46 cbar = colorbar('FontSize',16,'YLim',topolimarray);

47 set(get(cbar,'ylabel'),'String', 'Topography (nm)','FontSize',16);

48 caxis(topolimarray);

49 axis([min(x_actual) max(x_actual) min(y_actual) max(y_actual)])

50 axis image

51 axis xy

52 xlabel('X-Position (nm)','FontSize',16);

53 ylabel('Y-Position (nm)','FontSize',16);

54 set(gca,'LineWidth',2,'FontSize',16);

55 set(gcf,'Position',[10 50 900 600],'Color','w');

56

57 h2 = figure;

58 imagesc(x_actual,y_actual,bttoshow);

59 colormap(C);

60 cbar = colorbar('FontSize',16,'YLim',topolimarray);

61 set(get(cbar,'ylabel'),'String', 'Topography (nm)','FontSize',16);

62 caxis(topolimarray);

63 axis([min(x_actual) max(x_actual) min(y_actual) max(y_actual)])

64 axis image

65 axis xy

66 xlabel('X-Position (nm)','FontSize',16);

67 ylabel('Y-Position (nm)','FontSize',16);

68 set(gca,'LineWidth',2,'FontSize',16);

69 set(gcf,'Position',[10 50 900 600],'Color','w');

70

71 h3 = figure;

72 imagesc(x_actual,y_actual,fctoshow);

73 C = hot(100);

74 colormap(C);

75 cbar = colorbar('FontSize',16,'YLim',curlimarray);
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76 set(get(cbar,'ylabel'),'String', 'Current (nA)','FontSize',16);

77 caxis(curlimarray);

78 axis([min(x_actual) max(x_actual) min(y_actual) max(y_actual)])

79 axis image

80 axis xy

81 xlabel('X-Position (nm)','FontSize',16);

82 ylabel('Y-Position (nm)','FontSize',16);

83 set(gca,'LineWidth',2,'FontSize',16);

84 set(gcf,'Position',[10 50 900 600],'Color','w');

85

86 h4 = figure;

87 imagesc(x_actual,y_actual,bctoshow);

88 colormap(C);

89 cbar = colorbar('FontSize',16,'YLim',curlimarray);

90 caxis(curlimarray);

91 set(get(cbar,'ylabel'),'String', 'Current (nA)','FontSize',16);

92 axis([min(x_actual) max(x_actual) min(y_actual) max(y_actual)])

93 axis image

94 axis xy

95 xlabel('X-Position (nm)','FontSize',16);

96 ylabel('Y-Position (nm)','FontSize',16);

97 set(gca,'LineWidth',2,'FontSize',16);

98 set(gcf,'Position',[10 50 900 600],'Color','w');

99

100 if SaveImages == 1

101 curdir = pwd;

102 imagedir = sprintf('%s%s',pwd,'\Images');

103 mkdir(curdir,'Images');

104 ftname = sprintf('%s%s%s%s',imagedir,'\',imagename,'_topoforw');

105 btname = sprintf('%s%s%s%s',imagedir,'\',imagename,'_topoback');

106 fcname = sprintf('%s%s%s%s',imagedir,'\',imagename,'_currentforw');

107 bcname = sprintf('%s%s%s%s',imagedir,'\',imagename,'_currentback');
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108 saveas(h1,ftname,'jpg');

109 saveas(h1,ftname,'fig');

110 saveas(h2,btname,'jpg');

111 saveas(h2,btname,'fig');

112 saveas(h3,fcname,'jpg');

113 saveas(h3,fcname,'fig');

114 saveas(h4,bcname,'jpg');

115 saveas(h4,bcname,'fig');

116 end

117

118 imageraw = image;

119 imageraw.ForwardTopography = fttoshow;

120 imageraw.BackwardTopography = bttoshow;

121 imageraw.ForwardTunnelingCurrent = fctoshow;

122 imageraw.BackwardTunnelingCurrent = bctoshow;

123 imageraw.XPositionArray = x_actual;

124 imageraw.YPositionArray = y_actual;

125

126 result = imageraw;

There are four inputs to this .m file. The first one is the filename, which should be entered

without the file extension .txt. For example, if your file name is “ILOVEOSCAN.txt”, you should

call this function from the command window as: data = importimagedata(’ILOVEOSCAN’);.

The second input is the option for saving the images. If you enter 1 here as the value, it will save

the images generated. A 0 input will skip the image saving step. The third input is the range for

the standard deviation on the topography for display purposes. Before displaying the images, the

code first generates a color bar appropriate for the image. To do that, the code finds the mean

value of the topography, then it sets the limits of the color bar at mean(topography) +/- standard

deviation(topography)*third input. The fourth input is almost the same as the third input except

it is for the current images.
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A.4.11 Processing Images in Matlab

We have written the following code in Matlab to import the images saved using OScan v2.0,

process the imported images and then display them. There are two processing steps: plane fitting

and smoothening. The plane fitting part simply fits a plane to the images using the least squares

method and then subtracts that plane from the image. The smoothening filter is the second

step, which includes the application of a smoothening filter on the image. The .m file uses

the importimagedata.m function directly to import the images and the same functions described

above to display them. The .m file is given below:

1 function result = imageprocess(fname, SaveImages, stdrange_topo, ...

stdrange_current)

2

3 close all

4 clc

5

6 imagename = fname;

7 image = importimagedata(fname);

8

9 numpix = image.NumberOfPixels;

10

11 ftopo = image.ForwardTopography;

12 btopo = image.BackwardTopography;

13 fcur = image.ForwardTunnelingCurrent;

14 bcur = image.BackwardTunnelingCurrent;

15 imagesize = image.ImageSize;

16

17 x=1:1:numpix;

18 y=1:1:numpix;

19 x_actual = x*imagesize/numpix;
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20 y_actual = y*imagesize/numpix;

21

22 dum = 1:numpix*numpix;

23 xarray = mod(dum-1,numpix)+1;

24 yarray = ceil(dum/numpix);

25 ftopoarray = image.ForwardTopographyarray;

26 btopoarray = image.BackwardTopographyarray;

27 fcurarray = image.ForwardTunnelingCurrentarray;

28 bcurarray = image.BackwardTunnelingCurrentarray;

29 [ft_mean slope_ft] = lsplane([xarray' yarray' ftopoarray]);

30 [bt_mean slope_bt] = lsplane([xarray' yarray' btopoarray]);

31 [fc_mean slope_fc] = lsplane([xarray' yarray' fcurarray]);

32 [bc_mean slope_bc] = lsplane([xarray' yarray' bcurarray]);

33

34 xmat = reshape(xarray,numpix,numpix)';

35 xmat = xmat(end:-1:1,:);

36 ymat = reshape(yarray,numpix,numpix)';

37 ymat = ymat(end:-1:1,:);

38

39 ft_plane = ...

(-slope_ft(1,1)/slope_ft(3,1))*(xmat-ft_mean(1,1))+(-slope_ft(2,1)...

40 .../slope_ft(3,1))*(ymat-ft_mean(2,1))+ft_mean(3,1);

41 bt_plane = ...

(-slope_bt(1,1)/slope_bt(3,1))*(xmat-bt_mean(1,1))+(-slope_bt(2,1)...

42 .../slope_bt(3,1))*(ymat-bt_mean(2,1))+bt_mean(3,1);

43 fc_plane = ...

(-slope_fc(1,1)/slope_fc(3,1))*(xmat-fc_mean(1,1))+(-slope_fc(2,1)...

44 .../slope_fc(3,1))*(ymat-fc_mean(2,1));

45 bc_plane = ...

(-slope_bc(1,1)/slope_bc(3,1))*(xmat-bc_mean(1,1))+(-slope_bc(2,1)...

46 .../slope_bc(3,1))*(ymat-bc_mean(2,1));

47
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48 ftopo2 = ftopo - ft_plane;

49 btopo2 = btopo - bt_plane;

50 fcur2 = fcur - fc_plane;

51 bcur2 = bcur - bc_plane;

52

53 n = 5;

54 h = ones(n,n) / nˆ2;

55 ftopo3 = imfilter(ftopo2,h);

56 btopo3 = imfilter(btopo2,h);

57 fcur3 = imfilter(fcur2,h);

58 bcur3 = imfilter(bcur2,h);

59

60 fttoshow = ftopo3;

61 bttoshow = btopo3;

62 fctoshow = fcur3;

63 bctoshow = bcur3;

64

65 meantopo = mean([mean(mean(fttoshow)) mean(mean(bttoshow))]);

66 stdtopo = max([std(mean(fttoshow)) std(mean(bttoshow))]);

67 meancur = mean([mean(mean(fctoshow)) mean(mean(bctoshow))]);

68 stdcur = max([std(mean(fctoshow)) std(mean(bctoshow))]);

69 stdrangetopo = stdrange_topo;

70 stdrangecur = stdrange_current;

71

72 maxtopolim = min([meantopo+stdrangetopo*stdtopo ...

max([max(max(fttoshow)) max(max(bttoshow))])]);

73 mintopolim = max([meantopo-stdrangetopo*stdtopo ...

min([min(min(fttoshow)) min(min(bttoshow))])]);

74 maxcurlim = min([meancur+stdrangecur*stdcur max([max(max(fctoshow)) ...

max(max(bctoshow))])]);

75 mincurlim = max([meancur-stdrangecur*stdcur min([min(min(fctoshow)) ...

min(min(bctoshow))])]);
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76

77 topolimarray = [mintopolim maxtopolim];

78 curlimarray = [mincurlim maxcurlim];

79

80 h1 = figure;

81 imagesc(x_actual,y_actual,fttoshow);

82 C = hot(100);

83 colormap(C);

84 cbar = colorbar('FontSize',16,'YLim',topolimarray);

85 set(get(cbar,'ylabel'),'String', 'Topography (nm)','FontSize',16);

86 caxis(topolimarray);

87 axis([min(x_actual) max(x_actual) min(y_actual) max(y_actual)])

88 axis image

89 axis xy

90 xlabel('X-Position (nm)','FontSize',16);

91 ylabel('Y-Position (nm)','FontSize',16);

92 set(gca,'LineWidth',2,'FontSize',16);

93 set(gcf,'Position',[10 50 900 600],'Color','w');

94

95 h2 = figure;

96 imagesc(x_actual,y_actual,bttoshow);

97 colormap(C);

98 cbar = colorbar('FontSize',16,'YLim',topolimarray);

99 set(get(cbar,'ylabel'),'String', 'Topography (nm)','FontSize',16);

100 caxis(topolimarray);

101 axis([min(x_actual) max(x_actual) min(y_actual) max(y_actual)])

102 axis image

103 axis xy

104 xlabel('X-Position (nm)','FontSize',16);

105 ylabel('Y-Position (nm)','FontSize',16);

106 set(gca,'LineWidth',2,'FontSize',16);

107 set(gcf,'Position',[10 50 900 600],'Color','w');
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108

109 h3 = figure;

110 imagesc(x_actual,y_actual,fctoshow);

111 C = hot(100);

112 colormap(C);

113 cbar = colorbar('FontSize',16,'YLim',curlimarray);

114 set(get(cbar,'ylabel'),'String', 'Current (nA)','FontSize',16);

115 caxis(curlimarray);

116 axis([min(x_actual) max(x_actual) min(y_actual) max(y_actual)])

117 axis image

118 axis xy

119 xlabel('X-Position (nm)','FontSize',16);

120 ylabel('Y-Position (nm)','FontSize',16);

121 set(gca,'LineWidth',2,'FontSize',16);

122 set(gcf,'Position',[10 50 900 600],'Color','w');

123

124 h4 = figure;

125 imagesc(x_actual,y_actual,bctoshow);

126 colormap(C);

127 cbar = colorbar('FontSize',16,'YLim',curlimarray);

128 caxis(curlimarray);

129 set(get(cbar,'ylabel'),'String', 'Current (nA)','FontSize',16);

130 axis([min(x_actual) max(x_actual) min(y_actual) max(y_actual)])

131 axis image

132 axis xy

133 xlabel('X-Position (nm)','FontSize',16);

134 ylabel('Y-Position (nm)','FontSize',16);

135 set(gca,'LineWidth',2,'FontSize',16);

136 set(gcf,'Position',[10 50 900 600],'Color','w');

137

138 if SaveImages == 1

139 curdir = pwd;
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140 imagedir = sprintf('%s%s',pwd,'\Images');

141 mkdir(curdir,'Images');

142 ftname = sprintf('%s%s%s%s',imagedir,'\',imagename,'_topoforw');

143 btname = sprintf('%s%s%s%s',imagedir,'\',imagename,'_topoback');

144 fcname = sprintf('%s%s%s%s',imagedir,'\',imagename,'_currentforw');

145 bcname = sprintf('%s%s%s%s',imagedir,'\',imagename,'_currentback');

146 saveas(h1,ftname,'jpg');

147 saveas(h1,ftname,'fig');

148 saveas(h2,btname,'jpg');

149 saveas(h2,btname,'fig');

150 saveas(h3,fcname,'jpg');

151 saveas(h3,fcname,'fig');

152 saveas(h4,bcname,'jpg');

153 saveas(h4,bcname,'fig');

154 end

155

156 imageprocessed = image;

157 imageprocessed.ForwardTopography = fttoshow;

158 imageprocessed.BackwardTopography = bttoshow;

159 imageprocessed.ForwardTunnelingCurrent = fctoshow;

160 imageprocessed.BackwardTunnelingCurrent = bctoshow;

161 imageprocessed.XPositionArray = x_actual;

162 imageprocessed.YPositionArray = y_actual;

163

164 result = imageprocessed;

There are four inputs to this .m file. The first one is the filename, which should be entered

without the file extension .txt. For example, if your file name is “ILOVEOSCAN.txt”, you should

call this function from the command window as: data = importimagedata(’ILOVEOSCAN’);.

The second input is the option for saving the images. If you enter 1 here as the value, it will save

the images generated. A 0 input will skip the image saving step. The third input is the range for
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the standard deviation on the topography for display purposes. Before displaying the images, the

code first generates a color bar appropriate for the image. To do that, the code finds the mean

value of the topography, then it sets the limits of the color bar at mean(topography) +/- standard

deviation(topography)*third input. The fourth input is almost the same as the third input except

it is for the current images.

A.5 Oscan V2.0 Host Code

The host code is the main software piece that almost all the plotting and data manipulation is

conducted. It can be grouped under 1 loop (for z-feedback range indicators: the needle and the

indicator lamps) and a two-window sequence structure. The first window of the sequence struc-

ture is reserved for initializations and the second window of the sequence structure is reserved

for 4 other loops, which are the main loop, data transfer loop, manipulation path generation loop

and the plotting loop. A schematic that shows the general flow of the code is shown below in

Fig. A.12.

The loop outside of the two-window sequence structure is the smallest loop in the code. It

simply takes the z-scan value (which is read from FPGA front panel in main loop) and turns

on the appropriate lamp and also feeds this to the needle indicator, which are all located in the

imaging window. A screen shot of this loop with comments are shown below in Fig. A.13.

The first window of the two-window sequence structure is the initialization window. The

code starts in this window and executes everything in this window only once, at the start of the

run. After everything in this window is executed, code enters the second window of the sequence

structure, where it enters infinite loops and never come back to this part again. Hence, any type

of initialization that should be done at the start of the code should be done here. The commented

code that is located in this window is shown below in Figures A.14 and A.15.

After initialization, the code enters the second window of the two-window sequence, in which

is spends the rest of its run-time. Before the code enters the infinite loops in the second window,
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Initialization 

Data Read 
From FPGA via 
Image Buffer 

Main Loop 

Plotting 

Manipulation 
Path Set 

Z Feedback Needle & 
Range Indicator Lamps 

Figure A.12: The general structure of the host code. The two window blue structure is a sequence
structure, in which the code initializes and then runs the 4 main loops of the code: data transfer,
manipulation path generation, main and plotting loops.
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Sets the loop rate 
to 200 ms 

This is an infinite loop, 
i.e. it does not stop 

Appropriate light is turned on depending on 
zscan which is the z position of the scanner 

Zscan is also fed to the needle indicator is also fed to the needle indicator

These are the 
indicators that 
are controlled 
by this loop. 

They are 
located in the 
imaging tab 

Figure A.13: The commented code that is located in the green loop from Fig. A.12
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Initialize the image max and min 
values 

Define needle range 

Load Arrow bitmap for tip image 

Switch Current Operation to 
Manual: i.e. stop any movement 

Initialize the images 

Reset Chart History 

Figure A.14: Part of the commented code that is located in the first window (initialization win-
dow) of the two-window sequence structure. Only initializations should be located here.
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Initialize all the image and manipulation data arrays Stop all movement 

Reset PPC 200 status to “X” 

Figure A.15: The rest of the commented code that is located in the first window (initialization
window) of the two-window sequence structure.

the code starts with selecting the DAQ board that will be used. It then loads the FPGA code

in the device and runs the code. All of the codes that are written for this DAQ board should

follow this procedure, in order to function properly. In addition to the FPGA related operations,

an occurrence is also created here which is then set in data transfer loop and read at data display

loop. This occurrence synchronizes the data transfer and plotting loops. A screen shot of this

piece of code is shown in Fig. A.16.

Before describing the remaining 4 loops further, we should first described the two most com-

monly used block diagram that coverts the voltage values (-10-10V) that is read to DAQ board

channels to 16 bit signed integer values (-32768-32767) which is the type that FPGA reads these

values into and vice versa.

FPGA does not allow the users to store variables using floating point numbers (which are

64 bit numbers) due to the limited allocation and calculation space on the FPGA. It only allows

the user to do calculations and store variables in integers. In addition to this, the entire analog
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RIO Device 
is selected 

FPGA Code 
is loaded to 
the device 

The loaded 
code is run 

Image Data 
Transfer Buffer 
is configured 

An “Occurrence” that will be used 
to synchronize the data transfer 

and plotting loops is created 

Figure A.16: The commented code piece that is located in the second window of the two-window
sequence structure before the infinite loops. This code starts the FPGA operation and creates an
occurrence for the synchronization of the data transfer and display.

channels read or written by the FPGA use 16 bit signed integer values. For example, a 10 volt

input is written as a 16 bit integer whose value is 32767 and a -10 volt output must be written as

-32768. Therefore, we try to conduct all of the operations that are done on FPGA using integers

and we do all the conversions on the host code, in order to relieve FPGA from extra processing

burden. The blocks that achieve these conversions are shown below in Fig. A.17.

Data transfer loop is one of the most crucial loops in the software. This loop is the back-

bone of the data transfer from FPGA to the host computer. It is the loop that reads the image

buffer while imaging, manipulation and spectroscopy (the buffer name is imaging buffer but ac-

tually it is used to transfer data during imaging, manipulation and spectroscopy operations from

FPGA to Host). This loop only runs while imaging, manipulation and spectroscopy and reads

the buffer elements into a large array. This array is then separated to its channels using ”Extract-

FromDMA.vi”. All of the channels resolved in the previous step are then converted to voltage

values and multiplied by ”CurrentIntegerAmplification” in order to change the parameters to in-

teger values and amplify. This is done for mere visualization purposes and the data is not saved

this way. While this is happening, a counter counts the iterations and sets the occurrence after
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16 Bit Integers read from FPGA are 
converted to real voltage values 

using this operation. 

Actual voltage values that we want to output 
are converted to 16 Bit Integers before 
sending to FPGA using this operation. 

Figure A.17: The commented code pieces that are used to convert actual voltage values to FPGA
integers and vice versa. These blocks are used commonly throughout the code and will not be
explained again.
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the fourth iteration and resets the counter, because in an iteration of the loop, 1/4th of a line is

transferred to host. This occurrence is going to trigger the plotting loop, and the images will be

updated once in a line. Topography is also filtered here, if the ”filter topo” switch is True, by

using a built-in Labview function. A schematic of the data transfer loop is shown below in Fig.

A.18.

This Loop only runs 
while scanning, 
manipulation or 

spectroscopy  

Loop timing: 250/sampling frequency (seconds) periods for 
manipulation and spectroscopy; ¼ line time for imaging.  

NumFifoElements: How many elements to read in 1 iteration. 
Pixel # /2 for imaging; 250 for manipulation and spectroscopy. 

Filtering 
topography 

data if 
requested 

Reading data from 
buffer 

Resolve channels 
from received data 

1 Line of data is 
received after 4 

iterations. Set the 
occurrence 

Same processing is done for all the channels. 
Convert the integer to voltage values and amplify 
them by CurrentIntegerAmplification (for display 

purposes) 

Figure A.18: The commented data transfer loop. Image/manipulation/spectroscopy data gener-
ated/read by the DAQ board is transferred to host computer through this loop. It is written to
intermediate arrays which will then be processed.

Another loop that is located in the second window of the sequence structure is ”Manipulation

Path Set” loop. This loop is active when the user is viewing the manipulation tab and includes

all the code pieces that command the manipulation tab operations such as importing the manip-

ulation image, scaling the manipulation image, defining or importing region of interests (ROIs)
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on the manipulation image, creating actual manipulation path from ROIs and generating ROI

parameters in real world coordinates for user convenience, such as center coordinates or ROI

radius. A schematic of the structure of manipulation path set loop is shown in Fig. A.19.

Import Image 

Clear 
Image Modify Path 

Autoscale 
Image 

Display Tip Position on the 
Image 

Import Path 
from Bitmap Generate Image 

Scale and Color bar 

Generate ROI parameters in real 
world coordinates, such as: 

Center Coordinates and Edge 
Lengths 

Generate actual path (in terms of X, Y Voltages, 
Manipulation Voltage, Manipulation Current/Force 

and Speed) that will be sent to FPGA from ROIs. 

Figure A.19: A schematic of the manipulation path set loop. It is consisted of several sub-loops
that carry all the functions in the manipulation tab.

The first part of the manipulation path set loop includes functions related to the manipulation

image. Using these functions a selected image can be imported from the imaging tab, the image

can be cleared or its color bar can be scaled. It also includes importing ROIs from a bitmap

image and modifying the imported or defined ROIs. Another loop that is located at this part of

the loop is the display tip position on the image loop, where the previously imported tip image

(an arrow) is shown on the manipulation image at the position where the tip is currently located.

The commented version of this part of the code is shown in Fig. A.20.

Another loop located in the manipulation path set loop is the code that is used to generate

ROI parameters in world coordinates for user convenience. The code located in this loop, takes

each ROI, finds and displays its type, corner coordinates, edge length, rotation angle, radius, and

center position in nanometers. It is mostly used for monitoring purposes however it is proven

useful while modifying manipulation path as well since during some manipulations we want

exact shapes that can be written on the surface. The code is shown below in Fig. A.21.
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Loop period: 180 msec 

Draws an arrow at the instantaneous tip position 

Calculates instantaneous tip position 

Imports a ROI 
from bitmap file, 

rescales and 
positions the file 

Autoscales the 
manipulation 

image 

Clears the 
manipulation 

image 

Imports the 
desired image as 

manipulation 
image 

Allows the users 
modify the ROIs 
by entering array 

elements 

Figure A.20: The commented code that is located in the rightmost part of the manipulation path
set loop.

Take each ROI 

Find important 
dimensions of the 
ROI selected: such 
as center position 
and edge length 

Reconstruct the 
ROI array 

Figure A.21: The commented code that is used to generate ROI parameters in world coordinates.
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The manipulation path set loop also includes a piece of code that is used to create a color bar

for the manipulation image. This piece of code is standard and used for every image display in

this software. It simply generates a color bar with the user defined palette type, and user defined

number of ticks within the maximum and minimum value of the image pixels. The limits can

also be manually changed by the user. The code is commented and shown below in Fig. A.22.

This part of the 
code is standard 
for each image.  

Create a color bar with 
the given maximum, 
minimum values and 

number of ticks  

Create the 
scale of the 

color bar 

Scale the color 
bar and the 

image displayed 

Figure A.22: The commented code that is used to generate and modify the color bar of the
manipulation image.

The remaining and the most important part of the manipulation path set loop is the actual ma-

nipulation path generation loop which simply generates the manipulation path using the ROIs,

speeds and manipulation force/voltage/current values. The loop starts with initializing the ma-

nipulation path array and then reads the ROIs one by one and point by point. Every point is

converted to voltage values for x and y actuators and then assigned a voltage, set point and speed

value. The manipulation array is then constructed from these points one last time. Therefore, ev-

ery manipulation/spectroscopy point includes 5 coordinates. For manipulation, a point is defined

as: (X Voltage, Y Voltage, Voltage, Set-point Current/Force, and Speed) and for spectroscopy, a

point is defined as: (Spectroscopy Port Voltage, Y Voltage, Bias, X Voltage, and Speed). If spec-

troscopy port is bias, then the 4th coordinate of the spectroscopy point is not used. A commented

version of this loop is shown below in Fig. A.23.

Another loop located in the second window of the sequence structure is the plotting loop.
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Same loop 
continues from here 

Same loop continues 
underneath 

Initialize the 
Manipulation 

Path Array 

Read 
Contours one 

by one 

Calculate the X 
Voltage and Y 
Voltage values 
from ROI pixels 

Decide on the voltage, speed 
and current value depending 
on if the tip is on a contour or 

between contours 

This part generates the 
voltage and speed values 

for spectroscopy 

Read points in 
each contour 
one by one 

Reconstruct 
the point 

Reconstruct 
the contour 

Reconstruct the 
manipulation 

path array 

Figure A.23: The commented code that is used to generate manipulation path array.
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This loop is called when there is data available to plot. This is determined using an occurrence

set in the data transfer loop. An occurrence is created in the second window of the sequence

structure and its set command is carried in the data transfer loop when each line data is created.

The occurrence is read by the plotting loop and the plotting loop is started. It is run once after

each line is read. Its purpose is to form data matrices or arrays. It only works when current

operation is imaging or manipulation/spectroscopy. It consists of a case structure which chooses

between imaging or manipulation/spectroscopy modes. Within the case structure, there are two

main loops (one for each case) where the data plotting operations are conducted. Its structure is

shown in Fig. A.24.

Converge Manipulation Reading Arrays & 
Display Current reading array on Graph 

Read Line Scans and form 
images by inserting the lines 

into the image at the 
appropriate line number index 

Generate Image Scales and Color bars for all four of the images and two line scans 

Append the manipulation reading arrays to 
store all of the information read during a 

manipulation operation 

If current operation is manipulation or spectroscopy: 

Else (i.e. if current operation is imaging): 

Form forward and backward 
images from the single image 
for each variable coming from 

the previous window 

Find the maximum 
and minimum values 

of the images 
displayed 

Figure A.24: A schematic of the plotting loop. It is consisted of a case structure where it selects
between manipulation/spectroscopy and imaging operations and each case consists of a sequence
structure. An additional image scaling loop is located in the imaging case.

For manipulation/spectroscopy case, the loop is fairly simple. The plotting loop takes the last

sent data array. Outputs the last sent current reading array to the graph located in the manipulation

tab. It also forms the arrays where all of the data for the manipulation/spectroscopy arrays are

stored. The commented code for this operation is shown in Fig. A.25.

For imaging case, the loop is somewhat more complicated. This case consists of a three
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Converge manipulation/ 
spectroscopy reading 

arrays 

Display current 
reading on the 

manipulation graph 

Append the last readings 
to the manipulation 

reading arrays 

Figure A.25: The commented code that is used to generate manipulation/spectroscopy data ar-
rays.

window sequence structure and a color bar adjusting code piece located outside the sequence

structure. The color bar generation and adjusting code piece is the standard function that was also

used in manipulation path set loop, only implemented here for all four of the images separately.

The commented code for this color bar generation is shown in Fig. A.26.

Create a color bar with 
the given maximum, 
minimum values and 

number of ticks  

Create the 
scale of the 

color bar 

Scale the color 
bar and the 

image displayed 
Create a color bar with 

the given maximum, 
minimum values and 

number of ticks  

Create the 
scale of the 

color bar 

Scale the color 
bar and the 

image displayed 

Figure A.26: The commented code that is used to generate color bars of image displays.

The sequence structure located in the imaging case of the plotting loop is implemented in

order to form the image matrices. In this three window sequence structure, the first window has

a for-loop located in it. This for-loop reads the data coming in arrays point by point, and assigns
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each point to an intermediate image matrix. Each data has its own matrix and the matrices are

forward and backward direction combined. For example, 12th topography line of a 512x512

pixel image is read as a 1x1024 array and transferred to the plotting loop. Plotting loop reads

every point and fills in the 12th row of the topography intermediate array which is 512x1024.

The commented code for this operation is shown in Fig. A.27.

These matrices are the 
complete images of one 

reading, including 
forward and backward; 
i.e. Topo Intermediate is 
a 1024x512 matrix for a 

512 x 512 image 

Read every point in the last 
image data transfer one by one 

These arrays are 
the image data 

from the last line 
scanned. 

The matrices are filled 
from scratch by using 

the data point, line 
index and pixel index. 

Figure A.27: The commented code that is used to generate intermediate image matrices.

The second window of the three window sequence structure takes these intermediate arrays

and divides them into two arrays, forward and backward. It also reverses the backward image in

order to make sure the matrices appear the same, not symmetric. To continue the previous exam-

ple, the topography intermediate matrix (1024x512) defined in the previous window is divided

into two 512x512 matrices in this window and the backward topography matrix is then reversed

with respect to y axis. A commented code for this operation is shown in Fig. A.28.

216



Reshape the arrays, 
and split them to 

forward and 
backward. 

Choose which data to 
show in the image 

windows 

Display the selected 
images and get the 
last line scan data. 

Figure A.28: The commented code that is used to generate actual image matrices.
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In the third and last window of this sequence structure, minimum and maximum values of

the matrices are found to adjust the color bar. Line scans are also displayed here in the imaging

tab graphs. Commented code for this operation is shown in Fig. A.29.

Display the last line 
scan in the graphs 

Find the maximum and 
minimum values in the 

displayed images 

Start imaging stop 
sequence when the 

image is finished. 

Figure A.29: The commented code that is used to find maximum and minimum pixel values of
the images displayed for the generation of the color bar.

The last part of the code that is left is the main loop structure. This main loop is the part where

most of the operation is commanded. It consists of 2 code pieces, one for setting the FPGA speeds

and the other one for handling errors generated by FPGA-Host Code communication. Between

these two code pieces, there is a stacked sequence structure, where most of the procedures are

coded. A schematic of the main loop is shown in Fig. A.30.

The code piece that is used to set the FPGA loop rates is straightforward. A built in function

for FPGA operations is used to convert the desired loop rate a value that FPGA can understand,

and then it is fed to the FPGA side of the code using FPGA Write function. This code piece only

runs when the loop rates are changed. A commented version of this operation is shown in Fig.

A.31.

The first window of the stacked sequence structure is used to calculate the achievable tip

speed using the actual loop rate. It also has code that sets up the host code loop rate and calculates

the V/nm conversion constant for lateral positioning. A commented version of this operation is

shown in Fig. A.32.
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Set the 
FPGA Loops’ 

speeds 

Handle 
FPGA Run-
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Main Loop Sequence Structure 
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Figure A.30: A schematic of the main loop. It is consisted of two code pieces outside of a stacked
sequence structure. The code pieces outside is used to set the FPGA loop speeds and handle the
errors. The stack sequence is where the main operation is commanded.

Set the loop rates of 
the FPGA end of the 

code 

Calculate the number of 
ticks that correspond to 
the desired loop rates 

Run this part only when 
the x or z loop rate 

changes 

This is a standard block that 
exists all of the sample 

codes for Labview FPGA. I 
am not sure what it does 

but I keep it always. 

Figure A.31: The commented code that is used to set the FPGA loop rates.
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Set the loop rate of the host code to 25 
milliseconds (40 Hz) if manipulation or 

spectroscopy is the current operation, otherwise it 
is set to be 1/4th of the imaging speed. 

Calculate the actual 
(achievable) tip 

speed from 
suggested tip speed 

Calculate the 
conversion (X/Y 

Voltage/nm) rate 

Calculate the max 
step length. 

Figure A.32: 1st window of the stacked sequence structure. This window is used to calculate tip
speed and update rate of the host code.

The second window of the stacked sequence structure is reserved for button definitions. When

each start or stop button is pressed, the host code calls a procedure. In this window these buttons

are assigned to their procedures. A commented version of this code is shown in Fig. A.33.

The third window of the stacked sequence structure is where these start or stop procedures

are defined. Each procedure follows the same routine. The new operation name is written to the

current operation ring, PPC200 loop is called to change the PPC200’s status to the new status

current operation requires, reset the signals and initialize variables. A commented version of this

operation is shown in Fig. A.34.

The fourth window of the stacked sequence structure is where PPC200 loops are located.

The code in this window is used to change the status of PPC 200. One loop is taken directly

from RHK’s codes, which communicates with PPC200 over USB and sends it the new status.

The other loop controls the RHK’s loop, sends it when to run and what to send to PPC200 as the

new status by analyzing current operation. A commented code for this operation is shown in Fig.

A.35.

The fifth window of the stacked sequence is the most crowded window and will seem as the

most complicated one. However this window is also very straightforward. This window simply

establishes the communication with FPGA front panel and writes and reads the parameter from
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Switch current operation to 
manual when EMG is pressed 

Each button is assigned to a 
sequence, where they are 
called here if the button is 

pressed 

After changing tip speed 
number of loops/amplitude 

and number of loops/line are 
calculated again. 

Figure A.33: 2nd window of the stacked sequence structure. This window is used to assign the
action buttons to appropriate procedures.
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Sequences are defined here. Almost of them follows the same procedure: 
switch the PPC 200 operation mode to what the sequence requires, then 
change the current operation to operation control and reset the signals 

Image start sequence is a little 
longer because it resets the 
matrices and images used. 

Figure A.34: 3rd window of the stacked sequence structure. This window is used to define the
procedures for starting operations such as imaging, coarse positioning, etc.
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This loop is the 
change current 

operation 
procedure 

Choose what PPC 
200 should 
switch to 

Start PPC200 
Loop Write the desired 

operation to 
current operation 

This loop changes 
the PPC 200 

status. It is sent 
by RHK and used 

directly in the 
software 

Figure A.35: 4th window of the stacked sequence structure. This window is used to switch the
current operation mode and the PPC 200 status.

the FPGA front panel. All of the parameters for any operation are sent to FPGA in this window

and all of the instantaneous, low speed data reading from FPGA occurs in this window. (High

speed data readings occur through buffers and in the data transfer loop located outside of the

main loop as discussed before.) A commented version of this code is shown below in Fig. A.36.

The sixed window of the stacked sequence structure is used to clear images and data matri-

ces/arrays. When clear images button that is located in the imaging tab is pressed, the loop runs

and initializes the images, matrices and arrays in host code. A commented version of the code is

shown in Fig. A.37.

In the seventh window of the stacked sequence, instantaneous data readings from the fifth

window are displayed on the graph located in the approach/coarse positioning tab. X-axes of this

plot and two line scan plots in the imaging tab are also generated here. A commented version of

this code is shown in Fig. A.38.

The eighth and last window of the stacked sequence structure is reserved for saving data to
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Send general 
parameters to 

FPGA 

Send current 
operation to 

FPGA 
Send imaging 
parameters to 

FPGA 

Send stepping 
parameters to 

FPGA 

Find sin and 
cos of scanning 

angle 

Same loop 
continues from here 

This loop continues 
underneath 

Send tip retract 
command and 

display warning box 

Send 
manipulation 
parameters to 

FPGA 

Send z-
feedback 
simulate 

parameters 
to FPGA 

Receive 
instant 
signal 

readings 
from FPGA 

Figure A.36: 5th window of the stacked sequence structure. This window is used to establish the
communication between the FPGA and the Host code to send parameters and receive instanta-
neous readings.
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Clear all of the images and 
matrices 

Figure A.37: 6th window of the stacked sequence structure. This window is used to clear the
images and the image matrices.
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Display 
instant 
signal 

readings on 
Coarse 

Positioning 
chart 

Create x-axis of coarse 
positioning chart 

Create x-axis of line scan 
charts 

Figure A.38: 7th window of the stacked sequence structure. This window is used to display the
instantaneous readings and create x-axes for the graphs.

file functions. In this window, there are two main loops. One of them is activated when saving an

image data into a file and the other one is activated when saving a manipulation/spectroscopy data

into a file. The file format is ASCII and extensions should be .txt. Both loops are almost identical,

with some minor changes in the variable names. Simply all of the variables are converted to

spreadsheet strings and then written into the files whose names are specified by the user. A

commented version of this code is shown in Fig. A.39.

A.6 Oscan V2.0 FPGA Code

The FPGA code is the main software piece located on the FPGA that all the wave generation

and input/output functions are conducted. It can be grouped under 2 parallel loops: (vertical) z-

positioning loop and (lateral) x-positioning loop. The first window of both loops set the loop rates

for their respective loops. The second windows of both loops have main input/output operations
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Create the 
filename and 

open the file for 
writing 

Convert all the 
parameters to 
spread sheet 

formatted strings 

Convert all the matrices to spread sheet 
formatted strings and converge the string with 

the string coming from previous window 

Save the string 
to the file 

Figure A.39: 8th window of the stacked sequence structure. This window is used to save image
or spectroscopy/manipulation data into a .txt file.
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and calculations. A third window is located in lateral positioning loop which handles the data

transfer from FPGA to Host PC via image buffer. A schematic that shows the general flow of the

code is shown below in Fig. A.40.

X Loop: Includes waveform 
generation for all motion types 

(imaging, manipulation, stepping 
approach), slope compensation 

calculation, topography 
averaging, x+, x-, y+, y- and bias 

outputs 

Z Feedback Loop: Includes PID 
controller, current and force 

reading filters, outputs for z-scan 
and z-offset 

Set Z 
Feedback 
Loop Rate 

Set X Loop 
Rate 

Transfer Data 
Read or 

Generated to 
the Imaging 

Buffer 

Figure A.40: A schematic of the FPGA code. It is consisted of two parallel loops that run at their
specified rates. The first loop controls the vertical position of the tip and the second loop controls
the lateral position of the tip.

The vertical positioning loop is the loop where PI controller is located. This loop reads

tunneling current, normal force and lateral force from input channels. It then selects the feedback

signal depending on if the operation mode is AFM (normal force), STM (tunneling current) or

z-feedback simulate (a simulated sine wave). It passes these signals through a PI controller

and writes the output of this controller to the variable ”controller output”. It adds the slope

compensation to this output and outputs the signal from z-scan output after saturating it at the

user defined limits. This loop also controls the z-offset signal which is commanded directly
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by the user. Tip retract and external PID functions are also located in this loop. During tip

retract case, the connection between the z-scan and the PID is broken and z-scan is fed the

maximum available voltage directly. During external PID, the connection between the z-scan

and the internal PID is severed just like tip retract case, but this time, the external PID input is

directly fed to controller output variable and z-scan signal. A commented version of this loop is

shown below in Fig. A.41.

Set the z-loop 
rate 

Read normal 
force and 
tunneling 
current 

Run PI 
control on 
the control 

signal 

Filter the 
control 
signal 

Choose 
the 

control 
signal 

Set piezo 
voltage to 
maximum 
during tip 

retract 

Read 
lateral 
force 

Apply slope 
compensation 

Output Z-Scan 

Output Z-Offset 

Read External 
PID 

Figure A.41: The commented z-loop that controls the vertical position actuators z-scan and z-
offset. PI loop also runs in this loop.

The lateral positioning loop is the loop where x and y actuator outputs are located. The main

function of this loop is to generate the waveforms required by different operations. There is a

case structure in this loop where the waveform generation is implemented. The case structure

generates an x voltage and y voltage output which are fed to x+, x-, y+ and y- outputs. In addition

to this case structure, there is a code piece for initializing variables. Controller output generated

in the vertical loop is also read here and topography reading is generated via a running average

filter. Bias output is also controlled in this loop. The last window of this loop is where all the

readings are written to the image buffer for the host code to receive on the other end of the buffer.

A commented version of this loop is shown below in Fig. A.42.
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Output Y+ and 
Y- Output X+ and 

X- 

Write signals to 
the buffer 

Set 
the x-
loop 
rate 

Read 
Scanning 

parameters 

Scanning 
angle 

compensation 

Calculate Topography 
using running average 

Output Bias Initialize 
parameters 

This is the main case structure 
where x and y voltages are 

generated with respect to the 
current operation type 

Figure A.42: The commented x-loop that controls the lateral position actuators x+, x-, y+, and
y-. Bias is also controlled in this loop and data transfer is conducted at the third window through
a buffer.
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The first case in the case structure is manual operation. In this operation, x and y voltage

values are set to the values sent from the host code after passing a slew rate limit. The x and y

voltages are not allowed to jump directly as this may cause the scanner the take a step. Instead

the slew rates are limited in most of the cases in this case structure. A commented version of this

operation is shown below in Fig. A.43.

New desired X and 
Y Voltages arrive 

Slew rates to 
achieve these 
voltages are 
calculated X and Y voltages 

are slowly changed 
to the desired 

values 

Figure A.43: 1st case of the case structure in the lateral positioning loop: Manual Output. This
case outputs voltages to x and y actuators with a slew rate limitation.

The second case of the case structure is where the waveform for approach and fast out oper-

ation is generated. The waveform for this operation is a delayed sawtooth wave, i.e. the output

is zero for 1/5th of the operation and it is the full swing saw tooth for the remaining 4/5th of the

cycle. It is implemented this way because in the 1/5th of the cycle when the output is zero, there

is very little oscillations in the feedback signal and it is easier to detect if approach is completed

or not. A commented version of this case is shown in Fig. A.44.

The third case of the case structure is used for imaging. Two triangular waves are generated

for this operation, one at the line speed, the other at the line speed/number of pixels, i.e. if tip

speed is 5 Hz and number of pixels are 512, one triangular wave is at 5 Hz and the other is at

5/512 Hz. The triangular waves are then offset and amplified to the desired image size. The fast

triangular wave is fed to the fast scan direction and the other wave is fed to the perpendicular
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Approach 
parameters 

are read 

Sawtooth wave is 
generated. Sawtooth is 

output 4/5th of the 
stepping cycle. 

Feedback is checked during 
the remaining 1/5th of the 

stepping cycle to see if 
approach finished. 

Figure A.44: 2nd case of the case structure in the lateral positioning loop: Approach. This case
outputs sawtooth waves to x actuator.

direction. A commented version of this case is shown in Fig. A.45.

The fourth case of the case structure is X-Stepping. This is used for stepping in x or y direc-

tion in forward or backward directions. Unlike approach and fast out waveform, the waveform

generated here is a pure sawtooth wave. It reads the parameters for the waveform from its front

panel (these parameters are sent by the Host code) and scales the amplitude of the waveform with

step length defined in the host front panel by the user. It counts the steps it takes along the wave

and stops the waveform when number of steps taken is equal to the desired number of steps. A

commented version of this case is shown below in Fig. A.46.

The fifth case of the case structure is Z-Stepping. This is used for stepping in z direction

in forward or backward directions. Similar to approach and fast out waveform, the waveform

generated here is a delayed sawtooth wave. It reads the parameters for the waveform from its

front panel (these parameters are sent by the Host code) and scales the amplitude of the waveform

with step length defined in the host front panel by the user. It counts the steps it takes along the

wave and stops the waveform when number of steps taken is equal to the desired number of steps.

A commented version of this case is shown below in Fig. A.47.
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A slow triangular wave is 
generated as the slow 

scan output 

A fast 
triangular 

wave is 
generated as 
the fast scan 

output 

The waves are 
amplified and offset 
to generate actual 

signals 

Like manual 
operation there is a 
slew rate limitation 
at the start of each 

imaging 

Figure A.45: 3rd case of the case structure in the lateral positioning loop: Scanning. This case
outputs triangular waves to x and y actuators.

X-Stepping 
parameters 

are read 

Sawtooth wave is 
generated for X-

Stepping 

Number of steps are 
counted 

Figure A.46: 4th case of the case structure in the lateral positioning loop: X-Stepping. This case
outputs sawtooth waves to x actuators.
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Z-Stepping 
parameters 

are read 
Sawtooth wave is 

generated for Z-Stepping. 
Sawtooth is output 4/5th of 

the stepping cycle. 

Number of steps are 
counted 

Figure A.47: 5th case of the case structure in the lateral positioning loop: Z-Stepping. This case
outputs sawtooth waves to x actuators.

The sixth case of the case structure is used for manipulation. In this case, the variables

are first initialized. Then FPGA reads the manipulation points from the manipulation buffer.

The manipulation points have 5 coordinates: x voltage, y voltage, bias, current/force and speed.

Using speed, x voltage and y voltage values, slew rates are calculated. After receiving all of

the coordinates and calculating the slew rates, reception of a new point is confirmed. Upon this

confirmation, the bias voltage is changed to the voltage of current manipulation point, the set

point is changed to the set-point current/force of the current manipulation point and the x and y

voltages are changed according to the slew rates they calculated. A commented version of this

case is shown in Fig. A.48.

The seventh and last case of the case structure is used for spectroscopy. In this case, the

variables are first initialized. Then FPGA reads the spectroscopy points from the manipulation

buffer. The spectroscopy points have 5 coordinates: spectroscopy voltage, y voltage, bias, x

voltage and speed. Using speed and spectroscopy voltage, slew rate of the spectroscopy is cal-

culated. After receiving all of the coordinates and calculating the slew rate, reception of a new

point is confirmed. Upon this confirmation, the bias voltage is changed to the voltage of current

spectroscopy point (if spectroscopy port is not bias, i.e. this is not an IV curve), the x and y volt-
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Manipulation 
parameters are 

initialized 

Manipulation 
points are read 

from buffer 
one by on 

Slew Rates are 
calculated 

New point is confirmed 
when all the parts of a 
manipulation point is 
read and slew rate is 

calculated 

X and Y 
Voltages are 
generated. 

Manipulation Bias and 
Current are sent 

Figure A.48: 6th case of the case structure in the lateral positioning loop: Manipulation. This
case receives the manipulation parameters from host code and applies the voltages to x and y
actuators with the slew rate specified as speed in the manipulation point.

ages are changed to the x and y voltage of the current spectroscopy point, and the spectroscopy

voltage is changed according to the slew rate calculated. A commented version of this case is

shown in Fig. A.49.

Spectroscopy 
parameters are 

initialized 

Spectroscopy 
points are read 

from buffer 
one by on 

Slew Rate is 
calculated 

New point is confirmed 
when all the parts of a 
spectroscopy point is 
read and slew rate is 

calculated 

Spectroscopy 
ramp voltage 
is generated. 

Spectroscopy X and Y 
are sent 

Figure A.49: 7th case of the case structure in the lateral positioning loop: Spectroscopy. This
case receives the spectroscopy parameters from host code and applies the voltages to x and y
actuators and spectroscopy port with the slew rate specified as speed in the spectroscopy point.
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