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Abstract

Theory and computation of line defect fields in solids and liquid crystals

The theory and computation of line defects are discussed in the context

of both solids and liquid crystals. This dissertation includes four parts. The

Generalized Disclination theory is discussed and applied to numerous interfacial

and bulk line defect problems. An augmented Oseen-Frank energy as well as

a novel 2D-model is proposed and demonstrated for disclination dynamics in

liquid crystal. A model based on kinematics and thermodynamics is devised

to predict tactoid dynamics during the process of the isotropic-nematic phase

transition in LCLC.

In the first part of the thesis, the utility of the notion of generalized discli-

nations in materials science is discussed within the physical context of mod-

eling interfacial and bulk line defects. The Burgers vector of a disclination

dipole in linear elasticity is derived, clearly demonstrating the equivalence of

its stress field to that of an edge dislocation. An explicit formula for the dis-

placement jump of a single localized composite defect line in terms of given

g.disclination and dislocation strengths is deduced based on the Weingarten

theorem for g.disclination theory at finite deformation. The Burgers vector of

a g.disclination dipole at finite deformation is also derived.

In the second part, a numerical method is developed to solve for the stress

and distortion fields of g.disclination systems. Problems of small and finite de-

formation theory are considered. The fields of various line defects and grain/phase

boundary problems are approximated. It is demonstrated that while the far-

field topological identity of a dislocation of appropriate strength and a disclination-

dipole plus a slip dislocation comprising a disconnection are the same, the latter

microstructure is energetically favorable. This underscores the complementary
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importance of all of topology, geometry, and energetics (plus kinetics) in under-

standing defect mechanics. It is established that finite element approximations

of fields of interfacial and bulk line defects can be achieved in a systematic and

routine manner, thus contributing to the study of intricate defect microstruc-

tures in the scientific understanding and predictive design of materials.

In the third part, nonsingular disclination dynamics in a uniaxial nematic

liquid crystal is modeled within a mathematical framework where the kinemat-

ics is a direct extension of the classical way of identifying these line defects with

singularities of a unit vector field representing the nematic director. We devise

a natural augmentation of the Oseen-Frank energy to account for physical sit-

uations where infinite director gradients have zero associated energy cost, as

would be necessary for modeling half-integer strength disclinations within the

framework of the director theory. A novel 2D-model of disclination dynamics

in nematics is proposed, which is based on the extended Oseen-Frank energy

and takes into account thermodynamics and the kinematics of conservation of

defect topological charge. We validate this model through computations of

disclination equilibria, annihilation, repulsion, and splitting.

In the fourth part, the isotropic-nematic phase transition in chromonic liquid

crystals is studied. We simulate such tactoid equilibria and dynamics with a

model using degree of order, a variable length director as state descriptors, and

an interfacial descriptor. We introduce an augmented Oseen-Frank energy, with

non-convexity in both interfacial energy and the dependence of the energy on

the degree of order. A strategy is devised based on continuum kinematics and

thermodynamics. The model is used to predict tactoid dynamics during the

process of phase transition. We reproduce observed behaviors in experiments

and perform an experimentally testable parametric study of the effect of bulk

elastic and tactoid interfacial energy constants on the interaction of interfacial
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and bulk fields in the tactoids.
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Chapter 1

Motivation and overview

1



1.1 Line defects in crystalline solid

Crystalline materials have been widely applied in information technology, astronomy,

medicine, manufacture and other sectors. With the increasing demand for thinner and

smaller devices, understanding defects in crystalline structures is of great significance.

Two commonly observed line defects are dislocations and disclinations. Weingarten’s the-

orem was introduced in 1901 [Wei01]. Dislocations and disclinations in crystalline solid

were introduced by Volterra [Vol07], motivated by Weingarten’s theorem. A dislocation is

a defect within a crystal structure representing the displacement jump. Two primary types

of dislocations are edge dislocations and screw dislocations. The magnitude and the direc-

tion of the lattice displacement jump resulting from a dislocation is measured by Burgers

vector. A disclination is a kind of defects originating from the rotation incompatibility,

whose magnitude and direction are represented by the Frank vector [DeW73a]. Disloca-

tions and disclinations are used to study various interfaces, such as high-angle boundary,

grain boundary ledges, twin boundary, etc. [KF08]. In particular, dislocations are widely

accepted for modeling low angle boundaries, such as tilt grain boundaries and twist grain

boundaries, by employing the Frank-Bilby equation [Fra50, Bil55]. However, the disloca-

tion model cannot deal with high angle boundaries since the packed dislocations are too

close to identify a corresponding Burgers vector. Also, modeling boundaries as infinite dis-

location walls makes the application of 3d grain boundary network difficult. On the other

hand, disclinations can be used to model both the low angle and high angle boundaries,

while accounting for the fine structure of the boundaries [Li72, GNR+89, HES+95].

In addition to dislocations and disclinations, [AF12, AF15] introduce the concept of

generalized disclination (g.disclination), accounting for the distortion incompatibility. The

distortion is a deformation gradient for a defect-free crystal. In many circumstances with

defects, the distortion is not the gradient of a vector field. The surface of a distortion

discontinuity is called a phase boundary (including a grain boundary as a special case).
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The g.disclination is defined as the discontinuity of the distortion discontinuity, namely the

tips of terminating phase boundaries. When the distortions involved in the discontinuity

are pure rotations, g.disclinations become conventional disclinations.

The static theories of dislocation fields and of disclination fields are discussed in [Krö81,

DeW71, DeW73a]. The theory of the crystal defects (dislocations and disclinations) pro-

posed in [DeW73a] will reduce to the dislocation theory in [Krö81] when the disclination

vanishes. A mechanical theory of dislocation fields is proposed in [Ach01], dealing with

crystal plasticity. The notation and theory of g.disclination is proposed in [AF12, AF15].

In the absence of g.disclinations, the g.disclination theory becomes the dislocation theory

in [Ach01]. In [Ach03], it shows that the dislocation field theory will give a unique dis-

placement field when the dislocation velocity is assumed as data as well as constitutive

elasticity. The dislocation-disclination statics is generalized in [FTC11] and the appli-

cation of dislocation and disclination fields on grain boundary plasticity is discussed in

[TCF+13, FTC14]. The concept and the statics as well as dynamics of g.disclinations are

proposed in [AF12, AF15], which extends the pioneering work of DeWit [DeW73a]. In

this work, an extension of g.disclination theory is proposed by introducing an additional

field Hs that is discussed in details in Chapter 3. The proposed model can reproduce

the stress free equilibria of twin boundaries when the eigenwall field S is prescribed as

data. Weingarten theorem for g.disclinations at finite deformation is interpreted in terms

of g.disclination kinematics. A numerical scheme considering both the small deformation

and finite deformation are proposed and applied to solve numerous problems involving bulk

and interfacial line defects.
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1.2 Disclinations in nematic liquid crystal and isotropic-

nematic phase transition

With the increasing applications in material science, biological systems, and industrial en-

gineering such as display technologies and nanofluidic devices, researches on liquid crystals

have gained great interest and have advanced quite rapidly. With properties between liq-

uids and solids, liquid crystals may flow as liquids while keeping some crystalline attributes

of solids. Depending on the amount of order in the material, there are many types of liquid

crystal phases.

In this work, we are primarily interested in uniaxial nematic liquid crystals (NLC),

which consists of rod-like molecules with no positional order but retaining some long-

range orientational order. The orientational order is characterized by the director and is

represented by a unit vector field in classical models [Ste04].

Another interest of this work concerns nematic inclusions in an isotropic matrix, namely

a nematic liquid crystal undergoing an isotropic-nematic phase transition. The isotropic-

nematic phase transition in Lyotropic Chromonic Liquid Crystals (LCLC) happens when

temperature changes, which is observed in the novel experiments of Lavrentovich and co-

workers [KL07, Lav14, VPSL02, KSL13]. LCLC molecules are aggregates of plank-like

or disc-like unites with an aromatic flat core and peripheral polar groups. The isotropic-

nematic phase transition in defect-free problem is first order. As temperature decreases,

chromonic inclusions nucleate, grow and coalesce, giving rise to tactoid microstructures.

Nematic symmetry allows for two types of topologically defects: disclinations in the bulk

and point defects on the surfaces (cusps).

For the sake of completeness, three classical mathematical models of nematic liquid

crystals are reviewed below. In all models, we denote Ω as an open domain enclosed by

the boundary ∂Ω.
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1. The Oseen-Frank model. In the Oseen-Frank model [Fra58, Ose33], the elastic energy

of the director distortion is given by EOF = 1
2

∫
Ω
FOF (n,∇n)dx, with the energy

density

FOF = K1(∇·n)2 +K2((∇×n) ·n)2 +K3|(∇×n)×n|2 +K24((∇·n)2− tr(∇n)2).

Ki are material dependent Frank elastic constants satisfying appropriate inequalities

[HKL88] so that energy-minimizing configuration exists. To describe the interac-

tion between the nematic directors and the nematic particle interfaces, the Oseen-

Frank energy can be augmented by introducing the Rapini-Papoular surface energy

ERP =
∫
∂Ω
FRPdS with FRP = (1 − α(n · ν)2), where ν is the unit vector normal

to the interface ∂Ω and α is a material dependent constant between −1 and 1. One

limitation of the Oseen-Frank model is that it cannot deal with certain types of de-

fects, such as disclinations, because the constraint on n (|n| = 1) is too rigid. The

Oseen-Frank model is extended in [Eri91] for disclinations by introducing an addi-

tional scalar field describing the degree of local orientational order. However, neither

model can describe biaxial configurations which are conjectured to exist at the core

of a nematic defect. In [BZ07, BB15], it also suggests the use of discontinuous order

parameter fields.

2. The Ericksen-Leslie model and its augmentation with degree of order. Motivated

by the hydrostatic theory of liquid crystals, Ericksen[Eri61] proposed conservation

laws for the dynamical behavior of anisotropic liquids. Constitutive equations for

anisotropic fluids was proposed by Leslie in [Les66]. The dynamic theory for nematic

liquid crystals was completed by Leslie in [Les68], now considered as the Ericksen-

Leslie theory for the dynamics of nematic liquid crystals. In addition to the con-

straints |n| = 1 and div(v) = 0, the Ericksen-Leslie model consists of the balance

laws arising from linear and angular momentum, that resulting in the evolution equa-
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tions for n and v. To deal with the defects, [Eri91] augmented the Ericksen-Leslie

model with an additional scalar degree of order beyond the director. The Ericksen-

Leslie model for nematic liquid crystals with variable degree of orientation is also

discussed in [BBCH92, Vir95, Wal11a]. One limitation of the augmented Ericksen-

Leslie mode is cannot deal with half integer defects that predicting unbounded energy

in a finite body.

3. The Landau-de Gennes model. The Landau-de Gennes theory introduces a tensor-

valued order parameter to incorporate biaxiality of nematic liquid crystals [BZ07,

MN14, MZ10]. The order parameter is a second order tensor Q that is traceless and

the nematic free energy is given as

FLdG(Q) = a tr(Q2) + b tr(Q3) + c tr(Q4),

where a, b and c are temperature or material dependent parameters. At tempera-

tures below the supercooling temperature, tensor fields that minimize the Landau-de

Gennes free energy do not have isotropic cores [GJ15]. The order parameter becomes

biaxial inside cores and is uniaxial at core centers [SS87, KL07]. When the director

is constrained in plane, namely the director can be parametrized by an angle field,

and the temperature is below the supercooling temperature, the Landau-de Gennes

energy with half strength line defects is infinite.

A model dealing with nematic defects dynamics is proposed in [AD13], which introduces

an augmented Oseen-Frank kinematics and defines a director distortion field and an director

incompatible field in analogy with plasticity theories. The director incompatibility field

is non-vanishing in the presence of defects. The evolution equations of the director field

and the director incompatibility field are motivated from geometric conservation laws. In

[PAD15], the static equilibrium of director fields of prescribed disclinations are solved with

a finite element based numerical scheme. In addition, the comparison and connections
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between modeling liquid crystal disclinations and modeling solid dislocations with the

eigendeformation method is discussed in [PAD15].

In this work, we study the equilibria and dynamics of liquid crystal disclination based

on an augmented Oseen-Frank energy and show that the gradient flow dynamics for this

energy is not suitable for modeling the defect evolution problem. Then a 2D model based

on thermodynamics and defect topological conservation law is constructed and applied

to analyze nematic disclination dynamics. This work also proposes a dynamic model

derived from the kinematic flux and thermodynamics, which is capable to deal with tactoid

dynamics and isotropic-nematic phase transitions.

1.3 Terminology

The condition that a is defined to be b is indicated by the statement a := b. The Einstein

summation convention is implied unless otherwise specified. Ab is denoted as the action

of a tensor A on a vector b, producing a vector. A · represents the inner product of two

vectors; the symbolAD represents tensor multiplication of the second-order tensorsA and

D. A third-order tensor is treated as a linear transformation on vectors to a second-order

tensors.

We employ rectangular Cartesian coordinates and components in this paper; all tensor

and vector components are written with respect to a rectangular Cartesian basis (ei), i=1

to 3. The symbol div represents the divergence, grad represents the gradient on the body
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(assumed to be a domain in ambient space). In component form,

(A× v)im = emjkAijvk

(B × v)irm = emjkBirjvk

(divA)i = Aij,j

(divB)ij = Bijk,k

(curlA)im = emjkAik,j

(curlB)irm = emjkBirk,j,

(A : B)ir = AimnBmnr,

where emjk is a component of the alternating tensor X.

1.4 Dissertation outline

This dissertation involves the modeling and understanding of defects in solids with g.disclination

theory, the static equilibrium and dynamics of disclinations in nematic liquid crystals, and

the modeling of isotropic-nematic phase transition in LCLC. Specifically, this dissertation

is organized as follows.

1. Chapter 2 discusses physical situations that may be associated with the mathemat-

ical concept of g.disclinations. The interpretation of the Weingarten theorem for

g.disclination in terms of g.disclination kinematics is proposed. The connection be-

tween the topological properties of a g.disclination dipole and a dislocation is estab-

lished in Chapter 2. The Burgers vector of a g.disclination dipole at finite deformation

is also deduced. The work in Chapter 2 was done in collaboration with Prof. Amit

Acharya. The content of this chapter forms the manuscript of a paper co-authored

with Amit Acharya.

2. Chapter 3 reviews the static theory of g.disclinations and proposes numerical schemes
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for the small and finite deformation settings. Numerous calculations of line defects

in the bulk and interfaces are performed with the g.disclination model. Results of

some cases, such as a single disclination, a single dislocation, and a twin boundary,

are discussed and compared with classical results where available. Chapter 3 shows

the capacity of the g.disclination model in studying various defect problems. The

theoretical part of the work in Chapter 3 was done in collaboration with Prof. Amit

Acharya. The numerical scheme of finite deformation is an adaptation from Dr.

Saurubh Puri’s thesis [Pur09]. The content of this chapter forms the manuscript of

a paper co-authored with Amit Acharya, and Saurabh Puri.

3. Chapter 4 shows the work on disclination static equilibria and dynamics of nematic

liquid crystals. An augmentation of the Oseen-Frank energy is proposed to account

for physical situations where infinite director gradients have zero associated energy.

Equilibria and dynamics of disclinations in nematic liquid crystals are studied within

the proposed framework. Chapter 4 also demonstrates that the gradient flow dynam-

ics for this energy, that is perfectly adequate for predicting defect equilibria, is not

able to describe defect evolution. A 2D-model of disclination dynamics in nematics

is proposed, and various problems, such as disclination equilibria, annihilation, re-

pulsion, and splitting are computed with the proposed model. The work in Chapter

4 shows that the energy function we devise can serve as well for the modeling of

equilibria and dynamics of screw dislocation line defects in solids, making the con-

clusions of the work in Chapter 4 relevant to mechanics of both solids and liquid

crystals. The theoretical part of Chapter 4 was done in collaboration with Prof.

Amit Acharya, being an adaptation of the model for dislocation dynamics presented

in [AZ15]. The wave-propagative aspects of the numerical algorithm is based on work

of [TAS05, DAZM13] adapted in [ZAWB15]. This is coupled to a standard Galerkin

framework for the director equilibrium equation. This algorithm was implemented
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in a general code framework developed by Prof. Noel Walkington. Technical dis-

cussions with Prof. Dmitry Golovaty are also acknowledged. This chapter forms

the content of a published paper co-authored with Xiaohan Zhang, Amit Acharya,

Dmitry Golovaty, and Noel J. Walkington [ZZA+16].

4. Chapter 5 studies the isotropic-nematic phase transition in chromonic liquid crystals.

In the work of Chapter 5, the nematic tactoid equilibria and dynamics are modeled by

degree of order, a variable length director as state descriptors, and an interface normal

field. An augmented Oseen-Frank energy is proposed with non-convexity in both

interfacial energy and the dependence of the energy on the degree of order. Based on

kinematics and thermodynamics, a strategy is devised in Chapter 5 to represent phase

transition dynamics. The model is used to predict tactoid nucleation, expansion,

and coalescence during the process of the isotropic-nematic phase transition. A

preliminary parametric study is performed on the effect of nematic elastic constants

and the tactoid interfacial energy parameters on the interaction between tactoid

interface and bulk director fields. Prof. Oleg Lavrentovich introduced us to the topic

of chromonic liquid crystals and provided technical guidance on key experimental

observations that have been modeled. Prof. Noel Walkington developed the theory

and implementation of the Ericksen-Leslie model with variable degree of order and

interfacial energy. The modification of this model to incorporate a separate interfacial

normal field and the derivation of the level-set based kinematic evolution, both of

which enabled the prediction of tactoid dynamics, was done by me in collaboration

with Prof. Amit Acharya. The implementation of this modified model was my work.

The content of this chapter forms the manuscript of a paper co-authored with Amit

Acharya, Noel J. Walkington, and Oleg D. Lavrentovich.

For the entire work reported in this thesis, all numerical implementations, verifications

and validations were carried out by me. All scientific explorations were done by me with
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guidance, when necessary, from Prof. Amit Acharya.
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Chapter 2

On the relevance of generalized

disclinations in defect mechanics
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2.1 Introduction

While the mechanics of disclinations has been studied [WIT70, DeW71, DeW73a, DeW73b,

Nab87, HPL06, Zub97, RK09, FTC11], there appears to be a significant barrier to the

adoption of disclination concepts in the practical modeling of physical problems in the

mechanics of materials, perhaps due to the strong similarities between the fields of a

disclination dipole and a dislocation [RK09]. Furthermore, the finite deformation version

of disclination theory is mathematically intricate [Zub97, DZ11], and does not lend itself

in a natural way to the definition of the strength of a disclination purely in terms of

any candidate field that may be defined to be a disclination density. This has prevented

the introduction of a useful notion of a disclination density field [Zub97, DZ11], thereby

hindering the development of a finite deformation theory of disclination fields and its

computational implementation to generate approximate solutions for addressing practical

problems in the mechanics of materials and materials science.

A recent development in this regard is the development of g.disclination theory (gener-

alized disclination theory) [AF12, AF15], that alleviates the significant road-block in the

finite deformation setting mentioned above. It does so by adopting a different concep-

tual standpoint in defining the notion of g.disclinations than what arose in the works of

Weingarten and Volterra (as described by Nabarro [Nab87]). This new standpoint also

allows the consideration of phase and grain-boundaries and their terminating line defects

within a common framework. Briefly, Weingarten asked a question adapted to the theory

of linear elasticity which requires the construction of a displacement field on a multiply-

connected1 body with a single hole, and the characterization of its jumps across any sur-

face that renders the body simply-connected when ‘cut’ by it. An important constraint of

the construction is that the strain of the displacement match a given symmetric second-

order tensor field on the simply-connected body induced by the cut; the given symmetric

1We refer to any non simply-connected body as multiply-connected or multi-connected.
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second-order tensor field is assumed twice-differentiable on the original multiply-connected

domain and to satisfy the St.-Venant compatibility conditions. There is a well defined

analogous question at finite deformations [Cas04]. The constructed displacement field on

the simply-connected domain will in general have a jump (i.e. difference) in the values

of its rotation field at corresponding points across the surface but the jump in its strain

(similarly defined) necessarily vanishes by definition. However, when viewed from this

perspective and keeping physically abundant objects like (incoherent) phase boundaries in

mind across which strains are discontinuous as well, there seems to be no reason to begin

from a starting point involving a continuous strain field; it is just as reasonable to ask

that one is given a smooth third-order tensor field that is curl-free on a multiply-connected

domain with a hole (this condition replacing the given strain field satisfying the St.-Venant

compatibility condition), and then ask for the construction of a displacement field whose

second gradient matches the given third-order tensor field on a cut-surface induced simply-

connected domain, and the characterization of the jump of the displacement field across

the surface. This allows the whole first gradient of the deformation/displacement field

(constructed on the simply-connected domain) to exhibit jumps across the surface, instead

of only the rotation. Moreover, this whole argument goes through seamlessly in the context

of geometrically nonlinear kinematics; the g.disclination strength is defined as a standard

contour integral of the given third order tensor field. The framework naturally allows the

calculation of fields of a purely rotational disclination specified as a g.disclination density

distribution.

The principal objectives of this cahper are to

• review the physical situations that may be associated with the mathematical concept

of disclinations (considered as a special case of g.disclinations). Much is known in this

regard amongst specialists (cf. [RK09]), and we hope to provide complementary, and

on occasion new, perspective to what is known to set the stage for solving physical
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problems related to disclination mechanics in Chapter 3 within the framework of

g.disclinations.

• Establish the connection between the topological properties of a g.disclination dipole

and a dislocation at finite strains by deducing the formula for the Burgers vector of

the g.disclination dipole.

• Interpret the Weingarten theorem for g.disclinations at finite deformation [AF15] in

terms of g.disclination kinematics.

This paper is organized as follows. Section 2.2 provides a review of related prior liter-

ature. A brief Section 5.2 introduces the notation utilized in the paper. In Section 2.4 we

discuss various physical descriptions for disclinations, dislocations, and grain boundaries

as well as the interrelations between them. In Section 2.5 we derive the Burgers vector

of a disclination dipole within classical elasticity theory, making a direct connection with

the stress field of an edge dislocation. Section 2.6 provides an overview of generalized

disclination statics from [AF15]. In Section 2.6.1, the Weingarten theorem for generalized

disclination theory from [AF15] is recalled for completeness and a new result proving that

the displacement jump is independent of the cut-surface under appropriate special condi-

tions is deduced. In this paper, we refer the Weingarten theorem for generalized disclina-

tion theory from [AF15] as the Weingarten-gd theorem. In Section 2.7 the Weingarten-gd

theorem for g.disclinations is interpreted in the context of g.disclination kinematics, pro-

viding an explicit formula for the displacement jump of a single g.disclination in terms

of data prescribed to define the two defect densities (g.disclination and dislocation den-

sities) in g.disclination theory. Finally, in Section 2.8 we derive the Burgers vector for a

g.disclination dipole.
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2.2 A brief review of prior work

In this section we briefly review some of the vast literature on the mathematical modeling

of disclinations and grain boundaries. An exhaustive review of the subject is beyond the

scope of this paper.

The definition of the dislocation and the disclination in solids2 was first introduced by

Volterra (as described by Nabarro [Nab87]). Nabarro [Nab87] studied geometrical aspects

of disclinations and Li [Li72] presented microscopic interpretations of a grain boundary

in terms of a dislocation and a disclination model. The static fields of dislocations and

disclinations along with applications have been studied extensively within linear elasticity

by DeWit [WIT70, DeW71, DeW73b, DeW72], as well as in 2-d nonlinear elasticity by

Zubov [Zub97] and the school of study led by Romanov [RK09]. In [RK09], the elastic

fields and energies of the disclination are reviewed and the disclination concept is applied

to explaining several observed microstructures in crystalline materials. In [RV92], the

expression for the Burgers vector for a single-line, two-rotation-axes disclination dipole

appropriate for geometrically linear kinematics is motivated from a physical perspective

without dealing with questions of invariance of the physical argument w.r.t different cut-

surfaces or the topological nature of the displacement jump of a disclination-dipole in

contrast to that of a single disclination.

In Fressengeas et al. [FTC11], the elasto-plastic theory of dislocation fields [Ach01] is

non-trivially extended to formulate and study time-dependent problems of defect dynamics

including both disclination and dislocation fields. Nonlinear elasticity of disclinations and

dislocations in 2-d elastic bodies is discussed in [Zub97, DZ11]. Dislocations and discli-

nations are studied within Riemannian geometry in [KMS15]; Cartan’s geometric method

to study Riemannian geometry is deployed in [YG12] to determine the nonlinear residual

stress for 2-d disclination distributions. Similar ideas are also reviewed in [CMB06], in a

2There is a difference in meaning between disclinations in solids and in nematic liquid crystals as
explained in [RK09, KF08, PAD15].
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different degree of mathematical detail and without any explicit calculations, in an effort to

develop a time-dependent model of mesoscale plasticity based on disclination-dislocation

concepts. Another interesting recent work along these lines is the one in [RG17] that dis-

cusses ‘metrical disclinations’ (among other things) that are related to our g.disclinations.

The concerns of classical, nonlinear disclination theory related to defining the strength of a

single disclination in a practically applicable manner, and therefore studying the mechan-

ics of interactions of collections of individual such defects, remains in this theory and the

authors promote the viewpoint of avoiding any type of curvature line-defects altogether.

From the materials science perspective, extensive studies have been conducted on grain

boundary structure, kinetics, and mechanics from the atomistic [SV83a, SV83b] as well as

from more macroscopic points of view [Mul56, CMS06, Cah82]. In [KRR06, SElDRR04,

Roh10, Roh11], the grain boundary character distribution is studied from the point of view

of grain boundary microstructure evolution. In [KLT06, EES+09], a widely used framework

for grain boundary network evolution, which involves the variation of the boundary energy

density based on misorientation, is proposed. In most cases, these approaches do not

establish an explicit connection with the stress and elastic deformation fields caused by

the grain boundary [HHM01]. Phase boundary mechanics considering effects of stress is

considered in [PL13, AD15], strictly within the confines of compatible elastic deformations.

One approach to study a low angle grain boundary is to model it as a series of disloca-

tions along the boundary [RS50, SV83a, SV83b]. In [DXS13], a systematic numerical study

is conducted of the structure and energy of low angle twist boundaries based on a gener-

alized Peierls-Nabarro model. The dislocation model has also been applied to study grain

boundaries with disconnections [HP96, HH98, HPL06, HPL07, HPH09, HP11, HPH+13].

In these work, disconnections are modeled as dislocations at a step and the grain bound-

aries are represented as a series of coherency dislocations. Long-range stress fields for

disconnections in tilt walls are discussed from both the discrete dislocations and the discli-

nation dipole perspectives in [AZH08]. In [VD13, VAKD14, VD15] a combination of the
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Frank-Bilby equation [Fra50, Fra53, BBS55, SB95, BB56] and anisotropic elasticity the-

ory is employed to formulate a computational method for describing interface dislocations.

In [DSSS98] atomic-level mechanisms of dislocation nucleation is examined by dynamic

simulations of the growth of misfitting films.

Although low angle grain boundaries can be modeled by dislocations, the disloca-

tion model is no longer satisfactory for describing high-angle boundaries because the

larger misorientations require introducing more dislocations along the boundary interface

which shortens the distance between dislocations [BAC05]. Thus, it is difficult to iden-

tify the Burgers vectors of grain boundary dislocations in high angle grain boundaries.

Alternatively, a grain boundary can also be modeled as an array of disclination dipoles

[RK09, NSB00]. In [FTC14], the crossover between the atomistic description and the con-

tinuous representation is demonstrated for a tilt grain boundary by designing a specific

array of disclination dipoles. Unlike the dislocation model for a grain boundary, the discli-

nation model is applicable to the modeling of both low and high angle grain boundaries.

2.3 Notation and terminology

F e is the elastic distortion tensor; W := (F e)−1 is the inverse-elastic 1-distortion tensor; S

is the eigenwall tensor (3rd-order); Y is the inverse-elastic 2-distortion tensor (3rd-order); α

is the dislocation density tensor (2nd-order) and Π is the generalized disclination density

tensor (3rd-order). The physical and mathematical meanings of these symbols will be

discussed subsequently in Section 2.6.

In dealing with questions related to the Weingarten-gd theorem, we will often have to

talk about a vector field y which will generically define an inverse elastic deformation from

the current deformed configuration of the body.
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(a) A compatible/coherent phase
boundary, where all atomic planes
from either side match along the
interface.

(b) An incompatible/incoherent phase
boundary. There are some mismatches
of the atomic planes along the inter-
faces.

Figure 2.1: Illustration of a compatible/coherent and an incompatible/incoherent phase bound-
ary.

2.4 Basic ideas for the description of g.disclinations,

dislocations, and grain boundaries

In this section we will discuss various aspects of modeling g.disclinations and their relation-

ship to dislocations, mostly from a physical perspective and through examples. Beginning

from a geometric visualization of single disclinations, we will motivate the physical in-

terpretation of such in lattice structures. The formation and movement of a disclination

dipole through a lattice will be motivated. Descriptions of a dislocation in terms of a

disclination dipole will be discussed. Finally, we will demonstrate how the description of

a low-angle boundary in terms of disclination dipoles may be understood as a dislocated

grain-boundary in a qualitative manner.

In many situations in solid mechanics it is necessary to consider a 2-D surface where a

distortion measure is discontinuous. In elasticity a distortion corresponds to the deforma-

tion gradient; in linear elasticity the distortion will be gradu, where u is the displacement.

However, there are many cases where the distortion field cannot be interpreted as a gradient
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of a vector field on the whole body. In such cases, the distortion will have an incompatible

part that is not curl-free. One familiar situation is to consider the presence of dislocations

modeled by the elastic theory of dislocations [Krö81, Wil67]. A 2-d surface of discontinuity

of the elastic distortion is referred to as a phase boundary, of which the grain boundary

is a particular case. Based on whether atomic planes from either side of the interface

can match with each other at the interface or not, a phase boundary is categorized into a

compatible/coherent or an incompatible/incoherent boundary, as shown in Figure 2.1. A

special compatible phase boundary is called a twin boundary with a highly symmetrical

interface, where one crystal is the mirror image of the other, also obtained by a combina-

tion of shearing and rotation of one side of the interface with respect to the other. A grain

boundary is an interface between two grains with different orientations. The orientation

difference between the two grains comprising a grain boundary is called the misorienta-

tion at the interface, and it is conventional to categorize grain boundaries based on the

misorientation angle. Low angle grain boundaries (LAGBs) are defined as those whose

misorientations are less than 11 degrees and high angle grain boundaries (HAGBs) are

those with greater misorientations. In the situation that the phase boundary discontinuity

shows gradients along the surface, we will consider the presence of line defects. Follow-

ing [AF12, AF15], the terminating tip-curves of phase boundary discontinuities are called

generalized disclinations or g.disclinations.

The classical singular solutions for defect fields contain interesting subtleties. For in-

stance, the normal strain e11 in dimension two for a straight dislocation and of a straight
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disclination in linear elasticity are [DeW71, DeW73b]:

Straight Dislocation

e11 = − b1

4π (1− ν)
[(1− 2ν)

x2

ρ2
+ 2

x2
1x2

ρ4
] +

b2

4π (1− ν)
[(1− 2ν)

x1

ρ2
− 2

x1x
2
2

ρ4
],

Straight Disclination

e11 =
Ω3

4π(1− ν)
[(1− 2ν) ln ρ+

x2
2

ρ2
].

The strain fields blow up in both the dislocation and the disclination cases. In addition,

on approaching the core (i.e. the coordinate origin in the above expressions) in dislocation

solutions, the elastic strain blows up as 1
ρ
, ρ being the distance from the dislocation core.

Thus the linear elastic energy density diverges as 1
ρ2

, causing unbounded total energy for

a finite body for the dislocation whereas the total energy of a disclination is bounded.

The disclination, however, has more energy stored in the far-field (w.r.t the core) than

the dislocation, and this is believed to be the reason for a single disclination being rarely

observed as opposed to a dislocation. Our modeling philosophy and approach enables

defects to be represented as non-singular defect lines and surfaces, always with bounded

total energy (and even local stress fields).

2.4.1 Disclinations

Volterra [Nab85] described dislocations and disclinations by considering a cylinder with a

small inner hole along the axis, as shown in Figure 2.2 (the hole is exaggerated in the figure).

Figure 2.2(e)(f)(g) show configurations of disclinations. Imagine cutting the cylinder with

a half plane, rotating the cut surfaces by a vector ω, welding the cut surfaces together

and relaxing (i.e. letting the body attain force equilibrium). Then a rotation discontinuity

occurs on the cut surface and the vector ω is called the Frank vector. If the Frank vector

is parallel to the cylinder’s axis, the disclination is called a wedge disclination; if the Frank
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Figure 2.2: Descriptions of Volterra dislocations and disclinations . Figure (a) is a cylinder with
an inner hole along the axis. Figure (b) and (c) are the edge dislocations. Figure (d) is the screw
dislocation. Figure (e) and (f) are twist disclinations and Figure (g) is the wedge disclination.
(Figure reprinted from [Nab87] with permission from Dover Publications).

vector is normal to the cylinder’s axis, the line defect is called a twist disclination. In the

following, we will mostly focus on wedge disclinations.

A wedge disclination can be visualized easily [Naz13], as shown in Figure 2.3. By taking

away or inserting a wedge of an angle ω, a positive or negative wedge disclination is formed.

In Figure 2.3(a) is a negative wedge disclination and (b) is a positive wedge disclination in

a cylindrical body. After eliminating the overlap/gap-wedge and welding and letting the

body relax, the body is in a state of internal stress corresponding to that of the wedge

disclination (of corresponding sign).

In this work, we introduce a description for the disclination configuration based on the

elastic distortion field, as shown in Figure 2.4. In Figure 2.4, red lines represent one elastic

distortion field (possibly represented by the Identity tensor); black lines represent another

distortion field. Thus, there is a surface of discontinuity between these two distortion fields

and a terminating line (which is a point on the 2-d plane) on the interface is called a

disclination. Also, there is a gap-wedge between the red part and the black part as shown

in Figure 2.4(a), indicating it as a positive disclination; an overlap-wedge in Figure 2.4(b)
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w w 

(a) (b) 

Figure 2.3: A planar illustration for wedge disclinations. Figure (a) is a negative wedge discli-
nation, where a wedge is inserted into a vertical cut causing compressive circumferential stress
after ‘welding’ the wedge to the body. Figure (b) is a positive wedge disclination, where the wedge
is taken out of the original structure and the exposed faces welded together. ω is the wedge angle
as well as the magnitude of the Frank vector. (Figure reproduced from [Naz13] with permission
from publisher of article under an open-access Creative Commons license).

The gap-wedge 

Positive disclination 

(a) A positive wedge disclination with a gap-
wedge between two orientations. The red dot
is the positive wedge disclination core where the
interface of the orientation-discontinuity termi-
nates.

The overlap-wedge 

Negative disclination 

(b) A negative wedge disclination with an overlap-
wedge between two orientations. The green dot
is the negative wedge disclination core where the
interface of the orientation-discontinuity termi-
nates.

Figure 2.4: An elastic distortion based description of wedge disclinations.
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Figure 2.5: A 3D description for a disclination loop in an infinite block. ABCD is the disclina-
tion loop in a parallelepiped. Wedge disclinations exist along AB and CD while twist disclinations
exist along AD and BC.

corresponds to a negative disclination. Since a gap-wedge is eliminated for a positive discli-

nation, there is circumferential tension around the core. Similarly, there is circumferential

compression around the core for the negative disclination because of the inserted wedge.

These physical arguments allow the inference of some features of the internal state of stress

around disclination defects without further calculation.

A disclination loop is formed if an inclusion of a crystal with one orientation, and in

the shape of a parallelepiped with infinite length, is inserted in another infinite crystal

of a different orientation, as shown in Figure 2.5. Focusing on the bottom surface of the

parallelepiped, we consider the ‘exterior’ crystal as having one set of atomic planes parallel

to the y − z plane bounded by unbounded black rectangles in Figure 2.5. The interior

crystal has one set of planes at an angle of α to the y − z plane. The line of intersection

AB represents a termination of a gap-wedge formed by the red plane of the interior crystal

and the plane ABFE of the exterior crystal. Because the misorientation vector is directed

along line AB (z axis), the latter serves as a wedge disclination. Similarly, there is a wedge

disclination along intersection line CD of opposite sign to AB. For intersection lines BC

and DA, the misorientation vector is perpendicular to the direction of intersection lines
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and twist disclinations of opposite signs are formed along BC and DA. The curve ABCD

forms a disclination loop in the body (on elimination of the gap and overlap wedges).

2.4.2 Disclination dipole formation and movement in a lattice

Due to the addition and subtraction of matter over large distances involved in the definition

of a disclination in the interior of a body, it is intuitively clear that a single disclination

should cause long-range elastic stresses, which can also be seen from the analytical solution

given in Section 2.2. Thus, a disclination rarely exists alone. Instead, usually, disclinations

appear in pairs in the form of dipoles, namely a pair(s) of disclinations with opposite

signs. Figure 2.6 shows a schematic of how a disclination dipole can form in a hexagonally

coordinated structure. Figure 2.6(a) is the original structure with a hexagonal lattice;

Figure 2.6(b) shows how bonds can be broken and rebuilt to transform a hexagon pair to a

pentagon-heptagon pair in a topological sense (this may be thought of as a situation before

relaxation); Figure 2.6(c) presents the relaxed configuration with a disclination dipole (the

penta-hepta pair) after the transformation.

In a stress-free hexagonal lattice, removing an edge of a regular hexagon to form a

pentagon can be associated with forming a positive wedge disclination at the center of the

regular polygon (due to the tensile stress created in the circumferential direction); similarly,

adding an edge to form a heptagon may be considered the equivalent of forming a negative

wedge disclination. Hence, a heptagon-pentagon pair in a nominally hexagonal lattice is

associated with a disclination dipole. It should be clear by the same logic that in a lattice

with regular n-sided repeat units, an (n − 1) − (n + 1) polygon pair may be viewed as a

disclination dipole.

Figure 2.7 shows how a disclination dipole moves by local crystal rearrangement under

some external force. Figure 2.7(a) shows the configuration for a hexagonal lattice with a

disclination dipole; then some atomic bonds nearby are broken and rebuilt in Figure 2.7(b);
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(a) Structure of a hexagonal lattice. (b) Break and rebuild atomic bonds to form
a disclination dipole (pentagon-heptagon
pair).

(c) Relaxed configuration with a disclination
dipole.

Figure 2.6: Kinematics of formation of a disclination-dipole in a hexagonal lattice. Figures
constructed with Chemdoodle[che].
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(a) Structure of a hexagonal lattice with a
disclination dipole.

(b) Break and rebuild atomic bonds to move
a disclination dipole.

(c) Relaxed configuration with disclination
dipole having moved through the material
to the right.

Figure 2.7: Kinematics of motion of a disclination dipole. Figures constructed with
Chemdoodle[che].

Figure 2.7(c) shows the relaxed configuration, where the disclination dipole has moved the

right. The movement of a disclination dipole is a local rearrangement instead of a global

rearrangement required to move a single disclination.

2.4.3 Descriptions of a dislocation by a (g.)disclination dipole

In this section we consider two physically distinct constructions that motivate why a

straight edge dislocation may be thought of as being closely related to a (g.)disclination

dipole. Figure 2.8(a) is a perfect crystal structure. Black lines represent atomic planes and

red lines are the atomic bonds between two horizontal atomic planes. We apply a shear

on the top and the bottom of this body along the blue arrows shown in Figure 2.8(a).
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(a) A perfect crystal structure,
where the black lines represent
atomic planes.

1 2 3 4 5 6 7 8 9 10 11

1 2 3 4 5 6 7 8 9 10 11

(b) Half-planes of atoms (1−7) in
the top-block change topological
connections to their counterparts
in the bottom block on shearing,
resulting in the appearance of an
‘extra’ half-plane in the bottom
block. No extra atoms are intro-
duced in the structure.

1 2 3 4 5 6 7 8 9 10 11

1 2 3 4 5 6 7 8 9 10 11

(c) Interpretation of defected
structure as a disclination dipole.
The red and green dots represent
positive and negative wedge
disclinations, respectively.

1 2 3 4 5 6 7 8 9 10 11

1 2 3 4 5 6 7 8 9 10 11

(d) Disclination dipole in (c)
viewed at a larger length scale
(weaker resolution). The discli-
nation dipole appears as an edge
dislocation.

Figure 2.8: Interpretation of a wedge disclination dipole as an edge dislocation.
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After shearing, an extra half plane is introduced in the bottom part, as shown in Figure

2.8(b). This dislocation can as well be interpreted as a disclination dipole; a positive discli-

nation (the red dot in Figure 2.8(c)) exists in the top part and a negative disclination (the

green dot in Figure 2.8(c)) exists in the bottom part. Figure 2.8(d) shows a zoomed-out

macroscopic view of the final configuration with an extra half-plane (of course obtained by

a process where no new atoms have been introduced). Thus, a dislocation can be repre-

sented as a disclination dipole with very small separation distance. The Burgers vector of

the dislocation is determined by the misorientation of the disclinations as well as the inter-

val distance, as discussed in detail in Section 2.8. The upper disclination has a gap-wedge,

namely a positive disclination, while the lower disclination has an overlap-wedge which is

a negative disclination. Thus, the upper part is under tension and the bottom part under

compression, consistent with the dislocation description with an ‘extra’ half-plane in the

bottom part. Our rendition here is a way of understanding how a two-line, two-rotation

axes disclination dipole [RK09] results in an edge dislocation in the limit of the distance

between the two planes vanishing.

Another way in which a dislocation can be associated with a disclination dipole is

one that is related to the description of incoherent grain boundaries. Figure 2.9(a) is an

incompatible grain boundary represented by orientation fields, where black and red lines

represent two different orientations. In Figure 2.9(b), the grain boundary interface is cut in

two parts and the cut points are treated as a disclination dipole; the red dot is the positive

disclination and the green dot is the negative disclination. In contrast to the description in

Fig. 2.8, here the discontinuity surfaces being terminated by the disclinations are coplanar.

In Figure 2.9(b), the disclination on the left is of negative strength while the disclination on

the right is positive. It is to be physically expected that the disclination on the left of the

dipole produces a compressive stress field in the region to the left of the dipole. Similarly,

the disclination on the right of the pair should produce a tensile stress field to the right

of the dipole. Figure 2.9(c) is the stress field for the grain boundary in Figure 2.9(a)
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(a) A defected grain boundary. (b) A disclination dipole representing one
defect of the grain boundary.

(c) Stress σyy around a single defect in
the grain boundary, calculated from the
(g.)disclination dipole model.

Figure 2.9: The disclination dipole description of a defect in the grain boundary.

modeled by a single disclination dipole through a numerical approximation of a theory to

be described in Section 2.6. Indeed, the calculation bears out the physical expectation -

the blue part represents a region with compressive stress and the red part a region with

tensile stress. The stress field may be associated with that of an edge dislocation with

Burgers vector in the vertical direction with an extra half plane of atoms in the right-half

plane of the figure. This description of a dislocation by a disclination dipole is a way of

understanding a single-line, two-rotation-axes dipole [RK09].
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(a) Two grains with different crystal struc-
tures.

(b) Bi-crystal after merging two grains
together.

Figure 2.10: Schematic of forming a series of disclination dipoles in a grain boundary. The
red triangle is a positive disclination while the blue pentagon is a negative disclination. The
pentagon-triangle disclination dipoles (in a 4-coordinated medium) exist along the interface.

2.4.4 Grain boundaries via (g.)disclinations

We have already seen in the last section that a disclination-dipole model can be relevant

to modeling the geometry and mechanics of grain boundaries. Figure 2.10 motivates how

disclination dipoles arise naturally in the idealized description of a grain boundary from

a microscopic view. In Figure 2.10(a), there are two grains with different orientations.

After putting these two grains together and connecting the adjacent atomic bonds, we

form a grain boundary, as shown in Figure 2.10(b). There exists a series of disclination

dipoles along the boundary, as shown in Figure 2.10(b) where a blue pentagon is a negative

disclination while a red triangle is a positive disclination.

In some cases, grain boundaries involve other types of defects beyond disclination

dipoles, such as dislocations. Figure 2.11 is an example of a vicinal crystal interface

[BAC05], which consists of a combination of dislocations and disclinations along the inter-

face. In Figure 2.11(a) a high-angle tilt boundary with a tilt of 53.1◦ is viewed along the

< 100 > tilt axis. If we slightly increase the tilt angle while keeping the topology of bond

connections near the boundary fixed, high elastic deformations are generated, as shown in

the Figure 2.11(b). Instead, an array of dislocations is often observed along the boundary
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Figure 2.11: (a) A common tilt grain boundary with 53.1 degree misorientation. (b) The
configuration after applying additional tilt angle without any rearrangement. (c) The configuration
with some dislocations introduced along the interface to eliminate far field deformation. (Figures
reproduced from [BAC05] with permission from John Wiley and Sons).

as shown in the configuration Figure 2.11(c), presumably to eliminate long-range elastic

deformations. In Chapter 3, we calculate the elastic fields of such boundaries utilizing both

g.disclinations and dislocations.

2.4.4.1 Relationship between the disclination and dislocation models of a low-

angle grain boundary

Normally, a grain boundary is modeled by an array of dislocations. As discussed in Section

2.2, a dislocation model cannot deal with a high-angle grain boundary. An alternative is

to interpret the grain boundary through a disclination model as we discussed above. In

this section, the relation between the disclination and dislocation models for a low-angle

grain boundary is explained.

Consider a defect-free crystal as shown in Figure 2.12(a). First, we horizontally cut the

material into four parts, as shown in the upper configuration in Figure 2.12(b). Now, for

every part, we cut the material along its center surface (the dashed line in Figure 2.12(b)),

insert one atom at the top and take away one atom from the bottom, weld the two half parts
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together again and relax the material. Then the configuration for every part will become

the configuration at the bottom in Figure 2.12(b). By inserting and taking away atoms,

we generate a negative disclination at the top and a positive disclination at the bottom.

Repeating the same procedure for the remaining three parts, we finally obtain four parts

with configurations as in Figure 2.12(c). The blue pentagons are negative disclinations

while the red triangles are positive disclinations; a pair of a blue pentagon and an adjacent

red triangle forms a disclination dipole. Next, we weld back these four parts and relax the

whole material. Finally, a crystal configuration as in Figure 2.12(d) is generated, which is a

grain boundary with the boundary interface shown as the blue dashed line. Along the grain

boundary, dislocations exist along the interface with extra atomic planes shown as red lines

in Figure 2.12(d). When the pentagon-triangle (5-3) disclination dipole is brought together

to form a dislocation, the pentagon-triangle structure actually disintegrates and becomes

a pentagon-square-square (5-4-4) object. Thus, a grain boundary can be constructed from

a series of disclination dipoles; at the same time, we can see dislocation structures at the

grain boundary interface. It is as if the 5-3 disclination dipole structure fades into the

dislocation structure on coalescing the two disclinations in a dipole.

A comparison between the dislocation model and the disclination model has also been

discussed in [Li72] where the possibility of modeling a dislocation by a disclination dipole

is proposed within the context of the theory of linear elasticity. In this paper, we have

elucidated the physical picture of forming a dislocation from a disclination dipole and, in

subsequent sections, we also derive the general relationship between the Burgers vector of

a dislocation and the disclination dipole for both the small and finite deformation cases,

capitalizing crucially on a g.disclination formulation of a disclination dipole.
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(a) The perfect crys-
tal configuration.

(b) Cut the material into
four parts; introduce a pos-
itive disclination at the top
and a negative disclination
at the bottom.

(c) Repeat the same
procedure for all four
parts.

(d) Weld four parts to-
gether and form a grain
boundary whose inter-
face is shown as the dot-
ted blue line.

Figure 2.12: Schematic of how disclination dipoles may fade into dislocations along a grain
boundary.
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2.5 The Burgers vector of a disclination dipole in lin-

ear elasticity

We derive a formula for the Burgers vector of a wedge disclination dipole utilizing the linear

theory of plane isotropic elasticity. Consider a positive disclination located at the origin O,

as shown in Figure 2.13(a). We denote the stress at point c of a single disclination located

at a with Frank vector Ω as σ(c;a,Ω). Thus, the stress field at r in Figure 2.13(a) is

σ(r; 0,Ω). Next we consider the field point r+ δr marked by the green point as in Figure

2.13(b), with the disclination kept at the origin O. The stress tensor at this point is given

by σ(r + δr; 0,Ω).

Instead of moving the field point in Figure 2.13(b), we next consider the field point as

fixed at r with the disclination moved from 0 to −δr as shown in Figure 2.13(c). The

value of the stress at r now is σ(r;−δr,Ω). Utilizing the results in [DeW73a], the stress

of a disclination, of fixed strength Ω and located at a = a1e1 + a2e2 + a3e3, at the field
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point c = c1e1 + c2e2 + c3e3 is given by

σ11(c;a,Ω) =− GΩ1(c3 − a3)

2π(1− ν)

[
c1 − a1

ρ2
− 2

(c1 − a1)(c2 − a2)2

ρ4

]

− GΩ2(c3 − a3)

2π(1− ν)

[
c2 − a2

ρ2
+ 2

(c1 − a1)2(c2 − a2)

ρ4

]

+
GΩ3

2π(1− ν)

[
ln ρ+

(c2 − a2)2

ρ2
+

ν

1− 2ν

]

σ22(c;a,Ω) =− GΩ2(c3 − a3)

2π(1− ν)

[
c1 − a1

ρ2
+ 2

(c1 − a1)(c2 − a2)2

ρ4

]

− GΩ2(c3 − a3)

2π(1− ν)

[
c2 − a2

ρ2
− 2

(c1 − a1)2(c2 − a2)

ρ4

]

+
GΩ3

2π(1− ν)

[
ln ρ+

(c1 − a1)2

ρ2
+

ν

1− 2ν

]

σ33(c;a,Ω) =− Gν(c3 − a3)

π(1− ν)ρ2
(Ω1(c1 − a1) +Ω2(c2 − a2)) +

GΩ3

2π(1− ν)

[
2ν ln ρ+

ν

1− 2ν

]

σ12(c;a,Ω) =
GΩ1(c3 − a3)

2π(1− ν)

[
c2 − a2

ρ2
− 2

(c1 − a1)2(c2 − a2)

ρ4

]

+
GΩ2(c3 − a3)

2π(1− ν)

[
c1 − a1

ρ2
− 2

(c1 − a1)2(c2 − a2)

ρ4

]
− GΩ3(c1 − a1)(c2 − a2)

2π(1− ν)ρ2

σ23(c;a,Ω) =
GΩ1(c1 − a1)(c2 − a2)

2π(1− ν)ρ2
− GΩ2

2π(1− ν)

[
(1− 2ν) ln ρ+

(c1 − a1)2

ρ2

]

σ13(c;a,Ω) =− GΩ1

2π(1− ν)

[
(1− 2ν) ln ρ+

(c2 − a2)2

ρ2

]
+
GΩ2(c1 − a1)(c2 − a2)

2π(1− ν)ρ2
,

(2.1)

where ρ is the distance between the field point c and the source point a, ρ = |c − a|.

Equation (2.1) shows that the stress fields only depend on the relative location of the field

and disclination source points. In other words, given a disclination at a with Frank vector

Ω, the stress field at point c can be expressed as

σ(c;a,Ω) = f(c− a;Ω),

where f is the formula for the stress field of the wedge disclination in linear isotropic

elasticity whose explicit expression in Cartesian coordinates is given in (2.1). From (2.1),
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we have

f(x;Ω) = −f(x;−Ω), (2.2)

for any given x. Thus, for the stress fields, we have

σ(c;a,Ω) = −σ(c;a,−Ω).

Hence, the stress field in Figure 2.13(a) can be written as

σ(r; 0,Ω) = f(r;Ω).

The stress field corresponding to Figure 2.13(b) is

σ(r + δr; 0,Ω) = f(r + δr;Ω).

Also, the stress field in Figure 2.13(c) is

σ(r;−δr,Ω) = f(r − (−δr);Ω) = f(r + δr;Ω).

In Figure 2.13(d), a disclination dipole is introduced. A negative disclination with

Frank vector −Ω is at 0 and the positive disclination with Frank vector Ω is at −δr.

Thus, δr is the separation vector of the dipole, pointing from the positive disclination to

the negative disclination and we are interested in calculating the stress at r, represented

as the red dot. Let the stress field for the disclination configuration in Figure 2.13(d) be

denoted as σ̂. Due to superposition in linear elasticity, the stress field of Figure 2.13(d)
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can be written as

σ̂(r; δr,Ω) := σ(r;−δr,Ω) + σ(r; 0,−Ω)

⇒ σ̂(r; δr,Ω) = f(r + δr;Ω) + f(r;−Ω).

On applying (2.2), we have

σ̂(r; δr,Ω) = f(r + δr;Ω)− f(r;Ω)

⇒ σ̂(r; δr,Ω) = σ(r + δr; 0,Ω)− σ(r; 0,Ω). (2.3)

Therefore, we have shown that the stress field in Figure 2.13(d) equals the difference

between the stress fields in Figure 2.13(b) and the one in Figure 2.13(a).

Specializing to the plane case with r = x1e1 + x2e2, the stress field corresponding to

Figure 2.13(a) , given the Frank vector Ω = Ω3e3, is

σ11(r; 0,Ω) = f11(x1, x2;Ω3) =
GΩ3

2π(1− ν)

[
ln r +

x2
2

r2
+

ν

1− 2ν

]

σ22(r; 0,Ω) = f22(x1, x2;Ω3) =
GΩ3

2π(1− ν)

[
ln r +

x2
1

r2
+

ν

1− 2ν

]

σ12(r; 0,Ω) = f12(x1, x2;Ω3) = − GΩ3x1x2

2π(1− ν)r2
,

where r is the norm of r, G is the shear modulus and ν is the Poisson ratio. Assuming

δr := δx1e1 + δx2e2 (2.4)

to be small, the Taylor expansion of σ(r + δr; 0,Ω) is

σ(r + δr; 0,Ω) = f(r;Ω) +
∂f(r;Ω)

∂r
δr +O(δr2).
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(a) A positive disclination located at the coordi-
nate origin with a field point located at r.

+ 
O 

x1 

x2 

r 

δr 

(b) Move the field point to r + δr.

+ 

O 

x1 

x2 

r 

-δr 

(c) The configuration with disclination source
moved to −δr.

+ 

O 

x1 

x2 

r 

|δr| 

- 

(d) Place a disclination dipole with the separation
vector δr and keep the field point at r.

Figure 2.13: Schematic in support of calculation of stress field of a wedge-disclination dipole in
linear, plane, isotropic elasticity.
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After substituting r = x1e1 + x2e2 and δr = δx1e1 + δx2e2, we have

σ11(r + δr; 0,Ω) = f11(x1, x2;Ω3) +
∂f11(x1, x2;Ω3)

∂x1

δx1 +
∂f11(x1, x2;Ω3)

∂x2

δx2 +O(δr2)

σ22(r + δr; 0,Ω) = f22(x1, x2;Ω3) +
∂f22(x1, x2;Ω3)

∂x1

δx1 +
∂f22(x1, x2;Ω3)

∂x2

δx2 +O(δr2)

σ12(r + δr; 0,Ω) = f12(x1, x2;Ω3) +
∂f12(x1, x2;Ω3)

∂x1

δx1 +
∂f12(x1, x2;Ω3)

∂x2

δx2 +O(δr2).;

After substituting σ(r; 0,Ω) and σ(r+ δr; 0,Ω) into (2.3) and omitting the higher order

terms, we get

σ̂11(x1, x2; δx1, δx2, Ω3) =
GΩ3δx2

2π(1− ν)

[
x2

r2
+ 2

x2
1x2

r4

]
+

GΩ3δx1

2π(1− ν)

[
x1

r2
− 2

x1x
2
2

r4

]

σ̂22(x1, x2; δx1, δx2, Ω3) =
GΩ3δx2

2π(1− ν)

[
x2

r2
− 2

x2
1x2

r4

]
+

GΩ3δx1

2π(1− ν)

[
x1

r2
+ 2

x1x
2
2

r4

]

σ̂12(x1, x2; δx1, δx2, Ω3) = − GΩ3δx2

2π(1− ν)

[
x2

r2
− 2

x1x
2
2

r4

]
− GΩ3δx1

2π(1− ν)

[
x2

r2
− 2

x2
1x2

r4

]
.

(2.5)

The stress field of the single edge dislocation in 2-D, isotropic elasticity is [DeW73b]

σb11(x1, x2; b1, b2) = − Gb1

2π(1− ν)

[
x2

r2
+ 2

x2
1x2

r4

]
+

Gb2

2π(1− ν)

[
x1

r2
− 2

x1x
2
2

r4

]

σb22(x1, x2; b1, b2) = − Gb1

2π(1− ν)

[
x2

r2
− 2

x2
1x2

r4

]
+

Gb2

2π(1− ν)

[
x1

r2
+ 2

x1x
2
2

r4

]

σb12(x1, x2; b1, b2) =
Gb1

2π(1− ν)

[
x2

r2
− 2

x1x
2
2

r4

]
− Gb2

2π(1− ν)

[
x2

r2
− 2

x2
1x2

r4

]
.

(2.6)

On defining the Burgers vector of a disclination dipole with separation vector δr (2.4) and

strength Ω as

b := −Ω3δr2e1 +Ω3δr1e2 = Ω × δr, (2.7)

we see that the stress field of the disclination dipole (2.5) exactly matches that of the single

edge dislocation (2.6).

This establishes the correspondence between the Burgers vector of the wedge disclina-
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tion dipole and the edge dislocation in 2-d, isotropic, plane, linear elasticity. In Section

2.8 we establish the general form of this geometric relationship in the context of exact

kinematics, valid for any type of material (i.e. without reference to material response).

2.6 Generalized disclination theory and associated Wein-

garten’s theorem

The connection between g.disclinations (and dislocations) represented as fields and their

more classical representation following Weingarten’s pioneering work is established in Sec-

tions 2.7 and 2.8. In this Section we briefly review the defect kinematics of g.disclination

theory and a corresponding Weingarten-gd theorem developed in [AF15] that are neces-

sary prerequisites for the arguments in the aforementioned sections. We also develop a new

result in Section 2.6.2 related to the Weingarten-gd theorem, proving that the inverse de-

formation jump across the cut-surface is independent of the surface when the g.disclination

density vanishes.

As defined in Section 2.2, a single g.disclination is a line defect terminating a distortion

discontinuity. Developed as a generalization of eigendeformation theory of Kroner, Mura

and deWit, the generalized disclination has a core and the discontinuity is modeled by an

eigenwall field with support in a layer [AF15], as shown in Figure 3.1. The representation

of a discrete g.disclination involves a continuous elastic 2-distortion field Y , assumed to

be irrotational outside the generalized disclination core (Y = grad grad (x−1) in the case

without defects, where x is the deformation map). The strength of the discrete generalized

disclination is given by the second order tensor obtained by integrating the 2-distortion

field along any closed curve encircling the core; when defined from a terminating distortion

discontinuity, it is simply the difference of the two distortions involved in defining the

discontinuity. One way of setting up the generalized disclination density tensor field,

42



Layer 

Generalized 

disclination core

Figure 2.14: Physical regularization of classical terminating discontinuity. Treat the distortion
discontinuity as the eigenwall field S with support in a layer.

which is a third order tensor, is to assign the tensor product of the strength tensor and the

core line direction vector as a uniformly distributed field within the generalized disclination

core, and zero outside it. In the case of a disclination, the strength tensor is necessarily

the difference of two orthogonal tensors.

The fundamental kinematic decomposition of generalized disclination theory [AF15] is

to write

Y = grad W + S, (2.8)

where W is the i-elastic 1-distortion (F−1 in the defect-free case, where F is the deforma-

tion gradient) and S (3rd-order tensor) is the eigenwall field.

With this decomposition of Y , it is natural to measure the generalized disclination

density as

curl (Y − gradW ) = curlS =: Π . (2.9)

It characterizes the closure failure of integrating Y on closed contours in the body:

∫

a

Πnda =

∫

c

Y dx (2.10)
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where a is any area patch with closed boundary contour c in the body. Physically, it is to

be interpreted as a density of lines (threading areas) in the current configuration, carrying

a tensorial attribute that reflects a jump in W .

The dislocation density is defined as [AF15]

α := Y : X = (S + gradW ) : X. (2.11)

In the case that there is no distortion discontinuity, namely S = 0, (3.4) becomes α =

− curlW , since curlA = − gradA : X for any smooth tensor fieldA. The definition of the

dislocation density (3.4) is motivated by the displacement-jump formula (2.16) / [AF15]

corresponding to a single, isolated defect line terminating an i-elastic distortion jump in

the body. In this situation, the displacement jump for an isolated defect line, measured by

integrating W along any closed curve encircling the defect core cylinder3, is no longer a

topological object independent of the curve (in the class of curves encircling the core) due

to the fact that in the presence of a g.disclination density localized in the core cylinder

the field S cannot be localized in the core - it is, at the very least, supported in a layer

extending to the boundary from the core, or, when divS = 0, completely delocalized over

the entire domain.

Now we apply a Stokes-Helmholtz-like orthogonal decomposition of the field S into a

compatible part and an incompatible part:

S = S⊥ + grad Zs

curlS⊥ = Π

divS⊥ = 0

with S⊥n = 0 on the boundary.

(2.12)

3In [AF15] a typographical error suggests that the displacement jump is obtained by integrating α on
area patches; α there should have been replaced by curl W .
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It is clear that when Π = 0 then S⊥ = 0.

In summary, the governing equations for computing the elastic fields for static gener-

alized disclination theory (i.e. when the disclination and dislocation fields are specified)

are

curlS = Π

S = S⊥ + gradZs

divS⊥ = 0 with S⊥n = 0 on the boundary

α = (S + gradW ) : X,

(2.13)

where Π and α are specified from physical considerations. These equations are solved

along with balance of linear and angular momentum involving Cauchy stresses and couple-

stresses (with constitutive assumptions) to obtain g.disclination and dislocation stress and

couple stress fields. In Chapter 3 we solve these equations along with

divT = 0

with T representing the Cauchy stress as a function of W , and we ignore couple stresses

for simplicity.

2.6.1 Review of Weingarten theorem associated with g.disclinations

In this section we provide an overview of the Weingarten-gd theorem for g.disclinations in-

troduced in [AF15]. Figure 2.15 shows cross-sections of three dimensional multi-connected

bodies with toroidal (Figure 2.15(a)) and through holes (Figure 2.15(d)). In both cases,

the multi-connected body can be transformed into a simply-connected one by introducing

a cut-surface. For the toroidal case, putting the cut-surface either from a curve on the

external surface to a curve on the exterior surface of the torus (Figure 2.15(b)) or putting
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the cut-surface with bounding curve along the interior surface of the torus (Figure 2.15(c))

will make the multi-connected domain into a simply-connected domain. Similarly, the

body with the through-hole can be cut by a surface extending from a curve on the external

surface to the surface of the hole. Figures 2.15(b) and 2.15(e) result in topological spheres

while Fig. 2.15(c) results in a topological sphere with a contained interior cavity. In terms

of g.disclination theory, the holes are associated with the cores of the defect lines.

Given a continuously differentiable 3-order tensor field Ỹ on the multi-connected do-

main such that Ỹ is symmetric in the last two indices and curl Ỹ = 0, the Weingarten-gd

problem asks if there exists a vector field y on the cut-induced simply-connected domain

such that

grad grady = Ỹ ,

and a formula for the possible jump [[y]] of y across the cut-surface. Also, since Ỹ is

curl-free and continuously differentiable on the multi-connected domain, we can defined a

field W̃ such that

grad W̃ = Ỹ

on the corresponding simply-connected domain.

In the following, we will assign a unit normal field to any cut-surface. For any point on

the cut-surface, say A, we will denote by A+ a point arbitrarily close to A from the region

into which the normal atA points and asA− a similar point from the region into which the

negative normal points. For any smooth function, say f , defined on the (multi)-connected

domain, we will define

f+(A) := lim
A+→A

f(A+) and f−(A) := lim
A−→A

f(A−). (2.14)

Consider a closed contour in Fig. 2.16 in the multi-connected domain starting and

ending at A and passing through B as shown. In addition, also consider as the ‘inner’ and
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(a) The cross-section of a multi-connected
body with a toroidal hole. The shaded gray
area is the ‘half-toroid’. The half-toroid is
not shown in Figures 2.15(b) and 2.15(c).

(b) The multi-connected body becomes
simply-connected after introducing the
cut-surface.

(c) Another method to introduce the cut
surface to make the multi-connected body
simply-connected.

(d) The cross-section of a multi-
connected body with a through
hole.

(e) The cross-section of a simply-
connected body with a through
hole and a cut surface.

Figure 2.15: The cross-sections of multi-connected bodies with a toroidal hole or a through hole,
and their corresponding simply-connected bodies by introducing cut-surfaces.
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Figure 5: Contour for proving independence of ∆ on cut-surface. The contour need not be planar
and the points A and B need not be on the same cross-sectional plane of the body.

parts of the contour between points A and B are intended to be overlapping). In conjunction, also
consider as the ‘inner’ and ‘outer’ closed contours the closed curves that remain by ignoring the
overlapping segments, the inner closed contour passing through A and the outer through B. Then,
because of the continuity of Ỹ and its vanishing curl, the line integral of Ỹ on the inner and outer
closed contours must be equal and this must be true for any closed circuit that cannot be shrunk
to a point while staying within the domain. Let us denote this invariant over any such closed curve
C as ∫

C
Ỹ dx = ∆.

If we now introduce a cut-surface passing through A and construct the corresponding W̃ , say W̃1,
then the jump of W̃1 at A is given by

JW̃1K(A) =

∫

C(A−,A+)
grad W̃1 dx =

∫

C(A−,A+)
Ỹ dx = ∆,

where C(A−,A+) is the curve formed from the inner closed contour defined previously with the
point A taken out and with start-point A− and end-point A+. The last equality above is due to
the continuity of Ỹ on the original multiply-connected domain. Similarly, a different cut-surface
passing through B can be introduced and an associated W̃2 constructed with JW̃2K(B) = ∆. Since
A, B and the cut surfaces through them were chosen arbitrarily, it follows that the jump of any
of the functions JW̃ K across their corresponding cut-surface takes on the same value regardless of
the cut-surface invoked to render simply-connected the multiply-connected body.

On a cut-induced simply-connected domain, since W̃ exists and its curl vanishes (due to the

18

Figure 2.16: A contour enclosing the core on the cross-section of the multi-connected domain.
The contour passes through points A and B. (Figure reproduced from [AF15] with permission
from Springer).

‘outer’ closed contours the closed curves that remain by ignoring the overlapping segments,

the inner closed contour passing through A and the outer through B. Then, because of

the continuity of Ỹ and its vanishing curl, the line integral of Ỹ on the inner and outer

closed contours must be equal and this statement holds for any closed contour enclosing

the hole. The line integral of Ỹ on the closed contour is defined as

∫

C

Ỹ dx =: ∆.

Now, considering the cut-surface passing through A, if we construct the corresponding

W̃ , say W̃1, then the jump of W̃1 is given by

[[W̃1]](A) =

∫

C(A−,A+)

Ỹ dx = ∆,

where C(A−, A+) is the curve from the inner closed contour with the pointA taken out and

with start-point A− and the end-point A+, as shown in Figure 2.16. Similarly, a different
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𝒙+

𝒙−

Figure 2.17: Cross-section of a simply-connected domain induced by a cut-surface. The red path
is from x−0 to x− and the blue path is from x+

0 to x+.

cut-surface passing through another point B can be introduced and the corresponding

W̃2 can be constructed with [[W̃2]](B) = ∆. Since A, B and the cut surfaces are chosen

arbitrarily, the jump of any of the functions [[W̃ ]] across their corresponding cut-surface

takes the same value, independent of the invoked cut-surface and the point on the surface.

In addition, due to the symmetry in the last two indices of Ỹ , curl W̃ vanishes. Thus,

a vector field y can be defined, on the relevant cut-induced simply-connected domain

associated with the construction of W̃ , such that

grady = W̃ . (2.15)

Now choose a point x0 arbitrarily on the cut-surface. Let x be any other point on this

cut-surface, as shown in Figure 2.17.

Since

49



W̃− = (grady)−

W̃+ = (grady)+ ,

then y at x across the cut-surface is

y+(x) = y+(x0) +

∫ x+

x+
0

W̃+(x′)dx′

y−(x) = y−(x0) +

∫ x−

x−0

W̃−(x′)dx′

(by working on paths from x
+/−
0 to x+/− and then taking limits as the paths approach the

cut-surface). Then the jump of y, [[y]] can be derived as

[[y]](x) = y+(x)− y−(x) = [[y]](x0) +

∫ x

x0

[[W̃ ]](x′)dx′.

Recall that [[W̃ ]](x′) = ∆, which is independent of the cut-surface and the point x′ on it.

Therefore,

[[y]](x) = [[y]](x0) +∆(x− x0). (2.16)

Furthermore, it can be shown that the jump at any point x on the cut-surface is indepen-

dent of the choice of the base point x0 (on the cut-surface).

In addition, consider the case where [[W̃ ]] = 0 - i.e. the defect line is a pure dislocation.

Then the Burgers vector is defined as

b(x) := [[y]](x),
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and from Eqn 2.16, given an arbitrarily fixed cut-surface, we have

[[y]](x) = [[y]](x0) (2.17)

where x and x0 are arbitrarily chosen points on the cut-surface. Thus, it has been shown

that for ∆ = 0, the displacement jump is independent of location on a given cut-surface.

In the next Section 2.6.2, we furthermore show that the Burgers vector is independent

of the choice of the cut-surface as well when ∆ = 0 and α is localized in the core.

2.6.2 Cut-surface independence in the Weingarten-gd theorem

for ∆ = 0

We now prove that the jump (2.17) across a cut-surface in the Weingarten-gd theorem is

independent of the choice of the surface when ∆ = 0.

By hypothesis, there is a continuous field Ỹ in the multi-connected body with curl Ỹ =

0 and Ỹijk = Ỹikj. Also, after introducing an arbitrary cut-surface, as in Figure 2.15(e),

we can construct fields W̃ and ỹ such that grad(grad ỹ) = Ỹ and grad W̃ = Ỹ . Based

on the Weingarten-gd theorem, we have on this arbitrary chosen cut-surface

[[ỹ(x)]] = [[ỹ(x0)]] +∆(x− x0),

where ∆ =
∮
Ỹ dx. Since ∆ = 0, it is clear that

[[ỹ(x)]] = [[ỹ(x0)]].

The goal now is to prove that

[[ỹ(x)]] =: b

where the vector b is independent of the choice of the cut-surface and, hence, independent
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𝒙𝒙𝟎𝟎

𝒙𝒙 𝜏𝜏

𝑝𝑝

Figure 2.18: Arbitrary path (shown on the cross-section) for construction of a continuous field
W τ on the simply-connected domain induced by a cut-surface τ when ∆ = 0.

of x on the cut-surface as well using results of Section 2.6.1.

Since the definition of W̃ depends on the cut-surface, given a simply-connected domain

induced by a cut-surface τ , we can express any such W̃ , say W τ , on the simply-connected

domain as

W τ
ij(x,x

0, p) :=

∫ x

x0

p

Eijk dxk +W τ
ij(x

0) (2.18)

where p is a curve from x0 to x as shown in Figure 2.18, and E := Ỹ with the field Ỹ

satisfying the constraint
∮
Ỹ dx = ∆ = 0. Since the line integral of E on any closed loop

is zero, W τ as defined is independent of path on the original multi-connected domain and

hence thinking of the constructed W τ as a continuous function on it makes sense.

Now with the constructed W τ , we can define the line integral

bτ,p :=

∮

p

W τdx

on a closed loop p enclosing the core.

We now show first that bτ,p is independent of the loop used to define it. Since grad W τ =
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A 
B 

Outer 

Inner 

Figure 2.19: A closed loop in the cross-section of a multi-connected domain to justify indepen-
dence of the Burgers vector from the circuit used to evaluate it for ∆ = 0.

E from the definition (2.18) and E is symmetric in the last two indices by hypothesis,

Eijk = W τ
ij,k

⇒ Eijk − Eikj = W τ
ij,k −W τ

ik,j = 0

⇒ emkj(W
τ
ij,k −W τ

ik,j) = 0

⇒ curlW τ = 0

Thus, on the multi-connected domain, given any arbitrary closed loop as in Figure 2.19,

∮
W τdx = 0

∫

inner

W τdx−
∫

outer

W τdx+

∫ A

B

W τdx+

∫ B

A

W τdx = 0

where
∫
inner

W τdx is the integral along the inner loop anti-clockwise and
∫
outer

W τdx is the
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𝒙+ 

𝒙𝟎 

𝒙− 

𝑝1 

𝑝2 

𝑝3 

Figure 2.20: The integration path on the cross-section of a simply-connected domain to calculate
the jump JyK at x.

integral along the outer loop anti-clockwise. Therefore, since
∫ A
B
W τdx+

∫ B
A
W τdx = 0,

∫

inner

W τdx =

∫

outer

W τdx.

Thus, bτ,p is independent of the loop path p and we will denote it as bτ .

Now for a simply-connected domain induced by the cut-surface τ , given a W τ , there

exists (many) yτ satisfying gradyτ = W τ ; any such yτ may be expressed as

yτ (x;x0) =

∫ x

x0

W τdx+ yτ (x0).

Then, with reference to Fig. 2.20, we have

yτ (x+) = yτ (x0) +

∫ x+

x0
p1

W τdx

⇒ yτ (x+) = yτ (x0) +

∫ x−

x0
p2

W τdx+

∫ x+

x−
p3

W τdx
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and

yτ (x−) = yτ (x0) +

∫ x−

x0
p2

W τdx.

Thus,

[[yτ ]] =

∫ x+

x−
p3

W τdx = bτ . (2.19)

We note next that if τ and τ ′ are two cut-surfaces, (2.18) and the continuity ofW τ ,W τ ′

imply that W τ −W τ ′ is a constant tensor on the original multi-connected domain, and

therefore (2.19) implies that bτ = bτ
′
=: b, a constant vector independent of the cut-surface.

Therefore, we have shown that when ∆ = 0, the Burgers vector is cut-surface indepen-

dent.

2.7 Interpretation of the Weingarten theorem in terms

of g.disclination kinematics

The Weingarten-gd theorem for generalized disclinations (2.16) was reviewed in Section

2.6.1. We recall that the jump of the inverse-deformation y across a cut-surface is char-

acterized, in general, by the jump at an arbitrarily chosen point on the surface, Jy(x0)K,
and ∆ = JW̃ K, and all of these quantities are defined from the knowledge of the field Ỹ .

However, given a g.disclination and a dislocation distribution Π and α, respectively, on

the body, it is natural to ask as to what ingredients of g.disclination theory correspond

to a candidate Ỹ field. A consistency condition we impose is that in the absence of a

g.disclination density, the jump of the inverse deformation field should be characterized by

the Burgers vector of the given dislocation density field.
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Core for the dislocation 
and the generalized 
disclination 

Figure 2.21: The dislocation and the generalized disclination densities are localized in a defect
core.

2.7.1 Derivation of Ỹ in g.disclination theory

Let Π and α be localized in a core as shown in the Figure 2.21. In g.disclination theory,

Y = S + gradW

α := S : X + gradW : X

with

curl Y = curl S = Π .

From the definition of α, we have

αij = Simnejmn +Wim,nejmn

⇒ αijejrs = (Simn +Wim,n) (δmrδns − δmsδnr)

⇒
(
Yirs −

1

2
αijejrs

)
−
(
Yisr −

1

2
αijejsr

)
= 0.
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Now, we define Ỹ , in terms of ingredients of g.disclination theory, as

Ỹimn := Yimn −
1

2
αijejmn = Simn +Wim,n −

1

2
αijejmn (2.20)

and verify that

Ỹimn = Ỹinm.

Therefore, Ỹ is symmetric in the last two indices. In addition,

(curl Ỹ )imr = erpnỸimn,p = Simn,perpn −Wim,nperpn −
1

2
αil,pelmnerpn

⇒ (curl Ỹ )imr = Πimr −
1

2
αil,pelmnerpn.

Since Π and α are localized in the core, curl Ỹ is localized in the core and curl Ỹ = 0

outside the core.

2.7.2 Jump of inverse deformation in terms of defect strengths

in g.disclination theory

With the definition of Ỹ in terms of g.disclination theory (2.20), we will now identify ∆

and the jump of the inverse deformation across a cut-surface in a canonical example in

terms of prescribed data used to define an isolated defect line (i.e. the strengths of the

g.disclination and dislocation contained in it) and location on the surface.

A g.disclination in a thick infinite plate in the x1 − x2 plane is considered, with the

g.disclination line in the positive x3 direction. Assume the strength of the g.disclination

to be ∆F (cf. Sec. 2.6 for definition of the strength). Based on the characterization of Π

in (2.10), a candidate for the localized and smooth generalized disclination density Π is

assumed to only have non-zero components Πij3, namely Π = Πij3ei ⊗ ej ⊗ e3, with Πij3
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given as (cf. [Ach01])

Πij3 = ψij(r) =





∆Fij
πr0

(
1
r
− 1

r0

)
r < r0

0 r ≥ r0,

where r =
√
x2

1 + x2
2. It is easy to verify that Π is a smooth field and

∫

core

Πe3da = ∆F .

Similarly, the localized and smooth dislocation density α is assumed as

αi3 =





bi
πr0

(
1
r
− 1

r0

)
r < r0

0 r ≥ r0,

where b is the Burgers vector with

∫

core

αe3da = b.

Recall that

Ỹirs = Yirs −
1

2
αijersj

⇒ Ỹirs = S⊥irs + Zs
ir,s +Wir,s −

1

2
αijersj

⇒ Ỹ = S⊥ + gradZs + gradW − 1

2
α : X,

(2.21)

where Zs is the compatible part of S and S⊥ is incompatible part of S that cannot be
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represented as the gradient, satisfying the equations

curlS⊥ = Π

divS⊥ = 0

S⊥n = 0 on the boundary.

One way to get the solution of S⊥ from the above equations is to decompose S⊥ as

S⊥ = S∗ + gradZ∗, where S∗ satisfies

curlS∗ = Π

divS∗ = 0

(2.22)

and Z∗ satisfies

div(gradZ∗) = 0

(gradZ∗)n = −S∗n on the boundary.

(2.23)

The solution of (2.22) can be acquired from the Riemann-Graves operator as shown in

Appendix A. Furthermore, since
∫
∂V
S∗nda =

∫
V

divS∗dv = 0, where ∂V is the boundary

of V , a unique solution for gradZ∗ from (2.23), which is the (component-wise) Laplace

equation for Z∗ with Neumann boundary conditions, exists. Substituting S⊥ into Eqn

(2.21), we have

Ỹ = S⊥ + gradZs + gradW − 1

2
α : X

⇒ Ỹ = S∗ + gradZ∗ + gradZs + gradW − 1

2
α : X

⇒ Ỹ := S∗ + gradA− 1

2
α : X,

(2.24)

where A is defined as A := Z∗ +Zs +W .
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In addition, we have

αij = Simnejmn +Wim,nejmn

αij = S∗imnejmn + Z∗im,nejmn + Zs
im,nejmn +Wim,nejmn

αij − S∗imnejmn = −(curlA)ij. (2.25)

Denoting Bij = S∗imnejmn − αij, we have

(curlA)ij = Bij.

As given in Appendix A, we obtain S∗ as

S∗ij1 =





∆Fij
2π

(−x2
r2

) r > r0

−x2∆Fij
πr2r0

(r − r2

2r0
) r ≤ r0

S∗ij2 =





∆Fij
2π

(x1
r2

) r > r0

x1∆Fij
πr2r0

(r − r2

2r0
) r ≤ r0.

Also, following similar arguments as in Appendix A, in Appendix B we obtain A∗ with
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A = A∗ + grad zA,4 where A∗ is given by

A∗11 =





C1

(
−∆F

12x
2
2 −∆F

11x1x2

)
+ x2

r2

[
b1
πr0

(
r − r2

2r0

)]
r < r0

C2

(
−∆F

12x
2
2 −∆F

11x1x2

)
+ x2

r2
b1
2π

r ≥ r0

A∗12 =





C1

(
∆F

12x2x1 +∆F
11x

2
1

)
− x1

r2

[
b1
πr0

(
r − r2

2r0

)]
r < r0

C2

(
∆F

12x2x1 +∆F
11x

2
1

)
− x1

r2
b1
2π

r ≥ r0

A∗21 =





C1

(
−∆F

22x
2
2 −∆F

21x1x2

)
+ x2

r2

[
b2
πr0

(
r − r2

2r0

)]
r < r0

C2

(
−∆F

22x
2
2 −∆F

21x1x2

)
+ x2

r2
b2
2π

r ≥ r0

A∗22 =





C1

(
∆F

22x2x1 +∆F
21x

2
1

)
− x1

r2

[
b2
πr0

(
r − r2

2r0

)]
r < r0

C2

(
∆F

22x2x1 +∆F
21x

2
1

)
− x1

r2
b2
2π

r ≥ r0

and C1 = 1
2πr0r

− 1
6πr20

and C2 = 1
3πr0r

+ r−r0
2πr3

. A∗ can be decomposed into two parts. The

first part is the terms associated with C1 and C2, denoted as Ao; the other part is the

remaining terms associated with b, denoted as Aα. Thus, A = Ao +Aα + grad zA. Ao

and Aα are given as

4While not relevant for the essentially topological arguments here, we note that it is in the field grad zA

that the compatible part of W resides which helps in satisfaction of force equilibrium.
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Ao11 =





(
1

2πr0r
− 1

6πr20

) (
−∆F

12x
2
2 −∆F

11x1x2

)
r < r0

(
1

3πr0r
+ r−r0

2πr3

) (
−∆F

12x
2
2 −∆F

11x1x2

)
r ≥ r0

Ao12 =





(
1

2πr0r
− 1

6πr20

) (
∆F

12x2x1 +∆F
11x

2
1

)
r < r0

(
1

3πr0r
+ r−r0

2πr3

) (
∆F

12x2x1 +∆F
11x

2
1

)
r ≥ r0

Ao21 =





(
1

2πr0r
− 1

6πr20

) (
−∆F

22x
2
2 −∆F

21x1x2

)
r < r0

(
1

3πr0r
+ r−r0

2πr3

) (
−∆F

22x
2
2 −∆F

21x1x2

)
r ≥ r0

Ao22 =





(
1

2πr0r
− 1

6πr20

) (
∆F

22x2x1 +∆F
21x

2
1

)
r < r0

(
1

3πr0r
+ r−r0

2πr3

) (
∆F

22x2x1 +∆F
21x

2
1

)
r ≥ r0

Aα11 =





x2
r2

[
b1
πr0

(
r − r2

2r0

)]
r < r0

x2
r2

b1
2π

r ≥ r0

Aα12 =





x1
r2

[
b1
πr0

(
r − r2

2r0

)]
r < r0

x1
r2

b1
2π

r ≥ r0

Aα21 =





x2
r2

[
b2
πr0

(
r − r2

2r0

)]
r < r0

x2
r2

b2
2π

r ≥ r0

Aα22 =





x1
r2

[
b2
πr0

(
r − r2

2r0

)]
r < r0

x1
r2

b2
2π

r ≥ r0.

We now consider a multiply connected domain by thinking of the cylinder with the

core region excluded and introduce a simply-connected domain by a cut-surface. On this

simply-connected domain we define a W̃ satisfying grad W̃ = Ỹ and recall that Ỹ =
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S∗ + gradA− 1
2
α : X. Then

W̃ (x) =
∫ x
xr
Ỹ (s)ds+ W̃ (xr) (2.26)

W̃ (x) =
∫ x
xr

[S∗ + gradA− 1
2
α : X](s)ds+ W̃ (xr) (2.27)

W̃ (x) =
∫ x
xr
S∗(s)ds− 1

2

∫ x
xr

(α : X)(s)ds+A(x) + const, (2.28)

where xr is a given point and const is the constant W̃ (xr) −A(xr), with W̃ (xr) being

arbitrarily assignable.

Consider a path p from z− to z+, both points arbitrarily close to z ∈ S, on opposite

sides of S (see (2.14) for notation) and define

[[y(z)]] = lim
z+→z
z−→z

∫

p

W̃ (x)dx

for any z on the cut-surface.

After substituting W̃ and noticing
∮
p
const dx = 0 and

∮
p

grad zA dx = 0, the jump at

x can be further written as

[[y]] =

∫

p

∫ x

xr

S∗(s)dsdx+

∫

p

A(x)dx− 1

2

∫

p

∫ x

xr

(α : X)(s)dsdx

=

∫

p

∫ x

xr

S∗(s)dsdx+

∫

p

Ao(x)dx+

∫

p

Aα(x)dx− 1

2

∫

p

∫ x

xr

(α : X)(s)dsdx. (2.29)

Now suppose x located as (R, 0) and p is given as a circle with radius r = R, where

R ≥ r0. Clearly, this circle encloses the whole disclination core. Also, since Aoij(x1, x2) =

Aoij(−x1,−x2), then ∫

p

Ao(x)dx = 0.
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Figure 2.22: Configuration of a closed contour enclosing the disclination and passing through
x.

Also, for any loop enclosing the core, α = 0 along the loop and thus,

∫

p

∫ x

xr

(α : X)(s)dsdx = 0.

Therefore, the jump [[y]] = [[y]]s + [[y]]α, where [[y]]s =
∮
p

∫ x
xr
S∗(s)dsdx and [[y]]α =

∮
p
Aα(x)dx. With reference to Figure 2.22 and choose xr as x−, [[y]]s evaluates to

[[y]]s1 = R∆F
11

[[y]]s2 = R∆F
21.

(2.30)

[[y]]α =
∮
p
Aα(x)dx can be obtained as follows:

[[y]]α1 =
∮ 0

2π
[−Aα11R sin β + Aα12R(cos β)] dβ

⇒ [[y]]α1 =
∮ 0

2π
− b1

2π
dβ = b1

[[y]]α2 =
∮ 0

2π
[−Aα21R sin β + Aα22R(cos β)] dβ

⇒ [[y]]α2 =
∮ 0

2π
− b2

2π
dβ = b2
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Thus, the jump at point x, (R, 0), is

[[y]]1 = R∆F
11 + b1

[[y]]2 = R∆F
21 + b2,

which can be written in the form

[[y]](x) = ∆Fx+ b = ∆F (x− x0) + JyK(x0), (2.31)

where

∆F =



∆F

11 ∆F
12

∆F
21 ∆F

22




and

JyK(x0) = ∆Fx0 + b.

for an arbitrarily chosen base-point x0 on the cut-surface.

For Π = 0 (i.e. no generalized disclination in the defect), given a localized dislocation

density α, the jump in the inverse deformation should be the same as the integral of α

over any arbitrary area threaded by the core, denoted as b. Since Π = 0, then ∆F = 0

and (2.31) implies,

[[y]] = b.

Thus, in this special, but canonical, example, we have characterized the jump in the

inverse deformation due to a defect line in terms of data characterizing the g.disclination

and dislocation densities of g.disclination theory and shown that the result is consistent

with what is expected in the simpler case when the g.disclination density vanishes.
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𝛺𝑐

𝛺

𝑆

Figure 2.23: The cross-section of a simply-connected domain Ω with a cut-surface S and a core
Ωc. The blue shaded area is the layer Sl which includes the core.

2.7.3 The connection between W and y

We now deal with the question of how the inverse deformation field y defined on a cut-

surface induced simply-connected domain defined from the field Ỹ may be related to the

i-elastic 1-distortion field W of g.disclination theory. The setting we have in mind is as

follows: with reference to Fig. 2.23, we consider the domain Ω with the core comprising

the region Ωc ⊂ Ω. Let the cut-surface be S, connecting a curve on the boundary of Ωc

to a curve on the boundary of Ω so that (Ω\Ωc)\S is simply-connected. Also consider a

‘layer’ region Sl ⊂ Ω such that S ⊂ Sl as well as Ωc ⊂ Sl, as shown in Figure 2.23. We

assume that S has support in Sl. We now think that a problem of g.disclination theory has

been solved with S, Π , and α as given data on Ω satisfying the constraint curl S = Π .

From (2.20) and (2.26), we have

grad (W̃ −W ) = S − 1

2
αX on (Ω\Ωc)\S.
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We then have

JW K = Jgrad yK−∆F = 0 on S,

since the dislocation density α is localized in the core, an expected result since W is a

continuous field on Ω. Moreover, we have

W = grad y +W ∗ on Ω\Sl,

where W ∗ is a constant second-order tensor. Thus, when Sl is truly in the shape of a layer

around S (including the core as defined), W can indeed be viewed as the gradient of the

deformation y constructed from Ỹ , up to a constant second-order tensor, in most of the

domain. On the other hand, when Sl = Ω\Ωc as e.g. when curl S = Π with div S = 0

on Ω with Π still supported in the core, such an identification is not possible.

2.8 Burgers vector of a g.disclination dipole

We will derive the Burgers vector for a given g.disclination dipole with separation vector

d. In Figure 2.24, the red circle is the (cross-section of the) positive g.disclination while

the blue circle is that of the negative g.disclination. The separation vector between these

two disclination is d. For the calculations in this section, we assume Cartesian coordinates

whose origin is at the positive g.disclination core and the x and y axes are shown as in Figure

2.24. The boundary of the positive g.disclination core is the circle with center at (0, 0) and

radius r0; the boundary of the negative disclination core is the circle with center at (d, 0)

and radius r0. Denote the strength of the positive disclination as ∆F (see Sec. 2.6 for the

definition of the strength). We denote the whole domain as Ω and the boundary of the

domain as ∂Ω. The positive g.disclination density field Π+ and the negative g.disclination

density field Π− are both localized inside the cores (while being defined in all of Ω).

We define the core of the g.disclination dipole, Ωc, as a patch including the positive and
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negative g.disclinations enclosed by the black contour C in Figure 2.24. In the following

calculation, the core is referred as the g.disclination dipole core. Also, let the cut-surface

be S, which is along the positive x axis connecting the boundary of Ω to the curve C at

xc shown as the green line in Figure 2.24. Namely, S = {(x, y) ∈ Ω|y = 0, x ≥ xc}. In

addition, the cut-induced simply-connected domain is denoted as (Ω\Ωc)\S.

We denote the defect density field for the g.disclination dipole as Π . Clearly, Π is

localized within the g.disclination core, given as Π = Π+ + Π− on Ω. Based on the

Weingarten-gd theorem, given S∗, α, and A, Ỹ is defined as in (2.21) and (2.24):

Ỹ := S∗ + gradA− 1

2
α : X in Ω.

In this case, α = 0, thus

Ỹ = S∗ + gradA. (2.32)

Recall that given the g.disclination density Π , S∗ is calculated from

curlS∗ = Π = Π+ +Π−

divS∗ = 0





in Ω.

Since S∗ is a solution to linear equations, S∗ can be written as

S∗ = S∗+ + S∗−,
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with S∗+ and S∗− calculated from

curlS∗+ = Π+

divS∗+ = 0





in Ω

curlS∗− = Π−

divS∗− = 0





in Ω.

Similarly, given S∗, A = A∗ + grad zA, where A∗ satisfies (2.25)

curlA∗ = S∗ : X

divA∗ = 0





in Ω.

Therefore, A can be written as A = A∗+ + A∗− + gradzA, where A∗+ and A∗− are

calculated from

curlA∗+ = S∗+ : X

divA∗+ = 0





in Ω

curlA∗− = S∗− : X

divA∗− = 0





in Ω.

After substituting S∗ and A, Ỹ can be written as

Ỹ = S∗+ + S∗− + gradA∗+ + gradA∗− + grad grad zA on Ω.

In the cut-induced simply-connected domain (Ω\Ωc)\S, given the core Ωc and cut-surface

S shown in Figure 2.24, W̃ is defined as (2.26)

W̃ (x) :=

∫ x

xr

Ỹ (s)ds+ W̃ (xr)
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where xr is a fixed point and W̃ (xr) is an arbitrary constant. After substituting Ỹ , we

have

W̃ (x) =

∫ x

xr

S∗+(s)ds+

∫ x

xr

S∗−(s)ds+A∗+(x) +A∗−(x) + grad zA(x) + const,

where const is the constant equal to W̃ (xr) −A∗+(xr) −A∗−(xr) − grad zA(xr). Write

W̃ (x) as

W̃ (x) = T̃+(x;xr) + T̃−(x;xr) + grad zA(x) + const,

where

T̃+(x;xr) :=

∫ x

xr

S∗+(s)ds+A∗+(x)

T̃−(x;xr) :=

∫ x

xr

S∗−(s)ds+A∗−(x)

With reference to Fig. 2.24, it follows from (2.15) that the jump of y at x0 is

JyK(x0) =

∫

p

W̃ (x)dx,

where p is a path shown in Fig. 2.24 from x−0 to x+
0 . Since z is continuous on Ω,

∫
p

grad z(x)dx = 0. Also, with
∫
p
constdx = 0, we have

JyK(x0) =

∫

p

T̃+(x;xr)dx+

∫

p

T̃−(x;xr)dx,

Let x0 be the point located at (x0, 0) and denote p+ as a clockwise circle centered at

(0, 0) with radius x0 and p− as a clockwise circle centered at (d, 0) with radius x0−d. Also,

we choose x0 big enough so that p+ and p− enclose the g.disclination core - this induces

no loss in generality for our final result, as we show in the discussion surrounding (2.33)
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Figure 2.24: Configuration for a disclination dipole with separation vector d and an introduced
cut-surface.

and (2.34). Also, let xr be x−0 . Based on the argument in Appendix C,

∮

p

T̃+(x;xr)dx =

∮

p+
T̃+(x;x−0 )dx =: I+

∮

p

T̃−(x;xr)dx =

∮

p−
T̃−(x;x−0 )dx =: I−

(This step is utilized to facilitate the computation of the line integrals, which are most

conveniently calculated on circular paths).

Given the Π+ and Π− fields, based on the calculation in Appendix D, we have

I+
1 = x0∆

F
11

I+
2 = x0∆

F
21

I−1 = −(x0 − d)∆F
11

I−2 = −(x0 − d)∆F
21.
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Thus, the jump JyK at x0 is

JyK1(x0) = x0∆
F
11 − (x0 − d)∆F

11 = d∆F
11

JyK2(x0) = x0∆
F
21 − (x0 − d)∆F

21 = d∆F
21

Therefore, the jump at x0 is

JyK(x0) = ∆Fd

Recall from (2.32) that

Ỹ = S∗ + gradA,

so that

curl Ỹ = curlS∗ = Π .

Therefore,

∆ =

∫

C

Ỹ dx =

∫

Ωc

curl Ỹ nda =

∫

Ωc

(Π+ +Π−)nda

where C is the boundary of the g.disclination core and Ωc is the area of the core enclosed

by C. Because Π+ and Π− have opposite signs but are otherwise identical (shifted) fields,

∆ =

∫

Ωc

(Π+ +Π−)nda = 0.

Then, invoking (2.17), the jump of y satisfies

JyK(x) = JyK(x0) = ∆Fd for x ∈ S. (2.33)

In addition, as proved in Section 2.6.2, the jump JyK is independent of the cut-surface

when ∆ = 0. Therefore, defining the Burgers vector b of the g.disclination dipole as the
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jump JyK across any arbitrary cut-surface rendering Ω\Ωc simply-connected, we have

b = ∆Fd. (2.34)

Now, considering a disclination dipole with separation vector d = δr, where the Frank

vector for the positive disclination is given as Ω = Ω3e3, ∆F is given by the difference of

two inverse rotation tensors, written as

[
∆F
]

=



cosΩ3 − 1 −sinΩ3

sinΩ3 cosΩ3 − 1


 .

When the strength of the disclination is low, |Ω3| � 1, cosΩ3 − 1 ≈ 0 and sinΩ3 ≈ Ω3,

and we have

∆F =




0 −Ω3

Ω3 0


 ,

a skew symmetric tensor.

From (2.34), the components of the Burgers vector b are given as

b1 = −Ω3δr2, b2 = Ω3δr1

which matches the result (2.7) from linear elasticity.
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Chapter 3

Finite element approximation of the

fields of bulk and interfacial line

defects
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3.1 Introduction

In the context of continuum mechanics, the distortion measure is similar to a deformation

or a displacement gradient, except such a measure is not the gradient of a vector field

in many situations involving material defects. Such a situation arises when the distortion

represents, through a non-singular field, the ‘gradient’ of a field that contains a terminating

discontinuity on a surface. If the discontinuity is in the displacement field, the terminating

curve is called a dislocation; if the discontinuity is in the rotation field, the terminating

curve is called a disclination. In some cases, the discontinuity can arise in the strain field

as well, as for instance in the solid-to-solid phase transformation between austenite and

martensite. In [AF12, AF15], the concept of the disclination is extended to the generalized

disclination (g.disclination) to deal with general distortion-discontinuity problems. The

g.disclination can be thought of as a discontinuity (along a curve or loop) of a distortion

discontinuity (along a surface).

The strain and stress fields of dislocations and disclinations in a linear elastic isotropic

body have been studied in [Nab85, Nab67, DeW73a]. However, in classical linear elas-

ticity, the stress and strain fields for these defects have singularities at the defect cores,

often predicting infinite energies for finite bodies. In [AF12, AF15], a continuum model

is introduced for the g.disclination static equilibrium as well as dynamic behaviors, where

the singularities are well-handled. The Weingarten theorem for g.disclinations established

in [AF15] is characterized further in Chapter 2, with the derivation of explicit formula for

important topological properties of canonical g.disclination configurations. Relationships

between the representations of the dislocation, disclination, and the g.disclination from the

Weingarten point of view and in g.disclination theory are established therein. Concrete

connections are also established between g.disclinations as mathematical objects and the

physical ideas of interfacial and bulk line defects like defected grain and phase bound-

aries, dislocations, and disclinations. The papers [AF12, AF15] and Chapter 2 explain the
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theoretical and physical basis for the results obtained in the present work.

This paper focuses on the applications of the g.disclination model through computation.

The goal is to show that the g.disclination model is capable of solving various material-

defect problems, within both the small and finite deformation settings. Finite element

schemes to solve for the stress and energy density fields of g.disclination distributions are

proposed, implemented, and verified for the small and finite deformation settings, for a

‘canonical’ class of defect configurations (mentioned in the abstract).

The paper is organized as follows. Section 5.2 contains notation and terminology.

In Section 3.3, we briefly review elements of g.disclination theory from [AF12, AF15]

that provide the governing equations for this work, rationalize a procedure for defining

a g.disclination as data for computation of stress fields, and discuss the stress field of a

disclination viewed as an Eshelby cut and weld problem. Section 3.4 proposes numerical

schemes based on the Galerkin and Least Squares Finite Element methods to solve for

the fields of g.disclinations at small and finite deformations. Section 3.5 contains results

pertaining to twelve illustrative problems (with sub-cases), all modeled by appropriate

combinations of g.disclinations, eigenwall fields, and dislocations as data. Section 3.6

makes contact between the g.disclination model and classical disclination theory of DeWit

[DeW73a], under appropriate restriction on specified data. It is also shown here that for

identical specified data, g.disclination theory predicts essentially the entire elastic distor-

tion uniquely, while the classical theory uniquely predicts only the elastic strain field, a

particularly clear distinction for the special case of both models in which the data specified

is only a dislocation density field. Section 5.5 contains concluding remarks.

3.2 Notation and terminology

The following list describes some of the mathematical symbols we use in this work:

U e: the elastic strain tensor (2nd-order).
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F e: the elastic distortion tensor. In small deformation, F e = I +U e (2nd-order).

W : the inverse-elastic (i-elastic) 1-distortion tensor. W = (F e)−1 (2nd-order).

F̂ e: the closest-well elastic distortion tensor (2nd-order).

Ŵ : the closest-well-inverse-elastic (cwi-elastic) 1-distortion tensor. Ŵ =
(
F̂ e
)−1

(2nd-order).

S: the eigenwall tensor (3rd-order).

Y : the i-elastic 2-distortion tensor (3rd-order).

α: the dislocation density tensor (2nd-order).

Π : the g.disclination density tensor (3rd-order).

The normalized difference between two stress fields σA and σB is denoted as δσA,B,

defined as

δσA,B =
|σA − σB|
|σA|

, (3.1)

where | · | represents the l2-norm of a matrix. The mean of δσA,B is defined as the volume

average of the field δσA,B over the entire body. Note that, by definition, whenever such

comparisons are presented, they represent differences between the tensors involved and not

that of any specific components.

In Sec. 3.5.9.4 and 3.5.10, repeated indices represent discrete forms rather than Einstein

summation.

3.3 Elements of g.disclination theory

We recapitulate the basic theory for g.disclination statics from [AF12, AF15] for the sake

of completeness and provide the arguments for defining individual g.disclination cores for

work in subsequent sections.

Developed as a generalization of eigenstrain theory of Kröner, Mura, and deWit, an

individual g.disclination is a curve that terminates a discontinuity of elastic distortion on
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Layer 

Generalized 

disclination core

Figure 3.1: Physical regularization of a classical terminating discontinuity of a vector/tensor
field. Treat its distortion discontinuity as a smooth field localized inside the layer.

a surface. The distortion discontinuity is modeled by a field with support within a layer

[AF15], as shown in Figure 3.1. The termination is considered as continuous over the core

within the layer. The core is the support of the g.disclination density field. The strength of

an individual g.disclination is simply the difference of the distortions forming the distortion

discontinuity terminated by it. One way of setting up the 3-order g.disclination density

tensor is to assign the tensor product of the strength tensor and the tangent direction

vector of the g.disclination curve as a uniformly distributed field within the g.disclination

core, and zero outside it - further details are provided below in (3.13)-(3.18).

The fundamental kinematic decomposition of g.disclination theory is

Y = grad W + S, (3.2)

where W is the i-elastic 1-distortion and S is the eigenwall field.

With this decomposition of Y , a natural measure of the g.disclination density is

curl (Y − gradW ) = curlS =: Π , (3.3)
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since it characterizes the closure failure of integrating Y on closed contours in the body:

∫

A

Πnda =

∫

C

Y dx,

where A is any area patch with closed boundary contour C. Physically, it is to be in-

terpreted as a density of lines (threading areas) in the current configuration, carrying a

tensorial attribute that reflects a jump in the values of W across the layer representing a

phase/grain boundary.

The dislocation density is defined as

α := Y : X = (S + gradW ) : X. (3.4)

When there is no discontinuity of elastic distortion across a layer, namely S = 0, (3.4)

becomes α = − curlW , since curlA = − gradA : X for any smooth tensor field A. We

utilize a Stokes-Helmholtz-like orthogonal decomposition of the field S into compatible

and incompatible parts,

S = S⊥ + gradZs. (3.5)

For the problems of g.disclination statics considered in this paper, α and either Π or

S need to be prescribed as data. In the case where α and Π are prescribed, we take

Zs = −I and S = S⊥ with S⊥ determined by the system

curlS⊥ = Π

divS⊥ = 0

with S⊥n = 0 on boundary of the body,

(3.6)

which guarantees that the field S⊥ is vanishing if and only if Π = 0.
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Defining a new field Hs as the deviation of −Zs from the identity so that

Hs := −(Zs + I) and S = S⊥ − gradHs, (3.7)

when α and S are prescribed, Zs is determined from

div(S) = div(gradZs) = − div(gradHs) (3.8)

with the value of Hs = 0 at a single point of the body.

Then, given α, S, and Hs, the i-elastic distortion field W is determined from the

system

α = (S + gradW ) : X

Ŵ = W −Hs

div[T (Ŵ )] = 0

Tn = t on the boundary,

(3.9)

where T (symmetric) is the stress field depending on Ŵ (and the unstressed elastic ref-

erence from which Ŵ is measured). t is a prescribed, statically consistent traction field

on the boundary of the body. For all computations in this chapter we will assume t = 0,

unless otherwise specified, but this implies no loss of essential generality in the formulation

or in the computational work.

We view the i-elastic distortion W (x) as a mapping between a local configuration,

around the generic point x in the generally stressed configuration, and a fixed (over all

x) local stress-free configuration; how the local configuration around each point x of the

current configuration is to be understood, at least in principle, is described in Appendix

E. In our model there is some freedom in making the choice of the fixed local stress-free

configuration; for instance, it may be associated with the stress-free state of a particular
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phase of the material, e.g. the high-temperature/symmetry austenite phase. In this paper,

we associate it with the stress-free local configuration of a particular point in the body (that

would represent one of the phases of the material, say a martensite variant); the point is the

one whereHs is specified (see the discussion surrounding (3.8)). The cwi-elastic distortion,

Ŵ (x), on the other hand represents the mapping between a local configuration around

the generic point x in the stressed configuration and the unstressed configuration it would

attain when (conceptually) released from all loads on it. The motivation and detailed

discussions for the dependency of T on Ŵ are presented in Sections 3.5.9 and 3.6. An

example for developing intuition for some qualitative differences between these fields in the

context of a through and terminating twin boundary is also provided in Appendix E.

We obtain the governing equations for the small deformation case by defining the tensors

U e and Û e through the approximations W = I −U e and Û e := I − Ŵ = U e +Hs with

T = C : Û e. Substituting in (3.9) and using (3.7) we have

curl Û e = α− S⊥ : X

div[C : Û e] = 0

[C : Û e]n = t on the boundary.

(3.10)

with S⊥ satisfying (3.6). We refer to the symmetric part of Û e, Û e
sym =: ε̂e, as the closest-

well elastic strain and the skew-symmetric part, Û e
skw =: Ω̂e, as the closest-well elastic

rotation tensor. We similarly define the elastic strain εe and the elastic rotation Ωe tensor

fields from U e.

It is important to note that if the defect fields Π , α, and Zs transform to RΠ , Rα,

andRZs for a spatially constant (on the current configuration), rotation fieldR represent-

ing a change in the point-wise unstressed elastic reference, then the solution W to (3.9)1

transforms as RW and hence Ŵ transforms as RŴ . The corresponding closest-well elas-

tic distortion field is F̂ eRT measured from the point-wise rotated, closest-well, unstressed
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reference. Since elastic constitutive equations for stress from two different reference config-

urations, say 1 and 2, necessarily have the property that T (2)
(
F (2)

)
= T (1)

(
F (1)

)
, where

F (2)G = F (1) and G is the invertible tensor mapping reference 1 to 2 (pointwise), we

have T (2)
(
F (2)

)
= T (1)

(
F (2)G

)
∀ invertible F (2), and this implies that, for G = R and

2 representing the rotated unstressed reference, T (2)
(
Ŵ−1RT

)
= T (1)

(
Ŵ−1

)
=: T (Ŵ )

and therefore the stress prediction on the current configuration from (3.9) is invariant to

the choice of unstressed elastic reference.

We will assume Zs = −I for many problems considered in this paper where α and

Π are prescribed as data. Sections 3.5.9-3.6 are exceptions where α and S are specified.

Our model ensures that, at least with respect to the l2-norm on the space of third-order

tensor fields, the stresses generated are only in response to the prescribed g.disclination

(and dislocation) density fields, with no other sources involved. It also allows the realistic

representation of terminating grain/phase boundaries with an eigenwall field S specified

in a layer as in Fig. 3.1, with the concomitant recovery of classical results of defect theory

related to dislocation and disclination stress fields. The use of the field Zs (Hs) is essential

for this purpose, as it is impossible to represent a through or terminating grain/phase

boundary interface by setting S = S⊥, with S⊥ determined from the g.disclination density

field (possibly vanishing). Details of these situations are discussed in Sections 3.5.9 and

3.6.

3.3.1 Modeling aΠ field representing an individual g.disclination

core

The tensor Π for a discrete g.disclination can be defined for prescription as given data

as follows. Figure 3.2 shows an eigenwall field S supported in a layer, whose termination

represents the g.disclination core. The layer is, in general, ‘non-planar’ and its termination
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Figure 3.2: The geometric definition of the layer. a, b and c are natural basis vectors for
a parametrization of the layer by coordinates ξ2, ξ3, ξ1. The two lower sketches conceptualize
the formation of a wedge disclination by the closing and welding of the gap in the unstretched
reference configuration to form the stressed current configuration.

not a straight ‘line’. We assume the layer to be amenable to the description

s(ξ1, ξ2, ξ3) = x(ξ1, ξ2) + ξ3ν(ξ1, ξ2), (3.11)

where x is the ‘mid-surface’ of the layer, parametrized by curvilinear coordinates (ξ1, ξ2),

and ν, the unit normal field to the mid-surface, is defined as

ν(ξ1, ξ2) =

∂x
∂ξ1
× ∂x

∂ξ2

| ∂x
∂ξ1
× ∂x

∂ξ2
| . (3.12)

ξ3 serves as the remaining coordinate parametrizing the 3-dimensional layer. The parametriza-
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tion (in the vicinity of the g.disclination core) is such that the surface ξ1 = 0,− t
2
≤ ξ3 ≤ t

2

coincides with the layer termination within the body, and the surfaces ξ3 = ± t
2

are the

top and bottom surfaces of the layer, respectively. The layer mid-surface (and therefore

the ν field), is assumed known (e.g. from observations) for the definition of the S and Π

fields in this static setting. Denote the i-elastic distortion field (the inverse rotation field

in the disclination case) of the upper part as W1; the i-elastic distortion of the lower part

is denoted as W2. The thickness of the layer is t in the normal direction to the layer. The

eigenwall field S in the layer is defined as

S = a(ξ1)
(W1 −W2)

t
⊗ ν, (3.13)

where a(ξ1) is a scalar function indicating the longitudinal extent of the core of the

g.disclination; a candidate we utilize is

a(ξ1) =





0 ξ1 < 0

1
c
ξ1 0 ≤ ξ1 < c

1 ξ1 ≥ c,

(3.14)

with c being the core width. The field S is assumed to vanish outside the layer. In general,

W1 and W2 could be spatially varying along the longitudinal directions of the layer, while

being always uniform in the transverse direction. Here we assume thatW1 andW2, viewed

as fields in the layer, are constant (In Section 3.5.12.2 we encounter a curved twin boundary

of a lenticular inclusion where this is not the case; we comment on this after (3.18)). Then

Π = curlS and is nonzero only in the core, given from Appendix F as

Π =
(W1 −W2)

t
⊗ (grad a× ν) in the core. (3.15)
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As discussed in Appendix F,Π has support only in the layer and for a single g.disclination,

only in the core.

We note here that defining Π is essential for many problems where the notion of a

g.disclination with a prescribed strength makes sense without the notion of a corresponding

physical interface, e.g. a pentagon-heptagon pair in a graphene monolayer, where the

strength can be inferred without recourse to a distortion discontinuity. In situations where

the axis of a g.disclination core cylinder is a general space curve, the procedure we have

outlined above involving a layer field is still useful for defining the corresponding Π field.

The strength of a single disclination defined by Π given in (3.15) is obtained by inte-

grating Π over any area patch A enclosing the core, such as any whose bounding curve is

given by the black dashed line in Figure 3.2:

D :=

∫

A

Πda =

∫

core

Πda, (3.16)

and as shown in Appendix F this is given by W1−W2, which also corresponds to the line

integral of Y on any circuit encircling the core cylinder, since curlY = Π . For a planar

layer with ν = e2 and ξ1 = x1,

Π =
W1 −W2

ct
⊗ e3, (3.17)

and choosing the area patch to be one with normal in the e3 direction, we have

Dij = ct
(W1 −W2)ij

ct
= (W1 −W2)ij, (3.18)

on the orthonormal basis (ei), i = 1, 2, 3.

If (W1 −W2) is not a constant along the interface, then there is an additional contri-

bution to Π , as can be seen from the derivation of (F.1).
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3.3.2 Disclinations in small and finite deformation theory

Consider an interface across which W1 = R1 and W2 = R2 are rotation tensors. For a

given rotation tensor R corresponding to a rotation by an angle θ about an axis l, one

associates a skew tensor W, which we shall refer to as the spin of the rotation in this paper,

and its axial vector w such that

Ra ≈ a+ Wa = a+w × a

for all vectors a in the plane normal to l when θ is small, as shown in Fig. 3.3.

𝜃𝜃

𝒂𝒂

𝑹𝑹𝑹𝑹

𝑙𝑙

𝒘𝒘 × 𝒂𝒂

Figure 3.3: The difference in the action of a finite rotation, R, and its spin, w, with axis l on
a vector a.

The axial vector w is given by

w = tan θ l,

and it follows that in an orthonormal basis

Wij = eimjlm tan θ.

For l = e3, the only non-zero components of W are W21 = tan θ = −W12.

Thus the small deformation approximation of the difference of two rotation tensors R1
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and R2 corresponding to angles and axes of rotation (θ1, l1) and (θ2, l2) is given, in the

first instance, by W1 −W2 with components

(W1)ij − (W2)ij = eimj [(l1)m tan θ1 − (l2)m tan θ2] .

In linear disclination theory [DeW73a], the plastic bend-twist tensor arises when the

skew-symmetric part of the plastic distortion tensor Wp, which we shall refer to here as

the plastic spin, exhibits discontinuities such that its gradient field is not well-defined in

the whole body as integrable functions. DeWit [DeW73a] replaces the gradient of the

axial vector of the plastic spin in such circumstances by the plastic bend-twist tensor, κP ,

which is not irrotational (i.e. curl-free) in the whole domain to reflect the possibility of

the singularities of the plastic spin field, even when κP is smooth. DeWit further defines

the Frank vector of a closed curve ∂A to be

Ωq = −
∫

∂A

κPkqdxk = −
∫

A

εpmkκ
P
kq,mnpda,

where A is any area patch whose boundary is ∂A, and n is the unit normal field on A.

For a single disclination, Ω 6= 0 in the core. Following the arguments in Chapter 2,

one can create a non-simply connected domain by excluding the core cylinder/curve from

the overall simply-connected body. By making an appropriate cut one can then render

the body without the core simply-connected again (but not continuously deformable to

the original body with the core). On this cut-induced simply connected domain one can

construct a spin field W, the gradient of whose axial vector field matches the given plastic

bend-twist field, even though every cut-surface corresponds, in general, to a different spin

field. However, for Ω 6= 0, each such spin field displays a constant jump (discontinuity)

across its corresponding cut-surface and, moreover, this jump is constant regardless of the

spin field (and corresponding cut-surface) involved. Let us denote this constant jump for
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𝑊𝑊+

𝑊𝑊−

A

𝑒𝑒2

𝑒𝑒1

Figure 3.4: A single disclination in the body with two different rotation skew matrices, W+ and
W−. ‘A’ is an area patch enclosing the core.

a single disclination as JWK and it can be shown, following the arguments in Chapter 2,

that

Ωq = −1

2
εlqrJWKrl. (3.19)

As illustration of these concepts, consider a single, straight, disclination through the

plane of the paper as shown in Figure 3.4. The red point is the disclination core. For the

cut-surface shown, W+ and W− represent the limiting values, from the top and bottom

respectively, of the constructed spin field W on the surface and they have the same rotation

axis (e3). Assuming the Frank vector is specified as |Ω|e3, (3.19) implies

|Ω| = tan θ1 − tan θ2 ≈ tan(θ1 − θ2) ≈ θ1 − θ2, when |θ1| � 1, |θ2| � 1. (3.20)

Thus, when the angles θ1 and θ2 are small, then the magnitude of DeWit’s Frank vector may

be interpreted as the misorientation across any interface terminated by the disclination.

Finally, an observation on stress fields of single disclinations (involving large rotations,

in general) is in order. Due to the lack of full rotational invariance of the linear elastic

stress constitutive assumption, it is natural to expect large differences between results of
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small and finite deformation theory for single disclinations with large misorientations. This

can be appreciated by noting that if T is the nonlinear elastic stress response function out

of some reference configuration

T (F ) = T (I) +DT (I)[F − I] +H.O.T,

where H.O.T stands for higher order terms and DT is the derivative of the stress function,

and we assume that F is measured from a stress-free reference. Let DT (I) = C, the 4th-

order tensor of elastic moduli (with minor symmetries). Frame-indifference implies that

T (R) = 0 for all rotations R. Then it is valid to write

0 = T (R) = C[R− I −W] + H.O.T., (3.21)

where W is the spin of R. In problems where the elastic distortion field attempts to attain

locally large rotations (e.g. the field of a single disclination), it is clear that the linear

elastic stress-approximation to such deformations, given by the first term on the rhs of

(3.21), degrades as the angle of rotation increases. This is so since the argument involves

(spurious) stretching of vectors (see Fig. 3.3) and therefore, strain, and this is sensed by

the linear elastic moduli.

3.4 Numerical scheme

The standard Galerkin method is not adequate for solving the div-curl system (3.6) [Jia98].

Instead, we utilize the Least Squares Finite Element Method [Jia98] adapting the ideas

in [RA05] for calculating fields of line defects in solids. The scheme for solving the entire

system (3.9) is divided into three steps.

If Π is prescribed as data, the first step is to solve for the incompatible part S⊥ given

90



the g.disclination density fieldΠ . If S is prescribed as data, the first step is to solve for the

compatible part Zs given the eigenwall field S. The second step is to solve for the i-elastic

1-distortion tensorW from (3.9), withHs = 0 and S := S⊥ from the first step substituted

in (3.9)1 if Π is data. In the second step, different numerical schemes are applied to solve

for force equilibrium (3.9)3,4 depending on whether a ‘small’ or ‘finite’ deformation result

is desired. In the following, the symbol δ (·) represents a variation associated with the field

(·) in a class of functions.

When Π is prescribed, the equations to be solved for calculating S⊥ are

curlS⊥ = Π

divS⊥ = 0

with S⊥n = 0 on the boundary,

where Π is a given 3rd-order tensor field. In an orthonormal basis, the weak form for the

above equations is given by

∫

V

eijkδS
⊥
rsk,j

(
eimnS

⊥
rsn,m − πrsi

)
dv +

∫

V

δS⊥isj,jS
⊥
ism,mdv = 0. (3.22)

The essential boundary condition S⊥n = 0 needs to be imposed. Also, (3.22) should hold

for all possible variations δS⊥ satisfying the essential boundary condition. The variational

statement is obtained by looking for critical points of the least squares functional

∫

V

(
1

2

∥∥curlS⊥ −Π
∥∥2

+
1

2

∥∥divS⊥
∥∥2
)
dv.

When S is prescribed, the equation for calculating Hs is

− div(gradHs) = div(S),
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where S is the prescribed eigenwall field and with Hs = 0 prescribed at one point of the

body. The weak form for the above equation is given by

∫

V

δHs
ij,k

(
Hs
ij,k + Sijk

)
dv = 0. (3.23)

Noting that regardless of the prescribed data we now have S and Hs defined by the

above rules, the following equations need to be solved in the second step:

A := S : X −α

curlW = A

div
[
T
(
Ŵ
)]

= 0.

where T (Ŵ ) represents the stress response with Ŵ = W −Hs. To solve this system, the

small and finite deformation cases are separately dealt with.

3.4.1 Small deformation

On writing W ≈ I − U e and expressing U e = χ + grad f and T = C(U e +Hs), χ is

solved from the following equations:

curlχ = −A

divχ = 0

χn = 0 on the boundary,

where n is the unit normal vector on the boundary. The weak form of these equations is

∫

V

eijkδχrk,j (eimnχrn,m + Ari) dv +

∫

V

δχij,jχim,mdv = 0, (3.24)
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with boundary condition χijnj = 0. In the small deformation case, the governing equation

for f is given by

div [C : (gradf + χ+Hs)] = 0, (3.25)

where C is the possibly anisotropic, 4-order tensor of linear elastic moduli. Its correspond-

ing weak form is

∫

V

δfi,j (Cijklfk.l + Cijklχkl + CijklH
s
kl) dv −

∫

∂Vt

δfitida = 0 (3.26)

where ∂Vt represents the set of point on the boundary where the tractions ti are specified.

Also, the standard essential boundary condition on f are implemented to remove the

rigid deformation mode. Given the generalized disclination density Π and the dislocation

density α, the discretized weak forms (3.22), (3.24), and (3.26) yield the static solutions

of a g.disclination problem for the small deformation case. When S and α are prescribed,

(3.23), (3.24), and (3.26) form the corresponding governing equations.

3.4.2 Finite deformation

In the finite deformation case one needs to solve χ̂ from

curl χ̂ = A

div χ̂ = 0

χ̂n = 0 on the boundary,

see [AR06]. The corresponding weak form is [Pur09]

∫

B

eijkδχ̂rk,j (eimnχ̂rn,m − Ari) dv +

∫

B

δχ̂ij,jχ̂im,mdv = 0, (3.27)
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and the boundary condition χ̂ijnj = 0 for all i = 1, 2, 3 on the boundary, n being the

normal vector on the boundary. In addition, we need to solve the following equations:

W = χ̂+ grad f̂

Ŵ = W −Hs

Ee =
1

2

(
Ŵ−TŴ−1 − I

)

T = Ŵ−1 [C : Ee] Ŵ−T

div T = 0,

(3.28)

where (3.28)3 represents a St. Venant-Kirchhoff constitutive assumption for the stress, with

C being the linear elastic moduli for the material(our basic methodology is, of course, not

restricted to this choice). Also, essential boundary conditions on f̂ are required to eliminate

the rigid deformation mode.

Since the governing equation div T = 0 is nonlinear in f̂ , we apply the Newton Raphson

method to solve the problem utilizing the scheme in [Pur09]. We find that the initial guess

for f̂ is crucial for success in solving problems of g.disclination theory. One contribution

of this work is the development of a systematic strategy for generating this initial guess,

as described in the following.

The initial guess for f̂ is denoted as f̂0. A good candidate for f̂0 is based on the solution

f from the small deformation theory. Namely, to obtain f̂0, we solve f from the small

deformation theory equations exactly as given in Section 3.4.1. Then we set

f̂0 = X − f as the initial guess for f̂ in the finite deformation theory,

following the justification in [AR06, Sec. 5, p.1707].

With this initial guess for f̂0 and the solution for χ̂ obtained from solving (3.27), we

solve the weak form of (3.28)4 for f̂ . The discrete residual is formed from the variational
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statement for (3.28)4, ∫

B

δf̂i,jTijdv = 0, (3.29)

and is given by

RA
i =

∫

B

Tij
∂NA

∂xj
dv,

where NA is the shape function corresponding to the finite element mesh node A, and RA
i

is the discrete residual for the (A, i) degree of freedom.

The tangent stiffness for the problem is obtained by taking a variation of the residual

(3.29) in a direction df̂ ; the discrete form of the Jacobian matrix corresponding to the

degree-of-freedom pair {(A, a), (B, b)} is

JABab =

∫

B

∂NA

∂xj

∂Taj
∂F e

mn

∂F e
mn

∂Ŵru

∂Ŵru

∂(gradf̂)bc

∂NB

∂xc
dv.

To summarize, the algorithm for the finite deformation scheme is

• Make a guess for f̂0. f̂0 is based on the solution f from small deformation theory,

given as f̂0 = X − f .

• Solve for χ̂.

• Solve for f̂ using the equilibrium equation, div T = 0. This equation is nonlinear,

and solved using the Newton-Raphson method.

• Obtain Ŵ = χ̂+ grad f̂ −Hs; Ee = 1
2
(Ŵ−TŴ−1 − I); T = Ŵ−1[C : Ee]Ŵ−T .

3.5 Applications

In this section, an extensive list of model problems are solved to demonstrate the capability

and features of our theoretical-computational model. Most problems are solved within both

the small and finite deformation settings. In all 2D problems, the body is meshed with

quadriltateral, bilinear elements. In this work, all stress fields are non-dimensionalized
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by the shear modulus G. All length variables are non-dimensionalized by the core/layer

height t. Unless otherwise specified, the elasticity tensor C is assumed to be isotropic with

E = 2.6G, ν = 0.3, where E is the Young’s Modulus, G is shear modulus and ν is the

Poisson’s ratio. For all but two of the problems dealt with in this work, α is set zero; the

use of dislocations is explicitly mentioned, when it arises. The calculations in this section

are conducted within the PETSc package on a 16-core computer.

In all figures in this work the horizontal axis represents the e1 direction and the vertical

axis represents the e2 direction, unless otherwise specified. For all disclination problems

treated here, given the misorientation angle θ, the eigenwall field S and the g.disclination

density field Π are defined from (3.13) and (3.15) in Section 3.3.1, with W2 assumed as I

and W1 to be

• 


1 tanθ

−tanθ 1




for the small deformation case and

• 

cosθ sinθ

−sinθ cosθ




for finite deformation.

We discuss a further point related to the definitions of S and Π in Sec. 3.5.2 after the

discussion of the Eshelby cut-weld problem.

The stress comparisons between the small deformation and the finite deformation set-

tings in this section are for all stress components followed the identical definition of the

stress difference given in (3.1). Denoting σs as the stress field from the small deformation

setting and σf as the stress field from the finite deformation setting, the difference of the

stress fields between the small deformation setting and the finite deformation setting is
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denoted as δσs,f .

3.5.1 A single disclination viewed as an Eshelby cut-and-weld

problem

The stress field of a single disclination can be interpreted as a non-standard problem of

nonlinear elasticity by adapting Eshelby’s cut-and-weld procedures [Esh57, Esh56]. As will

be evident, this is certainly not the most efficient methodology for dealing with disclina-

tions, in particular, when they appear in collections of more than one; nevertheless, the

example helps to develop intuition and we describe below the basis of our computation of

the analogy.

With reference to Fig. 3.5 we first consider the following thought experiment. In Step 1

the edges of a gap wedge (the green lines in Figure 3.5(a)) in C1, a stress-free configuration,

are brought together to close the gap, resulting in the configuration C2 (Figure 3.5(b)).

This is achieved by applying appropriate displacement boundary conditions to the edges of

the gap wedge. Clearly, non-zero (reaction) tractions exist along both adjoining edges on

C2. In Step 2, imagine welding the edges to generate the configuration C̃2 and removing

from them the reaction tractions generated in Step 1, letting the welded body relax to

the configuration C3. Concretely, the act of welding generating C̃2 amounts to thinking

that all further deformations of C2 are continuous on the surface in it along which the

adjoining edges overlap. C2 has ‘two additional’ boundary surfaces than C̃2. The act

of relaxation implies that the stressed configuration C̃2, now connected along the surface

formed by the overlapping edges, is subjected to no internal, singular body force fields.

Due to the removal of the reaction tractions on the edges, the stress field arising from the

deformation in Step 1 no longer satisfies equilibrium on C̃2, but the body now can only

deform through a compatible deformation of C̃2 to achieve the configuration C3 where it

is in (force) equilibrium with no applied tractions or body forces.
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We approximate the solution of the above problem with the algorithms described in

Section 3.4 as follows. We assume the configuration C̃2 as known (the domain in Fig.

3.6(a)) and first determine the stress-free configuration C1. This is done by viewing the

intersection of the positive x-axis and the body as two surfaces on which are applied

appropriate Dirichlet boundary conditions to represent the (inverse) deformation of these

surfaces to their positions on the otherwise unknown unstressed reference configuration C1.

On the rest of the boundary, traction-free boundary conditions are imposed. The solution

is obtained by solving (3.28) for f̂ with χ̂ = 0 and Hs = 0. Let the deformation gradient

of C1 with respect to C2, the latter with the slit, be denoted as W (1). Let the continuous

deformation from C̃2 to the unknown configuration C3 be denoted as g and the inverse of

its deformation gradient as W (2). Then, defining grad f̂ as grad3 f̂ = W (1)(grad2 g)−1 =

W (1)W (2), we solve (3.28) for g with χ̂ = 0 and Hs = 0; the subscripts 3 and 2 are

included to indicate the fact that the spatial derivatives are w.r.t the configurations C3

and C̃2, respectively, and the div in (3.28) is to be understood as div3 as well. As this

is simply a motivational example, in the solutions shown in Fig. 3.6(a), we assume for

simplicity that div3 ≈ div2 which may be justified for |grad2 g − I| � 1 (in the context of

nonlinear finite element computations, this approximation is not essential in any way).

Figure 3.6(a) shows the σ11 field of a 45◦ positive disclination computed from the

Eshelby process described above; the Dirichlet b.c. in Step 1 corresponds to the geometry

of setting up a 45◦ gap-wedge between C1 and C2. The stress field σ11 of a disclination

of the same strength on the configuration C2 is computed by setting up the g.disclination

density field according to (3.18).

The system (3.28) is solved with Zs = 0 and div = div2 and the result is shown in

Figure 3.8(b). Figure 3.6(b) shows the difference δσe,g following the definition in (3.1),

where the subscript e denotes the stress field from the Eshelby process and the subscript g

denotes the stress field from g.disclination model. The maximum of δσe,g is less than 5%.

We note here that both the Eshelby cut-weld problem and the g.disclination problem

98



Configuration 1

Gap wedge

(a) Configuration C1 with a gap wedge.

Configuration 2

Dirichlet
boundary 
condition
applied,
non-zero 
traction

(b) Configuration C2 with a closed wedge.
The configuration after welding the two
edges is denoted as C̃2.

Configuration 3

Relaxed 
interface

(c) Schematic of possible configuration C3
after welding the wedge and relaxing the
body.

Figure 3.5: An Eshelby cut-weld process to form a single positive disclination. After applying
Dirichlet boundary conditions, the gap wedge in C1 is closed and the resultant traction along the
interface in C2 is non-zero. The two edges are welded to generate the configuration C̃2. C3 is
attained by applying the negative of the obtained resultant traction along the interface on C̃2 and
solving for equilibrium of forces.
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are solved on a FE mesh with the same refinement and cannot represent singularities.

It is most likely that the exact solution for the Eshelby cut-weld problem actually has

a stress singularity at the origin which would be evident with mesh refinement. On the

other hand, the g.disclination problem of the same strength does not have a singularity

due to the definition of a well-defined core defined by the parameter c (that is expected to

emerge in more comprehensive modeling from energetics). The far-field correspondence of

the results however is expected to remain as shown in Fig. 3.6(b).

3.5.2 Approximation in S prescription

The considerations above related to the Eshelby cut-weld problem also make clear an

important issue in the definition of the strength of a disclination; namely, that the definition

of the difference (W1 −W2) in the strength of a g.disclination in (3.15), (3.18), strictly

speaking, cannot simply be achieved from the knowledge of the geometry of the gap/overlap

wedge to be eliminated. Instead, it also requires knowledge of the additional tensor field

W (2) along the ‘weld’ surface. In principle, this is not a problem when physical observations

are at hand defining the details of the interface and the question is to compute the elastic

fields on the whole body, or when a full problem of evolution is solved, in which case

the g.disclination density Π , the eigenwall field S, and their elastic fields are predicted

quantities. Denote the (geometrically, or otherwise) inferred i-elastic distortion fields across

the interface as W i
1 and W i

2 . Then we have

W1 −W2 = (W i
1 −W i

2)W (2).

On defining ∆W := W1 −W2 and ∆W i := W i
1 −W i

2 , we have

∆W −∆W i = ∆W i(W (2) − I).
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(a) Stress field of the ‘Eshelby disclination’
in the finite deformation setting.

(b) δσe,g between Eshelby process and the
g.disclination model.

Figure 3.6: Stress field σ11 for a single disclination viewed as an Eshelby process in the finite
deformation setting. The maximum of δσe,g is less than 5%.

In most problems solved in this paper, we assume the W (2) field to be approximately the

identity tensor for the purpose of defining the g.disclination strength, the eigenwall fields

and the dislocation density along interfaces (that serves as specified data), and approximate

∆W as ∆W i.

3.5.3 Field of a single disclination: comparison with the classical

theory

In the linear elastic, small deformation theory [DeW73c], the 2-d stress field at x for a

straight disclination along the x3 direction passing through the coordinate origin is given

as

σ11 =
GΩ3

2π(1− ν)

[
ln ρ+

x2
2

ρ2
+

ν

1− 2ν

]

σ22 =
GΩ3

2π(1− ν)

[
ln ρ+

x2
1

ρ2
+

ν

1− 2ν

]

σ12 =− GΩ3x1x2

2π(1− ν)ρ2
,

101



where ρ =
√
x2

1 + x2
2. With reference to Figure 3.4, and a misorientation angle θ of 5◦ , we

have

Ω = 0.0875e3, (3.30)

from (3.20).

The g.disclination density is defined from (3.17) as

Π =





∆Wij

ct
ei ⊗ ej ⊗ e3 where |x1| ≤ c

2
and |x2| ≤ t

2

0 otherwise,

(3.31)

where i, j = 1, 2, c is the core width, t is the layer thickness and ∆W is given as




0 0.0875

−0.0875 0


 .

The size of the body is 10×10 and the size of the disclination core is 0.5×0.5 (in units

of t, the core height). To compare our numerical solution with DeWit’s infinite-medium

solutions, the following Neumann boundary conditions are utilized. Considering the body

in our model as a patch in an infinite domain, the traction field on the boundary of the

corresponding patch from the infinite-medium solution is applied. Figure 3.7(a) is the

stress field σ11 from the DeWit solution with Frank vector (3.30) and Figure 3.7(b) is the

stress field σ11 from small deformation g.disclination theory with the g.disclination density

(3.31). Here, we denote σa as the stress field from the analytical solution and σg as the

stress field from the g.disclination model. The difference between the analytical solution

and the g.disclination solution is denoted as δσa,g following the definition (3.1).

Figure 3.7(c) shows the defined difference of the stress field; the computed stress field

from g.disclination theory matches with the DeWit solution very well. Outside the core,

the defined difference is less than 1%.
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(a) σ11 for a single disclination from classical
linear elasticity.

(b) σ11 for a single disclination from the
g.disclination model.

(c) δσa,g between classical linear elasticity and the
g.disclination model.

Figure 3.7: The stress field σ11 and the comparison δσa,g for a single disclination. The re-
sult from the g.disclination model matches well with the linear elasticity solution, with the δσa,g
maximum outside the core being less than 1%.

3.5.4 A single disclination with large misorientation

We examine the difference between the stress fields from the small and finite deformation

settings arising from a single disclination representing a high misorientation. For the small

deformation problem, we assume the misorientation magnitude to be represented by tan θ,

where θ is the misorientation, following (3.20). We set up a single disclination with a 45◦
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(a) Stress field σ11 from small deformation
setting.

(b) Stress field σ11 from finite deformation
setting.

(c) δσs,f between the small and finite de-
formation settings.

Figure 3.8: Stress field σ11 for a single disclination from both the small and finite deformation
settings. The maximum of δσs,f is about 40% and the mean of δσs,f is 1.39%.

misorientation and apply traction-free boundary conditions. Figure 3.8(a) is the stress field

from the small deformation setting and Figure 3.8(b) is that from the finite deformation

setting. Figure 3.8(c) is the plot of the difference δσs,f , whose maximum is about 40% and

the mean of δσs,f is 1.39%. It is clear that for large misorientations like the one shown

(which is more than the commonly believed threshold of > 11◦), there are significant

differences between the small and finite deformation results.
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3.5.5 Single dislocation

Here we solve an edge dislocation problem, interpreted as a g.disclination dipole, as dis-

cussed in Chapter 2 [Sec. 4.3]. In this context, two opposite-sign g.disclinations are pre-

scribed with the distortion differences as pure rotation differences (g.disclinations become

pure disclinations), with Frank vector Ω and −Ω respectively. Based on the results in

Chapter 2, the Burgers vector b for this disclination dipole in small deformation theory

is given as b = Ω × δr, where δr is the dipole vector (the vector that separates the two

disclinations in the dipole).

Figure 3.9(a) is the stress field σ11 from the g.disclination dipole model and Figure

3.9(b) is the stress field σ11 for the classical linear elastic dislocation with the corresponding

Burgers vector b = Ω × δr. The traction boundary condition in the g.disclination dipole

model is set to be that arising from the stress field of the corresponding classical linear

elastic dislocation, following identical logic as in Section 3.5.3. σa denotes the stress field of

the classical linear elastic edge dislocation and σd is the stress field from the g.disclination

dipole model. The difference between the classical linear elasticity and the g.disclination

dipole model is denoted as δσa,d following definition (3.1). Figure 3.9(c) shows δσa,d.

Outside the core, the stress fields from the g.disclination model match the one from the

classical linear elastic dislocation very well.

3.5.6 High-angle grain boundaries

As discussed in Chapter 2, a grain boundary can be interpreted as a series of disclination

dipoles. The elastic field of such a high-angle grain boundary is computed in this section.

Also computed are the fields of a tilt grain boundary with disclination dipoles as well as

with additional dislocations.
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(a) Stress field σ11 from the g.disclination dipole
model.

(b) Stress field σ11 from linear elasticity.

(c) δσa,d between the g.disclination dipole model
and linear elasticity.

Figure 3.9: Stress fields σ11 of a single dislocation from the g.disclination dipole model and
linear elasticity, respectively. Outside the core, the difference δσa,d is less than 3%. Inside core,
the stress field from linear elasticity blows up.

Figure 3.10: A grain boundary interpreted as disclination dipoles equally spaced along the bound-
ary interface. The red lines represent one grain while the blue lines represent another grain. Red
points are positive disclinations and green points are negative disclinations.
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(a) Stress field σ22 for a grain boundary wall from
the small deformation setting.

(b) Stress field σ22 for grain boundary wall from
the finite deformation setting.

(c) δσs,f between the small and finite deformation
settings.

Figure 3.11: Stress field σ22 for a grain boundary represented by a series of disclination dipoles.
The maximum of δσs,f is about 20% and the mean of δσs,f is 0.57%.

3.5.6.1 High-angle grain boundary modeled by g.disclination dipoles

Consider a grain boundary interpreted as four disclination dipoles equally spaced along the

boundary interface, as illustrated in Figure 3.10. The individual misorientation magnitude

of the disclinations involved in each dipole is 45◦. The resulting grain boundary has the

same misorientation magnitude.

Figure 3.11(a) and Figure 3.11(b) show the σ22 stress fields for the grain boundary in

Figure 3.10 from the small and finite deformation settings, respectively. Figure 3.11(c) is

the plot of the defined difference between the two deformation settings. The maximum of

δσs,f is about 20% and the mean of δσs,f is 0.57%.
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Figure 3.12: (a) A common tilt grain boundary with a 53.1 degree tilt angle. (b) The con-
figuration after applying a little additional tilt angle on the grain boundary in (a), without any
rearrangement, which will have far field stress. (c) The configuration with some dislocations in-
troduced along the interface to eliminate far field stress. (Figures reproduced from [BAC05] with
permission from John Wiley and Sons.)

3.5.6.2 Tilt grain boundary comprising disclination dipoles and dislocations

In some circumstances, dislocations and disclination dipoles both exist along a boundary

interface, as shown in Figure 3.12 from [BAC05]. Figure 3.12(a) shows a large-angle,

symmetric tilt grain boundary with a 53.1◦ misorientation. A slightly increased tilt angle

is established by a bending load while maintaining the grain boundary structure intact, as

shown in Figure 3.12(b). In Figure 3.12(c), dislocations are introduced to eliminate the

long-range stresses generated in Figure 3.12(b), i.e. the configuration with the additional

tilt can be supported with no bending loads in the presence of the added dislocations; such

a configuration is actually observed in reality [BAC05].

We now calculate the fields of a tilt grain boundary without dislocations as in Figure

3.12(b) and the tilt grain boundary with dislocations as in Figure 3.12(c), aiming to prove

that the tilt grain boundary with dislocations in this case is a preferred state with lower

energy. The crystal rotation field with respect to the interface of both sides far away from
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the interface in Figure 3.12(b) is the same as the one in Figure 3.12(c). To model the

configuration in Figure 3.12(b), the grain boundary is modeled as a series of disclination

dipoles as shown in Figure 3.13(a), where the red points represent positive disclinations

and the blue points represent the negative disclinations. A Dirichlet boundary condition

is applied, equivalent to a bending deformation due to an increased angle of 5◦. Namely,

the dislocation-free case in Figure 3.12(b) can be treated as a superposition of a grain

boundary problem and an elastic bending problem. The grain boundary interface in Figure

3.12(c) is modeled as an array of disclination dipoles with dislocations being inserted

between every three dipoles, as shown in Figure 3.13(b). The magnitude of the Burgers

vector of the inserted dislocations is obtained from the Frank-Bilby formula |b| = θ/d

where θ is the additional tilt angle (5◦ in this problem) and d is the dislocation spacing.

Thus, the additional title angle is generated by the extra half planes introduced by the

inserted dislocations, instead of additional elastic bending. In Figure 3.13(b), the red

points represent positive disclinations, the blue points represent negative disclinations,

and the green diamonds represent dislocations. The stress fields σ11 of the with-dislocation

configuration in Figure 3.12(c) from the small and finite deformation settings are shown

in Figure 3.14(a) and 3.14(b) respectively. Figure 3.14(c) shows δσs,f between the two

deformation settings. The maximum of δσs,f is 53% and the mean of δσs,f is 1.62%. The

stress field σ11 of the dislocation-free case in Figure 3.12(b) is shown in Figure 3.14(d)

and the total energy of the dislocation-free problem is 103 times larger than the one in

the with-dislocation case. Thus, this calculation indicates that with-dislocation case is the

preferred state because of its lower total energy.

3.5.7 Disconnection on a grain boundary

A disconnection is the region that connects two parallel grain boundary segments, referred

to as terraces, that do not belong to a common plane. Extensive work on grain boundary

109



(a) Defect prescription for
tilt grain boundary without
dislocations.

(b) Defect prescription for
tilt grain boundary with dis-
locations.

Figure 3.13: Defect illustrations for tilt grain boundary. In both with-dislocation case and
without-dislocation case, the red dots represent positive disclinations; the blue dots represent neg-
ative disclinations and the green diamonds represent dislocations.
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(a) Stress σ11 for a tilt
grain boundary from with-
dislocation model in small
deformation setting.

(b) Stress σ11 for a tilt
grain boundary from with-
dislocation model in finite
deformation setting.

(c) δσs,f between small and
finite deformation settings.
The colormap is plotted in
logarithmic scale.

(d) Stress field σ11 for
dislocation-free case.

Figure 3.14: Stress fields σ11 of the tilt grain boundary with and without introduced dislocations,
from both small and finite deformation settings. The maximum of δσs,f is about 53% and the
mean of δσs,f is 1.62%.
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Figure 3.15: The disconnection is modeled as a dislocation whose Burgers vector can be de-
composed into the y and z directions. The brown dislocation represents the component in the
z direction, while the blue one represents the component in the y direction. The red disloca-
tions along the interface are the interface dislocations. (Figures reproduced from [HPH+13] with
permission from Elsevier.)

P

Q

ℎ𝑐𝑐𝑐𝑐

ℎ𝑐𝑐𝑐𝑐

(a) The schematic illustration of two crystals be-
fore bonding.

P

Q

(b) The configuration after bonding, with a dis-
connection formed.

Figure 3.16: Schematic of a grain boundary with terraces and a disconnection. Since the lattice
vectors of the two crystals do not match, a step is formed after bonding. (Figures reprinted from
[HPH+13] with permission from Elsevier.)
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disconnections have been done by Hirth, Pond and co-workers [HPH+13, HPL06]. They

described the entire grain boundary as a series of terraces joined by disconnections. Figure

3.15 from [HPH+13] shows the terrace model and Figure 3.16 shows a schematic for un-

derstanding the reason for the occurrence of a disconnection. The terraces are assumed to

contain misfit dislocations, and the disconnections are interpreted as additional dislocations

located at the steps joining the terraces.

In this work, a disclination dipole model is introduced and computed to describe the

grain boundary disconnection discussed in [HPH+13] shown in Figure 3.16. Figure 3.17

shows the thought experiment for representing the disconnection by a disclination dipole

and a dislocation. According to g.disclination theory, we start from the current configu-

ration of a disconnection that is represented by a disclination dipole and a dislocation, as

shown in Figure 3.17(a). The red part is one grain and the blue part is another grain.

The black dot at A represents a negative disclination and the yellow dot at B represents

a positive disclination. Both disclinations have the same Frank vector magnitude Ω with

opposite signs. The disclination density for each disclination is assumed to be derived

from the difference of two (inverse) rotation matrices. The dislocation is located at B.

The green lines represents the interface of the grain boundary. To get the reference config-

uration (the stress-free configuration shown in Figure 3.16(a), we need to relax the body

by the following steps:

• Cut the interface from the right end to B and relax the negative disclination at

B. Thus, the red part rotates clockwise by Ω, generating an overlap wedge. The

configuration after this step is shown in Figure 3.17(b).

• Cut the interface from the B to A and relax the positive disclination at A. The red

crystal rotates anticlockwise by Ω. Therefore, the point B on the red crystal moves

to C and there is now a gap wedge CAB. Furthermore, the overlap wedge generated

by relaxing the negative disclination is counteracted by the opposite rotation in this
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A

B

(a) The current configuration of a disconnection
on the grain boundary, represented by a disclina-
tion dipole and a dislocation.

A

B

Ω

(b) Cut the interface from the right end to B
and relax the negative disclination. An overlap
wedge appears with angle Ω.

B

A

C

Ω

(c) Cut the interface from B to A and relax the
positive disclination.The overlap wedge is elimi-
nated while a gap wedge existing.

A

B

D

C

(d) Relax the dislocation at C. The red part
moves upwards.

Figure 3.17: The mechanism to represent a disconnection by a disclination dipole and a dislo-
cation, starting from the current configuration to the reference configuration.

step, as shown in Figure 3.17(c).

• We now assume that the (true, F-S) Burgers vector of the dislocation at B in Fig.

3.17(a) measured on the relaxed configuration is given by the vector joining C to D

in Fig. 3.17(d). We now relax this dislocation.

Figure 3.18 shows the composite Burgers vector obtained from the above relaxation

as a superposition of the Burgers vectors of the disclination dipole and the dislocation.

It turns out that the Burgers vector from our model matches with the Burgers vector
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from [HPH+13]. Figure 3.18(a) is the Burgers vector diagram based on g.disclination

theory - disclination densities are based on the inverse rotation matrices. Considering

finite deformations, t is rotated to s by relaxing the disclinations and bfdipole is denoted as

the Burgers vector of the disclination dipole. Denote the i-elastic 1-distortion difference of

the positive disclination as ∆. The dipole separation vector in Figure 3.18(a) is t. Based

on a result in Chapter 2, the Burgers vector of the g.disclination dipole bfdipole is given as

bfdipole = ∆t.

Assuming a completely in-plane problem, denote the rotation tensor acting on t to

produce s in Figure 3.18(a) as R. The vector t on the blue crystal is assumed to remain

unchanged under the whole relaxation. Thus the i-elastic, 1-distortion difference is given

by

∆ = R− I,

with the matrix of R (in any orthonormal basis) given by



cosΩ −sinΩ

sinΩ cosΩ


 .

With reference to Fig. 3.18(a), bfdipole can be written as

bfdipole = (R− I)t = Rt− t = s− t = u

From the description shown in Figure 3.17, the Burgers vector of the dislocation,

bfdislocation, can be written as bfdislocation = v− s = p. Therefore, the total Burgers vector of
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the disconnection is given by

bftotal = bfdipole + bfdislocation = u+ p = q,

matching the result from [HPH+13]. Figure 3.18(b) is the Burgers vector diagram for the

small deformation case. In this approximation, the dipole Burgers vector, bsdipole, is given

by Chapter 2

bsdipole = Ω × t,

where Ω is the Frank vector of the positive disclination and is given by tanΩe3 by (3.20).

Then, bsdipole can be written as

bsdipole = u′,

where u′ is a vector perpendicular to t with length tanΩ|t|. The ‘rotated’ image of t is

s′ = t+ u′. The Burgers vector of the dislocation bsdislocation is ,

bsdislocation = v − s′ = p′

Thus, the total Burgers vector bstotal is given as

bstotal = bsdipole + bsdislocation = u′ + p′.

Note that if we use the bfdislocation as the Burgers vector of the dislocation in the small

deformation case, since p 6= p′, bstotal = u′ + p 6= q. Writing t = t1e1 + t2e2 w.r.t any

orthonormal basis, we have

u = Rt− t = (cosΩt1 − sinΩt2 − t1)e1 + (sinΩt1 + cosΩt2 − t2)e2.
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A

B
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C

𝑒𝑒1

𝑒𝑒2
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𝒗𝒗𝒗𝒗

(a) The composite Burgers vector diagram of a
disconnection from a disclination dipole and a
dislocation.

A

B

D

C

𝑒𝑒1

𝑒𝑒2
𝒕𝒕

u’

𝒑𝒑𝒑 𝒒𝒒

𝒔𝒔𝒔
𝒗𝒗

(b) The composite Burgers vector diagram for
the small deformation case.

Figure 3.18: The composite Burgers vector diagram of a disconnection. The composite Burgers
vector from the disclination dipole and dislocation give the same vector as the one in [HPH+13].

For |Ω| � 1, cosΩ ≈ 1 and sinΩ ≈ tanΩ, we have

u ≈ − tanΩt2e1 + tanΩt1e2 = u′.

In addition, we can have the following approximations

s′ = u′ + t ≈ u+ t = s

p′ = v − s′ ≈ v − s = p

u′ + p′ ≈ u′ + p ≈ u+ p = q.

and the total Burgers vector of the disconnection in the small deformation setting closely

approximates the finite deformation result for small disclination strengths Ω.
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3.5.7.1 ‘Topological equaivalence 6= energetic equivalence’

Figure 3.19 shows the stress field and total energy comparisons between the disconnection

represented by an effective dislocation with Burgers vector q (Fig. 3.18), and three different

disclination dipole-dislocation representations of the disconnection where the dislocation

is prescribed at different locations along the disconnection step. The total Burgers vector

is identical for all cases involved.

In Figure 3.19, the green points are negative disclinations, the red points are positive

disclinations, the yellow stars are the disconnection dislocations and the blue star is the

dislocation of strength equal to the overall disconnection Burgers vector. In the cases with

the disclination dipole (the second, third, and fourth rows in Figure 3.19), the misorienta-

tions of all disclinations are 45◦ and the magnitude of Burgers vector of the dislocation is 2

lattice constants. In the case without the disclination dipole, namely the first row of Figure

3.19, the magnitude of the Burgers vector is 5 lattice constants, based on the explanation

in Figure 3.18. The first column of Figure 3.19 shows different defect configurations; the

second column of Figure 3.19 is the stress field σ11 and the total energy from the small de-

formation setting; and the last column is the stress field σ11 and the total energy from the

finite deformation setting. These results show that although the Burgers vectors, for every

circuit encircling the disconnection step, for all four cases are the same, the stress fields

and the total energy are quite different. Furthermore, the total energy of the configuration

with the dislocation being coincident with the negative disclination is the lowest.

In general, we find that the (outside core) topologically equivalent, dislocation-only

configuration is the highest energy configuration, this being similar to the finding of Kamien

et al [AMK17] in the context of smectics.
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Defect 
Configuration

Finite deformation

Stress field Stress fieldTotal Energy Total Energy

Small deformation

1 0.67

0.23

0.73 0.43

0.440.83

0.46

Figure 3.19: A comparison of the stress fields σ11 and the total energies from both the small
and finite deformation settings for different defect configurations. The red dots are positive discli-
nations, the green dots are negative disclinations and the yellow star are dislocations. The blue
star is the dislocation with the same overall Burgers vector as other cases. Although the overall
Burgers vectors are same in all cases, the stress fields and the total energies are quite different.
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3.5.8 A disconnected grain boundary with misfit dislocations on

terraces

We utilize the arguments of Section 3.5.7 to model a grain boundary with a series of dis-

connections. The disconnections are represented as a series of disclination dipoles with the

dislocations. The misorientation angle for every disclination is set to be 45◦. The Burgers

vector of the dislocation in each disconnection is assumed to be b = −0.5e1 − 0.5e2 (that

in reality is to be determined by the crystal structure of the constituent crystals form-

ing the interface). In addition, we consider the terraces as containing misfit dislocations.

Figure 3.21 is the defect configuration of the incoherent grain boundary with the discon-

nections, where the incoherency is represented by the misfit dislocations whose Burgers

vectors are determined by the crystal structure of the interface. In this calculation, we

assume the two grain materials are Cu and Ag, with the ratio of the lattice parameter be-

ing aCu/aAg = 36/41 based on [WBH12]. Figure 3.20(a) shows two grains before bonding

together, where the top is Cu and the bottom is Ag. Based on the lattice parameter ratio,

it can be shown that the far field incoherency strain can be eliminated by introducing an

extra half Cu plane every seven lattice constants, as shown in Figure 3.20(b). Therefore,

the Burgers vector of the misfit dislocation is one lattice constant and the interval distance

between the misfit dislocations is seven lattice constants. In Figure 3.21, the black lines

represent the terraces; the red points are positive disclinations; the green points are nega-

tive disclinations; the blue stars are the disconnection dislocations; and the blue triangles

are the misfit dislocations. Figure 3.22 displays the stress field σ11 for this configuration

in both the small and finite deformation settings. The maximum of δσs,f is about 170%

and the mean of δσs,f is 0.67%.

Since defect dynamics depends upon the local stress field, such difference may be ex-

pected to have significant impacts for kinetics.
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Cu

Ag

(a) The misfit configuration of two grains with
different lattice parameters.

Cu

Ag

8

7

(b) The configuration after introducing an extra
half plane (a dislocation).

Figure 3.20: Defining a misfit dislocation. By introducing a dislocation, the far field incoherency
strain of two misfit grains is eliminated.

Figure 3.21: Defect configuration of the incoherent grain boundary disconnection. The black
lines within the body are grain boundary interfaces; the red dots are positive disclinations; the
green dots are negative disclinations; the blue stars are disconnection dislocations; and the blue
triangles are misfit dislocations.
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(a) Stress σ11 for the incoherent grain boundary
disconnection in small deformation setting.

(b) Stress σ11 for the incoherent grain boundary
disconnection in finite deformation setting.

(c) δσs,f between the small and finite deforma-
tion settings.

Figure 3.22: Stress field σ11 for the incoherent grain boundary disconnection and the stress field
difference δσs,f . The maximum of δσs,f is about 170% and the mean of δσs,f is 0.67%.
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(a) Stress σ11 for a grain boundary with disloca-
tions and disconnections separating crystals with
anisotropic bulk elastic properties in the finite
deformation setting.

(b) The difference between the isotropic case and
the anisotropic case, δσiso,aniso.

Figure 3.23: Stress field σ11 for an incoherent grain boundary with dislocations and disconnec-
tions in finite deformation setting, and a comparison between the isotropic case and anisotropic
case. The maximum of δσiso,aniso is 320%, and the mean of δσiso,aniso is 320% is 12.3%.

3.5.8.1 Anisotropic disconnected grain boundary with misfit dislocations on

terrace

Anisotropic elasticity is the physically natural elastic response of single crystals across a

grain boundary. Here, we study a grain boundary with anisotropic elastic bulk response

and compare the results with the isotropic case. Consider a grain boundary where the

misdistortion across the Cu − Ag interface is the same as the one in Sec. 3.5.8. The

specification of the anisotropic stiffness tensors for the top and bottom crystals is described

in Appendix G. Figure 3.23(a) shows the stress field σ11 with anisotropy from the finite

deformation settings and Figure 3.23(b) shows the difference between the isotropic finite

deformation stress and the anisotropic finite deformation stress, δσiso,aniso, following the

definition (3.1). The maximum of δσiso,aniso is 320%, and the mean of δσiso,aniso is 12.3%.

3.5.9 Flat, through, and terminating twin and grain boundaries

In this section we explain the implications of our model with regard to the modeling of

elastic fields of flat interfaces. We consider both the case of a twin and a grain boundary.

Before considering grain and phase boundaries separately, we note a feature of our
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model pertaining to both of them. With regard to stress, the governing equations common

to both situations are given by

curl Ŵ = S⊥ : X −α

T = T (Ŵ )

div T (Ŵ ) = 0

Tn = t on the boundary,

(3.32)

as implied by (3.7) and (3.9), where T is the stress. With statically admissible traction

boundary conditions (and assuming for the sake of argument the traction b.c.s to vanish),

this implies that the stress field on the body is solely determined by the fields α and S⊥ : X

- in the linear case, such uniqueness is proven in Appendix H. An important implication

of this fact is that two different S fields lead to the same stress field as long as their g.

disclination fields Π = curlS are identical, since S⊥ is uniquely determined from Π . We

return to this issue in Section 3.6.

3.5.9.1 The through twin

In order to model a twin boundary it is imperative to predict an elastic distortion field

that is a gradient of a vector field (i.e. compatible) representing a shear of one crystal with

respect to the other, which nevertheless results in a stress-free state. In our model, a flat

twin boundary can be represented by an eigenwall field S with support in a layer along

the interface and of the form a⊗n⊗n where a is a vector parallel to the interface plane

with magnitude determined by the amount of shearing involved, and n is the unit normal

vector of the interface. This is motivated from the fact that the inverse deformation for a

twin is continuous at the interface.
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Recall from (3.4) that when α = 0, the i-elastic 1-distortion W satisfies

curlW = S : X.

Given the configuration shown in Figure 3.24(a), if S is prescribed in the form a⊗n⊗n

in the layer and vanishing outside it, then S : X = 0 due to the symmetry of S in its last

two indices. Thus curlW = 0.

Since the through boundary has a constant distribution of S along it,

curlS = curlS⊥ = Π = 0

divS⊥ = 0

S⊥n = 0,

indicating S⊥ = 0. With this observation, and the discussion surrounding (3.32), we

have Ŵ = I (with appropriate boundary conditions imposed on f to eliminate rigid

deformation from the current configuration) and the stress vanishes. Also, since curlW = 0

in this case, (3.9)2 implies curlHs = 0 and (3.8) implies that the i-elastic distortion

W = I +Hs = −Zs is indeed a non-trivial gradient.

Our computations recover this exact result; Figure 3.24(b) shows the l2-norm of the

stress field |σ| and it turns out the full stress tensor field vanishes for this prescribed S

field. The compatible deformation due to the i-elastic distortion W is shown in Figure

3.24(d) and 3.24(c). Figure 3.24(d) is the current configuration with a twin boundary.

Figure 3.24(c) is the reference configuration containing the image of the twin mapped by

W−1 (the mirror planes for this twin boundary are marked as blue dash lines and the

red lines in Fig. 3.24(d)). In Figure 3.24(c), the inverse deformation at the left bottom

corner and the vertical inverse deformation at the right bottom corner are fixed. With this

particular Dirichlet boundary condition, Ŵ = I.
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It should be noted that if the stress response function was simply a function of W in-

stead of Ŵ , it would not have been possible to predict the non-trivial twinning deformation

corresponding to the stress-free state.

3.5.9.2 The terminating twin

Consider now a terminating twin boundary. The specification of the S field is the same as

before in the layer, but the layer does not go through the body, as shown in Figure 3.25(a).

The terminating twin calculated in this part is equivalent to a negative g.disclination

problem. The field S : X = 0 on the body as before; however, curlS = Π 6= 0 and (3.32)

implies there is a non-vanishing stress field now.

As for the i-elastic distortion, we note first that, for α = 0, (3.4) implies that curlW =

0 so that the i-elastic distortion is compatible. This can alternatively be understood from

the fact that S = S⊥ − gradHs so that S : X = 0 and (3.32)1 imply that curlHs =

−S⊥ : X = − curl Ŵ and (3.9)2 then implies that W is compatible.

Figure 3.25(b) shows the stress field σ11 of the defect configuration in Figure 3.25(a)

with the stress function given as T (Ŵ ).

We note that had the stress response been taken as simply a function of W , then we

would have curlW = 0 from (3.4) and this associated with div T (W ) = 0 would yield

the erroneous result that the stress field vanishes.

3.5.9.3 The through grain boundary

For the through grain boundary, the S distribution is specified much like in the case of the

through twin, except now S : X 6= 0, but for the same reasons as for the through twin,

S⊥ = 0. Since the misdistortion at a grain boundary involves a difference in rotations, it

cannot be represented in the form of a rank-one tensor. Thus, the interface is incompatible

and, in the absence of g.disclinations, a dislocation density field must be located along

the interface. In general, the dislocation density should be measured and prescribed from
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(a) The eigenwall field is prescribed within
the layer that does not terminate in the
body.

(b) The magnitude of the stress field σ. The
stress field is zero for the eigenwall field in
(a).
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(c) The reference configuration for the
through twin boundary.
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(d) The current configuration for the
through twin boundary.

Figure 3.24: The eigenwall field prescription of a through twin boundary and its corresponding
stress as well as the inverse deformation fields. Red lines and blue lines represent different lattice
orientations, and the deformation fields indicate a shear difference cross the boundary interface.
The stars on blue dashed lines and the red lines in (d) are the mirrored images of lattice sites
across this twin boundary.
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𝑾𝑾𝟐𝟐

(a) The eigenwall field is prescribed within
the layer and terminates inside the body.
The body size is 20× 20.

(b) The stress field σ11 is non-zero for the
corresponding eigenwall field in (a).

Figure 3.25: The eigenwall field prescription for the terminating twin boundary and its corre-
sponding stress field σ11.

experiments. Here we we approximate the interfacial dislocation density as

α =

(
W1 −W2

t
⊗ n

)
: X, (3.33)

with t being the layer width and n the interface unit normal.

As shown in Figure 3.24(a), an eigenwall field S is prescribed along the interface through

the body and the dislocation density field (3.33) is also prescribed in the layer; W1 −W2

in the expression represents a misorientation of 10◦. Figure 3.26 shows the l2-norm of the

stress field σ of the prescribed grain boundary in the small deformation setting. Since α

is calculated from a skew matrix, the stress field is zero in the small deformation case.

In the finite deformation setting, the interfacial dislocation density specification (3.33)

results in a non-vanishing stress field. However, an alternate prescription of the α field in

the layer can be generated from an interpolation of the two (constant) finite rotations W1

and W2 by a pure rotation field across the layer and subsequently taking a curl of this

field. In such a case, the Ŵ solution to (3.32) would be an inhomogeneous rotation field,
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Figure 3.26: The magnitude of the stress field σ for a through grain boundary in the small
deformation setting. The stress field vanishes.

resulting in vanishing stress everywhere.

3.5.9.4 When is stress induced by flat grain/phase boundaries?

By the considerations presented in this Section 3.5.9, we have obtained the interesting result

that for flat twins and grain boundaries that do not induce a g.disclination density along

them due to gradients of misorientation/misdistortion, there is no stress in the body. In

addition, the elastic distortion for such twins are compatible whereas for grain boundaries

they are not, agreeing with classical notions that twin boundaries result in compatible

deformations [Bha03] and that a strain-free elastic distortion field is necessarily consistent

only with a spatially uniform rotation field [Shi73], a property not satisfied by a body

containing a through grain boundary. Moreover, we see the vanishing-stress result of

through boundaries as a justification for many works on grain boundary microstructure

evolution [DeW72, BZB+12, HLL+12] that do not involve the notion of stress at all in the

first instance.

Another interesting (and somewhat curious) feature of our model with respect to the

modeling of twin boundaries is the fact that regardless of the distribution of flat twin

boundaries (possibly terminating) in a body, all individually modeled by an in-layer dis-
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tribution of the type a ⊗ n ⊗ n, (3.4) implies that the i-elastic distortion W is curl-free.

However, as the case of the terminating twin and the considerations of the next section

(3.5.10) show, there can still be induced stresses due to terminating twin boundaries, picked

up by a different condition related to the incompatibility of the Ŵ field, sourced by S⊥

that is in turn sourced by the g.disclination density field Π . This is reminiscent of the

additional condition for compatibility beyond the twinning equation that needs to be sat-

isfied for the occurrence of stress-free crossing twins [Bha03, p. 83-84, Sec. 5.10] - in our

case an additional condition is the vanishing of Π , beyond the S field being, pointwise,

representable as
∑

i ai ⊗ ni ⊗ ni (with range of i possibly varying from point to point).

As an example, we demonstrate the stress field of a hypothetical configuration of five

compatible phase boundaries converging at a point, modeled after a penta-twin configu-

ration [DeW72]. We refer to this idealized configuration as a ‘penta-a-twin’ configuration

and the boundaries as a-twin boundaries, the ‘a’ standing for almost. Each a-twin interface

involves a 72◦ misorientation, resulting in prefect compatibility at their junction. Fig. 3.27

shows the configuration of five intersecting a-twin boundaries and two reference tiles (see

Appendix E) sharing a common edge (the black vector). The i-elastic distortion difference

between two parts X and Y , denoted as δWX,Y , is defined as δWX,Y := WX −W Y .

For a compatible a-twin boundary, δWX,Y can be written in the form δWX,Y = sa⊗ ni,

where i is the a-twin boundary index, s represents the shear strain of one part relative to

its adjoining part across the boundary in question, ni is the unit normal vector field for

each a-twin boundary in the current configuration, and a is a unit vector parallel to the

interface in the reference configuration. Following the interpretation in Appendix E, we

assume the reference tile at any point x to be the same rectangle up to a rigid rotation,

as shown in Fig. 3.27. With the assumed reference tile, any unit vector parallel to the

a-twin boundary interface in the current configuration is mapped to the black vector (e2)

in the reference configuration, indicating a to be the black vector in the reference tile.

Therefore, the contribution to the eigenwall field S from each a-twin boundary i (in its
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region of support is) is

Si =
s

t
e2 ⊗ ni ⊗ ni. (3.34)

where t is the layer thickness for each a-twin boundary. The unit normal vector for each

a-twin boundary is specified as ni = cos(αi)e1 + sin(αi)e2, with αi given as follows

i 1 2 3 4 5

αi 0.2π 0.6π π 1.4π 1.8π
.

The numbers 1, 2, .., 5 correspond to the indices in Figure 3.27. The total eigenwall field

S is the superimposition of contributions from all five a-twin boundaries, S =
∑

i χ
iSi,

where χi represents the characteristic function of the ith a-twin boundary. In the region of

overlap of the boundaries, based on (3.15), Π can be written as

Π =
∑

i

Sini

c
⊗ e3 =

s

ct
e2 ⊗ (

∑

i

ni), (3.35)

where c is the width of the overlap region. Since
∑

in
i = 0 for the prescribed five a-twin

boundaries, W corresponding to this S field is is compatible and Ŵ should be as well

since Π = 0. Indeed, in our modeling we find that both fields W and Ŵ are curl-free for

this problem and we demonstrate the stress-free body in Fig. 3.28(a). Fig. 3.28(b) shows

the reference tiles across each a-twin boundary in the compatible reference configuration.

Given the rectangular reference tile shown in Fig. 3.27, we rotate the reference tile such

that the contiguous edge of two reference tiles matches the a-twin boundary interface

direction, as shown in Fig. 3.28(b). Fig. 3.28(c) is a rendition of the deformed image of

these reference tiles in the current configuration under the elastic distortion W−1. The

red dashed lines represent the a-twin boundary interfaces. The blue dashed lines show

the connecting shapes in the reference and current configurations; the black dashed lines

are the contiguous edges for each pair of shapes across an a-twin boundary. Since W is

compatible, the connectivity of each pair remains intact.

Given different reference tiles (to be decided by crystallography), the corresponding
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Figure 3.27: An illustration of the configuration of five intersecting a-twin boundaries. The
red lines show five a-twin boundaries with index 1 to 5. The right part shows two reference tiles
sharing a common edge (the black vector). Each reference tile is a rectangle.

prescribed eigenwall fields S are different, leading to different i-elastic distortions W . Fig.

3.29(a) is the body in the current configuration. Fig. 3.29(b) shows the rendition of the

body in the reference configuration mapped by W with a being e2; Fig. 3.29(c) is the

body in the reference configuration mapped by W with a being cos(0.7π)e1 + sin(0.7π)e2.

3.5.10 A stress-inducing almost penta-twin

A special stress-inducing almost penta-twin (with short form i-a penta twin standing for

incompatible almost penta-twin) is studied in the context of the g.disclination model, serv-

ing as an analog of star disclination [DeW72, GSJ+05]. A star disclination is an observed

configuration consisting of five flat twin boundary interfaces converging at the same point,

as shown in Figure 3.30 [DeW72, GSJ+05]. The five twin boundary interfaces appear as

straight lines in observations [QYC+15], as shown in Figure 3.31. The misorientation angle

for each twin boundary is 70◦32′. The resulting ’stress-free multicrystal’ therefore has a

gap wedge of 7◦20′.

Motivated by the star disclination, we set up an analogous problem by putting five
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(a) The magnitude of the stress field for the
penta-a-twin configuration.

(b) The reference tiles across a-twin bound-
aries with contiguous edges in the reference
configuration.

(c) The rendition of the reference tiles in the
current configuration mapped by W−1.

Figure 3.28: The zero stress field and the rendition of reference tiles for the penta-a-twin con-
figuration. The misorientation angle for each a-twin boundary is 72◦. The connectivity for each
pair of reference tiles across the a-twin boundary remains intact.
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(a) The body in the current configuration. (b) The body in the reference configuration
mapped by W with a = e2.

(c) The body in the reference configuration
mapped by W with a = cos(0.7π)e1 +
sin(0.7π)e2.

Figure 3.29: The renditions of the body in the reference configuration mapped by W with
different prescribed a.
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Figure 3.30: The star disclination configuration with five twin boundaries intersecting at point
A. Each twin boundary has misorientation angle 70◦32′. (Figure reproduced from [DeW72] with
permission from IOP Publishing.)

O
ne-dimensional (1D) nanostructures are widely regarded
as among the most important building blocks for a
broad range of applications including nanoelectronics,

optoelectronics, energy harvesting and storage, ultrasensitive
sensing and nanoelectromechanical devices1,2. 1D nanostructures
commonly exhibit ultrahigh mechanical strength, which make
them also ideal candidates for studying fundamental deformation
mechanisms at the nanoscale3–5. In the case of metallic nanowires
(NWs), dislocation nucleation from free surfaces has been
identified as a dominant deformation mechanism, in contrast to
the forest dislocation dynamics in bulk materials6–12. Recently,
NWs with internal microstructures have received much interest.
For instance, metallic NWs with different types of twin
boundaries (TBs) have been studied, including parallel,
inclined or perpendicular TBs with respect to the NW length
direction13–18. However, there has been relatively little study on
time-dependent responses of NWs under sustained or cyclic
loadings, in spite of the obvious importance of this subject to the
function and reliability of NW-based devices.

A number of recent experimental and computational studies
have revealed substantial time-dependent and partially reversible
deformation behaviours in small-scale materials with character-
istic length scale below 100 nm19, especially nanocrystalline metal
thin films20–23. These behaviours have been attributed to the
coupling and competition of reversible dislocation activities and
grain boundary (GB)-mediated processes at different temperature
and strain rates24–30. At relatively high temperatures and low
strain rates, GB diffusion/sliding can dominate the time-
dependent behaviours, while dislocation nucleation and motion
become more prevalent at lower temperatures and higher strain
rates. More recently, atomistic simulations predicted a reversible
transition between two crystal orientations during loading,
leading to shape memory and pseudoelastic behaviours for
several face-centred cubic single-crystalline metal NWs7,31–33.
This phenomenon was attributed to the formation of defect-free
twins facilitated by relatively low stacking fault energy,
nanometer-size scale and surface stress.

Here we report an unusual time-dependent deformation
behaviour in penta-twinned Ag NWs, with stress relaxation
on loading and complete strain recovery on unloading.
Penta-twinned Ag NWs contain five TBs running in parallel
to the NW length, exhibiting interesting mechanical properties
such as strain hardening14,18. The critical role of the penta-
twinned nanostructure is established by showing that the
same phenomenon does not exist in single-crystalline Ag
NWs. Large-scale atomistic simulations are then performed
to explore the mechanisms underlying the observed behaviours
in detail.

Results
Structural characterization of Ag NWs. Microstructure char-
acterization of single-crystalline and penta-twinned Ag NWs is
shown in Fig. 1. Both types of NWs are straight and uniform in
diameter, with growth direction of o1104, as shown by trans-
mission electron microscopy (TEM) images and selected area
electron diffraction patterns in Fig. 1a,c. The single-crystalline Ag
NWs exhibit a hexagonal cross-sectional morphology (inset of
Fig. 1a). Figure 1b shows a high-resolution TEM image of a
single-crystalline Ag NW, indicating a perfect atomic structure
along the longitudinal direction and a uniform atomic arrange-
ment at {002} surface facets. The penta-twinned Ag NWs contain
a fivefold twinned nanostructure with five TBs running along
{111} planes in parallel to the longitudinal axis of the NWs and
five surface facets along {100} planes with a pentagonal cross-
sectional morphology (inset of Fig. 1c)18,34.

The characteristics of the fivefold twins are illustrated from the
cross-sectional view of the left inset of Fig. 1c,d. The five twin
variants (TB-separated nanograins) are numbered from I to V.
Stacking faults along the TB between twin variants IV and V can
be clearly seen (see Supplementary Fig. 1). To further investigate
the defect structures around the TBs, atomic-resolution high-
angle annular dark-field scanning TEM imaging is shown in
Fig. 1d. In addition to the stacking faults, vacancy defects were
identified near the TB, such as those marked by solid circles
between twin variants IV and V. The average density of the visible
vacancy defects was estimated to be B2.23� 1025 m� 3 (0.0375
in percentage), which played an important role in our atomistic
simulations. The formation of the vacancy defects is likely
caused by interaction of partial dislocations during growth
of the penta-twinned NWs. For instance, the vacancy defect
marked by A can be formed by the interaction of two partials,
1
3 111h i and 1

6 11�2h i, based on the following reaction,
1
3 111h iþ 1

6 11�2h i ! 1
3 11�1h iþ 1

6 112h i. The 1
3 11�1h i partial is then

locked, but the new 1
6 112h i partial continues to move and

interacts with another 1
6 11�2h i partial. As a result, a cascade of

vacancy defects (for example, the one marked by B in Fig. 1d) can
be formed.

In situ tensile testing of Ag NWs. We performed in situ tensile
experiments inside scanning and transmission electron

{002}
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B<110>
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<
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Figure 1 | Structural characterization of single-crystal and penta-twinned

Ag NWs. (a,b) Low-magnification and high-resolution TEM images of

single-crystal Ag NW with growth direction of o1104. Scale bar, 200 and

2 nm, respectively. Right and left insets (scale bar, 100 nm) in a show the

selected area electron diffraction (SAED) pattern taken from o1104 zone

axis and the hexagonal cross-sectional shape from SEM observation,

respectively. (c) TEM image of Ag NWs showing fivefold twinned structure.

Scale bar, 200 nm. Right and left insets (scale bar, 20 nm) in c display the

corresponding SAED pattern and the pentagonal cross-sectional shape,

respectively. Stacking faults along the boundary between grains IV and V

can be clearly seen in the left inset of c. (d) High-angle annular dark-field

scanning TEM image of the cross-sectional sample showing the presence of

vacancy defects near the boundary between grains IV and V. The yellow

star in d indicates the centre of the cross-sectional sample. Scale bar, 2 nm.
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Figure 3.31: Experimental observation of the star disclination, indicating the five twin interfaces
are straight. (Figure reproduced from [QYC+15] with permission from Nature Publishing Group
of article under an open-access Creative Commons license.)
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a-twin boundaries as follows.

• Put an a-twin boundary indexed as 1 in Fig. 3.32.

• Rotate 70◦32′ anti-clockwise from a-twin boundary 1 and put another a-twin bound-

ary 2.

• Rotate 70◦32′ anti-clockwise from a-twin boundary 2 and put another a-twin bound-

ary 3.

• Rotate 70◦32′ anti-clockwise from a-twin boundary 3 and put another a-twin bound-

ary 4.

• Rotate 70◦32′ anti-clockwise from a-twin boundary 4 and put another a-twin bound-

ary 5.

The misorientation angle for all prescribed a-twin boundaries is 70◦32′. The eigenwall field

Si for each a-twin boundary has support within the interface layers as shown in Fig. 3.32,

and is specified through (3.34), with vectors a = e2 and αi as follows:

i 1 2 3 4 5

αi 0.212π 0.606π π 1.394π 1.788π
.

The numbers 1, 2, .., 5 correspond to the indices in Figure 3.32. Recall (3.35)

Π =
s

ct
e2 ⊗ (

∑

i

ni),

it can be verified that
∑

in
i is no longer 0 for the prescribed i-a penta-twin. Thus, Π is

non-zero. AlthoughW is still compatible for the same reason discussed in the penta-a-twin

case, Ŵ will not be zero and this produces stress. Figure 3.33 shows the stress fields σ11

from the small and finite deformation settings, respectively.
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Figure 3.32: An illustration of the configuration of i-a penta-twin with misorientation angle
70◦32′. The red lines show five a-twin boundary interfaces where S has support.

(a) Stress σ11 from small deformation setting. (b) Stress σ11 from finite deformation setting.

Figure 3.33: Stress field σ11 of i-a penta-twin from both small deformation and finite deformation
settings.
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3.5.11 Incompatible almost penta-twin with dislocations: stress

shielding

Here we allow for dislocations to be present to maximally shield the stress field produced

by the i-a penta-twin configuration in Sec. 3.5.10 and explore the resulting stress field

and lattice orientation. The main idea is to introduce a dislocation density field to exactly

be the excess content in S⊥ : X beyond its projection on curls of rotation fields, where

S⊥ is the incompatible part of the eigenwall field S obtained by solving the dislocation-

free problem of Sec. 3.5.10. The obtained rotation field is denoted as W̃ . Given the

incompatible S⊥, W̃ is obtained by

ϕ̃ := argmin
ϕ

∫

B

1

2

(
curl((eϕ)−1)− S⊥ : X

)2
dv (3.36)

W̃−1 = eϕ̃,

where ϕ is the rotation vector and eϕ is the exponential map of the same, producing the

corresponding orthogonal tensor (an alternative is to require W̃ as an exponential map).

By requiring W̃−1 = eϕ̃, the i-elastic distortion field is required to be a rotation matrix.

It can be shown that W̃ obtained from (3.36) is one solution to the g.disclination theory

as follows.

The introduced dislocation density is defined as

α := S⊥ : X − curl W̃ . (3.37)

Recalling (3.4),

α = S : X − curlW = S⊥ : X − curl Ŵ . (3.38)
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Figure 3.34: Dislocation distribution in stress shielding case of the i-a penta-twin. The disloca-
tion densities are localized along the five a-twin boundary interfaces with the identical magnitude.

We now substitute (3.37) into (3.38),

S⊥ : X = (S⊥ : X − curl W̃ ) + curl Ŵ (3.39)

to obtain

curl Ŵ = curl W̃ ,

which implies W̃ is a solution for Ŵ in generalized disclination theory for this problem.

In the with-dislocation case, we find that the dislocation density field defined by (3.37)

is localized along the five a-twin boundary interfaces (Figure 3.34). Furthermore, the norm

of the dislocation density along all five a-twin boundary interfaces is the same.

Fig. 3.35(a) shows the lattice vectors of the dislocation-free case mapped by Ŵ−1

from a uniformly oriented reference. Fig. 3.35(b) shows the lattice shapes of the with-

dislocation case mapped by W̃ . The dislocation densities eliminate the stress as well

as far-field distortion caused by the disclination at the center of the domain. In Figure

3.35(b), the lattice shapes in the current configuration are chosen to be the same ones in

Fig. 3.28(b). Since W̃ is a spatially inhomogeneous rotation field, it cannot be compatible

and the connectivity for each pair across the a-twin boundaries does not persist, as shown

in Fig. 3.35(b). In Fig. 3.35(b), the black contiguous edges in the current configuration
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(a) i-elastic distortion field in dislocation-free

case mapped by Ŵ .

(b) The rendition of unit cell shapes in the
with-dislocation case mapped by W̃ .

Figure 3.35: The i-distortion fields of the dislocation-free case represented by a vector field, and
the rendition of unit cell shapes for the with-dislocation i-a penta-twin case. In the dislocation-free
case, the distortion field involves elastic strain. In the with-dislocation case, the distortion field is
a stress-free rotation field, which is incompatible. The connectivity at the black contiguous edges
do not persist.

do not remain connected in the reference.

This example emphasizes the need for dynamics as it is physically reasonable to expect

that the production of the maximal supply of dislocations to shield the stress field of the

i-a penta-twin should be subject to kinetic constraints.

3.5.12 3-D fields: disclination loop and lenticular, plate, and lath

microstructures

Problems that have to be posed in three-dimensional domains are now solved. We apply

g.disclination theory to study a disclination loop, and lenticular, plate, and lath microstruc-

tures. All the results presented in this section are solved within with the finite deformation

setting. The body is assumed to be a brick with dimensions of 10×10×10 and eight-node,

hexahedral, bilinear finite elements are used with size 0.1 × 0.1 × 0.1 (recall that lengths

are in terms of the layer width for the eigenwall distributions involved).
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Figure 3.36: Disclination loop configuration in 3d case. The misorientation angle is α. AB
and CD are wedge disclinations while AD and BC are twist disclinations.

Figure 3.37: The eigenwall field S is constant with support in the layer.

3.5.12.1 Disclination loop in 3d brick body

Consider a disclination loop in a 3d domain that is discussed in Chapter 2. The config-

uration of the disclination loop is shown in Figure 3.36, where AB and CD are wedge

disclinations while AD and BC are twist disclinations. In this problem, we assume that

the S comprises a rotation discontinuity with a 45◦ misorientation angle along the z axis,

constant in the layer, as shown in Figure 3.37.

After assuming the matrix as the reference configuration, the prescribed eigenwall field

is defined as

S =





∆Gijei ⊗ ej ⊗ e3 |y| ≤ 1, |x| ≤ 3 and |z| ≤ 3

0 otherwise,
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(a) Stress σ11 for disclination loop viewed on z =
0 plane in finite deformation setting.

(b) Stress σ13 for disclination loop viewed on x =
0 plane in finite deformation setting.

Figure 3.38: Stress fields σ11 on z = 0 plane and σ13 on x = 0 plane in the finite deformation
setting.

where i, j = 1, 2, 3 and ∆G is given as




cos45◦ − 1 sin45◦ 0

−sin45◦ cos45◦ − 1 0

0 0 0



.

Figure 3.38(a) and Figure 3.38(b) are the stress fields σ11 on the z = 0 plane and σ13

on x = 0 plane. The stress fields physically match with the description of the disclination

loop in Chapter 2 that the disclination lines AB and CD parallel to z axis are wedge

disclinations (σ11 is concentrated along AB and CD) and the disclination lines AD and

BC parallel to x axis are twist disclinations (σ13 is concentrated along AD and BC).

3.5.12.2 Stress-inducing inclusion microstructures

In this Section we consider four different scenarios by which phase inclusions may induce

stresses.

Figures 3.39(a) and 3.39(b) show the configurations of a lenticular inclusion and a
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(a) Configuration of a lenticular inclusion in a ma-
trix.

y

z x

(b) Configuration of a plate inclusion in a matrix.

Figure 3.39: Illustrations of the lenticular and plate inclusions in a 3d matrix. In both cases,
the inclusions are surrounded, on all sides, by the matrix.

plate inclusion. In all cases, the eigenwall fields S are prescribed along the top and bottom

planes of the inclusions; a dislocation density field α is also prescribed when the interface

is incompatible.

In the calculations for the plate inclusion, we consider martensite variant transformation

problems where the distortions comprising the discontinuity represented by S are based

on [LIO98]. The i-elastic distortion W1 of the martensite inclusion and W2 of the matrix

are given as

W1 =




1 −0.195 0

0 0.975 0

0 0 1




W2 =




1 0 0

0 1 0

0 0 1



. (3.40)

The thickness of the top and bottom layers comprising the boundaries of the inclusion

is 1. Figure 3.40 shows the stress components σ11 on the z = 0 plane and σ13 on the

x = 0 plane for the plate inclusion. For the plate inclusion, the top and bottom interfaces

are flat so the g.disclination density field Π as well as the stress field is localized at the

terminating cores. Another commonly observed microstructural unit is a lath that can be

easily modeled within our setting as a very thin and tall plate inclusion.
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(a) Stress σ11 for the plate inclusion viewed on
z = 0 plane in finite deformation setting.

(b) Stress σ13 for the plate inclusion viewed on
x = 0 plane in finite deformation setting.

Figure 3.40: Stress fields σ11 on z = 0 plane and σ13 on x = 0 plane for the plate inclusion
problem.

A second case we consider is a lenticular martensite inclusion with the transformation

distortion of NiTi martensite-austenite adopted from [Bha03, Sec. 4.1] as follows

emi = Feai ,

where emi is the image, in the martensite, of eai a lattice vector in the austenite, and F e is

the austenite-martensite transformation distortion. F e is given as

F e =




0.985 −0.825 −0.825

0 9.284 0.5

0 0.5 9.284



.

In this situation, there does not exist a normal direction to a single interface such that

I−F e−1 can be represented in rank-one form. Consequently, there have to be dislocations

along the interface. Assuming the austenite matrix as the reference configuration and
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(a) Stress σ11 for the martensite lenticular in-
clusion in the austenite matrix viewed on z = 0
plane in finite deformation setting.

(b) Stress σ13 for the martensite lenticular
inclusion in the austenite matrix viewed on
x = 0 plane in finite deformation setting.

Figure 3.41: Stress fields σ11 on z = 0 plane and σ13 on x = 0 plane for the martensite lenticular
inclusion in an austenite matrix.

following (3.13), we have

S =
I − F e−1

t
⊗ n,

where t = 1 is the layer thickness, and n is the layer normal pointing outwards from the

inclusion. Since the misdistortion (and the eigenwall field) is constant along the interface,

the g.disclination density Π is only non-zero at the terminating cores as discussed in Sec.

3.3.1. In addition, the interface for this martensite-austenite transformation is incompatible

and a dislocation density field needs to be prescribed along the interface. In this calculation,

we approximate the dislocation density α following (3.33),

α =

(
I − F e−1

t
⊗ n

)
: X.

Figure 3.41 shows the stress component σ11 on z = 0 plane and σ13 on x = 0 plane for

the lenticular martensite-austenite transformation. Due to the dislocation density α along

the interface, the stress is not zero along the interface.

Another case of theoretical interest is a lenticular martensite variant transformation,
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(a) Stress σ11 for the lenticular martensite trans-
formation viewed on z = 0 plane in finite defor-
mation setting.

(b) Stress σ13 for the lenticular martensite trans-
formation viewed on x = 0 plane in finite defor-
mation setting.

Figure 3.42: Stress fields σ11 on z = 0 plane and σ13 on x = 0 plane for the lenticular martensite
transformation.

where the interface is compatible. In this calculation, we adopt the Ni-Mn-Ga material

from [KNT+11], whose orientation angle between two (stress-free) variants is 11.6◦. We

assume the misdistortion between the inclusion and the matrix along the curved interface

to be tan(11.6◦)t ⊗ n, with t being a unit vector parallel to the curved interface and n

being the interface normal vector. Thus, the eigenwall field S is non-zero within the curved

layers (top and bottom boundaries of the inclusion) and can be written as

S =





tan(11.6◦)t⊗ n⊗ n in the layer

0 otherwise.

Figure 3.42 shows the stress components σ11 on z = 0 plane and σ13 on x = 0 plane

for the lenticular martensite transformation. Although we do not prescribe the dislocation

density α due to the compatible interface, the Π is no longer localized at the terminating

cores based on the reasoning in (F.8) in Appendix F. Thus, the stress field along the

interfaces is non-zero, as shown in Figure 3.42(a).

We now calculate the fields of a needle shaped inclusions of one martensite variant in
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y

z x

(a) Illustration of the needle inclusion of one
martensite variant in another.

(b) Magnitude of the stress σ for the needle in-
clusion viewed on z = 0 plane in finite deforma-
tion setting.

Figure 3.43: The needle martensite inclusion configuration and magnitude of the stress σ on
z = 0 plane. The stress field is localized along the curved interface.

another, motivated by the observations in [SGL11]. As opposed to the previous case of a

curved interface carrying a rank-one misdistortion at all points, but inducing stresses due

to the development of a g.disclination distribution along it, in this example the flat parts

of the interface carry no defects, but a stress is developed because the normal to the curved

parts of the interface do not agree with the normal direction required by the misdistortion

to be compatible (note that this is different from the austenite-martensite transformation

described earlier where no flat compatible interface exists). Thus, a dislocation density

field needs to be specified along the interface and we specify it in the form

α =

(
W2 −W1

t
⊗ n

)
: X,

where n is the interface normal pointing outwards from the inclusion, t is the layer thick-

ness, and W1 and W2 are i-elastic distortions specified in (3.40).

Figure 3.43(a) shows the needle inclusion configuration of our calculation and the Figure

3.43(b) shows the l2-norm of σ for the needle inclusion viewed on z = 0 plane with finite

deformation setting. The stress is localized along the curved interface due to the dislocation

density generated from the incompatibility.
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3.6 Contact with the classical elastic disclination the-

ory.

We show here the circumstances in which g.disclination theory reduces exactly to DeWit’s

[DeW73a] defect model, including uniqueness assertions for the stress in both models. Due

to the classical theory being established for small deformations, our considerations here

are restricted to the small deformation case.

Recall the governing relation curlS = Π . A single isolated g.disclination can be

specified by specifying S as an eigenwall field with support in a terminating layer, with

appropriate decay properties in a core cylinder at its termination that results in a non-

vanishing Π field being defined there. As in (3.5), S = S⊥ + gradZs. We can decompose

S⊥ into two part, S⊥ = S⊥skw + S⊥sym, where S⊥skw is a third-order tensor tensor skew

in the first two indices and S⊥sym is symmetric in the first two indices:

S⊥skwijk =
1

2
(S⊥ijk − S⊥jik); S⊥symijk =

1

2
(S⊥ijk + S⊥jik).

Then we have

Π = curlS⊥ = curl(S⊥skw + S⊥sym) = curlS⊥skw + curlS⊥sym,

and we define

Πskw := curlS⊥skw; Πsym := curlS⊥sym

so that

Π = Πskw +Πsym.

It can be checked from the definitions (3.5) and (3.6) that if S is skew in its first

two-indices, then S⊥sym = 0. The same conclusion holds if Π is skew in its first two indices.
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Recall the dislocation density α defined in (3.4)

α = S : X + gradW : X ⇒ α = S⊥ : X + grad Ŵ : X

αil = −εlkjŴij,k + εjklS
⊥
ijk

⇒ εrqiαil,q = −εrqiεlkjŴij,kq + εrqiεjklS
⊥
ijk,q ⇒ εrqiα

T
li,q = −εrqiεlkjŴij,kq + εljkεrqiS

⊥
ijk,q.

(3.41)

Substituting S⊥ = S⊥skw + S⊥sym into the second term of (3.41), we have

εljkεrqiS
⊥
ijk,q = εljkεrqi(S

⊥skw
ijk,q + S⊥symijk,q ). (3.42)

Since S⊥skw is skew in the first two indices, there exists a second order tensor ω such that

S⊥skwijk = εijsωsk (3.43)

so that

Πskw
ijk = εknmS

⊥skw
ijm,n ⇒ Πskw

ijk = εknmεijsωsm,n ⇒ εijqΠ
skw
ijk = εknmωqm,n. (3.44)

Equations (3.42), (3.43), and (3.44) yield

εljkεrqiS
⊥
ijk,q = εljkεrqiεijsωsk,q + εljkεrqiS

⊥sym
ijk,q . (3.45)

Using (3.45) and (3.44) to note that

εrqiεljkεijsωsk,q = εrqi[δliδks − δlsδki]ωsk,q = εlrqωkk,q + εijlΠ
skw
ijr , (3.46)

we have

εljkεrqiS
⊥
ijk,q = εlrqωkk,q + εijlΠ

skw
ijr + εljkεrqiS

⊥sym
ijk,q . (3.47)
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For small deformations, Ŵ = I − Û e and we decompose Û e into symmetric and skew

parts, Û e = ε̂e + Ω̂e. Then we have

1

2

(
εrqiεlkjŴij,kq + εlqiεrkjŴij,kq

)
= −εrqiεlkj ε̂eij,kq. (3.48)

Therefore, substituting (3.47) and (3.48) into (3.41) and taking the symmetric part, we

have

[
curl

(
αT
)]
sym
− (Π : X)sym −

(
curl

[(
S⊥sym : X

)T])
sym

= inc(ε̂e), (3.49)

where inc is the St. Venant compatibility operator. When S⊥sym = 0, Π = Πskw and

(3.49) becomes
[
curl(αT )

]
sym
− (Π : X)sym = inc(ε̂e), (3.50)

which indicates that inc(ε̂e) is sourced by the defect density fields α and Π . The linear

elastic stress field T = Cε̂e, with C having the minor symmetries, satisfies equilibrium

div(C : ε̂e) = 0. (3.51)

When S⊥sym = 0, DeWit’s disclination density θ can be defined as Π : X and equations

(3.50) and (3.51) become exactly DeWit’s model [DeW73a].

Thus, we have shown that the stress and Û e
sym of any solution of small deformation

g.disclination theory (3.10) satisfies the equations of DeWit’s theory when S⊥sym = 0.

It is shown in Appendix H that (3.50) and (3.51) suffice to uniquely determine the

stress field in finite bodies when C is positive-definite (possibly spatially inhomogeneous

and with arbitrary anisotropy), when the left-hand-side of (3.50) and statically admissible

applied boundary tractions are prescribed data. Hence, for this data, solutions for stress

and U e
sym exactly match solutions for the same quantities from DeWit’s model.
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In Appendix H we also prove uniqueness of solutions to linear g.disclination theory

and show that for identical prescribed data corresponding to pure disclinations, disloca-

tions and applied tractions, g.disclination theory produces more information than classical

disclination theory.

3.7 Conclusion

G.disclination theory [AF15] is reviewed and computationally implemented in the lim-

ited context where the dislocation density field α and either the eigenwall field S or

g.disclination density field Π are given as input data. The theory deals with discontinu-

ities in elastic distortion involving defects beyond translational dislocations and rotational

disclinations.

A numerical scheme based on the Least Squares and Galerkin Finite element methods

for solving the g.disclination theory is developed. Both the small deformation (linear) and

finite deformation (nonlinear) settings are considered. Various grain and phase boundary

problems, including dislocations and disconnections, are solved. By comparing results from

our model with the results of classical linear defect theory due to DeWit [DeW73a] for both

the single disclination and the single dislocation, we have demonstrated that our model is

capable of recovering the essential beyond-core features of Volterra defects. Contact has

also been made with the Eshelby cut-weld interpretation of a single disclination, at finite

deformations. The necessity of accounting for finite deformation theory in many problems

related to defects with high misorientations has been demonstrated.

Future work will involve the development of computational tools for the analysis of the

full dynamical theory of defect evolution presented in [AF15]. Interestingly, the results of

this paper seem to suggest that it may very well be within the reach of the dynamical model

to deal with non-convex surface energies typical of physically measured grain boundary

energies, and to deal with phase transformation problems at large deformations without
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the use of non-convex elastic stress-strain relationships.
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Chapter 4

A non-traditional view on the

modeling of nematic disclination

dynamics
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4.1 Introduction

Liquid crystals (LC) are matter in a state whose properties are between liquids and solids.

Research on liquid crystals is currently advancing quite rapidly motivated by applications

and discoveries in material science as well as in biological systems. There are many types

of liquid crystal states, depending on the amount of order in the material. A nematic phase

consists of rod like molecules that retain some long-range orientational order. In this work,

we are primarily interested in modeling disclinations in a uniaxial nematic liquid crystalline

medium, treated by an augmentation of the classical model (cf. [Ste04]) where the director

order parameter is represented by a unit vector field.

The classical theories of liquid crystal mechanics like the Oseen-Frank and Ericksen-

Leslie models predict unbounded energy in finite bodies with discrete disclinations. Re-

cently, a kinematic augmentation of classical Leslie-Ericksen theory [AD13, PAD15] has

been devised that allows alleviating the singularity, with results being demonstrated for the

case where the defect field is not allowed to evolve. These works aim to achieve an under-

standing of the connections between the classical theory of defects, such as solid dislocations

and disclinations introduced by Weingarten and Volterra, and the theory of defected liquid

crystals, a line of enquiry that began from the work of Kleman [Klé73]. In [AD13], the

model introduces an augmented Oseen-Frank kinematics and involves a director field and

an incompatible director distortion field that is not curl-free. In [PAD15], a finite element

based numerical scheme was used to solve for the director fields of prescribed static discli-

nations and a critical examination presented of the similarities and differences that arise

between the modeling of LC disclinations and solid dislocations using the eigendeformation

approach [PAD15]. In this paper, we study this augmented model with natural constitutive

modifications to enable the study of equilibria and evolution of LC disclinations, including

those of half integer strength. First, a gradient flow dynamics of the augmented energy is

utilized and used to calculate equilibrium solutions. However, we find that the gradient
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flow dynamics for this energy is not suitable for modeling the defect evolution problem, and

explain why this must be so. Motivated by the crystal dislocation case, a 2D model based

on the augmented energy, thermodynamics, and the kinematics of conservation of defect

topological charge is constructed to analyze nematic disclination dynamics. We validate

this model through computations for disclination equilibria, annihilation, repulsion, and

dissociation.

Non-singular equilibria and dynamics of liquid crystal point and line defects have

been studied in the literature, particularly within the Landau de-Gennes (L-dG) frame-

work [dGP95, SV12, MN14, SS87, BPP12, RŽ09, DFRSZ14, KŽA91, MMRN12, INSZ14,

INSZ15, INSZ13, NZ10, CK72, BBCH92, BV97, Can13, FS09, GM14, HM12, KVŽ99,

MGJ00]. A more limited number of studies have been carried out in the Oseen-Frank and

Leslie-Ericksen models as well as Ericksen’s model for nematics with variable degree of

orientation [Fra58, CK72, BBCH92, Vir95, BS03, BS05, SV97, GSV02, HKL88, BCG05,

LL95, LL00, Wal11b]. The general consensus from the literature is that finite energy line-

defects, including those of half-integer strength, can only be predicted by the full L-dG

theory among all the models mentioned above.

As a point of departure, Ball and Bedford [BB15] suggest the use of discontinuous order

parameter fields, in particular a discontinuous vector order parameter field to represent

uniaxial nematics. The exploration there is essentially kinematical and focuses primarily on

the appropriate mathematical function spaces to be used, stopping short of demonstrating

specific examples of solutions (or approximations thereof) of defect equilibria resulting from

the use of energy functions and dynamical models based on their discontinuous kinematics.

Our work, in essence, achieves precisely this goal, thus being complementary to [BB15].

While our computational work does not employ discontinuous fields, it is demonstrated

and explained why our approach yields, in a sense, the natural practical approximation of

such discontinuous limiting director fields.

The work of Gartland [GJ15] demonstrates how the classical Oseen-Frank energy may
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be viewed as a constrained form of the Landau-deGennes energy at temperatures below the

‘supercooling temperature.’ Since in this temperature range the bulk Landau-deGennes

energy is minimized by Q-tensors representing the uniaxial nematic phase, the constrained

L-dG energy of nematic configurations that contain line defects is infinite. Our work

develops a modification of the Oseen-Frank energy that enables the prediction of finite-

energy defect fields, utilizing a core energy regularization that involves a material length

scale which may be associated with the ‘nematic correlation length’ ξ as defined in [GJ15].

4.2 Notation

This chapter follows the same terminology as the one in Section 1.3. The following list

describes some of the mathematical symbols we use in this work:

n: director

k: disclination strength

θ: angle of director field

λ: layer field

l: layer thickness

ξ: core width

4.3 Augmented Oseen-Frank energy and correspond-

ing gradient flow computations

It is generally believed that a theory of nematic line defects cannot be established with a

representation of the nematic director by a unit vector field. Indeed, consider a nematic oc-

cupying a two-dimensional domain with the director field n taking values in S1. Assuming

the validity of the universally accepted Oseen-Frank energy density function [Fra58, Ose33]
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given by

FOF = K1(divn)2 +K2(n · curln)2 +K3|n× curln|2

+K24(divn)2 − tr(gradn)2)

where K1, K2, K3, K24 are material dependent Frank elastic constants, it can be seen that

the planar configuration of a straight, half-integer strength wedge disclination necessarily

results in at least one curve C in the plane connecting the core of the defect to the external

boundary such that the vector field n has to be discontinuous along C. If the discontinuity

were to be approximated by a thin region along C characterized by high gradients of the

director, the Oseen-Frank energy of the resulting configuration would yield a physically

unobserved region of very high energy density. One of our goals in this paper is to propose

a model that adequately resolves this problem by augmenting the director model by an

additional field. The resulting model is different from the Landau De-Gennes Q-tensor

model [MN14], and makes close connections to models of line defects in other fields, such

as crystal plasticity and phase transitions in solids.

The Oseen-Frank energy function is a quadratic function in the director field1 and its

gradients. With the half-integer defect as a motivation, it would seem that if director

discontinuity associated with the winding of the director by π radians were to be assigned

a vanishing energy cost, then progress may be made on modeling line defects. Mathemat-

ically, suppose that the director n winds by π radians over the distance l in the direction

of a unit vector p, where l is a parameter with physical dimensions of length. Associating

a zero energy cost to the jump of the director by π radians across the line perpendicular

1From here onwards, we will use the imprecise short-form of ‘director field’ to refer to the ‘director
vector field.’
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to p can be stated as a condition

0 = F(n,0) = F
(
n,

2n

l
⊗ p

)
= F(−n,−2n

l
⊗ p) ∀p (4.1)

as l → 0+. This is equivalent to demanding a zero energy cost for a flip of π radians over

a layer of width l in the limit of vanishing layer width. The second equlity in (4.1) stems

from the condition

FOF (n, gradn) = FOF (−n,− gradn)

arising from the head-tail symmetry of the nematic molecules2. As illustration, these

requirements mean there is no energy in the case shown in Figure 4.1(a) which is physically

equivalent to Figure 4.1(b) and Figure 4.1(c). For fixed n, this implies a multiple-well

structure of the energy density in the director gradient slot of F .

Figure 4.2 shows another justification for demanding nonconvexity of the energy-density.

It shows two spatial points in the nematic liquid crystal located close to each other, rep-

resented as the red dots (point 1 and point 2 ). The director at point 1 is assumed be

in the horizontal direction pointing to the right, shown as the black line. At point 2 , the

director is considered as a vector originating from this point 2 and rotates clockwise. The

angle between the director at point 1 and the director at point 2 is denoted as θ. First,

θ will increase from 0◦ to 90◦, represented as the blue angle in Figure 4.2, and the angle

α used to identify the angular separation and gradient for calculation of the the energy

density equals θ, which causes the energy density to increase. When the director rotation

passes 90◦, although the angle θ between the two directors keeps increasing, the angle α

used to calculate the energy density is π − θ (the orange angle in Figure 4.2) since phys-

ically the director has no direction. Thus, when θ increases from 90◦ to 180◦ the energy

2Of course, the choice of a flip by π radians in (4.1) is also intimately connected to head-tail symmetry
of the nematic molecules.
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(a) Director field, represented as a vector field,
changes direction through a layer in the center
of the body, but there is no disclination and the
energy is zero.
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(b) The equivalent case with a different vector
field.
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(c) The director field without artificial arrows.

Figure 4.1: Illustration of issues with representation of the director field by a vector field.
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Figure 4.2: Illustration of the reason for non-convexity of the energy density. The angle between
the director and its neighbor displays periodicity with change in direction.

density decreases. In addition, the energy density will reach its maximum when the angle

θ reaches 90◦.

High director gradients, uniform along layers, and with little energy cost from such

layers may be expected in models with the above nonconvexity in the energy density.

However, a state with a single disclination is the limit, as the layer width goes to zero,

of a continuous, global director configuration that has a high, uniform director gradient

in a section of a thin layer, transitioning to gradients of negligible magnitude in the rest

of the layer (the parts of the layer −l/2 < y < l/2 to the right and to the left of x = 0,

respectively, in Figure 4.3(e). Here 0 < l � 1.). The transition region in the layer is

the core of the disclination. Since the director configuration varies continuously, from its

value on the top of the section of the layer with non-negligible gradient to its value at

the bottom (of the same section of the layer) along any path going around the core, it

is easy to see that such a global configuration has to contain substantial total energy on

the whole (see Figure 4.3(e)). Since it is physically reasonable to expect such director

configurations to exist without imposed loadings, it is clear that the attainment of such

states cannot be a question of global energy minimization, and almost definitely not in a

model whose energy density is quadratic in the director gradients (as for example in the
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1-constant Oseen-Frank energy density approximation in Leslie-Ericksen theory). It is also

believed that disclination cores move under their mutual interaction, even in the absence of

applied loads, with speeds unrelated to causes of orientational or positional inertia of the

material. Indeed, the Ericksen-Leslie equations governing the director field are most often

used without any orientational inertia. Moreover, it seems reasonable to develop models

where motion of defects are allowed even in the absence of flow; as justification we quote

the following excerpt from Ericksen [Eri95], discussing parallel, straight disclinations:

“Saupe is very familiar with observations of disclinations of this kind, his own and those

made by others. Typically, they are observed in specimens contained between a cover plate

and a glass slide, in a polarizing microscope. Generally, they do move, but not alway[s]

rapidly. There are empirical rules, of a topological nature, for determining the kinds that

attract (or repel) each other, such as were discussed by Friedel [12], for example. As they

move, they cause little or no flow; experimentalists tell me that it is hard to detect any

so caused, although, they don’t doubt that, in principle, there is some.3 Dynamical theory

does involve viscous contributions, modifying the constitutive equations, etc., associated

with the time rate of change of the director as well as the velocity field. From what I

know of the theory and observations, I don’t believe that one can use equilibrium theory

to analyze these phenomena....”

Based on the above observations, it appears to us that accommodating general discli-

nation dynamics, including that of half-integer strength disclinations, within the structure

of Leslie-Ericksen theory or Ericksen [Eri91] is probably an unattainable goal. Thus, we

augment the kinematics (and dynamical structure) of Leslie-Ericksen theory with an addi-

tional field that allows for equilibria and motion of non-singular disclinations, as described

below.

We follow the primarily kinematical ideas presented in [PAD15] and restrict attention

to the planar case. We assume that the director n is a unit vector which therefore can be

3The italicization here is ours.
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parametrized with an angle field, i.e., n = cos θe1 + sin θe2. As in [PAD15] we introduce a

layer field λ. Furthermore, we assume that the energy E, depending on the fields grad θ

and λ, takes the form

E =

∫

V

[
K

2
| grad θ − λ|2 +

ε

2
| curlλ|2 + γf(λ)

]
dv. (4.2)

Here K > 0 is a constant parameter representing 1-constant Oseen-Frank elasticity. The

parameter ε := KCaξ2 depends on the disclination core width ξ > 0, a fundamental length

scale of the model, a non-dimensional parameter C to control the magnitude of the core

energy, and the width of the layer l = aξ, where a ≥ 0 is a non-dimensional scaling factor.

To allow for conventional expectations, we will accommodate the limit a→ 0 and still allow

for finite energy disclination solutions (recall that ξ > 0). The parameter γ is defined as

γ := 2PKk̂
aξ2

, with P being a non-dimensional penalty parameter, and k̂ := 1
2
. f is a multi-

well function with minima of wells at integer multiples of 2πk̂
aξ

. A typical candidate for the

function f that we use in this work is

f(λ) = 1− cos


2π

|λ|(
2πk̂
aξ

)


 = 1− cos


ξ|λ|

(
k̂

a

)−1

 . (4.3)

Thus |λ| = 2πk
aξ

for a strength-k disclination, where k is any integer-multiple of k̂ = 1
2
,

minimizes this symmetry related, non-convex energy density term.

The intuition behind why the energy (4.2) can serve to represent disclinations is as

follows. For a fixed specification of the field λ very similar to as specified in (4.6), it is shown

in detail in [PAD15] that the director and energy density fields of disclination defects are

well captured by a model whose static governing equation is the Euler-Lagrange equation

of the energy (4.2) for variations only in the field θ. All that then remains to be convinced

of is that the configuration of λ specified in (4.6) is close to one that extremizes the energy

(4.2), with the associated θ field being the solution of the Euler-Lagrange equation of (4.2)
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for θ-variations (i.e. the right-hand-side of (4.5)1). This is easy to see as the magnitude

of the λ field in (4.6) does lie in the wells of the function f . The term penalizing curlλ

in (4.2) smooths out the transition of λ within the layer, as does the elastic energy term

(the first term of the integrand in (4.2)4). This transition layer in curlλ within the layer

signifies the core region of a disclination, and the parameter ε characterizes the core energy

of the defect, with
√
ε roughly setting the core-width in the equilibrium solution. It is to be

noted that the core energy (i.e the second term in the integrand in (4.2)) does not penalize

the vertical gradients of the λ field in (4.6) across the horizontal boundaries of the layer.

The various parameters of the model have the following physical dimensions: [E] =

Force × Length, [K] = Force, [λ] = Length−1, [ε] = Force × Length2, [ξ] = Length,

[γ] = Force× Length−2.

To obtain the gradient flow equations, the first variation of the energy E is,

δE =

∫

V

{
K(θ,i − λi)δθ,i −K(θ,i − λi)δλi + εeijkeirsλs,rδλk,j + γ

∂f

∂λi
δλi

}
dv.

Integrate by parts and assume boundary terms to vanish. Then we obtain

δE =

∫

V

{
K(−θ,ii + λi,i)δθi +

(
γ
∂f

∂λk
−K(θ,k − λk)− εeijkeirsλs,rj

)
δλk

}
dv.

Extracting terms for θ and λ respectively, we obtain the evolution equations

∂θ

∂t
= M1K(θ,ii − λi,i)

∂λk
∂t

= M2

(
−γ ∂f

∂λk
+K(θ,k − λk) + εeijkeirsλs,rj

) (4.4)

Here M1 and M2 represent mobility coefficients. Their physical dimensions are [M1] =

V elocity × Length× Force−1 and [M2] = V elocity × Force−1 × Length−1.

To non-dimensionalize the above equations, we introduce the following dimensionless

4In this special case where λ is expected to have only one non-vanishing component.
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variables,

x̃i =
1

ξ
xi; s̃ = KM2t; γ̃ =

ξ2

K
γ =

2P k̂

a
; λ̃ = ξλ; ε̃ =

1

Kξ2
ε = Ca

Also, we assume M1 = M2ξ
2; this is justified by the fact that we view the gradient flow

equation for θ as simply a device to achieve equilibrium in θ with λ fixed. Indeed, in

all gradient-flow results presented in the following, we have checked our results to ensure

that they are invariant to solving directly for the equilibrium of θ for fixed λ. Then the

non-dimensionalized version of (4.4) reads as:

∂θ

∂s̃
= (θ,ii − λ̃i,i)

∂λ̃k
∂s̃

= −γ̃ ∂f
∂λ̃k

+ (θ,k − λ̃k) + ε̃eijkeirsλ̃s,rj

where f = 1− cos


|λ̃|

(
k̂

a

)−1

 .

After substituting the expressions for γ̃ and ε̃, the nondimensional evolution equations are

∂θ

∂s
= (θ,ii − λi,i)

∂λk
∂s

= −2P sin


|λ|

(
k̂

a

)−1

 λ̂k + (θ,k − λk) + Caeijkeirsλs,rj





in the body B (4.5)

where λ̂ is the unit vector in the direction of λ, and we have removed all tildes for conve-

nience. For the purposes of Section 4.4, all symbols henceforth represent non-dimensional

quantities.

In all that follows, we think of our computational solutions employing a > 0 as ap-

proximations of the limiting case a = 0 which assigns no physical significance to the layer.

In Section 4.4.5 we show that our equilibrium disclination solutions show a trend to finite

total energy even in that limit. Thus, the nondimensionalized model effectively has two
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non-dimensional constants, C,P .

4.4 Static results from gradient flow

We evaluate the gradient flow model by presenting results for straight wedge disclinations.

All calculations are done on a square domain of non-dimensional extent L×L with L = 50.

Unless otherwise specified, we assume a = 1, C = 1 and P = 20.

We compute results for four cases in this section, namely strength half disclinations

(k = ±0.5) and strength one disclinations (k = ±1). The initial condition for the layer

field for calculations in this section is defined as

λ =





−2kπ
a
e2, if |x2| < a

2
and x1 > 0

0, otherwise.

(4.6)

The initial condition on the θ field is based on Frank’s solution [Fra58],

θ = k tan−1

(
x1

x2

)
+Q (4.7)

where Q is a constant. Here, Q is set to be −π
4

and the range of the arctan function is

assumed to be [−3π
2
, π

2
].

A zero-moment boundary condition is imposed to solve for the θ field, for each given

λ. In the following calculations, θ at the boundary point (x1 = 25, x2 = −a
2
) is fixed to be

0.

4.4.1 Strength +1
2 disclination

For a positive half disclination, k = 0.5, the director rotates π radians clockwise while

traversing a loop clockwise from the bottom of the layer to the top, starting from an ori-
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entation of θ = π with respect to the positive x-axis at the bottom of the layer. The initial

prescription of the λ field is shown in Figure 4.3(a). λ2 is the only non-zero component

inside the layer and thus the director distortion field is not curl-free at the disclination core

where the layer terminates. Figure 4.3(b), 4.3(d) and 4.3(e) are computational equilibria

obtained from the gradient flow evolution from the initial conditions described in (4.7).

Equilibrium is considered achieved if the magnitudes of the ‘rates’ of evolution become less

than 10−4 for both θ and λ on the entire domain. The director field over the whole body

is represented with dashed line field in Figure 4.3(d). A magnified view of the core area is

shown in Figure 4.3(e).In this paper, the spacing of the dashed curves do not represent spac-

ing of the computational mesh. Figure 4.3(b) shows the energy density distribution for this

case. The energy is concentrated in the core and the location of the layer is energetically

‘invisible’.

Figure 4.4(a) shows the director field within the layer at l/L = 0.005. As shown in

Figure 4.4(a), the director field actually rotates within the layer but with no energy cost.

In the limit a → 0 this ‘rotation’ of the director field in the layer becomes ‘invisible’,

portraying a discontinuity without energy cost, except at the core which is physically

realistic.

4.4.2 Strength −1
2 disclination

For the negative half disclination k = −0.5, the director rotates π radians anticlockwise

while traversing a loop clockwise from the bottom of the layer to the top, starting from a

θ = π orientation with respect to the positive x-axis at the bottom of the layer. Figure

4.5(a) shows the initial condition on the λ field for this case. The prescribed value of

λ inside the layer has the same magnitude as for the positive half disclination, but with

opposite sign. Figure 4.5(d) shows the equilibrated director field over the whole body.

A magnified view of the core is shown in Figure 4.5(e). Figure 4.5(b) shows the energy
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(a) Plot of λ2 of initialization. λ is non-zero
only inside the layer, with λ2 as only non-
zero component.

(b) The energy density plot for this positive
half disclination.
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(c) Director field θ on the whole body at
l/L = 0.02.
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(d) Director field θ on the whole body at
l/L = 0.005.
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(e) Magnified view of the director field at l/L = 0.005 near
the core.

Figure 4.3: Results for strength +1
2 disclination.

167



−5 0 5

−2

−1

0

1

2

(a) Magnified view of the equilibrated director field near the layer for + 1
2 disclination.

The director turns in the layer but the corresponding energy is as it should be.

(b) Magnified view of the energy density on the same scale as 4.4(a).

Figure 4.4: Magnified view of director field and energy density field near the layer for a +1
2

disclination at l/L = 0.005.
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density distribution for the equilibrium of this case.

4.4.3 Strength ±1 disclination

Now consider k = ±1, which implies a director rotation of 2π radians across the layer.

Following the definition of λ, we can prescribe λ fields for one disclination as well. Figure

4.6 presents the equilibrated director results of ±1 disclinations. Since strength ±1 discli-

nations contain higher energy than the sum of the total energies of two half disclinations,

strength ±1 disclinations are not stable and tend to dissociate into two strength ±1
2

discli-

nations. The capability of our model in representing this physical process will be discussed

in Section 4.6.4.

4.4.4 Comparisons with Frank’s analytical solution

The angle of the director field with the x1 axis in Frank’s solution [Fra58] is

θ = K tan−1

(
x1

x2

)
+ q

where q is a constant. For the purpose of evaluating the energy for the domain involved,

it suffices to consider grad θ given as

K

r2
(−x1e1 + x2e2).

Thus the energy density variation along the x1 axis of the domain for this solution is

ψ =
1

2
| grad θ|2 =

K2

2

(
1

x1

)2

.

Figure 4.7 shows the various contributions for the energy density in our model, as well as

a comparison of the energy density field with that of the Frank analytical solution.
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(a) Plot of λ2 of initialization. λ is non-zero
only inside the layer where λ2 is the only
non-zero component. Compared to the pos-
itive half disclination 4.3(a), λ in this case
has the same magnitude but opposite sign.

(b) The energy density plot for this strength
− 1

2 disclination.
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(c) Director field θ on the whole body at
l/L = 0.02.
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(d) Director field θ on the whole body at
l/L = 0.005.
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(e) Magnified view of the director field at l/L =
0.005 near the core.

Figure 4.5: Results for strength −1
2 disclination.
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(a) Director field θ for a +1 disclination.
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(b) Director field θ for a −1 disclination.

Figure 4.6: The equilibrated director results for ±1 disclinations.

The energy density should decay as 1/r2 when moving away from core where r is the

distance from core. In Figure 4.7, the black line is the energy density along the horizontal

axis from the Frank analytical solution, labeled as Frank analytical solution; the red

line is the contribution of the energy density from the Oseen-Frank part K
2

(grad θ − λ)2

in our model, labeled as OF part; and the blue line is the whole energy density from

our model, labeled as Whole energy density. The overall comparisons as well as the

comparisons near the core area for both +1/2 and +1 disclinations are presented in Figure

4.7. These comparisons show good agreement between the energy density and that of the

Frank analytical result outside the core. Inside core, our results are nonsingular while

the Frank analytical results blow up. Figure 4.8 shows the energy density comparisons

for strength +1/2 disclination along the y axis. The energy densities are symmetrically

distributed along both the x and y axes and they show good agreement with the Frank

solution. The profiles for strength −1
2

and strength −1 disclinations also follow the correct

trends.

Figure 4.9 shows a convergence study of our approximate solutions for the energy

density along the x-axis for the +1/2 disclination. In Figure 4.9, the lines of different color
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(a) Overall energy density comparison along
x axis for strength + 1

2 disclination.
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(b) Energy density comparison along x axis
near strength +1

2 disclination core.
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(c) Overall energy density comparison for
strength +1 disclination.
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(d) Energy density comparison near
strength +1 disclination core.

Figure 4.7: Energy density comparisons between Frank analytical results and our results along
x axis, in both overall domain and near-core area, indicating a good agreement.
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(a) Overall energy density comparison along
y axis for strength + 1

2 disclination.
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(b) Energy density comparison along y axis
near strength +1

2 disclination core.

Figure 4.8: Energy density comparisons between Frank analytical results and our results of
+1/2 disclination along y axis, for both the overall domain and near-core area, indicating a good
agreement.

represent mesh sizes from 1 to 0.1. For a fixed problem defined in Section 4.4.1, the energy

density results converge with mesh refinement.

4.4.5 Variation of total energy as a function of layer thickness

For nematic disclinations, a layer where the director vector ‘unwinds’ is to be considered

as an approximation to the physical case of a sharp discontinuity in the director vector

field. Thus it is necessary to demonstrate, at least approximately, that in the limit a→ 0

the total energy of the body with a disclination remains non-zero but finite.

Recall the nondimensionalized energy in this work takes the form

E =

∫

V

[
1

2
| grad θ − λ|2 +

Ca

2
| curlλ|2 +

2P k̂

a
f(λ)

]
dv.

Figure 4.10 is a the plot of total non-dimensional value for a +1
2

disclination as a tends to

zero. The red line, labeled as Whole, is the value of total non-dimensional energy E; the
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Figure 4.9: Energy density plots along layer direction with different meshing. In the legend, the
form a× b represents the element size, where a is the element size in the x direction and b is the
element size in the y direction. The domain size is 50× 50. The inset plot is a magnified view at
the center of the core. The energy density results converge with mesh refinement.
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Figure 4.10: Trends of different parts of the total energy as the layer width tends to zero. The
total energy as well as the individual contributions converge as a tends to zero.

blue line, labeled as Elastic, is the contribution from 1
2
| grad θ−λ|2; the black line, labeled

as Core, is the contribution from Ca
2
| curlλ|2; and the green line, labeled as Symmetry, is

the contribution from 2P k̂
a
f . This plot shows that the total energy as well as the individual

contributions converge as a tends to zero. The circles represent values obtained from

the calculations at different l/L ratios. The total non-dimensional energy shows a trend

of converging to a finite value of 1.915; the Frank elastic contribution part converges to

17.5% of the total energy; the contribution from the disclination core converges to 69.3%

of the total energy; and the contribution from the symmetry-related component converges

to 13.2% of the total energy.

4.4.6 Shortcoming of the gradient flow dynamics for this energy

function

In spite of the fact that the gradient flow method for this energy works very well in the

computation of defect equilibria as demonstrated in Sections 4.4.1 - 4.4.3, it is not able to

predict the motion of disclinations. To illustrate this point, we consider disclination anni-

hilation as an example. Figure 4.11(a) shows the corresponding initial |λ| field, i.e., a half

disclination dipole is prescribed within the layer as initial condition. Figure 4.11(b) shows
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(a) Initial prescription for |λ| field.
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(b) Initial prescription for θ field.

the initialization of the θ field, where the red dot represents a strength +1/2 disclination

and the green dot represents a strength −1/2 disclination core.

The physical expectation is that on evolution those two disclinations merge with each

other and annihilate, leaving no energy in the end. Recall that for the equilibrium solutions,

P = 20. With this relatively high penalty on the non-convex term, we find that while

the two oppositely charged disclinations evolve to their equilibrium configurations, they

simply do not evolve from their equilibrium positions and annihilate, contrary to physical

expectation. This can be understood as follows: invoking a dynamical process for the

evolution requires continuous evolution in time of the fields at any spatial point. For

a disclination to move, the value of |λ| at a spatial point ahead of the core has to rise

continuously from 0 to 2πk/a (for a prescribed value of k) over a finite time interval.

However, for the intervening states in this path, states that are not minima of the wells of

the function f have to be sampled, and this leads to a large energy barrier - for large P -

that has to be overcome by the driving forces arising from director gradients (grad θ). What

occurs in the calculations is that large restoring energetic forces arise from the multiwell

term that forces the spatial point (just ahead of the core) to stay at the minima of the

0-well of the function f . Hence the disclination cannot move.
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(c) Director field θ for the disclination an-
nihilation problem using the gradient flow
method.

(d) Energy density in relaxed state achieved
by the gradient flow calculation.

Figure 4.11: Director field and energy density plot for disclination annihilation using the gradi-
ent flow method. The two white lines are artificially inserted to display the top and bottom layer
boundaries. The results from the gradient flow calculation do not match physical expectation.

A natural remedy then is to think of reducing the penalty on the non-convex term -

giving it the flavor of a physical component of the total energy function rather than an

artificial mathematical device to represent a constraint limiting |λ| values to discrete states.

To this end, we set P = 2. This raises another problem. The results from the gradient flow

clearly do not match our expectation; there is a clear energy pattern near the core area, as

observed in Figure 4.11(d), where the two white lines are artificially inserted to display the

top and bottom layer boundaries. Even worse, there is a large area outside the layer where

the corresponding director profile is inhomogeneous, as shown in Figure 4.11(c). Clearly,

the physical expectation is that the disclinations should annihilate moving in a straight

line leaving behind a homogeneous director field with horizontal orientation everywhere

except the layer, and zero energy everywhere (including the layer). This does not happen

because with a lower penalty, λ can evolve from 0, not only along the layer but elsewhere

as well wherever there is a driving force, and, indeed, since there are director gradients

outside the layer where |λ| = 0, there is no impediment to growth of λ at such points, since
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a steady state of (4.5)1 is given by θ,i = λi, up to constraints posed by Dirichlet boundary

conditions as well as the incompatibility of the field λ.

4.5 A dynamic model for nematic disclinations in 2D

We seek an alternative to the gradient flow dynamics of the energy (4.5) to model ener-

getically driven disclination dynamics. We follow the ideas in [AD13] motivated from the

field of dislocation dynamics in solids to derive an appropriate model for the dynamics

of straight wedge disclinations (a 2d model,) based on the statements of balance of mass,

linear and angular momentum, the second law of thermodynamics, and a conservation

statement for topological charge of these lines. We first show the derivation of the general

2D theory, and then derive a simple layer model from the theory as a particular example.

In this section, λ and θ have the same meanings as in Sections 4.3.

4.5.1 Derivation for general 2D case

As before, we assume that the energy E is given in the form of

E =

∫

V

[ψ(grad θ − λ, curl(λ)) + γf(λ)]dv,

where γ = 2PKk̂
aξ2

with the same definition as in Section 4.3, f is a multi-well function with

wells at 2πk̂
aξ

, with a→ 0. For the sake of numerical approximation, we shall choose a as a

positive scalar that allows us to approximate director discontinuities of infinite magnitude.

k = nk̂ (n can be any integer) is the disclination strength. To be concise in the following

derivations, we denote

e := grad θ − λ

b := curl(e).
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b = curl(grad θ − λ) represents the departure of the director distortion from being the

director gradient. In the absence of defects, e = grad θ and hence b = curl(grad θ) = 0.

Thus, b is considered as the defect field.

Balancing the content of topological charge carried by defect lines within arbitrary area

patches, a conservation law for the defect field [AD13] emerges in the form

∂b

∂t
= − curl(b× v)

− curl

(
∂λ

∂t

)
= − curl(b× v)

∂λ

∂t
= b× v.

The mechanical dissipation is the conversion of mechanical energy into heat, namely the

difference between external power supplied to the body and the sum of the total rate of

change of kinetic energy and the rate of change of free energy. In this case, the dissipation

reads as (we ignore kinetic energy and flow here for simplicity)

D =

∫

∂V

θ̇mνda−
∫

V

ψ̇dv −
∫

V

γḟdv ≥ 0.

where ν is the normal vector on the boundary ∂V and m is the moment given by Λᵀe3

with Λ is the couple stress tensor. In the following, superposed dots are meant to represent

material time derivatives (in the language of continuum mechanics), but since we are

ignoring flow, they are identical to spatial time derivatives. Apply the divergence theorem

to the dissipation and require the second law of thermodynamics to be in effect to obtain

D =

∫
{(θ̇mi),i − ψ̇ − γḟ}dv ≥ 0

⇒ D =

∫ (
mi −

∂ψ

∂ei

)
θ̇,i −

(
−∂ψ
∂ei

λ̇i +
∂ψ

∂bi
ḃi + γ

∂f

∂λi
λ̇i

)
dv ≥ 0.

Since nematic elasticity has to be recovered by the model, (mi− ∂ψ
∂ei

)θ̇,i = 0 is necessary for
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every possible θ̇,i when dissipative mechanisms are inoperative (i.e. λ̇ = 0⇒ ḃ = 0). Thus,

to satisfy this requirement, we choose mi = ∂ψ
∂ei

, and perform the following manipulations:

∫
−
[
−∂ψ
∂ei

λ̇i +
∂ψ

∂bi
ḃi + γ

∂f

∂λi
λ̇i

]
dv ≥ 0

∫
−
[
−∂ψ
∂ei

(b× v)i +
∂ψ

∂bi
(−eijk(b× v)k,j) + γ

∂f

∂λi
(b× v)i

]
dv ≥ 0

∫
−
[
−∂ψ
∂ei

(b× v)i +

(
∂ψ

∂bi

)

,j

(eijk(b× v)k) + γ
∂f

∂λi
(b× v)i

]
dv ≥ 0

∫ [
∂ψ

∂ek
ekrsbrvs +

(
curl

∂ψ

∂b

)

k

ekrsbrvs − γ
∂f

∂λk
ekrsbrvs

]
dv ≥ 0

∫ {
ekrs

[
∂ψ

∂ek
+

(
curl

∂ψ

∂b

)

k

− γ ∂f
∂λk

]
br

}
vsdv ≥ 0.

Based on the second law of thermodynamics, we need to ensure a non-negative dissipation

as stated in the above inequality. To fulfill this requirement, the simplest and most natural

choice is to require

v parallel to

[
m+ curl

∂ψ

∂b
− γ ∂f

∂λ

]
× b.

It is characterized in the most simple of circumstances by choosing v of the form

v =
1

Bm|b|m
[(
m+ curl

(
∂ψ

∂b

)
− γ ∂f

∂λ

)
× b
]

with m = 0 and Bm is a material constant required on dimensional grounds. The pa-

rameter m can probe different types of behaviors. With this choice of v, we can verify

that the dissipation is larger or equal to zero globally, which means the second law of

thermodynamics is satisfied by our model.
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Recall that

∂b

∂t
= − curl(b× v)

∂λ

∂t
= b× v.

(4.8)

After substituting v in (4.8), the evolution equations for b and λ can be written as

∂b

∂t
= − curl

[
b× 1

Bm|b|m
{(
m+ curl

(
∂ψ

∂b

)
− γ ∂f

∂λ

)
× b
}]

∂λ

∂t
=

1

Bm| curlλ|m curlλ×
[(
m+ curl

(
∂ψ

∂(curlλ)

)
− γ ∂f

∂λ

)
× curlλ

]
.

(4.9)

We have ignored flow, and assume that balance of linear momentum and mass are trivially

satisfied. Balance of angular momentum, assuming no director momentum is given by

div(m) = 0.

This reduces to the governing equation

div(grad θ − λ) = 0. (4.10)

The utility of (4.9) over the gradient flow dynamics (4.5) is the presence of a non-vanishing

curlλ in the evolution of the λ field in (4.9)2. At spatial points where λ is zero and

curlλ = 0, λ cannot evolve (regardless of the value of the penalty parameter P ); however,

at the boundaries of the core region where one might expect λ = 0 but curlλ 6= 0, evolution

is possible allowing motion of the core.
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4.5.2 A ‘layer’ model

4.5.2.1 Model description

Based on the above formalism for the general 2-d case, we build a simple layer model

to explore several physically fundamental behaviors of disclination defects. The model is

directly adapted from [AZ15] that was developed for dislocation dynamics in solids, with

a translation for symbols representing the different fields in the two models.

In the following, we will interchangeably refer to the coordinates x1 as x and x2 as y.

A subscript x, y, or t, even when not following a subscript comma, will refer to partial

differentiation with respect to those independent variables.

The fundamental assumption is that disclinations are allowed to move in a horizontal

line, regularized here to a thin layer (with the correct scaling properties so that total

energy remains finite even in the limit a→ 0). Consider a square geometry with a layer L

of thickness l = aξ, as shown in Figure 4.12,

V = {(x, y) : (x, y) ∈ [−L/2,+L/2]× [−L/2,+L/2]}

L = {(x, y) : (x, y) ∈ [−L/2,+L/2]× [−l/2,+l/2]}

0 ≤ l < L, L > 0.

The stored energy density function takes the same form as (4.2). Then the dissipation

can be written as

D =

∫

L

(
K(grad θ − λ)− γ ∂f

∂λ

)
: λ̇dv +

∫

L

∂ψ

∂b
: curl(b× v)dv

D =

∫

L

(
K(grad θ − λ)− γ ∂f

∂λ

)
: (b× v)dv +

∫

L
curl

(
∂ψ

∂b

)
: (b× v)dv +

∫

∂L

∂ψ

∂b
: (b× v)× νda

where λ̇ = b× v, ḃ = − curl(b× v), b = − curlλ, and ν is the unit normal vector of the

layer boundary.
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Figure 4.12: Geometry for layer problem. λ has only non-zero component λ2 inside the layer.

In this model, we assume λ takes the form

λ(x, y, t) =





φ(x, t) e2, in the layer (|x2| < l
2
)

0, otherwise.

Therefore b is also non-zero only in the layer, with component form

b = − curlλ = −eijkλk,jei = −e321λ2,1e3 = −φxe3

curl b = eijkbk,jei = e213b3,1e2 = φ11e2.

We assume v to be of the form,

v = v1(x, y, t)e1 =: v(x, t)e1.
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Substitute λ in f (4.3),

f = 1− cos


ξ|φ|

(
k̂

a

)−1

 .

We assume boundary condition φx(±L
2
, t) = 0. From ḃ = − curl(b× v), we have

φt(x, t) = −φx(x, t)v(x, t).

Since b × v points in the direction of e2, the same direction of ν, then (b × v) × ν = 0.

Thus, only the layer is relevant for the dissipation and this becomes

D =

∫

L
v(x, t)

[
K(θy − φ)− γ ∂f

∂φ
+ εφxx

]
(−φx)dv

We note that all terms in the above equation depend only on the x coordinate except for

θy which also depends on the y coordinate. To build the simplest possible model consistent

with thermodynamics, it is essential to average (θy − φ) over the layer[AZ15]. For any

feasible v(x, t), the dissipation can be rewritten as

D =

∫

L
v(x, t)

[
τ(x, t)− γ ∂f(φ(x, t))

∂φ(x, t)
+ εφxx(x, t)

]
(−φx(x, t))dv +R

where

R =

∫

L
v(x, t)[θ2(x, y, t)− φ(x, t)− τ(x, t)](−φx(x, t))dv.

If we make the choice

τ =
K

aξ

∫ aξ
2

−aξ
2

(θy(x, y, t)− φ(x, t)) dy,

it is immediate that R = 0 due to the definition of τ . We make the constitutive assumption
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for the velocity as

v(x, t) =
−1

Bm|φx|m
{φx[τ − τ b + εφxx]}

∂φ

∂t
=
|φx|2−m
Bm

(
τ − τ b + εφxx

)

where τ =
K

aξ

∫ aξ
2

−aξ
2

(θy − φ)dy; τ b = γ
∂f

∂φ
; f = 1− cos


ξ|φ|

(
k̂

a

)−1

 .

Here, Bm is a non-negative coefficient characterizing energy dissipation with physical di-

mensions depending on m. The parameter m can be chosen to probe different types of

behavior. Especially, the model for m = 2 is the analog of the gradient flow case (4.5)

with layer restriction. m = 0 has been shown to demonstrate possible pinning of defects

in computational experiments [ZAWB15].

By choosing the following dimensionless variables

x̃ =
1

ξ
x; ỹ =

1

ξ
y; ε̃ =

1

Kξ2
ε = Ca; τ̃ =

ξ

K
τ ; τ̃ b =

ξ

K
τ b;

s̃ =
K

ξ4−2mBm

t; φ̃ = ξφ

we arrive at the dimensionless governing equations as described below.





θx̃x̃ + θỹỹ − φ̃ỹ = 0 in V
∂φ̃

∂s̃
= |φ̃x̃|2−m

(
τ̃ − τ̃ b + ε̃φ̃x̃x̃

)
in L.

After removing tildes for simplicity, the dimensionless system that governs the problem

reads as
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



θxx + θyy − φy = 0 in V
∂φ

∂s
= |φx|2−m

(
τ − τ b + Caφxx

)
in L

(4.11)

where

τ =
1

a

∫ a/2

−a/2
(θy − φ) dy, τ b = 2P sin


|φ|

(
k̂

a

)−1

 .

The corresponding numerical scheme for the above dimensionless system is developed

in Appendix I.

4.6 Disclination annihilation, repulsion, and dissocia-

tion

We explore several disclination dynamic cases (in the absence of flow) within the 2D layer

model. The domain is shown in Figure 4.12 with geometry 50× 50. The parameter a = 1

is assumed the same as in the gradient flow simulations. The layer field λ is prescribed and

restricted within a thin layer whose thickness is a, so that the disclination can only move

along the x direction. The penalty parameter P is set to 1 (recall that in the gradient flow

simulations P = 20, and P = 2 was unsuccessful in recovering physically expected equilib-

ria). In the following, we will demonstrate and discuss results on disclination annihilation,

repulsion, and dissociation.

In this section, all cases are calculated from φ evolution equations with m = 0, unless

otherwise mentioned.
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(a) Initialization of φ for disclination annihilation.
A φ field corresponding to a strength + 1

2 and a
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2 disclination is prescribed.
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(b) Director field corresponding to the initialized
φ.

Figure 4.13: Initialization for the disclination annihilation problem.

4.6.1 Disclination annihilation

We start with disclination annihilation, which the gradient flow approach failed to predict

in Section 4.4.6. Even in this dynamic ‘layer problem’, if P = 20, and m = 2 (i.e. the

analog of the gradient flow in the layer case), we find that, as expected, the oppositely

charged disclinations do not annihilate. Within the layer ansatz and now setting P = 1,

initially, a disclination dipole, i.e., two disclinations with opposite signs of +1
2

and −1
2
,

is prescribed as shown in Figure 4.13(a). The horizontal axis in Figure 4.13 represents

the x axis along the layer and the vertical axis shows the magnitude of φ. Figure 4.13(b)

shows the director field corresponding to the initialized φ prescription obtained by solving

(4.11)1. Figure 4.14 shows the snapshots of defect movement during the simulation. The

vertical axis shows the gradient of φ along the layer (φx), representing the location of the

core. Different colors represent the results at different times and at each time two opposite

bumps are interpreted as a disclination dipole because curlλ = −b = φxe3. As time

evolves, these two cores move toward each other, and finally merge. In the final result, the

disclination dipole annihilates and no disclination exists in the body.

Figure 4.15 shows the snapshots of the director field at different times and their cor-

responding energy density fields at that time. Both the director snapshots and energy

density plots show that the disclination dipole annihilates in the end, which leads to zero
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Figure 4.14: φx snapshots at different time steps. The bumps represent disclination cores. The
disclination dipoles eventually annihilates.

energy.

4.6.2 Disclination repulsion

The difference between the disclination repulsion and annihilation is that now two discli-

nations with the same sign are used in the initial condition, as shown in Figure 4.16(a).

Figure 4.16(b) shows the director field corresponding to the initial φ prescription. Figure

4.17 represents the motions of the disclination cores during the dynamic simulation. We

observe that the two disclinations move apart due to the repulsive force of elastic origin

between them.

Figure 4.18 shows the director snapshots and energy density plots for disclination re-

pulsion at different time steps.

4.6.3 Velocity profiles with separation distance in different m

cases

Figure 4.19 compares the the velocity versus dipole separation relationship of a single

disclination in a dipole field, with the expected result from the linear theory of defects

[Esh80]. In each case, the two disclinations are initialized with a separation distance of 50
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(a) Director snapshot at t=0. (b) Energy density plot at t=0.
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(c) Director snapshot at t=1. (d) Energy density plot at t=1.
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(e) Director snapshot at t=1.2. (f) Energy density plot at t=1.2.

−20 −10 0 10 20

−10

−5

0

5

10

(g) Director snapshot at t=1.25. (h) Energy density plot at t=1.25.

Figure 4.15: Snapshots for the director field and energy density at different time steps. The
disclination dipole merges and annihilates.
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(a) Initialization of φ for disclination repulsion.
A φ fields corresponding to a pair of strength − 1

2
disclinations is prescribed.
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(b) The director field corresponding to the initial-
ized φ.

Figure 4.16: Initialization for disclination repulsion.
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Figure 4.17: φx snapshots at different time steps. The disclination dipole moves apart.
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(a) Director snapshot at t=0. (b) Energy density plot at t=0.
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(c) Director snapshot at t=1. (d) Energy density plot at t=1.
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(e) Director snapshot at t=5. (f) Energy density plot at t=5.
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(g) Director snapshot at t=20. (h) Energy density plot at t=20.

Figure 4.18: Snapshots for the director field and energy density at different time steps. The two
disclinations move apart and repel each other.
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in a body of 100 × 100. a is set to be 0.5 in these cases. The core locations are marked

at every 200 time steps and the physical discrete time at these instants is recorded. This

allows the determination of the (absolute) velocity of (any) one disclination in the dipole

pair as a function of the separation distance, as shown in Figure 4.19. In (4.11), τ serves

as the driving force for the disclination motion. The driving force on one disclination of

the dipole core is generated from the elastic interaction with the other disclination, which

scales like the reciprocal of the separation distance according to the linear theory of defects.

Hence, the motion of the disclinations slows down as the separation distances increases. In

Figure 4.19, the red line presents a trend of 1/r while the blue line represents the velocity

of one disclination. Figure 4.19(a) shows the relationship between velocity and separation

distance in the m = 1 case. Thus, the velocity matches with 1/r trend very well in this

case. Figure 4.19(b) shows the relationship between velocity and separation distance in

m = 2 case. In this case, the velocity is the largest of all the three cases and matches

1/r trend in the large separation distance range. Within the separation distance from 5

to 15, the disclinations begin to annihilate. For m = 0 case, the disclinations are found

not to move until the separation distance is less than 35. Figure 4.20 shows the velocity

profile of the m = 0 case. It shows that the velocity does not match the 1/r very well

when the separation distance is small but has a better agreement with 1/r trend as far

away separation distance.

We note here that there is no reason, a-priori, for the velocity in our nonlinear, dy-

namic model to match the expected result from the notion of ‘non-Newtonian forces’ of

static defect theory [Esh80, Eri95] but our results demonstrate that to a large extent there

is consonance between our results and that of traditional defect theory. However, the dif-

ferences are noteworthy as well - in particular the emergence of apparent ‘intrinsic pinning’

in a translationally-invariant pde model (cf.[ZAWB15] where the details of this phenomena

are investigated in greater detail) for the case m = 0, the most natural kinetic model in

our setting.
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(a) Velocity variation of one disclination in a dipole as a function
of separation distance. m = 1.
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(b) Velocity variation of one disclination in a dipole as a function
of separation distance. m = 2.

Figure 4.19: Relation between velocity and the separation distance for m = 1 and m = 2.
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Figure 4.20: Velocity variation of one disclination in a dipole as a function of separation
distance. m = 0.

193



−25 −20 −15 −10 −5 0 5 10 15 20 25

−6

−4

−2

0

2

4

6

x

φ

(a) Initialization of φ for strength +1 disclination
splitting. A φ field corresponding to strength +1
disclination is prescribed.
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(b) Director field corresponding to initialized φ.

Figure 4.21: Initialization for strength +1 disclination dissociation.

4.6.4 Disclination dissociation

We model the process of a strength-one disclination dissociating into two strength-half

disclinations. Dissociations of a positive and a negative strength-one disclination are sim-

ulated.

We prescribe a strength +1 disclination at the center of the body as shown in Figure

4.21(a). Figure 4.21(b) shows the director field corresponding to the initial λ. The initial

condition on the θ field is generated by solving for moment equilibrium using the Neumann

boundary condition on the director field corresponding to the moment distribution on the

boundary generated from the exact solution for a strength +1 disclination in an infinite

medium. During evolution, a 0-moment Neumann boundary condition is imposed. Figure

4.22 shows how the strength +1 disclination splits into two +1/2 disclinations. We observe

that the strength +1 disclination first splits into two strength +1/2 disclinations and then

these two strength +1/2 disclinations move apart and repel each other.

Similarly, the director field behaviors are shown in Figure 4.23. Initially, the director

field represents a strength +1 disclination. And then it splits into two strength +1/2

disclinations from the core and these two disclinations are both subject to repulsion. From

the energy density plots, we can also see that the energy core splits into two cores and

these two energy cores repel each other.
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Figure 4.22: φx snapshots at different time steps. It shows one +1 disclination splits into two
+1/2 disclinations and these two disclinations repel each other.

The splitting of a strength −1 disclination is similar. We prescribed a strength −1

disclination at the center of the body as shown in Figure 4.24(a) and the boundary condi-

tions were set up following exactly the procedure for the previous case, accounting for the

change in strength of the disclination. Figure 4.25 shows the process of the strength −1

disclination splitting into two strength −1/2 ones.

Figure 4.26 shows the process of the strength −1 disclination dissociating into two

strength −1/2 disclinations in terms of the director field. From both the director field

snapshots and energy density plots, we can see that the dissociation process is qualitatively

similar to the strength +1 disclination dissociation.
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(a) Director snapshot at t=0. (b) Energy density plot at t=0.
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(c) Director snapshot at t=0.25. (d) Energy density plot at t=0.25.
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(e) Director snapshot at t=1. (f) Energy density plot at t=1.
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(g) Director snapshot at t=1.5. (h) Energy density plot at t=1.5.

Figure 4.23: Snapshots for director field and energy density at different time steps. One discli-
nation splits into two half disclinations and these two disclinations repel each other.
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(a) Initialization of φ for −1 disclination dissocia-
tion. φ fields corresponding to strength −1 discli-
nation is prescribed.
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(b) Director field corresponding to initialized φ.

Figure 4.24: Initialization for strength −1 disclination dissociation.
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Figure 4.25: φx snapshots at different time steps. It shows −1 disclination splits into two −1/2
disclinations and these two disclinations repel each other.
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(a) Director snapshot at t=0. (b) Energy density plot at t=0.
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(c) Director snapshot at t=0.25. (d) Energy density plot at t=0.25.
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(e) Director snapshot at t=1. (f) Energy density plot at t=1.
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(g) Director snapshot at t=1.5. (h) Energy density plot at t=1.5.

Figure 4.26: Snapshots for director field and energy plot at different times. One disclination
splits into two half disclinations and these two disclinations repel each other.
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4.6.5 Invariance of disclination dissociation with different λ ini-

tializations

In Section 4.6.4, the initialization of λ for the k-strength disclination dissociation is given

as

λ =





−kπ
a
e2, if |y| < a

2
and x ≥ 0

kπ
a
e2, if |y| < a

2
and x < 0

0, otherwise.

In this Section, we will consider a different λ initialization as follows

λ =





−2kπ
a
e2, if |y| < a

2
and x ≥ 0

0, otherwise,

in order to probe the extent of the dependence of the dissociation phenomena, i.e. defect

core dynamics affected by the evolution of the couple stress field in the body, on the fine

details of the layer field (λ) evolution.

This new initialization can be achieved by applying a kπ
a

shift on the original λ field

within the layer, while keeping the ‘jump’ of λ within the layer same equal to 2kπ
a

. Figure

4.27(a) shows the new φ initialization for +1 disclination dissociation, and Figure 4.27(b)

is the director field corresponding to the φ initialization. Figure 4.27(c) and Figure 4.27(d)

show the results of dissociations of strength +1 disclination. With the new initialization,

the single strength +1 disclination still dissociates into two +1
2

disclinations. Figure 4.28

shows the |λ| evolutions with two different φ initializations, and the comparison of φ and φx

at different time steps during the +1 disclination dissociation. In Figure 4.28, the solid lines

represent the results from the “old” initialization applied in Section 4.6.4, while the broken

lines represent the results from the new initialization. Although |λ| and φ are different

at every time step, φx maintains the same profile during the whole dissociation process,
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(a) Initialization of φ for +1 disclination dissoci-
ation. Difference with the initialization shown in
Figure 4.21(a) is to be noted.
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(b) Director field corresponding to the initialized
φ. The result is identical to that shown in Figure
4.21(b).
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(c) φx snapshots at different time steps, showing
the splitting of the +1 disclination.
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(d) A director snapshot after a +1 disclination
has dissociated into two +1/2 disclinations.

Figure 4.27: Initialization and results for +1 disclination dissociation with the new λ initial-
ization. The dissociation process is the same as the one in Section 4.6.4.

which shows that the dissociations are the same with these two different λ initializations.

The −1 disclination dissociation shows the same results. The +1 disclination splits into

two +1/2 disclinations and the −1 disclination splits into two −1/2 disclinations. Thus,

although the initializations are different, the dissociation processes of ±1 disclinations are

same as before.

This example shows that to the extent that two λ evolutions maintain identical discli-

nation fields, the dynamics and energetics of the defect field, at least at an overall ‘macro-

scopic’ observational level, appears to be unaltered. This fact has important modeling

implications, as will be discussed in the last Section 4.8.
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(a) |λ| evolution during disclination dissociation
with φ initialization defined in Section 4.6.4.

(b) |λ| evolution during dissociation of a +1
disclination from the new φ initialization.
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(c) φ comparison for +1 disclination dissociation.
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(d) φx comparison for +1 disclination dissocia-
tion.

Figure 4.28: The comparisons of |λ|, φ and φx for a strength +1 disclination dissociation.
The dashed lines are the results from the “old” initialization defined in Section 4.6.4 and Figures
4.21(a),4.21(b) and 4.22. Although the |λ| evolutions and φ are different, the φx prfiles are
identical during the whole process.
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4.7 Modification of the gradient flow dynamics to deal

with disclination motion

In Section 4.4.6, we have shown that the gradient flow dynamics cannot deal with discli-

nation motion. In this section, motivated by the insights gained from the disclination

dynamics model in Sections 4.5 and 4.6, we suggest a modification to the gradient flow

dynamics to enable it to solve physically realistic disclination dynamics problems. Recall

the evolution equation (4.9) in the general disclination dynamic theory:

∂λ

∂t
=

1

Bm| curlλ|m curlλ×
[(

grad θ − λ+ curl

(
∂ψ

∂ curlλ

)
− γ ∂f

∂λ

)
× curlλ

]

=
| curlλ|2−m

Bm

curlλ

| curlλ| ×
[(

grad θ − λ+ curl

(
∂ψ

∂ curlλ

)
− γ ∂f

∂λ

)
× curlλ

| curlλ|

]
.

We notice that the term grad θ − λ+ curl
(

∂ψ
∂ curlλ

)
− γ ∂f

∂λ
in this evolution equation is the

same as the right-hand-side of the gradient flow dynamics (4.5). As mentioned earlier, a

salient feature of the curlλ multiplier allows evolution only at points where curlλ is non-

zero, i.e. in the core and immediate vicinity of the core. Thus, instead of using the regular

gradient flow evolution of Section 4.4.6, we modify the λ evolution equation as follow:

∂λ

∂s
= H(| curlλ| − T )

[
grad θ − λ+ curl

(
∂ψ

∂ curlλ

)
− γ ∂f

∂λ

]
.

where T is a prescribed threshold and the Heaviside step function is set to be

H(x) =





0 x < 0

1 x ≥ 0.
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In other words, the layer field is evolved according to

dλk
ds

=





− δW
δλk

= −γ ∂f
∂|λ|

1
|λ|λk + θ,k − λk + εeijkeirsλs,rj if | curlλ| ≥ T

0 otherwise.

Based on the above modified evolution equation, we recalculate the disclination anni-

hilation case. The results are shown in Figure 4.29(c) and (d). Compared to the energy

density and director results from Section 4.4.6, the energy density as well as the director

results obtained from the modified evolution equations, shown in Figure 4.29(c) and (d),

are much more reasonable, matching physical expectation.

4.8 Some observations

We conclude with three further observations.

Figure 4.30 shows a comparison of the norm of two different λ fields for the +1/2

disclination. Figure 4.30(a) is the norm field of the new λ prescription and Figure 4.30(b)

shows the norm of the λ field given in Figure 4.3. The curlλ fields are identical in these

two λ settings. Figure 4.31 shows the director pattern and energy density results based on

the two λ prescriptions given in Figure 4.30. As theoretically explained in [PAD15], the

comparison shows that as far as static director and energy distributions are concerned, an

identical ‘one-point’ specification of the director on the domain renders two distinct λ fields

with identical curlλ fields, indistinguishable. Furthermore, the results of Section 4.6.5 show

that this invariance is carried over to the disclination dynamics as well. Of course, this

invariance is not to be mistaken with ‘gauge-invariance’ in the sense that, for a fixed b

field, the theory requires the use of at least one, non-divergence-free λ field of the ‘layer-

type’ consistent with b = − curlλ for the correct prediction of the director distribution,

i.e. not employing a λ field and insisting on just the use of the b field is not feasible (even
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(a) Energy density plot from the regular gradient
flow method.
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(b) Director field result from regular gradient flow
method.

(c) Energy density plot from the modified gradi-
ent flow method.
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(d) Director field result from the modified gradi-
ent flow method.

Figure 4.29: Top: the energy density and director field results from regular gradient flow method.
Bottom: the energy density and director field results from the modified gradient flow method, which
match physical expectation.
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(a) The norm of a distinct λ field from that in
Fig. 4.3, but with identical curlλ field, for a +1/2
disclination.

(b) The norm of the λ field given in Figure 4.3.

Figure 4.30: The comparison of two |λ| fields with identical curlλ fields for a +1/2 disclination.
The direction of λ is perpendicular to the layer at each point along the layer.

though, in some instances, not introducing a layer-type λ field can suffice for the correct

prediction of only the energy density field). This partial invariance of the results of our

model with respect to the precise details of the λ field suggests a useful freedom in numerical

simulations. Essentially, in principle, the λ field can be reinitialized at every instant of time,

consistent with the evolving b field. Thus, a strategy may be to evolve the b field instead

of λ and use the λ construct to simply facilitate the calculation of the energetics and the

director distribution at each instant of time. Moreover, our demonstration that a ‘layer’

of finite thickness is merely a geometric approximation, without energetic consequences,

of a surface of director-vector discontinuity suggests natural ways of associating a ‘non-

turning’ director distribution within the layer for calculations of Leslie-Ericksen viscous

stresses. We shall demonstrate such features in future work.

Second, Appendix J shows the energetic, dynamic, and topological interoperability

between our model of disclination dynamics in nematic liquid crystals with orientational
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(a) Director field at l/L = 0.005 with the
λ initialization given in Figure 4.3.

(b) The energy density plot for the +1/2
disclination with the λ initialization given
in Figure 4.3.
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(c) Director field at l/L = 0.005 with the
λ initialization given in Figure 4.30(a).

(d) The energy density plot for the +1/2
disclination with the λ initialization given
in Figure 4.30(a).

Figure 4.31: Director and energy density for the +1
2 disclination with two different λ initializa-

tions. The results show that two distinct λ fields with identical curlλ fields give identical director
and energy distributions.
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order and that of screw dislocation dynamics in elastic solids with positional order. We

consider this as a positive development that can only benefit the understanding of defect

dynamics in liquid crystals and elastic solids, leading to their plasticity.

Third, there are very interesting similarities and contrasts between the models and

results of energy driven pattern formation discussed in the papers [Koh06, JS98, ADLGP14,

EV09, New12] and our model. A comparative study is an undertaking in its own right that

will form the subject of future study.
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Chapter 5

Computational modeling of tactoid

dynamics in lyotropic chromonic

liquid crystals

209



5.1 Introduction

Liquid crystals (LC) are a state of matter with long-range orientational order and complete

(nematic) or partial (smectics, columnar phases) absence of long-range positional order of

‘building units’ (molecules, viruses, aggregates, etc.). Liquid crystals can flow like viscous

liquids, and also possess features that are characteristic of solid crystals, such as elasticity

and birefringence. In the simplest liquid crystalline phase, called the nematic, the molecules

have no positional order but tend to point in the same direction. In this work, we focus

on a nematic lyotropic liquid crystal (LCLC) that possesses a broad biphasic region of

coexisting nematic and isotropic phases [KSL13].

LCLCs are formed by water-based dispersions of organic molecules, see the recent

reviews [Lyd11, CGH+15, PL12]. The molecules are of a rigid disc-like or plank-like shape

with polar groups at the periphery. Once in water, they form elongated aggregates by

stacking on top of each other. The aggregates elongate as the concentration is increased

and the temperature is reduced, which allows one to trigger phase transitions in the system

by changing either the temperature or concentration [NLS+04, PKT+11]. In particular, the

temperature changes can trigger a first order isotropic-nematic (I-N) phase transition of the

LCLC. As the temperature increases, the nematic liquid crystal loses orientational order

and transits to the isotropic phase, with molecular aggregates being short and oriented

randomly. On the contrary, if the temperature decreases, the isotropic phase transits

to the nematic phase. Both phase transitions occur through nucleation of the so-called

tactoids, representing inclusions of one phase in the other [KSL13, TPK+10a, NLS+05,

TL11]. Tactoids of the nematic phase nucleating upon cooling are called positive tactoids

[NLS+05] and are the subject of the present work. Tactoids of the isotropic phase nucleating

in the nematic background upon heating are called negative tactoids [NLS+05]. If the

temperature is fixed in the range in which the two phases coexist, these tactoids expand

and merge. The uniaxial nematic phase allows three types of topologically stable defects:
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linear disclinations, point defects-hedgehogs and point defect-boojums; the latter can exist

only at the surface of the nematic [KL07, CD+91, BCSS94, Vac91]. In confined volumes,

such as droplets and tactoids, some of the topological defects correspond to the equilibrium

state of the system, thanks to the anisotropic surface tension that sets a well-defined angle

between the director and the normal to the interface [VL83].

The principal objectives of this work are to:

• derive a practical equation of evolution for the degree of orientation based on kine-

matics and thermodynamics;

• introduce a dynamic model for the nematic-isotropic phase transition of LCLC with

an augmented Oseen-Frank energy and non-convex interfacial energy;

• demonstrate the capability of the proposed dynamical model by analyzing the results

of static equilibrium and the dynamic behaviors.

The main experimental observations and applications of LCLC and their computation

are reviewed in [KSL13, PL12, Lyd11, CGH+15]. Currently, there is an extensive database

on the principal material parameters of the LCLCs and defects in them. All three bulk

elastic constants (for splay K11, twist K22 and bend K33) have been measured for two

main representatives of LCLCs [ZNO+12, ZNN+14, ZCL14]. It was found that the elastic

constants of bend and splay can be tuned in a broad range, from a few pN to 70 pN,

by changing temperature or the chemical composition of the system (e.g., by adding salts

[ZCL14]). The director of LCLCs can align either parallel to the interface with an adjacent

medium [SAF+05] or in a perpendicular fashion, with possible transitions between these

two states [NBP+10]. At the interface with its own isotropic melt, the director of a nematic

LCLC aligns parallel to it [TPK+10b]. The interfacial surface tension at the isotropic-

nematic interface was estimated to be on the order of 10−4 J/m2 [KSL13]. The defect cores

of disclinations in LCLCs extend over long distances (microns and even tens of microns),

much larger than the cores of disclinations in thermotropic liquid crystals [ZSPL17].
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In this work, we are primary interested in the observations reported in [KSL13] to

develop a model for understanding the behavior of tactoids during the isotropic-nematic

transformation. The isotropic-nematic interface in LCLC favors the director to be tangen-

tial to the tactoid interface. Fig. 5.1 shows the experimental observations of the isotropic-

nematic phase transition from [KSL13]. Fig. 5.1(a) shows a single tactoid, where the black

color represents the isotropic phase while the orange color represents the nematic phase.

The black arrows inside the tactoid represent the director field. Nontrivial morphologies of

tactoids with surface cusps and director fields are observed. Due to the surface anisotropy,

cusps are associated with surface defects called boojums, as shown in Fig. 5.1(a). Fig.

5.1(b) to 5.1(e) represent the phase transition process from the isotropic to the nematic

phase, where the nematic tactoids expand and merge. Merging tactoids often produce

disclinations via the Kibble mechanism [CD+91, BCSS94, Kib76], as shown in Fig. 5.1(e),

where a strength −1
2

disclination is formed at the point where tactoids merge. In addition,

integer strength disclinations are stable only when their cores constitute a large isotropic

inclusion; otherwise, as demonstrated experimentally and analytically by Y.-K. Kim et al

[KSL13] and numerically in Chapter 4, the integer strength disclinations split into pairs

of half-integer ones. The motion of an interface between a nematic liquid crystal phase

and the isotropic phase is investigated with a Ginzburg-Landau equation in [PNS96]. The

confinement of the director field for a spherical particle that explains the observation of a

Saturn ring is studied in [GAdP03].

212



Figure 5.1: Experiment observations of isotropic-nematic phase transition from [KSL13].

In studies of nematic liquid crystals, a classical convention is to represent the local

orientational order by a unit-length director field [Vir95, Eri91]. Oseen and Frank devel-

oped an energy density of nematic liquid crystals, with constants representing different

director deformations [Fra58, Ose33]. The existence and partial regularity theory of some

boundary-value problems based on Oseen-Frank energy density are discussed in [HKL86].

The Oseen-Frank energy can be augmented by adding an additional surface energy density

to represent the interaction between the LC and an adjacent medium; a common form of

such a surface energy density is the Rapini-Papoular surface energy.

In this paper we develop a computational model for the isotropic-nematic phase tran-

sition accounting for interfacial energy as an enhancement of Ericksen’s variable degree

of order (s,n) model [Eri91]. We introduce the pair (s,d) with (d = sn). The state

variable s has the meaning of the degree of order parameter in Ericksen’s model [Eri91]

and d serves for the director whose magnitude is constrained to be equal to |s|. Thus, the

director is of unit length in the nematic phase, it vanishes in the isotropic phase, and it is

of variable length at interfaces between the two phases. This practical device of replacing

n by d is essential in terms of having a setting that is well-posed for computations of a
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time-dependent nonlinear theory, since leaving the value of the director field undefined in

parts of the domain, that furthermore evolve in time, does not lead to unique evolution

and simply cannot be practically implemented.

The rest of this paper is organized as follows: In Section 5.2, we outline our notation

and terminology. In Section 5.3, a dynamic model for the phase transition process based

on kinematics as well as thermodynamics is derived.Also, the results of equilibrium and

dynamic behaviors are shown and discussed. The significance of the dynamic model is

demonstrated and explained. In Section 5.4, we report on a preliminary parametric study

of material constants in the model. We end with some concluding remarks in Section 5.5.

5.2 Notation and terminology

The symbol div represents the divergence and grad represents the gradient. In this paper

all tensor or vector indices are written with respect to the basis ei, i=1 to 3, of a rectangular

Cartesian coordinate system. The following component-form notation holds:

(a× b)i = eijkajbk

(curla)i = eijkak,j

where emjk is a component of the alternating tensor X.

The following list describes some of the mathematical symbols we use in this work:

n: the unit vector field representing the director

s: the degree of orientation, s = 0 represents the isotropic phase while s = 1 represents

the nematic phase

d: the alternative vector field representing the director with d = sn

ψ: the free energy density
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5.3 Derivation of dynamic model

5.3.1 s evolution equation in Ericksen-Leslie model

In [Eri91], Ericksen introduced a variable degree of orientation s to represent different

phase states of a liquid crystal. In his model, s = 0 represents the isotropic phase and

s = 1, the nematic phase. Also, a unit length vector field is introduced to represent the

director field, denoted as n. In Ericksen’s model, the balance law to derive the s evolution

equation is given as

Ṗ = div(T ) +GI +GE,

where ψ is free energy density, P is a generalized momentum with P = ∂ψ/∂s, T is a gen-

eralized stress, GI represents a kind of internal body force with GI = −∂ψ/∂s+Ĝ, and GE

is an external effect. Assuming the free energy density ψ depends on (s, grad s,n, gradn),

and following the argument in [Eri91], we have

∂̇ψ
∂s

= div( ∂ψ
∂∇s)−

∂ψ
∂s

+ Ĝ+GE

⇒ ∂2ψ
∂s2
ṡ+ ∂2ψ

∂s∂ grad s
· ˙grad s+ ∂2ψ

∂s∂n
· ṅ+ ∂2ψ

∂s∂ gradn
: ˙gradn = div( ∂ψ

∂ grad s
)− ∂ψ

∂s
+ Ĝ+GE.

After rearranging the terms, s evolution equation in Ericksen’s model can be written as

(∂
2ψ
∂s2

)ṡ+ ∂2ψ
∂s∂ grad s

· ˙grad s =

div( ∂ψ
∂ grad s

)− ∂ψ
∂s

+ Ĝ+GE − ∂2ψ
∂s∂n
· ṅ− ∂2ψ

∂s∂ gradn
: ˙gradn.

In this work, we would like to adopt a simpler evolution statement since the fundamental

basis for Ericksen’s balance law Ṗ = div(T ) + GI + GE is not clear to us. In particular,

the coefficient ∂2ψ
∂s2

may change signs as the dependence on s of the energy is nonconvex.
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5.3.2 Motivation and derivation of s evolution

We derive a practical model for tactoid and isotropic-nematic phase transition dynamics

based on continuum kinematics and thermodynamics. To get the evolution equation for s,

suppose there is a level set of s with normal velocity field V (s) along it, traveling from x2

to x1 during a time interval ∆t, as shown in Fig. 5.2. The time derivative of s at x1 and

t is

∂s

∂t
= lim

∆t→0

s(x1, t+∆t)− s(x1, t)

∆t
. (5.1)

𝒙𝟐 𝒙𝟏 

𝒔(𝒙𝟐, 𝒕) 𝒔(𝒙𝟏, 𝒕) 

Figure 5.2: A levelset of s moving from x2 to x1 during ∆t.

Since the level set of s travels from x2 to x1 during the time interval ∆t, s(x1, t+∆t) =

s(x2(∆t), t). Thus, ∂s
∂t

may also be expressed as

∂s

∂t
= lim

∆t→0

s(x2(∆t), t)− s(x1, t)

∆t
. (5.2)

Assuming s is differentiable in its arguments and writing the derivative in the first

argument as grad s, we have

s(x2(∆t), t)− s(x1, t) = grad s(x1, t)[x2(∆t)− x1] + o(x2(∆t)− x1)

⇒ s(x2(∆t), t)− s(x1, t)

∆t
= grad s(x1, t)

1

∆t
[x2(∆t)− x1] +

1

∆t
o(x2(∆t)− x1).

(5.3)
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Substitute (5.3) in (5.2), we have

∂s

∂t
= grad s(x1, t) lim

∆t→0

x2(∆t)− x1

∆t
+ lim

∆t→0

o(x2(∆t)− x1)

∆t
. (5.4)

Denote V (s) as the velocity of movement of a level set of s, V (s) = lim∆t→0
x1−x2(∆t)

∆t
. Since

lim
∆t→0

∣∣∣∣
o(x2(∆t)− x1)

∆t

∣∣∣∣ = lim
∆t→0

|o(x2(∆t)− x1)|
|x2(∆t)− x1|

|x2(∆t)− x1|
∆t

= −0 · |V (s)| = 0.

(5.4) becomes

∂s

∂t
= − grad s · V (s).

If the material velocity is v and the change in the value of s at x1 arises from factors

more than the pure advection of the value of s from x2 to x1 due to material motion, then

we assign the rest of this change as occurring due to the progress of the phase transition

front. In general, we can decompose V (s) = v + V , where V is the phase front velocity

relative to the material and v is the material velocity. Recall that the material time

derivative of s is defined as

ṡ :=
ds

dt
=
∂s

∂t
+ grad s · v;

therefore, the s evolution is given as

ṡ = − grad s · V . (5.5)

In particular, there are two special cases:

• Suppose this velocity was purely due to s being transported by the material velocity

v. Then we have that ṡ = ∂s
∂t

+ ∂s
∂x
· v = 0.

• If there is no material velocity but transport is only due to motion of the phase front,
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then V (s) is just the speed of the phase front transition V .

To get an explicit form of the phase front velocity V , assume the free energy density

per unit mass takes the form ψ(n, gradn, s, grad s). Following [Les92, AD13], take the

external power as

P (t) =

∫

∂V

(Λν) · ωda+

∫

V

ρK · ωdv,

where Λ is the couple stress tensor, K is the external body moment per unit mass, ν is the

unit normal vector on the boundary of the body, and ω is the director angular velocity (we

have ignored material motion for simplicity). Applying the divergence theorem,we have

∫

∂V

(Λν) · ωda =

∫

∂V

Λijωiνjda =

∫

V

(Λij,jωi + Λijωi,j)dv.

Thus, the external power P can be written as

P (t) =

∫

V

[divΛ+ ρK] · ωdv +

∫

V

Λ : Mdv,

where M is defined as director angular velocity gradient M = gradω. Recall that the

balance law of angular momentum reads as

divΛ+ ρK = 0,

leading to

P (t) =

∫

V

Λ : Mdv.

In addition, the second law of thermodynamics requires the dissipation to be equal or
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larger than zero, which is given as

∫
V

[Λ : M ]− ρψ̇]dv ≥ 0 (5.6)

⇒
∫
V

[
Λijωi,j − ρ ∂ψ∂ni ṅi − ρ

∂ψ
∂(ni,j)

˙ni,j − ρ∂ψ∂s ṡ− ρ
∂ψ
∂(s,j)

ṡ,j

]
dv ≥ 0.

As flow is ignored for the moment, the inequality takes the form

∫

V

[
Λijωi,j − ρ

∂ψ

∂ni
ṅi − ρ

∂ψ

∂(ni,j)
ṅi,j − ρ

∂ψ

∂s
ṡ− ρ ∂ψ

∂(s,j)
ṡ,j

]
dv ≥ 0

⇒
∫

V

[
Λijωi,j − ρ

∂ψ

∂ni
(ω × n)i − ρ

∂ψ

∂(ni,j)
(ω × n)i,j − ρ

∂ψ

∂s
ṡ+ ρ(

∂ψ

∂(s,j)
),j ṡ

]
dv

−
∫

∂V

ρ
∂ψ

∂(s,j)
ṡνjda ≥ 0.

Defining the couple stress Λ as

Λij := ρeinmnn
∂ψ

∂nm,j
,

and applying the Ericksen identity [Eri61] as

(
∂ψ

∂n
⊗ n+

∂ψ

∂ gradn
(gradn)ᵀ +

(
∂ψ

∂ gradn

)ᵀ

gradn

)

skew

= 0,

we obtain

Λijωi,j − ρ
∂ψ

∂ni
(ω × n)i − ρ

∂ψ

∂(ni,j)
(ω × n)i,j = 0.

Then the dissipation inequality becomes

∫

V

[
−ρ∂ψ

∂s
ṡ+ ρ

(
∂ψ

∂(s,j)

)

,j

ṡ

]
dv −

∫

∂V

ρ
∂ψ

∂(s,j)
ṡνjda ≥ 0.
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To fulfill this inequality, recalling (5.5) that ṡ = − grad s · V , one requires

−
[
ρ
∂ψ

∂s
− ρ

(
∂ψ

∂(s,j)

)

,j

]
s,iVi ≥ 0 at interior points

−ρ ∂ψ

∂(s,j)
νjs,iVi ≥ 0 at points on boundary.

Therefore, the choice of V B on the boundary pointing in the direction of

−ρ
(

∂ψ

∂(grad s)
· ν
)
grads,

and V I in the interior pointing in the direction of

−
[
ρ
∂ψ

∂s
− ρ div

(
∂ψ

∂(grad s)

)]
grad s

satisfy the non-negative dissipative requirement. In particular, V I in the interior may be

further assumed as

V I = − grad s

Bm| grad s|m
[
−ρ div

(
∂ψ

∂(grad s)

)
+ ρ

∂ψ

∂s

]
.

where Bm is a material constant required on dimensional grounds related to ‘drag’, and m is

a parameter representing different scenarios, which can be 0, 1 and 2. With ṡ = − grad s·V ,

the evolution equation of s can be written as

ṡ =
1

Bm

| grad s|2−mρ
[
−∂ψ
∂s

+ div

(
∂ψ

∂(grad s)

)]
. (5.7)

m = 0 is the simplest natural choice representing a linear kinetic assumption. m = 2

corresponds to the evolution equation derived from the gradient flow method. To this is

appended the balance laws of linear momentum and angular momentum, utilizing the con-

stitutive equations for couple stress and stress, the latter arising from the thermodynamic
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procedure above when flow is included [Ste04].

Another way to obtain the s evolution equation is the gradient flow method. The

gradient flow dynamics (for a non-conserved quantity) assumes that all information on

evolution is directly available (up to a material parameter) once the energy function is

known. Consider the total energy

E =

∫

V

ρψ(n, gradn, s, grad s)dv.

The first variation of the energy E is

δE =

∫

V

(
∂ψ

∂n
· δn+

∂ψ

∂ gradn
: δ(gradn) +

∂ψ

∂s
δs+

∂ψ

∂ grad s
· δ(grad s)

)
dv.

Integrate by parts the term involving δ(grad s) to obtain the s evolution equation based

on an L2 gradient flow as

ṡ = γ

[
div

∂ψ

∂ grad s
− ∂ψ

∂s

]
, (5.8)

where γ is a dimensional constant. The result from the energy gradient flow method is

equivalent to the evolution equation given in (5.7) for m = 2.

5.3.3 Phase transition model formulation

In Ericksen’s model [Eri91], the director field is represented by a unit length vector field

n. To practically implement the computation of a time-dependent nonlinear theory, we

use an alternative vector field d to represent the director field subject to the constraint

|d|2 = s2.

Assuming the generalized Parodi relation, the governing equations are an extension of
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the work in [Wal11a], and take the form

ρv̇ + grad p− div

(
∂R

∂ gradv
− (gradd)T

∂W

∂ gradd
− (grad s)⊗ ∂W

∂ grad s

)
= ρf

∂R

∂ḋ
+
∂W

∂d
− div

(
∂W

∂ gradd

)
+ λd = ρm

∂R

∂ṡ
+
∂W

∂s
− div

(
∂W

∂ grad s

)
− λs = ρfs

(5.9)

where ρ is the material density, p and λ are Lagrange multipliers dual to the constraints

div(v) = 0 and |d|2 − s2 = 0,

W is a modified Oseen-Frank energy, and R is an appropriately designed dissipation func-

tion.

We introduce the modified Oseen-Frank energy as

W (d, gradd, s, grad s) =
k1

2
div(d)2 +

k2

2
(d · curl(d))2

+
k2 − k4

2
(| gradd|2 − div(d)2 − | curl(d)|2) +

k3

2
|d× curl(d)|2

+
L1

2
| grad s|2 + f(s) + g(grad s,d),

(5.10)

where k1, k2, k3 and k4 correspond to the Frank constants, L1 is the Leslie parameter and

f(s) is a non-convex function of s indicating the preferred phase state. The (s,d) modi-

fied Oseen-Frank energy function has been further augmented by the function g(grad s,d)

which is a non-convex function representing interfacial energy. A natural candidate for

g(grad s,d) is given as

g(grad s,d) = | grad s|
[
σ0

(
1 + w

(grad s · d)2

| grad s|2|d|2
)]

, (5.11)

where σ0 is an isotropic interfacial energy and w is the anchor coefficient [KSL13]. This is
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an adaption of the Rapini-Papoular function [RP69]. The analog of the Parodi condition

has Raleighian

R = (γ0/2)(d ·Dd)2 + (γ̂2/2)|d⊗Dd|2

+(γ1/2)|d̊|2 + γ2d̊ ·Dd+ β1ṡd ·Dd+ (β2/2)ṡ2.

where d̊ := R∗ d
dt

(R∗Td) = ḋ − Ωd is the convected derivate of d with respect to R∗

(also called the Jaumann derivative), and R∗ satisfies Ṙ∗R∗T = Ω. D and Ω are the

symmetric and skew parts of the velocity gradient. The coefficients may depend upon

(s,d, grad s, gradd) and temperature. Equivalence between (5.7) and the s evolution em-

bedded in (5.9) is obtained by setting β1 = 0 and β2 = Bm/| grad s|2−m, in which R depends

upon grads.

However, since the non-convexity of interfacial energy involves grads, it is possible that

the evolution equation for s is numerically unstable in the cases where w is large. Recall

the s evolution equation in (5.7) is

ṡ =
1

Bm

| grad s|2−mρ
[
−∂ψ
∂s

+ div

(
∂ψ

∂(grad s)

)]
,

where ψ is taken as W (d, gradd, s, grad s). Then with the energy density given in (5.10),

∂ψ
∂ grad s

is calculated as

(
∂ψ

∂ grad s

)

i

= L1(grad s)i +
σ0

| grad s|(grad s)i +
2σ0w

| grad s||d|2 (didjs,j)−
σ0w cos2 θ

| grad s| (grad s)i

+other terms,

with θ being the angle between the interface normal direction and the tactoid interface,
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i.e. the angle between the directions grad s and d. Thus, after substituting ∂ψ
∂ grad s

, we have

ṡ = C

{
div

[((
L1 +

σ0

| grad s|

)
I − w

(
σ0 cos2 θ

| grad s| I −
2σ0

| grad s||d|2d⊗ d
))

grad s

]}

+other terms,

where C = | grad s|2−mρ
Bm

. Denote the diffusion tensor A as

A =

(
L1 +

σ0

| grad s|

)
I − w

(
σ0 cos2 θ

| grad s| I −
2σ0

| grad s||d|2d⊗ d
)
.

Then the s evolution equation can be written as

ṡ = C div(A grad s) + other terms. (5.12)

Since d ·grads is about 0 near the tactoid interface where grads is nonzero (note that(5.11)

implies that d prefers to be perpendicular to grads to minimize interfacial energy), the

diffusion tensorA in div(A grad s) may be negative-definite depending on the relative mag-

nitude of w, a potential cause for numerical instability.

In order to deal with this problem, we introduce a new field p representing the interfacial

normal whose reciprocal magnitude roughly represents the width of the interface. The

modified energy density with this new state descriptor is written as follows:

W (d,∇d, s,∇s,p) =
k1

2
div(d)2 +

k2

2
(d · curl(d))2

+
k2 − k4

2
(|∇d|2 − div(d)2 − | curl(d)|2) +

k3

2
|d× curl(d)|2

+
L1

2
|∇s− p|2 + f(s) + g(p,d),

where f(s) is still the non-convex function of s in (5.10) and g(p,d) is a modified non-
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convex function representing interfacial energy given as

g(p,d) = |p|
[
σ0

(
1 + w

(p · d)2

|p|2|d|2
)]

. (5.13)

By placing the non-convexity of the interfacial energy to be a function of p and d, and

elastically penalizing the difference between p and grads, we get a stable system for the

phase transition model. With the modified energy density with the new state descriptor,

the dissipation in (5.6) (we ignore material motion for simplicity) can be written as

∫
V

[Λ : M ]− ρψ̇]dv ≥ 0

⇒
∫
V

[
Λijωi,j − ρ∂W∂di ḋi − ρ

∂W
∂(di,j)

˙di,j − ρ∂W∂s ṡ− ρ ∂W
∂(s,j)

ṡ,j − ρ∂W∂pi ṗi
]
dv ≥ 0.

Following the same procedure as in Sec. 5.3.2, we can verify that the dissipation is non-

negative when ṗ is in the direction of −∂W
∂p

. Thus, the dynamic evolution equation of the

p field is given as

ṗ = −Q∂W
∂p

= −Q
[
L1(p− grad s) +

∂g

∂p

]
, (5.14)

where Q is a material dependent constant. An example of the advantage of the modified

p model is discussed in Section 5.3.4.

The variables d, s, and the anchoring coefficient w are dimensionless. The variable p

has dimension [p] = Length−1. The physical dimensions of the parameters in the modified

Oseen-Frank energy are [k1] = Force, [k2] = Force, [k3] = Force, [k4] = Force, [L1] =

Force, and [σ0] = Force × Length−1. The physical dimensions of the coefficients C in

(5.12) and Q in (5.14) are [C] = Length2 × Time−1 × Force−1, and [Q] = Time−1 ×

Force−1.

To non-dimensionalize the above parameters, we introduce the following dimensionless
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variables,

p̃ = Rp; k̃i =
ki
k1

; L̃1 =
L1

k1

; σ̃0 = R
σ0

k1

; l̃ =
l

R
,

where l is the dimensional length, l̃ is the dimensionless length, and R is half of a typical

tactoid size. In this work, we assume k1 = k2 = k3 = k (except in Sec. 5.4.1), k4 = 0, and

L1 = k. Therefore, k̃1 = k̃2 = k̃3 = 1, k̃4 = 0, and L̃1 = 1. The dimensionless σ̃0 physically

represents the ratio of the total surface energy and the total elastic energy, which would

be σ0R2

kR
for a three-dimensional nematic tactoid [Lav98]. In this work, we assume R to

be 10 µm, based on the estimate of the long-axis length of a ‘two-cusp tactoid’ of 20 µm

given in [KSL13]. The physical parameters of LCLCs are adopted from [KSL13] as follows:

k = 2 × 10−12N , σ0 = 10−4J/m2, which implies σ̃0 = 500. Since we do not focus on the

evolution rates of s and p, we assume that the time scales in s and p evolutions are similar

by setting Q = C
R2 .

5.3.4 Tactoid static equilibrium

We discuss the results of tactoid equilibrium calculations with different anchor coefficients

w. Based on the Wulff construction of equilibrium shapes of perfect crystals with the

interfacial energy given in (5.13), we can construct the equilibrium shapes of tactoids

under the condition of constant surface area and a frozen director field [KSL13, BCF51,

LL64, OP05, Whe06, KKJ+03, Noz92]. In the static problem, we assume the non-convex

function f(s) in the energy density has identical values at s = 0 and s = 1 characterizing

its minimum. Fig. 5.3 shows the initializations and the corresponding equilibrium results

for various tactoids. The tactoid is initialized in the nematic s = 1 state and the matirx in

the isotropic s = 0 phase. For fixed w, no large scale evolution is seen to occur in tactoid

shapes, but director re-orientation occurs as the system seeks out a local minima.

The left column in Fig. 5.3 shows the initializations of the director field and tactoid
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(a) The initialized tactoid shape and director field
with w = 0.1.

(b) The equilibrium of the tactoid shape and di-
rector field with w = 0.1.

(c) The initialized tactoid shape and director field
with w = 1.

(d) The equilibrium of the tactoid shape director
field with w = 1.

(e) The initialized tactoid shape and director field
with w = 2.

(f) The equilibrium of the tactoid shape and di-
rector field with w = 2.

Figure 5.3: Initializations and equilibria of tactoid static problems with different anchor coeffi-
cients. The red color represents s = 1, the blue color represents s = 0 and the white dash lines
represent the director field. The tactoid initializations are calculated from the Wulff construction.
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shapes for different anchor coefficients w. The initialized tactoid shapes are calculated from

the Wulff construction and the director fields start from a uniform unit vector field where

s = 1. The right column in Fig. 5.3 are the equilibrium configurations corresponding to

the initializations. It shows that with increasing w, the single tactoid shape started from

the Wulff construction transforms from sphere-like to ellipse-like shape. In all cases, given

the interfacial energy in (5.13), the director field tends to be perpendicular to the interface

normal grads.

Recall that we introduced a new field p and discussed the theoretical motivation behind

it in Section 5.3.3. In Fig. 5.3(f), the anchor coefficient w is set to be large, w = 2. In

this case, without introducing the p field, the computation is unstable and an equilibrium

could not be found. With the introduced field p, this case can be solved with result shown

in Fig. 5.3(f). The results of various tactoid shapes show that cusps are recovered in our

model, matching with experimental observations [KSL13].

The initialized tactoid shapes in Fig. 5.3 are based on the Wulff construction. The

determined shape from the Wulff procedure depends on the value of w. In addition, the

calculation shown in Fig. 5.4 explores the capability of the proposed model with a specified

w and an arbitrary initialized shape. In Fig. 5.4, w is assumed to be 2.5 but the initialized

tactoid shape is a sphere which clearly does not match with the Wulff construction. Fig.

5.4(a) is the initialization of the tactoid shape and the director field and Fig. 5.4(b) is the

corresponding computed equilibrium state. It shows that the initialized spherical tactoid

shape transforms to an elliptic shape due to the high value of w.

Fig. 5.5 shows another example with a non-Wulff constructed initialized shape in which

w = 1.5 and the director field is prescribed with a singularity corresponding to a negative

disclination of strength −1. Fig. 5.5(a) is the initialized spherical tactoid shape and the

director field with the discontinuity at the center of the tactoid. Fig. 5.5(b) shows the

final equilibrium state indicating that the tactoid transforms to a rounded square, and a

negative disclination (with its core in the isotropic phase s = 0) exists at the center of the

228



(a) The spherical initialized tactoid shape with
w = 2.5.

(b) The equilibrium of the tactoid shape and di-
rector field with w = 2.5.

Figure 5.4: The initialized tactoid shape is a sphere with w = 2.5. At the equilibrium, the
spherical tactoid transforms to an ellipse-like tactoid and the director field evolves.
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(a) The spherical initialized tactoid shape with
w = 1.5 and the initialized director field corre-
sponds to a negative disclination of strength −1.

(b) The tactoid shape and director field at equi-
librium.

Figure 5.5: A spherical tactoid transforms to a rounded-square tractoid with w = 1.5 and a
negative disclination of strength −1.

tactoid.

5.3.5 Dynamics of tactoids interaction

The interaction between two tactoids located close to each other is computed. Two spher-

ical tactoids are initialized with different director orientations, as shown in Fig. 5.6(a).

Since these two tactoids are located very close to each other, they are expected to interact

with each other. As the calculation progresses, the tactoids begin to merge and the director

field evolves to minimize the total energy, as shown in Fig. 5.6.

In this calculation, m = 0 and the barrier of the non-convex function f(s) in the energy

density between s = 0 and s = 1 is low. The shape of the non-convex function f(s) is

shown in Fig. 5.7. In the tactoid evolution, the effect of m is critical.

• For the static equilibrium problem of a single tactoid, with higher barrier of f(s), a

single tactoid will evolve to its equilibrium state with no problem.
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(a) The initialized tactoid shape and director field
for two tactoids interaction.

(b) Two tactoids begin to merge and the director
evolves.

(c) The director keeps evolving. (d) The equilibrium of two tactoid interaction.

Figure 5.6: Interaction between two tactoids. These two tactoids tend to merge and the director
field evolves.
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Figure 5.7: The shape of f(s) used in the two tactoid interaction calculation. The barrier
between two wells at s = 0 and s = 1 is low.

• For the static equilibrium problem, with a low barrier of f(s), and m = 2, the single

tactoid will diffuse into the isotropic matrix and the interface cannot maintain its

shape. On the other hand, with a low barrier of f(s), and m = 0, the single tactoid

will evolve to its equilibrium state.

• For dynamic problems, such as the tactoid interaction discussed in this section, the

tactoids are not able to merge with a high barrier in f(s).

• With a low barrier of f(s) as applied in this calculation and m = 0, the tactoids are

able to move, expand, or merge.

To understand the reason for the effect of the energy barrier and m value, recall that

the s evolution equation is given as

ṡ =
1

Bm

| grad s|2−mρ[−∂ψ
∂s

+ div(
∂ψ

∂(grad s)
)].

In the case of high barrier of f(s), regardless of m, s can barely evolve from their well

values because of the high value of the ‘resisting force’ from ∂ψ
∂s

. In the case of low barrier
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of f(s), with m = 2, there is no impediment for s to evolve out of the isotropic well. In

the case of low barier and with m = 0, although the barrier of f(s) is low, s cannot evolve

where grads is 0.

This is analogous to a problem in Chapter 4, where the dissipative dynamic behavior

of disclinations in nematic liquid crystals is studied. By observing the effect of m on low

barrier cases, we show that the dynamic model based on kinematics and thermodynamics

is important for modeling dissipative dynamics.

5.3.6 Phase transition

We now discuss a problem of evolving phase transition across the whole domain. Three

tactoids with different director orientations are initialized as shown in Fig. 5.8(a). The non-

convex part f(s) in the energy density is assumed to prefer the nematic phase, indicating

the well at s = 1 is lower than the well at s = 0. The preference of the nematic phase of

f(s) indicates that the liquid crystal should transit from the isotropic to the nematic phase.

Fig. 5.8(b) to 5.8(d) show snapshots at different times during the phase transition. As

time increases, the tactoids expand and merge. In Fig. 5.8(d), a strength −1 disclination

is formed inside the bulk which matches with experimental observations [KSL13].

5.4 Effect of material parameters on tactoid equilibria

Since the energy proposed in this model is non-convex and the equilibrium of the tactoid

and the director field depend on the interfacial energy and the Frank constants, it is of

interest to explore tactoid equilibria as a function of material parameters.
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(a) The initialized tactoid shape and director
field. Three spherical tactoids with same direc-
tor fields are initialized.

(b) The tactoid shapes and director field at t =
0.1. Three tactoids expand.

(c) The tactoid shapes and director field at t =
0.2. The tactoids begin to merge.

(d) The tactoid shapes and director field at t =
0.5. a strength −1 disclination is formed inside
the bulk.

Figure 5.8: Snapshots of isotropic-nematic phase transition at different times. As the calculation
progresses, the tactoids expand, merge and a strength −1 disclination is formed inside the bulk.
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(a) The initialized tactoid shape and director
field.

(b) The tactoid shape and director field at the
equilibrium.

Figure 5.9: The initialization and equilibrium configuration of the tactoid and director field in
the case where k11 > k33. Since splay is more expensive than bend, the director field tends to be
perpendicular to the interface normal.

5.4.1 Frank constants k11 and k33

We consider two cases, k11 > k33 (splay more expensive than bend) or k11 < k33 (bend

more expensive than splay). In one case, we assume k11 is five time larger than k33; in

the other, we assume k33 is five times larger than k11. The tactoid shape is initialized as a

sphere in both cases.

Figs. 5.9 and 5.10 show the initial configuration and the equilibrium state for both

cases. In Fig. 5.9, k11 is larger than k33 and the director in the equilibrium tends to be

perpendicular to the tactoid interface normal direction and bend is preferred over splay.

On the other hand, in Fig. 5.10, the director tends to be parallel to the interface normal

direction with splay preferred over bend. The difference between these two results indicates

that the relationship between k11 and k33 is crucial to the interaction between the director

and the tactoid interface, which is also discussed in the experiments reported in [ZCL14].
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(a) The initialized tactoid shape and director
field.

(b) The tactoid shape and director field at the
equilibrium.

Figure 5.10: The initialization and equilibrium configuration of the tactoid and director field in
the case where k11 < k33. Since bend is more expensive than splay, the director field tends to be
parallel to the interface normal.

5.4.2 Effect of interfacial energy barrier on tactoid shape

Recall that in (5.13), the interfacial energy is given in terms of the cosine of the angle θ

between p representing the normal of the interface and the director field d, which has a

minimum at θ = π
2
. However, this approximation of the interfacial energy is only valid

when the angle θ is close to π
2
. We now assume an interfacial energy characterized by a

fourth-order polynomial with two local minima and a local maximum as shown in Fig.

5.11. Such a form of the surface anchoring potential was first introduced by Sluckin and

Poniewierski [SP86] and applied for the description of interfacial effects in LCLCs by

Nazarenko et al [NBP+10]. θ0 = 0 is where one local minimum occurs, θ1 is the location

of the local maximum, and θ2 = π
2

is the location of the other local minimum. σ0, σ1 and

σ2 are the interfacial energy values at θ0, θ1 and θ2, respectively.

It is clear that the energy barrier between the two wells θ0 and θ2, as well as the values

of σ0 and σ1, will influence the equilibrium state of the director field and the tactoid shape.
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Figure 5.11: The shape of the interfacial energy with two local minimal and a local maximal.

Here we explore the relationship between the energy values of local maximum, as well as

local minima, and the equilibrium of the director field. We assume θ1 = π
4

and change σ0,

σ1 and σ2.

Fig. 5.12 and Fig. 5.13 show the initializations and equilibria of tactoid shapes and

their director fields given different interfacial energy parameters. In the first row of Fig.

5.12, σ0, σ1 and σ2 are set to be 0 so the interfacial energy will be zero at any angle

between the director and the interface normal. Thus, the director field in the equilibrium

is the same as the initialization. The second row shows the initialized configuration and

static equilibrium corresponding to a higher σ1 values. Since the energy barrier between θ0

and θ2 is high, the director field tends to move to its local minimum, namely some points

being parallel to the interface normal and some points being perpendicular to the interface

normal. The last two rows in Fig. 5.12 show different equilibria with the increasing energy

barrier σ1 in the case where σ0 < σ2. With low barrier σ1 = 1, the director field can evolve

to the lower well at θ0, thus the director field in the equilibrium is parallel to the interface

normal. With high barrier σ1 = 5, the director field cannot pass the local maximum

between θ0 and θ2 and evolve to its local minimum in the equilibrium. In addition, Fig.

5.12 shows the total energy for each case, which are normalized by the total energy of the
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case where σ0 = σ1 = σ2 = 0.

Similarly, Fig. 5.13 shows the results with increasing energy barrier σ1 in the case where

σ0 > σ2. With low barrier σ1 = 1, the director field can evolve to the lower well at θ2, and

the director field in the equilibrium are perpendicular to the interface normal. With high

barrier σ1 = 5, the director field can only evolve to its local minimum in the equilibrium.

Fig. 5.13 also shows the total energy for each case, and the values of the total energy are

normalized by the one of the case where σ0 = σ1 = σ2 = 0.

5.5 Conclusion

A model based in continuum kinematics and thermodynamics is derived for LCLC isotropic-

nematic phase transition dynamics. By adopting the order parameter s in [Eri91] to rep-

resent different phase states, an evolution equation of s is proposed and discussed. The

main difference between our model and Ericksen’s model in [Eri91] is that the model in this

work starts from a kinematic ‘tautology’ with transparent physical/geometric motivation.

The evolution of the director field described by the formulation in [Wal11a]. A new field p

is introduced in the energy density to resolve the instabilities in the s evolution resulting

from the non-convex interfacial energy when phrased only in terms of grads and d.

Both static equilibrium and dynamic tactoid behaviors are studied, including tactoid

static microstructures from different initialized shapes, tactoid interactions, and isotropic-

nematic phase transitions. The significance of the introduced evolution equation for s

is discussed in the context of describing tactoid dynamic behaviors. A parametric study

is performed to explore the effect of nematic elastic constants (splay and bend) and the

interfacial energy parameters on the interaction between the tactoid interface normal and

the director field.
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𝜎𝜎1𝜎𝜎0 𝜎𝜎2 Equilibrium Configuration
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Figure 5.12: The initializations and static equilibriums of the tactoid shape and director field
given different interfacial energy parameters in the cases where σ0 = σ2 and σ0 < σ2. The total
energy for each case are normalized by the energy value for the initialization of the case where
σ0 = σ1 = σ2 = 0.
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Figure 5.13: The initializations and static equilibriums of the tactoid shape and director field
given different interfacial energy parameters in the case where σ0 > σ2. The total energy for each
case are normalized by the energy value for the initialization of the case where σ0 = σ1 = σ2 = 0.
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Chapter 6

Discussion
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In Chapters 2 and 3, theoretical implications and applications of g.disclinations in solids

are studied in the context of thermodynamics and kinematics. The eigenwall field S is

utilized, conceptually representing the point-wise out-of-plane distortion ‘gradient’ across

a, generally curved, phase or grain boundary. The eigenwall field in detail is actually

not necessarily a global gradient of any second order-tensor field. In addition, a 3-tensor

g.disclination density field Π := curlS is introduced to represent the in-plane gradient of

the eigenwall field. In Chapter 4, we introduce a layer field λ to deal with the director

field discontinuity in the case of disclinations in nematic liquid crystals. The connection

between the two models of g.disclinations and disclinations in NLC is that we interpret

the interface, across which either the distortion or the director field has a discontinuity, as

a layer. S or λ has support inside the layer, which converts the discontinuity to at least

integrable fields - that are not global gradients. By solving various static as well as dynamic

problems of g.disclinations and disclinations in NLC, we have shown that the introduced

layer concept eliminates the singularity issue in the classical theories and render a finite

total energy for a finite body with line defects. Even more importantly, they provide well-

behaved, non-singular driving forces based on stresses and couple-stresses for dynamical

interactions of defects with themselves and applied loads.

In Chapters 4 and 5, we discuss the shortcomings of the gradient flow method for

continuous-in-time dynamics of non-convex energies in vectorial (or tensorial) variables for

line defects and scalar variables for phase transitions. The reasons for the correspond-

ing shortcomings are explained and a conceptually different route for posing problems of

defect dynamics is introduced, capitalizing on the conservation of topological charge of

the introduced defect fields. We show the sufficiency of simple thermodynamic arguments

in conjunction with such kinematics for solving difficult problems, often long-standing, of

disclination dynamics and isotropic-nematic phase transitions. Our conceptual findings

and computational results have general import for slow dynamics of systems involving

non-convex energies. Future work can involve exploration of both the mathematical and
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numerical aspects of such observations in general dynamic problems.

In summary, the work presented in this dissertation proposes a method to understand

line defects in both solids and liquid crystals. From the material science perspective,

the models and examples demonstrated in this dissertation may help explore material

properties better and synthesize new materials faster. Some potential future work could be

building numerical scheme for g.disclination dynamics, implementing calculations involving

g.disclinations, dislocations, and phase boundaries, and exploring the detailed formation

and motion of line defects during phase transition.
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Appendix A

Analytical solution for S∗ in the

generalized disclination model

We recall the governing equations of S∗ in g.disclination theory given as

curlS∗ = Π

divS∗ = 0.

To solve S∗ from these two equations, the Riemann-Graves integral operator [Ede85,

EL88, Ach01] is applied. Suppose Π satisfies Πijk,k = 0, and define

Π̂injk = ejkmΠinm.

In the 2-D case, the only non-zero components of Π are Πij3 with i, j = 1, 2. Thus Π̂

has no non-zero component with index 3. Then the relation between Π and Π̂ is

Π̂1112 = Π113 Π̂2212 = Π223 Π̂1212 = Π123 Π̂2112 = Π213

Π̂1121 = −Π113 Π̂2221 = −Π223 Π̂1221 = −Π123 Π̂2121 = −Π213
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The integral is now introduced as

Hink = (xj − x0
j)

∫ 1

0

Π̂injk(x
0 + λ(x− x0))λdλ,

where x0 is any fixed point in the body (and we assume a star-shaped domain).

Suppose Πij3 takes the form

Πij3 = ψij(
√
x2

1 + x2
2),

and also assume x0 be the origin of the coordinates. Then for a positive disclination, the

H at x is given as

Hij1 =





∆Fij
2π

(−x2
r2

) r > r0

−x2
r2

∫ r
0
ψij(s)sds r ≤ r0

Hij2 =





∆Fij
2π

(x1
r2

) r > r0

x1
r1

∫ r
0
ψij(s)sds r ≤ r0

Then it can be shown that H is the solution of S∗ which satisfies curlS∗ = Π and

divS∗ = 0.

In this work, we assume ψ takes the form

ψij(r) =





∆Fij
πr0

(1
r
− 1

r0
) r < r0

0 r ≥ r0.

Thus,
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Hij1 =





∆Fij
2π

(−x2
r2

) r > r0

−x2∆Fij
πr2r0

(r − r2

2r0
) r ≤ r0

Hij2 =





∆Fij
2π

(x1
r2

) r > r0

x1∆Fij
πr2r0

(r − r2

2r0
) r ≤ r0.
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Appendix B

Calculation of A∗ for Ỹ

The governing equations for A∗ are given as

curlA∗ = S∗ : X

divA∗ = 0

Since in the 2-D case the last index of all non-zero components of Π is 3 and the first

two are 1 or 2, (div (S∗ : X))ipp = −Πipp = 0, indicating solutions to A∗ exist and we

again utilize the Riemann-Graves integral.

Denote B = S∗ : X, then B13 = S∗112 − S∗121 and B23 = S∗212 − S∗221. After substituting

the S∗ from Appendix A,

B13 =





1
2πr2

(∆F12x2 +∆F11x1) r ≥ r0

1
r2

(x2

∫ r
0
ψ12sds+ x1

∫ r
0
ψ11sds) r < r0

B23 =





1
2πr2

(∆F22x2 +∆F21x1) r ≥ r0

1
r2

(x2

∫ r
0
ψ22sds+ x1

∫ r
0
ψ21sds) r < r0
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In addition, we can assume ψij also takes the form (as in Appendix A)

ψij(r) =





∆Fij
πr0

(1
r
− 1

r0
) r < r0

0 r ≥ r0.

Thus,

B13 =





1
2πr2

(∆F12x2 +∆F11x1) r ≥ r0

1
πr2r0

(r − r2

2r0
)(∆F12x2 +∆F11x1) r < r0

B23 =





1
2πr2

(∆F22x2 +∆F21x1) r ≥ r0

1
πr2r0

(r − r2

2r0
)(∆F22x2 +∆F21x1) r < r0

The Riemann-Grave integral operator for the equation curlA∗ = B is

A∗ij = (xm − x0
m)

∫ 1

0

B̂imj(x
0 + λ(x− x0))λdλ,

where B̂imj = emjrBir. Assuming x0 to be the origin, A∗ can be written as

A∗11 = −x2

∫ 1

0
B13(λx)λdλ

A∗12 = x1

∫ 1

0
B13(λx)λdλ

A∗21 = −x2

∫ 1

0
B23(λx)λdλ

A∗22 = x1

∫ 1

0
B23(λx)λdλ.

Also, with the choice of x0 as the origin, and if r < r0, then λr < r0, and we have

∫ 1

0
B13(λx)λdλ = (1− r

3r0
)(∆F12 sin θ

2πr0
+ ∆F11 cos θ

2πr0
)

∫ 1

0
B23(λx)λdλ = (1− r

3r0
)(∆F22 sin θ

2πr0
+ ∆F21 cos θ

2πr0
)
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If r ≥ r0, then

∫ 1

0
B13(λx)λdλ =

∫ r0/r
0

B13(λx)λdλ+
∫ 1

r0/r
B13(λx)λdλ

∫ 1

0
B23(λx)λdλ =

∫ r0/r
0

B23(λx)λdλ+
∫ 1

r0/r
B23(λx)λdλ.

Since,

∫ r
r0/r

B13(λx)λdλ = r−r0
2πr2

(∆F12 sin θ +∆F11 cos θ)

∫ r
r0/r

B23(λx)λdλ = r−r0
2πr2

(∆F22 sin θ +∆F21 cos θ),

therefore

∫ 1

0
B13(λx)λdλ = ( 1

3πr0
+ r−r0

2πr2
)(∆F12 sin θ +∆F11 cos θ)

∫ 1

0
B23(λx)λdλ = ( 1

3πr0
+ r−r0

2πr2
)(∆F22 sin θ +∆F21 cos θ).

Converting from polar coordinates to Cartesian coordinates,

∫ 1

0
B13(λx)λdλ = ( 1

3πr0r
+ r−r0

2πr3
)(∆F12x2 +∆F11x1)

∫ 1

0
B23(λx)λdλ = ( 1

3πr0r
+ r−r0

2πr3
)(∆F22x2 +∆F21x1),
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and the solution for A∗ is

A∗11 =





( 1
2πr0r

− 1
6πr20

)(−∆F12x
2
2 −∆F11x1x2) r < r0

( 1
3πr0r

+ r−r0
2πr3

)(−∆F12x
2
2 −∆F11x1x2) r ≥ r0

A∗12 =





( 1
2πr0r

− 1
6πr20

)(∆F12x2x1 +∆F11x
2
1) r < r0

( 1
3πr0r

+ r−r0
2πr3

)(∆F12x2x1 +∆F11x
2
1) r ≥ r0

A∗21 =





( 1
2πr0r

− 1
6πr20

)(−∆F22x
2
2 −∆F21x1x2) r < r0

( 1
3πr0r

+ r−r0
2πr3

)(−∆F22x
2
2 −∆F21x1x2) r ≥ r0

A∗22 =





( 1
2πr0r

− 1
6πr20

)(∆F22x2x1 +∆F21x
2
1) r < r0

( 1
3πr0r

+ r−r0
2πr3

)(∆F22x2x1 +∆F21x
2
1) r ≥ r0.
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Appendix C

An auxiliary path-independence

result in the dislocation-free case

Consider the configuration shown in Figure C.1 with the whole domain denoted as Ω,

the core as Ωc, the cut-surface as S, and the cut-induced simply-connected domain as

(Ω\Ωc)\S. Given any g.disclination density localized in the core Ωc (the patch enclosed

by the red line in Figure C.1) and the dislocation density α = 0, we can calculate S∗ and

A∗ from the following

curlS∗ = Π

divS∗ = 0





in Ω

curlA∗ = S∗ : X

divA∗ = 0





in Ω

Given a fixed point xr, define T̃ p as

T̃ p(x;xr) :=

∫ x

xr
p

S∗(s)ds+A∗(x),
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𝑥1

𝑥2

𝒙+

𝒙−

𝐶1𝐶2

Core

𝒙𝒓

R

𝜴

𝜴𝒄

S

Figure C.1: A single g.disclination with a circular and an arbitrary path connecting x− and x+

in the simply-connected domain (Ω\Ωc)\S.

where p is a path from xr to x. Since curlS∗ = 0 outside the core Ωc, T̃
p is path-

independent in the simply-connected domain (Ω\Ωc)\S; hence, we denote T̃ p(x;xr) as

T̃ (x;xr). Also, since A∗ is calculated from curlA∗ = S∗ : X, we have

curl T̃ (x;xr) = curl

∫ x

xr

S∗(s)ds+ curlA∗

⇒ curl T̃ (x;xr) = − grad

(∫ x

xr

S∗(s)ds

)
: X + curlA∗

⇒ curl T̃ (x;xr) = −S∗ : X + curlA∗

⇒ curl T̃ (x;xr) = 0.

Let C1 be the anti-clockwise circular path from x+ to x− with radius R and C2 be

the clockwise outer path from x− to x+ shown in the Figure C.1. Then C = C1 + C2 is

the closed contour enclosing the blue shaded area. Take the integral of T̃ along the closed

contour C shown as in Figure C.1,

∫

C

T̃ (x;xr)dx =

∫

A

curl T̃ (x;xr)nda,

where A is the patch enclosed by the loop C and n is the normal unit vector of the patch
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A. Therefore,

∫

C

T̃ (x;xr)dx = 0

⇒
∫

C1

T̃ (x;xr)dx+

∫

C2

T̃ (x;xr)dx = 0

⇒
∫

−C1

T̃ (x;xr)dx =

∫

C2

T̃ (x;xr)dx.

Namely, the integration of T̃ (x;xr) from x− to x+ along any path can be calculated as

the integration of T̃ (x;xr) along a circular path from x− to x+.
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Appendix D

Calculations for Burgers vector of a

g.disclination dipole

Given the configuration in Chapter 2 Sec. 2.8, and for in-plane variations of fields, Π+

and Π− only have non-zero component Π+
ij3 and Π−ij3, which are given as follows:

Π+
ij3 =





∆Fij
πr0

(
1
r+
− 1

r0

)
r+ < r0

0 r+ ≥ r0,

and

Π−ij3 =





−∆Fij
πr0

(
1
r−
− 1

r0

)
r− < r0

0 r− ≥ r0,
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where r+ =
√
x2

1 + x2
2 and r− =

√
(x1 − d)2 + x2

2. As given in Appendix A, we obtain S∗+

as

S∗+ij1 =





∆Fij
2π

(− x2
r2+

) r+ > r0

−x2∆Fij
πr2+r0

(r+ − r2+
2r0

) r+ ≤ r0

S∗+ij2 =





∆Fij
2π

( x1
r2+

) r+ > r0

x1∆Fij
πr2+r0

(r+ − r2+
2r0

) r+ ≤ r0,

and S∗− as

S∗−ij1 =





∆Fij
2π

( x2
r2−

) r− > r0

x2∆Fij
πr2−r0

(r− − r2−
2r0

) r− ≤ r0

S∗−ij2 =





∆Fij
2π

(−x1−d
r2−

) r− > r0

−(x1−d)∆Fij
πr2−r0

(r− − r2−
2r0

) r− ≤ r0.
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Also, following the same arguments as in Appendix B, we obtain for A∗+ and A∗−:

A∗+11 =





C+
1

(
−∆F

12x
2
2 −∆F

11x1x2

)
r+ < r0

C+
2

(
−∆F

12x
2
2 −∆F

11x1x2

)
r+ ≥ r0

A∗+12 =





C+
1

(
∆F

12x2x1 +∆F
11x

2
1

)
r+ < r0

C+
2

(
∆F

12x2x1 +∆F
11x

2
1

)
r+ ≥ r0

A∗+21 =





C+
1

(
−∆F

22x
2
2 −∆F

21x1x2

)
r+ < r0

C+
2

(
−∆F

22x
2
2 −∆F

21x1x2

)
r+ ≥ r0

A∗+22 =





C+
1

(
∆F

22x2x1 +∆F
21x

2
1

)
r+ < r0

C+
2

(
∆F

22x2x1 +∆F
21x

2
1

)
r+ ≥ r0

A∗−11 =





C−1
(
∆F

12x
2
2 +∆F

11(x1 − d)x2

)
r− < r0

C−2
(
∆F

12x
2
2 +∆F

11(x1 − d)x2

)
r− ≥ r0

A∗−12 =





C−1
(
−∆F

12x2(x1 − d)−∆F
11(x1 − d)2

)
r− < r0

C−2
(
−∆F

12x2(x1 − d)−∆F
11(x1 − d)2

)
r− ≥ r0

A∗−21 =





C−1
(
∆F

22x
2
2 +∆F

21(x1 − d)x2

)
r− < r0

C−2
(
∆F

22x
2
2 +∆F

21(x1 − d)x2

)
r− ≥ r0

A∗−22 =





C−1
(
−∆F

22x2(x1 − d)−∆F
21(x1 − d)2

)
r− < r0

C−2
(
−∆F

22x2(x1 − d)−∆F
21(x1 − d)2

)
r− ≥ r0

where C+
1 = 1

2πr0r+
− 1

6πr20
, C+

2 = 1
3πr0r+

+ r+−r0
2πr3+

, C−1 = 1
2πr0r−

− 1
6πr20

and C−2 = 1
3πr0r−

+ r−−r0
2πr3−

.

Given x+ as (−x0, 0), x− as (d−x0, 0) and two paths p+ and p− as in Figure 2.24, following
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the same notation as in Chapter 2 Sec. 2.8, we have

∮

p+

{∫ x

x−

S∗+(s)ds+A∗+(x)

}
dx =: I+

∮

p−

{∫ x

x−

S∗−(s)ds+A∗−(x)

}
dx =: I−.

After substituting S∗+, S∗−, A∗+, andA∗−, applying polar coordinates and some algebraic

calculation, we obtain

I+
1 = x0∆

F
11

I+
2 = x0∆

F
21

I−1 = −(x0 − d)∆F
11

I−2 = −(x0 − d)∆F
21.
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Appendix E

The fields Ŵ , W , and kinematic

constraints on f̂

In this Appendix we outline some physical thought-experiments for understanding the

fields Ŵ and W , and guidelines for the kinematic constraints on the field f̂ for the unique

solution of (3.28) when physically expected. The treatment is necessarily non-rigorous

(given the scope of the undertaking), but we nevertheless provide it to lay out our intuition

behind the various mathematical constructs used in the paper.

On the current configuration, Ŵ is to be physically understood at any given point x

by the relaxation of a small neighborhood of atoms around x (our interpretation of this

procedure is explained in [AF15, Sec. 5.4.1], with W (x) there to be interpreted as Ŵ (x)

here). We assume that the relaxation always takes small neighborhoods to a state that is

the ‘closest’ zero-energy state for the neighborhood from its state in the (generally) stressed

current configuration. Let the arbitrarily chosen point where the condition Hs(x0) = 0

is imposed be x0. Thus Ŵ (x0) = W (x0). This process of relaxation generates a relaxed

shape of the local neighborhood around x0. We will refer to this shape as the reference

tile. We physically interpret W (x) at any point x as follows:

• Select a small shape around x in the current configuration.
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• ‘Measure’ the traction acting on the shape through its boundary in the current con-

figuration.

• Calculate the traction that needs to be applied on the the reference tile to fit into

the current shape.

• Compare two traction fields. If they match, then the shape under consideration is

one admissible choice, and the deformation gradient from the current shape to the

reference tile is one admissible value of W (x).

• Given a current configuration and Ŵ (x0), in general there can be a set of admissible

W (x) for each x in the current configuration. For example, consider a stress-free

twin boundary in the current configuration with x0 being in one variant of martensite;

thenW (x) for x lying in an adjoining variant can be I or correspond to the twinning

shear deformation between the two variants. The actual W (x) is decided by further

physical considerations, e.g. the microstructure in the current configuration like the

presence of boundaries or defects (of course, the mathematical theory is designed to

predict a definite evolution for the W field).

The above procedure allows one to define the fields S and α, at least in principle. Our

theory requires the specification of hard constraints on the field f̂ for a nominally unique

solution to the system (3.28). Recall that Ŵ (x0) = χ̂(x0) + grad f̂(x0)−Hs(x0). Given

S and α, χ̂(x0) and Hs(x0) are known, and thus gradf̂(x0) is known. The kinematic con-

straints on f̂ may be generated as follows: choose f̂(x0) arbitrarily; then using grad f̂(x0),

determine f̂(x0 + δx) around x0 for a small δx. Then f̂(x0) and f̂(x0 + δ), for appro-

priately chosen values of δ, can serve as the conditions on f̂ for eliminating ‘rigid-body

deformation’ modes.

As illustrations of some of these ideas, consider the through twin boundary discussed in

Section 3.5.9.1. Figure 3.24(d) is the current configuration. For the through twin boundary,

Ŵ is the identity field, and thus the closest-well, stress-free reference is compatible with,

264



and identical to, the current configuration. On the other hand, the elastic reference (Fig.

3.24(c)) obtained by mapping the current configuration by W is also compatible, but now

represents a compatible shearing across the twin boundary.

For the case of the terminating twin discussed in Section 3.5.9.2, the current and elastic

reference configurations are shown in Figure E.1. Figure E.1(a) is the (compatible) elastic

reference configuration obtained by mapping the current configuration in Figure E.1(b) by

the W field. Since the cwi-elastic field Ŵ is incompatible on the current configuration,

Figure E.2 shows the image of a series of vectors along a circle enclosing the core, mapped

by Ŵ . The red arrows correspond to the closed circuit on the current configuration and

the blue arrows represent the image of the circuit under Ŵ . Since the body is compressed

as discussed in Figure 3.25(b), the blue circle is larger than the red circle. Furthermore,

since Ŵ is incompatible, there is a gap between the start and end of the mapped circuit

as shown by the green arrow in Figure E.2. However, because of the fact that we are

dealing with a (g.)disclination in this case and not a dislocation core, this gap would not

be a constant for all loops surrounding the defect core, as can also be mathematically

understood by the delocalized nature of the S⊥ field.
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(a) The reference configuration mapped by
W field for the compatible terminating twin.
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(b) The current configuration for the com-
patible terminating twin.

Figure E.1: The reference configuration mapped by W and the current configuration of a com-
patible terminating twin. Since the current configuration has nonzero stress, the reference config-
uration of the terminating twin is different from the one of the through twin. The displacement
at the left bottom and the vertical displacement at the right bottom are fixed to eliminate the rigid
motion.
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Figure E.2: Vectors along a circle enclosing the core in the current configuration are mapped
by Ŵ . Red arrows are the vectors in the current configuration and blue arrows are the vectors
in the reference configuration mapped by Ŵ . The circle in the reference configuration mapped by
Ŵ is compressed, and the green arrow points to the gap representing the incompatibility of Ŵ .
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Appendix F

Construction of S and Π

Recall Figure 3.2 and the definition of the g.disclination density Π = curlS from (3.15),

whose components are given as

(curlS)irm = emjkSirk,j = emjka,j

(
W1 −W2

t

)

ir

νk + emjka

(
W1 −W2

t

)

ir

νk,j.

Namely,

curlS =

(
W1 −W2

t

)
⊗ (grad a× ν) + a

(
W1 −W2

t

)
⊗ curlν. (F.1)

To calculate curl ν, we first consider grad ν (on the 3-d layer) from (3.11) and (3.12)

given by

grad ν =
∂ν

∂s
=
∂ν

∂ξ1
⊗ ∂ξ1

∂s
+
∂ν

∂ξ2
⊗ ∂ξ2

∂s
+ 0⊗ ∂¸3

∂s
, (F.2)

where
(
∂ξi

∂s

)
is the dual basis corresponding to

(
∂s
∂ξi

)
, and ∂s

∂ξi
· ∂ξj
∂s

= δji . In addition, based

on the definition of s in (3.11), we have

∂s

∂ξi
=
∂x

∂ξi
+ ξ3 ∂ν

∂ξi
i = 1, 2.
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Furthermore, since ν · ν = 1,

∂ν

∂ξi
· ν = 0 for i = 1, 2.

Thus, for i = 1, 2 and j = 1, 2, 3,

ν · ∂s
∂ξi

= ν · ∂x
∂ξi

+ ξ3 ∂ν

∂ξi
· ν = 0

⇒ ∂

∂ξj

(
ν · ∂s

∂ξi

)
= 0

⇒ ∂ν

∂ξj
· ∂s
∂ξi

+
∂s

∂ξi∂ξj
· ν = 0

⇒ ∂ν

∂ξj
· ∂s
∂ξi

= − ∂s

∂ξi∂ξj
· ν

(F.3)

Since ∂s
∂ξi∂ξj

is symmetric with respect to i and j, for any i = 1, 2, 3 and any j = 1, 2, 3 we

have

∂ν

∂ξj
· ∂s
∂ξi

=
∂ν

∂ξi
· ∂s
∂ξj

, (F.4)

(which can also be independently checked from (F.3)4 for i = 3). But this implies that

grad ν is a symmetric tensor since grad ν may be expressed as

grad ν =

{
∂s

∂ξi
·
(

grad ν
∂s

∂ξj

)}
∂ξi

∂s
⊗ ∂ξj

∂s
=

(
∂ν

∂ξj
· ∂s
∂ξi

)
∂ξi

∂s
⊗ ∂ξj

∂s
.

Since curlν = − grad ν : X, we have curlν = 0 (the computation can be done in an

orthonormal basis if desired by noting that symmetry of the (covariant or contravariant)

components of a tensor is a property that is invariant to choice of basis, whether orthonor-

mal or not). Consequently, (F.1) implies

Π = curlS =

(
W1 −W2

t

)
⊗ (grad a× ν).

It is important to note that the curl senses gradients only in the longitudinal directions
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of the layer and is insensitive to the (large) gradient in S that exists across the external

surfaces of the layer, transverse to the ξ3 direction. To see this, we may assume an extension

of the function ν beyond the boundaries of the actual layer along the ξ3 coordinate and

assume a to be a smooth function of the form a(ξ1, ξ3) = â(ξ1)b(ξ3) with b such that it

goes to 0 rapidly across the layer boundaries from a constant value of 1 in the layer. Then

curlν = 0 in the transition layer for a for the same reasons as before, and grad a × ν =

∂a
∂ξ1

∂ξ1

∂s
×ν+ ∂a

∂ξ3
∂ξ3

∂s
×ν = ∂a

∂ξ1
∂ξ1

∂s
×ν since ∂ξ3

∂s
= ν, the large values of ∂a

∂ξ3
in the transition

layer is not sensed by the expression.

Define D as the integral of Π over any area patch threaded by the core, such as the

area patch A enclosed by the black dashed line in Figure 3.2:

D :=

∫

A

Πda, (F.5)

where n̂ is the unit normal vector of the core surface A. After substituting Π in (3.15),

we have

D =

∫

A

[
W1 −W2

t
⊗ (grad a× ν)

]
da

D =
W1 −W2

t

∫

A

(grad a× ν) · da

With the parametrization in Figure 3.2, we have

grad a =
∂a

∂ξ1

∂ξ1

∂s
,

da =

(
∂s

∂ξ1
× ν

)
dξ1dξ3,

so that

D =
W1 −W2

t

∫ ξ3=t

ξ3=0

∫ ξ1=c

ξ1=0

∂a

∂ξ1

[
∂ξ1

∂s
× ν

]
·
[
∂s

∂ξ1
× ν

]
dξ1dξ3.
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Note that

[
∂ξ1

∂s
× ν

]
·
[
∂s

∂ξ1
× ν

]
=

[(
∂ξ1

∂s
× ν

)
× ∂s

∂ξ1

]
· ν

=

[
ν

(
∂ξ1

∂s
· ∂s
∂ξ1

)
− ∂ξ1

∂s

(
ν · ∂s

∂ξ1

)]
· ν.

Since ∂ξ1

∂s
· ∂s
∂ξ1

= 1 and ν · ∂s
∂ξ1

= 0 as shown in (F.3)1, we have

[
∂ξ1

∂s
× ν

]
·
[
∂s

∂ξ1
× ν

]
= 1. (F.6)

With a(ξ1) given in (3.14), and substituting (F.6), D can be written as

D =
W1 −W2

t

tc

c
= W1 −W2. (F.7)

Thus, we obtain D = W1 −W2 and therefore the equation

curlY = Π

implies that the integral of Y along any curve encircling the core is W1 −W2 (by noting

that divΠ = 0 and applying the divergence theorem on a ‘cylinder’ with the surface A as

one end cap and any arbitrary surface as end-cap with the constraint that its boundary is

a curve that encircles the core).

In the case of phase boundaries, the misdistortion W1 −W2 can be written as c ⊗ ν

representing a shear difference. Then the eigenwall field S takes the form a(c⊗ν⊗ν) and

therefore

(curlS)irm = emjkSirk,j = emjka,j

(ciνr
t

)
νk + emjka

(ciνr
t

)
νk,j + emjka

(ciνk
t

)
νr,j. (F.8)

Based on the same argument to go from (F.2) to (F.4), the second term is zero and the
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first term is non-zero only in the core. If the layer where S has support is flat, then the

last term vanishes and Π is localized in the core. However, the additional third term is

non-vanishing along the layer when the layer is curved, serving as a non-zero source of Π

distribution along the whole layer.
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Appendix G

Specification of Anisotropic stiffness

tensor

For the anisotropic stiffness tensor, the elastic constants for the cubic crystal of Cu and

Ag are adopted from [SW+71]. The stiffness tensor C can be written as

C = C̃ijklẽi ⊗ ẽj ⊗ ẽk ⊗ ẽl,

where ẽi is the ith principle direction of C and C̃ijkl is the elastic constant. Denote the

transformation from any orthogonal basis {ei} to {ẽi} as R. Namely, the component of

R, Rij, can be define as ẽi · ej. Then, we have

em · (((Cet) es) en) = C̃ijkl(ẽi · em)(ẽj · en)(ẽk · es)(ẽl · et)

⇒ Cmnst = C̃ijklRimRjnRksRlt

In the incoherent grain boundary disconnection case discussed in Section 3.5.8.1, R is

a rotation matrix with a rotation angle along e3 axis. The rotation angle of the top part

is 22.5◦ and the rotation angle of the bottom part is −22.5◦.
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Appendix H

Uniqueness results in linear

g.disclination and classical

disclination theory

Recall the governing equations (3.10) of linear g.disclination theory:

curl Û e = −S⊥ : X +α

div (C : Û e) = 0

(C : Û e)n = t on the boundary.

(H.1)

We assume that the elasticity tensor C has minor symmetries and is positive definite,

possibly anisotropic and spatially inhomogeneous with sufficient smoothness. We also

assume the body to be simply-connected.
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Now assume there is another solution Û e′ that also satisfies (H.1), and define δÛ e :=

Û e − Û e′ . Then, since (H.1) is linear, we have

curl δÛ e = 0

div (C : δÛ e) = 0

(C : δÛ e)n = 0 on the boundary,

(H.2)

which implies δÛ e = 0 up to a spatially uniform skew tensor field, this being the standard

Neumann proof of linear elasticity, since δÛ e is now a gradient. Thus, Û e = Û e′ up to a

constant skew tensor and Û e
sym = Û e′

sym. Thus, Û e and Û e′ lead to the same stress field,

and their skew parts are also essentially uniquely determined up to a constant difference.

On the other hand, the elastic strain of the dislocation and disclination problem in

DeWit’s model [DeW73a] is obtained from

[
curl(αT )

]
sym
− θsym = inc(εe)

div(C : εe) = 0

(C : εe)n = 0 on the boundary,

(H.3)

where εe is the elastic strain, α is the dislocation density and θ is the disclination density.

C is the stiffness tensor (with the same properties stipulated above). Consider another

solution εe
′

that also satisfies (H.3), and denote δεe = εe
′ − εe. Then we have

inc(δεe) = 0

div(C : δεe) = 0

(C : δεe)n = 0 on the boundary.

The first equation in the above set and the simply-connected body implies that δεe is a

symmetrized gradient of a vector field, by St. Venant’s compatibility theorem. Then again,
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this becomes a standard Neumann uniqueness proof in linear elasticity theory and we have

δεe = 0, and thus εesym = εe
′
sym. Therefore the stress field from εe and the stress from εe

′

are identical, namely the stress field calculated from (H.3) is unique.

However, we note one important difference between the two models. For identically

specified data, note that g.disclination theory determines the closest-well elastic rotation

essentially uniquely, whereas classical disclination theory is completely silent about such

determination. This is particularly relevant in the dislocation-only case where there can

be no ambiguity in the definition of the elastic rotation in incompatible linear theory.
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Appendix I

Numerical Schemes for φ evolution

equations in 2D layer model

We adapt the computational scheme developed in [ZAWB15] for an exactly similar problem

in the context of dislocation dynamics to solve our equations.

For the sake of completeness, we reproduce the details of the scheme from that paper

with appropriate adjustments for field variable names and parameters. The numerical

scheme we adopt to solve the problem is identical to that in [ZAWB15], again with just a

translation of the names of the field variables. We include the details here for completeness.

In general, the Finite Element Method (FE) is used to solve the equation for balance of

linear momentum in a staggered scheme that utilizes φ as a given quantity obtained by

evolving it in the remaining part of the scheme. The general computing flow is shown in

Figure I.1.
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Given material properties, initial condi-
tions (φ0), boundary conditions, total time
SS, loading history, initial time s = 0

Given θk and φk, calculate φk+1 with upwinding finite
difference method. With φk+1 solve θxx + θyy − φy = 0
for θk+1 using standard Galerkin method based on φk+1

k = k + 1, s = s + 4s. repeat until s ≥ SS

Figure I.1: Flow charts for computing scheme: φ and θ are basic unkonwn fields.

An FE mesh with an embedded 1-d finite difference grid is used. We use linear quadri-

lateral elements, with 5× 5 Gauss quadrature points. All elements are of uniform size over

the whole domain.

The 1-d, finite difference grid is embedded in the layer, coincident with the line y = 0.

Suppose that the layer is meshed into M rows and N columns, where N is the total number

of 1-d grid points and M is always an odd number so that the middle row of elements always

have centers on y = 0. Each column of FE elements in the layer correspond to exactly

one grid point. Let xk be the x coordinate of the kth 1-d grid point, which is at the center

of the kth element in the (M + 1)/2 row of layer elements. Recall that τ(xk) is defined

as 1
a

∫ a/2
−a/2 (θy − φ) dy. Let (θy − φ)(I, k) denotes the integrand evaluated at the I th Gauss

point whose x coordinate is xk, and let Nk be the total number of such Gauss points. Then

τ(xk) is calculated as

τ(xk) =
1

Nk

(
Nk∑

I=1

(θy − φ)(I, k)

)
.

The numerical scheme developed in [DAZM13] is adopted and improved to solve (4.11)2,

the φ evolution. The scheme is called upwinding as the basic idea is to infer the direction

of wave propagation from the linearization of (4.11)2 and use this direction in the actual

nonlinear equation. Let us denote time step with 4t and spatial grid size of the finite

difference grid with 4h. Due to the necessity of very small element sizes to demonstrate

convergence, an explicit treatment of the diffusion term in (4.11)2 becomes prohibitive be-
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cause of a 4t = O(4h2) scaling. This is circumvented by treating the φxx term implicitly,

resulting in a linearly implicit scheme as follows. We first linearize (4.11)2 and discretized:

δφkt (xh) = −(2−m)
(
−sgn

(
φkx (xh)

)) ∣∣φkx(xh)
∣∣1−m

[
τ k (xh) + aφk+1

xx (xh)−
(
τ b (xh)

)k]
δφkx (xh)

+
∣∣φkx (xh)

∣∣2−m [εδφkxx (xh)
]

+
∣∣φkx (xh)

∣∣2−m
[
τ b
′
(xh) δφ

k(xh)
]
,

(I.1)

where a quantity such as φkx(xh) implies the value of φx(x) evaluated at hth grid point at

kth time step. The first term in (I.1) provides an advection equation with wave speed

ck(xh) = (2−m)
(
−sgn

(
φkx (xh)

)) ∣∣φkx(xh)
∣∣1−m

[
τ k (xh) + aφk+1

xx (xh)−
(
τ b (xh)

)k]
.

φkx(xh) and φkxx(xh) are obtained from central finite differences:

φkx(xh) =
φk(xh+1)− φk(xh−1)

24h

φkxx(xh) =
φk(xh+1)− 2φk(xh) + φk(xh−1)

4h2
.

(I.2)

Based on the sign of ck, φ
k
x is then computed by the following upwinding scheme:

φkx =





φk(xh+1)−φk(xh)

4h if ck(xh) < 0

φk(xh)−φk(xh−1)

4h if ck(xh) > 0

φk(xh+1)−φk(xh−1)

24h if ck(xh) = 0.

(I.3)

The time step is governed by a combination of a CFL condition and a criterion for stability

for an explicit scheme for a linear ordinary differential equation:

4tk = min

( 4h
ck(xh)

,
1

|φkx(xh)|2−m(−(τ b′(xh))k

)
. (I.4)
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Note that if φxx was evaluated at k, then the step size would also be bounded by 4h2
a|φkx(xh)| ,

leading to a quadratic decrease in 4tk with element size. Treating φxx implicitly elimi-

nates this constraint resulting in significant savings in computation time. φk+1
h is updated

according to

φk+1(xh)− φk(xh)
4tk = |φkx(xh)|2−m

[
τ k + aφk+1

xx − (τ b(xh))
k
]

⇒φk+1(xh)− a4tk|φkx(xh)|2−mφk+1
xx (xh) = φk(xh) +4tk|φkx(xh)|2−m

[
τ k − (τ b(xh))

k
]
.

(I.5)

The right hand side of the equation is known at current time k. But noting that φk+1
xx (xh)

is again computed from φk+1 at xh+1, xh and xh−1, a system of linear equations of size

N has to be solved to get φk+1. The computational expense of the linear solve is small

compared to the savings obtained by relaxing 4tk corresponding to the explicit treatment

of diffusion.
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Appendix J

Layer model for the screw dislocation

case

Paralleling the development in Section 4.5.2, we define a layer model for straight screw

dislocation dynamics in solids in this section. Consider the similar geometry as in Section

4.5.2 as shown in Figure 4.12:

V = {(x, y) : (x, y) ∈ [−W,+W ]× [−H,+H]}

L = {(x, y) : (x, y) ∈ [−W,+W ]× [−l/2,+l/2]}

0 ≤ l < 2H, W > 0.

The screw dislocation problem is one of anti-plane shear, i.e. there is only one non-vanishing

displacement component of the solid, this being the out-of-plane one which is a function of

the in-plane coordinates. In the present physical context, u is the displacement vector and

UP is the plastic distortion tensor, that plays an analogous role to λ. The conservation

law for the defect field for the screw dislocation [ZAWB15] is given in the form

α̇ = − curl(α× v).
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The displacement is assumed to be of the form

u = w(x, y)e3

and UP takes the form

UP =





φ(x, t)e3 ⊗ e2 in the layer

0 otherwise.

We assume v to be of the form v = v(x, t)e1.

Therefore, α is also non-zero only in the layer, with component form

α = − curlUP = −φxe3 ⊗ e3

curlα = φxxe3 ⊗ e2.

The stored energy function for the screw dislocation model is assumed as

W =

∫

V
ψ(εe,α) + γf(|U p|)dv =

∫

V

[
K

2
| gradu−UP |2 +

ε

2
(φx)

2 + γf(|φ|)
]
dv.

Here, K is a shear modulus with dimension Force×Length−2; ε = KCaξ2 is a parameter

characterizing the energy density of the dislocation core; ξ is the Burgers vector magni-

tude of the dislocation, proportional to the lattice interatomic distance (with dimensions of

Length), C is a non-dimensional parameter to control the magnitude of the core energy, and

the product aξ is the separation between two atomic layers with a ≥ 0 a non-dimensional

scaling factor. Unlike the nematic disclination case, the layer has a physical significance

in the case of the crystal dislocation as does the λ field in predicting, often ‘stress-free,’

permanent plastic deformation (with respect to a fixed reference) due to the motion of dis-

locations. The combination γf represents the ‘generalized stacking fault energy’ reflecting
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lattice symmetries, and measurable from controlled computational atomistic experiments

([Vit68]) and we assume the simple forms γ = PK
a

and

f = 1− cos

(
2π|φ|

(
ξ

aξ

)−1
)

where P is a dimensionless parameter.

From α̇ = − curl(α× v), we have φt = −φxv(x, t). Given the ansatz, only the layer is

relevant for the dissipation and it can be written as

D =

∫

L
v{[T32 − τ b + εφxx](−φx)}dv,

where

τ b := γ
df

dφ
= 2πPK sin (2πφ a)

and

T32 = K(u3,2 − φ) := K(ωy − φ).

As in Section 4.5.2 , we take the average of (wy − φ) over the layer and requiring the

dissipation D ≥ 0, the evolution equation for φ reads as

∂φ

∂t
=
|φx|2−m
Bm

(
τ − τ b + εφxx

)

where τ =
K

aξ

∫ aξ
2

−aξ
2

(wy − φ)dy.

Again, Bm is a non-negative coefficient characterizing energy dissipation with physical

dimensions depending on m. The parameter m can be chosen to probe different types of
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behavior. By introducing the following dimensionless variables,

x̃ =
1

ξ
x; ỹ =

1

ξ
y; ε̃ =

1

Kξ2
ε = Ca; τ̃ =

1

K
τ ; τ̃ b =

1

K
τ b;

s̃ =
K

ξ2−mBm

t; w̃ =
1

ξ
w,

we obtain the dimensionless evolution equation for the layer model as described below:

∂φ

∂s̃
= |φx̃|2−m

(
τ̃ − τ̃ b + ε̃φx̃x̃

)
.

After removing tildes for simplicity, the dimensionless governing equations for the screw

dislocation problem become





wxx + wyy − φy = 0 in V
∂φ

∂s
= |φx|2−m

(
τ − τ b + Caφxx

)
in L

(J.1)

where

τ =
1

a

∫ a/2

−a/2
(wy − φ) dy, τ b = 2πP sin (2πφ a) ,

and the first equation represents static balance of forces (balance of linear momentum), for

the ansatz being considered here.

As can be seen from a comparison of (J.1) and (4.11), the governing equations of the

screw dislocation model are exactly analogous to the disclination model.
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minimizing harmonic maps describing the equilibrium of nematic phases between

cylinders, Archive for Rational Mechanics and Analysis 118 (1992), no. 2, 149–

168. 2, 4.1

[BBS55] B. A. Bilby, R. Bullough, and E. Smith, Continuous Distributions of Dislo-

cations: A New Application of the Methods of Non-Riemannian Geometry,

Proceedings of the Royal Society of London A: Mathematical, Physical and

Engineering Sciences 231 (1955), no. 1185, 263–273. 2.2

[BCF51] W.-K. Burton, N. Cabrera, and F. C. Frank, The growth of crystals and the

equilibrium structure of their surfaces, Philosophical Transactions of the Royal

Society of London A: Mathematical, Physical and Engineering Sciences 243

(1951), no. 866, 299–358. 5.3.4

[BCG05] L. Berlyand, D. Cioranescu, and D. Golovaty, Homogenization of a Ginzburg–

Landau model for a nematic liquid crystal with inclusions, Journal de
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