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Abstract

Citizen science forges partnerships between experts and citizens through collab-
oration and has become a trend in public participation in scientific research over the
past decade. Besides this trend, public participation can also contribute to participa-
tory democracy, which empowers citizens to advocate for their local problems. This
strategy supports citizens to form a community, increase environmental monitoring,
gather evidence, and tell convincing stories. Researchers believe that this “commu-
nity citizen science” strategy can contribute to the well-being of communities by
giving them the power to influence the general public and decision makers.

Community citizen science requires collecting, curating, visualizing, analyz-
ing, and interpreting multiple types of data over a large spacetime scale. This is
highly dependent on community engagement (i.e., the involvement of citizens in
local neighborhoods). Such large-scale tasks require the assistance of innovative
computational tools to give technology affordance to communities. However, exist-
ing tools often focus on only one type of data, and thus researchers need to develop
tools from scratch. Moreover, there is a lack of design patterns for researchers to ref-
erence when developing such tools. Furthermore, existing tools are typically treated
as products rather than ongoing infrastructures that sustain community engagement.

This research studies the methodology of developing computational tools by us-
ing visualization, crowdsourcing, and artificial intelligence techniques to support the
entire community engagement lifecycle, from initiation, maintenance, to evaluation.
This research will make methodological and empirical contributions to community
citizen science and sustainable human-computer interaction. Methodological con-
tributions include detailed case studies with applied techniques from information
technology systems that are deployed in real-world contexts. Empirical contribu-
tions include generalizable empirical insights for developing interactive systems that
integrate multiple types of scientific data.

In this dissertation, I first define “community citizen science” and explain corre-
sponding design challenges. Then, I review existing computational tools and tech-
niques that are related to this research. Next, I present four interactive systems
centered around the research scope: (1) a timelapse editor that supports building
evidence-based narratives, (2) an air quality monitoring system that integrates het-
erogeneous data and computer vision to support the formation of scientific knowl-
edge, (3) a visualization tool that reveals the impact of oil and gas development,
and (4) a mobile crowdsourced application for reporting and visualizing pollution
odors. Finally, I synthesize findings from all four works into generalizable design
implications for future researchers and developers.
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Chapter 1

Introduction

In a democratic process, citizens must advocate for regulatory changes related to social, politi-
cal, or environmental issues, such as inequality, urban renewal, or air pollution. To influence and
convince stakeholders, such as regulators, businesses, and the general public, citizens often need
to forge and present reliable scientific evidence. Scientific evidence can be formed from multiple
types of data, which typically need to be collected and curated over a large geographic area and an
extended period. However, citizens’ efforts to collect and curate data are often limited since they
lack sufficient technological fluency and need to seek assistance from experts in governmental
agencies, academic institutions, business companies, or non-governmental organizations. Such
large-scale collaborative tasks require community engagement and the intervention of modern
information technology, which includes visualization, crowdsourcing, and artificial intelligence
techniques. These three techniques play different critical roles when initiating, maintaining,
and evaluating community engagement. Applying these techniques poses new challenges re-
lated to data quality, science communication, and evaluation metrics. This research studies the
methodology of developing and using information technology systems to democratize scientific
knowledge over the entire course of community engagement. The primary research question is:
e How can we design interactive systems with visualization, crowdsourcing, and artifi-
cial intelligence to support the engagement lifecycle in community citizen science?
In this chapter, I begin with framing the research scope, community citizen science, which is a
subfield of citizen science. Then, I explain the design principle and challenges of this research.
Next, to be successful in the intervention of information technology, I discuss the importance of
considering the lifecycle of community engagement, which forms the research question. Finally,
I present the contributions of this research.

1.1 Research Scope

I frame the scope of this research under the field of designing interactive systems to support
citizen science, especially when used for addressing issues related to the public good in civil
society. In general, citizen science refers to empowering amateurs and professionals to form
partnerships and produce scientific knowledge through actual participation or collaboration [27,
28, 80, 159, 196]. Gaining scientific knowledge is one of the most significant differences between
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Figure 1.1: Citizen science has two main strands: research-oriented (the left part in this figure) and community-
oriented (the right part in this figure). This research focuses on the latter.

citizen science and conventional public communication methods, such as newsletters or public
hearings. Researchers and policy-makers often rely on scientific knowledge to provide answers.
Besides treating science as a pure problem-solving activity, scientific knowledge and endeavor
can also contribute to revealing the condition of a social, political, or environmental problem and
encourage follow-up critical discussions.

There are three dimensions of citizen science research projects: values, participation levels,
and governance structures (Figure 1.1). One can consider each citizen science project as a data
point in a space that is spanned by these dimensions. It is essential to consider these dimensions
since projects which fall in distinct subspaces have various goals, which in turn require different
design principles and pose different challenges. In the following subsections, I discuss these
dimensions and define a subspace, community citizen science, as the research scope.

1.1.1 Values

Citizen science has different scientific, educational, societal, and policy-making values [196].
These values determine the type of impacts and contributions that a citizen science project makes
to the civil society. Historically, there are two main approaches [52]:
¢ Scientific research, which raises awareness and increases public understanding of science
by spreading knowledge among common people [25, 26, 47, 53, 62, 64, 161, 204].

¢ Participatory democracy, which empowers lay people to represent their needs, address
community concerns, and influence policy-making by producing and exchanging scientific
knowledge [44, 93, 115, 116, 117, 171, 174, 209, 210, 228].
The scientific research approach has the goal of solving large-scale scientific research questions
which are infeasible for scientists to tackle alone. Research questions under this approach are
often propelled by professional scientists. Researchers applying this approach study how sci-
entists can encourage the public to participate in scientific research, asking “What can common
people do for professional scientists?” This scientific research approach was originated from
Rick Bonney in the Cornell Lab of Ornithology, which uses citizens science to engage people in
bird watching and environmental conservation [25, 62]. In contrast, the participatory democ-
racy approach aims to democratize science by equipping citizens with tools to directly target
community concerns for advocacy. Research questions under this approach are often driven by
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community members. Researchers applying this approach explore how scientists can engage in
social and ethical issues that are promulgated by citizens, asking “What can professional scien-
tists do for common people?”” This participatory democracy approach originates from Alan Irwin
and emphasizes scientific citizenship through openness and transparency of scientific governance
and public engagement [115, 117].

This thesis adopts the participatory democracy approach to explore how information tech-
nology can be used to strengthen the link between scientific research and civil society. Besides
asking how citizens can be engaged to act as scientists, this research asks how scientists can think
and act as citizens. Rather than involving communities to participate in solving scientific research
questions, the primary focus is to address community concerns directly. This research seeks to
generate scientific evidence from community data to support citizen-driven exploration, under-
standing, and dissemination of public good concerns. The ultimate goal is to empower citizens
to advocate for themselves in solving local specific issues, which may be social, environmental,
or political.

1.1.2 Participation Levels

Citizen science research has various participation levels between scientists and citizens [25, 53,
101, 200, 225, 227]. Participation levels determine the level of investment and effort to partici-
pate in a citizen science project. They typically include five stages:

¢ Problem definition, which involve form (e.g. site or environment), function (e.g. peo-
ple, activities, or relationships), economy (e.g. budget, operating costs, lifecycle costs, or
available resources), and time (e.g. past, present, or future) [176]

¢ Plan development, which involve data collection protocols, system development and de-
ployment, or steps of community actions

¢ Data collection, which involves collecting or labeling multiple types of data, such as sen-
sor readings, images, or crowdsourced reports

e Data analysis, which involves information visualization, exploratory data analysis, hy-
pothesis testing, machine learning, or computer vision

¢ Decision making, which involves data interpretation, formation of scientific knowledge,
storytelling, or policy-making

One can consider participation along a spectrum that ranges from citizens as tools to citizens as
scientists. At one end of the spectrum, scientists treat volunteers as powerful tools that provide
or label data, which is also called crowdsourcing [79] or citizen cyberscience [95]. One such
example is Galaxy Zoo, which utilized the knowledge collected from volunteers to classify a large
number of galaxies via a web-based platform [152]. The classification result was aggregated from
various participants with different weights, which were determined by their tenancy to agree with
the majority. Volunteers were not directly involved in the design process of the platform. At
the other end of the spectrum, scientists treat volunteers as collaborators over the entire project
lifecycle, which involves almost all stages listed above. One such example is the Neighborhood
Networks project, a participatory design practice which used robotics and sensing technology
to engage residents in collecting environmental data and making critical discussions about local



environmental concerns [68, 70]. Learning how to use the technology and apply it to real-world
contexts happened together during the iterative design process. Participants in this project were
involved in both designing and using the computational tools.

This thesis takes the concept of citizens as scientists, where volunteers and scientists es-
tablish a strong partnership through collaboration and engagement. Participants are treated as
co-designers that bring diverse skills and expertise from multiple disciplines to inform the de-
sign of computational tools. This thesis studies how researchers take on the role of supporters
that facilitate utilizing and disseminating technology, instead of supervisors that oversee and
control the entire community engagement procedure. Design decisions are dynamically adjusted
in response to the needs of communities. This co-design approach can grant the flexibility to
discover, leverage, and adopt new design implications that are necessary for achieving the goal
of democratizing science envisioned by Alan Irwin [115, 117].

1.1.3 Governance Structures

Citizen science research has different governance structures, which affects the power relation-
ships between communities, governments, businesses, and non-governmental organizations [51].
A citizen science project can be led by a central organization, multiple stakeholders, or a com-
munity. This corresponds to three following governance structures:
¢ Top-down, which means a central organization or government invites local communities
to contribute data or participates in the decision-making process

e Multi-party, which means multiple stakeholders (e.g. citizens, local communities, aca-
demic institutions, non-profit organizations, businesses, or government agencies) collabo-
rate together in running a citizen science project

¢ Bottom-up, which means local communities initiate, organize, and lead grassroots move-
ments about specific local issues and seek assistance from experts

One example of the top-down governance structure is EyeWire, where trained volunteers col-
laborate to provide knowledge for a machine learning model that reconstructs 3-dimensional
representations of retinal neurons [125]. Errors in the volunteer-contributed data were resolved
by majority agreements or inspected by domain experts. EyeWire was led by researchers from
academic institutions with pre-designed engagement procedures. An example of the multi-party
governance structure is the Creek Watch, a mobile and web application for users to report images
and texts about local waterway conditions to assist water management policy-making [127]. The
design process of Creek Watch integrated user needs and feedback from multiple stakeholders,
such as government organizations, consulting companies, and local communities. An example
of the bottom-up governance structure is the Bucket Brigade, which was a low-cost device for
citizens to collect air samples [163]. Affected residents organized several communities to use
the device for monitoring local air quality and measuring the impact of local industrial activities.
This project was started in 1995 by Attorney Edward Masry, who sued a refinery for air pollution
on behalf of a local community, and it was later maintained by advocacy groups.

This thesis focuses on empowering citizens to advocate for themselves using the bottom-up
and multi-party governance structures. Local communities play a significant role in providing
organizational network and disseminating critical findings to influence policy-making. Thus, I
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believe that these two structures are more suitable for linking technology to local concerns. The
top-down structure is typically used for engaging the public in scientific research, rather than
democratizing scientific knowledge. Moreover, these two structures align well with the concept
that the researcher acts as a supporter and treats community members as co-designers. On the
other hand, the top-down structure often considers citizens as data-contributors.

1.2 Design Principle

In Section 1.1, I discuss the space of citizen science research projects, which can be defined
by three dimensions: values, participation levels, and governance structures. Projects which are
located in difference subspaces have specific goals. When developing information technology
to achieve particular goals in these projects, researchers accordingly adopt two opposing design
principles: consensus and agonism. The following subsection discusses these design principles,
and this thesis focuses on the agonism design principle.

1.2.1 Consensus versus Agonism

The consensus design principle supports structured deliberation to improve the situation of de-
cision makers. This principle is often applied to citizen science projects which have scientific
research values. Research questions and directions under this principle are often defined by pro-
fessionals in academic institutions, non-governmental organizations, or government agencies.
One notable project that uses the consensus principle is eBird, which provided computational
tools for birdwatchers, scientists, and policy-makers to collect, visualize, and analyze bird data
collaboratively [213, 214]. The tool documented bird migration timing, seasonal occurrence,
and relative abundance on various spatial and temporal scales. This information can be used
for not only promoting bird science education to the public but also prioritizing species-specific
conservation actions. Another example is the Community Resource Messenger, which applied
ubiquitous computing to facilitate and improve the communication between staff and residents
at a shelter for homeless mothers [146]. Shelter staff could send residents information about
available services and appointment reminders via text messaging, and residents could ask their
case managers or therapist for assistance. Another instance, Tiramisu, was a transit information
system for collecting GPS location data and problem reports from bus commuters [230]. Based
on the user-contributed location data and the official bus schedule information, the system pro-
vided real-time bus arrival estimation, which was a significant concern for commuters. Tiramisu
demonstrated that citizens could contribute valuable data to increase public service. In these three
examples, user groups can generally be categorized as service providers (e.g., regulators, staffs,
academic researchers) and consumers (e.g., citizens, amateurs), where their power relationships
tend to be more equal and balanced. Although projects applying the consensus design principle
opened up discussions of research results and interpretations to citizens, it rarely enabled those
citizens to negotiate or reframe problem definitions, research questions, or research goals.

In contrast, this thesis embraces the agonism design principle, which directly targets so-
cial, political, or environmental issues that community members need to advocate for themselves
[66, 164]. This principle aligns with community citizen science projects which have participa-
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tory democracy values. Research questions and directions under this principle are often defined
by citizens in communities. One project that uses the agonism approach is Feral Robot, which
served as low-cost mobile sensor network nodes for grassroots communities to collect, map, and
present chemical pollution data in a local park [ 140, 141]. The goal of Feral Robot is to empower
affected residents to apply robotics sensing for social activism around local environmental con-
cerns. By measuring invisible environmental factors, such as air quality and noise, residents can
make sense of the impact of pollution in the context of their neighborhoods. The air quality
monitoring project, Bucket Brigade, discussed in subsection 1.1.3 is also an instance of the ago-
nism design principle. In these examples, the power relationships between service providers and
consumers tend to be more contradictory and unbalanced. A typical case is that citizens affected
by industrial activities may not be satisfied with the actions taken by government regulators. The
agonism design principle leverages street science [54] and adversarial design [67]. Street sci-
ence emphasizes fusing local and professional knowledge to produce scientific evidence which
can inform or challenge policy-making. Adversarial design promotes critical political discus-
sions and challenges the current unbalanced power structure between citizens, governments, and
businesses. The agonism design principle adopted in this thesis is not to support the mechanism
and procedure of governance, but rather to open up debates and improve the condition of society
through openness and transparency.

1.3 Design Challenges

The main goal of my research scope, community citizen science (see Section 1.1), is to democ-
ratize scientific knowledge through the intervention of information technology and to shape
more equitable power relationships between citizens and stakeholders in a measurable way. To
achieve the goal, this research embraces the agonism design principle (see Section 1.2). Ag-
onism has a close relationship with public participation in politics, where citizens organize a
community (or the public) around certain issues to advocate for themselves [57]. The agonism
design principle embraces agonistic plurality, controversy, and variability in communities and
thus enables the articulation of community concerns, such as social, political, or environmental
problems. However, while researchers intend to enable citizens to generate scientific evidence
with interactive systems, they are unable to accurately predict if citizens will contribute sufficient
data needed for drawing meaningful insights. It is also difficult to determine the critical amount
of human effort required for extracting knowledge [230]. Moreover, there are various methods
of collecting, presenting, and using the data. It is not feasible to explore and evaluate all possible
methods without deploying the system in the real-world context. These challenges, combined
with other conditions, form a “wicked” problem [50, 190]. The concept of a wicked problem
is in contrast to a “tame” problem, which can be understood and solved by following existing
methodologies. A wicked problem has the following properties:

e Each problem is unique and dependent on context.
e There is no alternatively enumerable set of solutions.
e Each problem cannot be understood unless the corresponding solution is framed.

¢ Each solution is a one-shot operation and has no opportunity for trial and error.
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¢ There is no optimal solution or stopping rule.

¢ There is no right or wrong, only good or bad.

To reveal and address a wicked problem, it is essential to obtain reliable scientific knowledge.
However, forming scientific knowledge is not a trivial process. It may require using large-scale
data over long periods of time and broad geographical areas. This is where the intervention of
information technology becomes prominent. The interactive systems are designed to influence
citizen participation and reveal local community concerns simultaneously, which is different
from observational studies that use existing data, such as one that correlated air quality keywords
from social media contents with environmental sensor measurements [85]. Due to the nature of
wicked problems in community citizen science, traditional software design principles that tackle
clear user needs are not suitable.

This thesis considers interactive systems as an ongoing infrastructure to sustain commu-
nities over time (as mentioned in [57]), rather than a software product which solves a single
well-defined problem. This design principle is similar to how architects and urban designers
address wicked problems. When approaching a community or city-scale problem, architects
and urban planners first explore problem attributes (form, function, economy, and time [176])
and then design specific solutions (e.g., buildings or urban infrastructures) based on prior em-
pirical experiences. I translate this idea to provide technology affordances, as mentioned in
[90, 92, 166, 167], for seeking and revealing the condition of the local air quality problems, past
and present. Technology affordance refers to the possibilities that information technology offers
the people who may use and interact with it. Such affordances involve collecting, visualizing,
analyzing, and interpreting multiple types of data over a large spatial and temporal scale as scien-
tific evidence. This poses three challenges: data quality, science communication, and evaluation
metrics.

¢ Data quality: how can we collect and curate large-scale heterogeneous data efficiently?

¢ Science communication: how can we use multiple types of data to form and share scien-
tific knowledge?

¢ Evaluation metrics: how can we evaluate the intervention of information technology in a
real-world context?
In the following subsections, I explain the importance of these challenges and their corresponding
needs in order.

1.3.1 Data Quality

How can we collect and curate large-scale heterogeneous data efficiently?

Modern citizen science research often requires collecting data over a large temporal and spa-
tial scale. As mobile, sensing, and information technology proliferates, citizens now have tools
to gather data, such as sensors, cameras, and mobile devices. However, collecting data manually
by using these tools has several problems. First, the process is time-consuming and laborious.
For instance, to collect evidence of air pollution over a long period, citizens use cameras to take
pictures of smoke emissions. Nevertheless, it is difficult to capture air quality violations in this
way since smoke emissions can happen at any time. Having citizens monitor potential pollution
sources 24/7 is infeasible. Second, the process can be error-prone and subject to bias. For ex-
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ample, the large amount of collected air quality data may contain missing values, have different
formats or units, and be separated from multiple locations. This makes it difficult to retrieve in-
formation. Without proper curation, these data are unusable. Third, citizen-generated data often
contain personal information, such as residential locations and IP addresses, which raises serious
privacy concerns. Therefore, there is a strong need to develop computational tools to automate
the data collection process [165], improve data quality [26, 27, 63, 101, 107, 159, 189, 227],
make data retrievable [63, 165], and address privacy concerns by de-identifying personal infor-
mation [159].

1.3.2 Science Communication

How can we use multiple types of data to form and share scientific knowledge?

Besides collecting and curating data, citizens need to present and share convincing stories
about local problems to journalists, regulators, and the general public. Convincing stories often
integrate personal experiences and scientific evidence, which requires computational tools to
visualize, analyze, and make sense of large-scale heterogeneous data. This leads to several new
challenges. First, to build a system which enables forming scientific knowledge, there is a lack of
reusable computational tools. Existing tools are often designed to handle only one type of data,
such as images. Thus, researchers need to develop new tools to integrate multiple types of data
from scratch, which requires a considerable number of resources. Second, even with these new
computational tools, analyzing data manually with pure human power can take a tremendous
amount of time. For instance, it is challenging to ask citizens to find smoke emissions in videos
captured from monitoring cameras over a long period. Third, citizen science data often depend
on time and contain human errors. Independent variables (predictors) can have high dimensions
or be correlated. These ill-conditioned data make it hard to apply traditional statistical methods
for pattern recognition. In sum, there is a strong need to develop reusable tools for visualizing
and analyzing large-scale heterogeneous data [26, 27, 159, 165] and to use automatic approaches
(e.g., machine learning or computer vision) for knowledge discovery and extraction [22, 107].

1.3.3 Evaluation Metrics

How can we evaluate the intervention of information technology in a real-world context?
Measuring information and communication technology (ICT) interventions in community
advocacy is generally challenging. Community advocacy has the ultimate goal of policy change,
yet it is difficult to causally prove how critical to a successful policy change the communities’
actions have been. For example, how can we tell if an air quality monitoring system promotes
a sustainable power relationship among communities, governments, and industries in the long
term, even when community concerns are addressed, or policy goals are achieved eventually?
Such systems succeed in how the behaviors and attitudes of citizens, policy-makers, and busi-
nesses change and how the relationships among them evolve. Moreover, because local problems
of community concerns are often wicked [50, 190], it is infeasible to follow a prescribed design
guideline to reach a solution directly. The solution that is adopted in one context may not be
suitable for another similar context. Under various real-world contexts, stakeholders often have



dramatically different views of interpreting wicked problems. Both constraints of a wicked prob-
lem and the required resources to solve it can also change over time. This means that addressing
a wicked problem requires a large number of people to change their mindsets, and thus there
is no opportunity for testing by trial and error. Without real-world deployment and evaluation
metrics, it is difficult to provide insights that can inform future researchers in developing such
systems. In summary, there is a strong need to deploy information technology [32], evaluate the
scientific, social, and political impact of such technology in a real-world context [26, 32, 210],
and provide generalizable design insights [159].

1.4 Research Question

In Section 1.3, T explain that forming scientific knowledge is essential to understanding and
addressing wicked problems and requires the intervention of information technology. The
success of adopting interactive systems in community citizen science is highly dependent on
community engagement [208], the involvement of citizens in local neighborhoods. Community
engagement, which is also called public engagement, can have a significant impact on democratic
governance [210]. There are various definitions of a public (community). This research applies
the definition that a public (community) is formed by citizens who are indirectly or directly
affected by negative or positive issues in civil society and are dedicated to making sure that these
issues get recognized and resolved [61]. These issues can be social, political, or environmental.
With the support of modern information technology, community engagement protocols have the
potential to empower citizens in addressing these issues, which require collecting, analyzing,
and interpreting data over large space-time scales. This process can scale local and professional
knowledge up to a level capable of producing scientific evidence for communities to take political
action [54].

The intervention of information technology in this research focuses on three techniques: vi-
sualization, crowdsourcing, and artificial intelligence. These techniques can contribute to
democratizing scientific knowledge and supporting community engagement. First, by using vi-
sualization techniques to map data into visual elements, humans can explore and interpret data
intuitively with perceptual skills, which may help communicate facts and promote public engage-
ment [104, 105]. Also, visualization can be integrated with other types of media into compelling
and memorable stories [135, 155]. Sharing and presenting these stories is a powerful way to
raise public awareness about certain issues and to serve as evidence for convincing stakeholders.
Second, crowdsourcing techniques can distribute tasks to crowds and aggregate ideas from those
crowds to produce scientific knowledge collaboratively to facilitate decision making [29, 79].
The scalability of crowdsourcing techniques can engage diverse community members in the
problem-seeking process over large geographical areas and long periods of time. User-generated
content from crowdsourcing not only can be used to index sensor and image data but also can
be valuable for indicating levels of public participation and engagement. Finally, artificial in-
telligence techniques, including machine learning and computer vision, can automate repeated
processes and significantly reduce the workloads for citizens to organize scientific evidence. The
predictive power of machine learning models can provide feedback to users, such as sending
push notifications to inform users of the potential presence of events. Machine learning is also a
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Figure 1.2: This figure shows the concept of the community engagement lifecycle.

promising approach for identifying and interpreting patterns among multiple types of citizen sci-
ence data, which are typically high-dimensional, correlated, biased, and noisy [17, 22, 107, 124].

Rather than treating information technology as a product, this thesis treats it as ongoing
infrastructure to sustain communities rather than products (see Section 1.3). Therefore, when
developing interactive systems to support community citizen science, it is important to consider
the engagement lifecycle as a whole 1.2. The engagement lifecycle refers to the concept of
viewing community engagement over the course of its entire life, which involves (1) initiating
citizen participation in contributing data, (2) maintaining engagement for a long-term, and (3)
evaluating the performance and impact of engaging with the system. This concept is inspired
by the design process where architects and urban planners continue refining their methods in
response to user behavior changes under various unique contexts at different phases. Based on
the challenges and needs described in Section 1.3, this thesis explores methods for developing
information technology with the agonism design principle to support the engagement lifecycle.
The main research question is formulated as the following:

How can we design interactive systems with visualization, crowdsourcing, and
artificial intelligence to support the engagement lifecycle in community citizen
science?

In the following subsections, I discuss the three stages of the community engagement lifecycle.

1.4.1 Initiate Community Engagement

How can we motivate citizens to participate in community citizen science?

This stage consists of data quality and science communication challenges that are discussed in
Subsection 1.3.1 and 1.3.2. Communities with a high awareness of local issues may already have
sufficient motivation to start collecting or providing data. However, when a community has low
initial activation, there is a need to empower citizens in the community by using visualization and
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crowdsourcing techniques. First, by visualizing data, whose raw forms often do not make sense
for the general public, community members can gain a better understanding of local issues. For
example, visualizing particulate matter in the air helps citizens scientifically track and understand
the air quality around their living areas. Second, crowdsourcing enables citizens to actively and
efficiently contribute data by dividing a large-scale task into smaller micro-tasks. The act of
participating can implant the concept that citizens can change conditions in their community.
For instance, reporting industrial odors to local health departments via a mobile application can
encourage citizens to pay attention to the air quality in their living environment in a scientific
manner.

1.4.2 Maintain Community Engagement

How can we maintain public participation in community citizen science?

This stage consists of data quality and science communication challenges that are discussed in
Subsection 1.3.1 and 1.3.2. When using information technology to produce scientific knowledge
over large space-time scales, it is vital to sustain a sufficient level of motivation and participation
of citizens. This requires adopting several approaches in designing visualization and crowd-
sourcing systems. First, showing perceived values to citizens and giving community members
proper credit can reveal the impacts of their scientific endeavors, which may help improve their
confidence in achieving their goals, such as policy changes. Second, simplifying tasks by using
artificial intelligence, such as machine learning and computer vision, can significantly reduce
workload for citizens, which may increase their willingness to participate. Third, supporting var-
ious participation levels for a wide spectrum of active and passive user behaviors allows citizens
to contribute their time and efforts efficiently.

1.4.3 Evaluate Community Engagement

How can we evaluate the performance and impact of community engagement?

This stage consists of evaluation metrics challenges that are discussed in Subsection 1.3.3.
Section 1.3 mentions that this research treats information technology systems as ongoing infras-
tructure in communities to sustain public participation in politics [57]. When using this concept
to improve deployed systems and provide design insights to future researchers, it is important
to evaluate the impact of the system by using qualitative or quantitative metrics. Community
engagement has in general two major metrics: changes in external behaviors (variable X') and
changes in internal attitudes (variable Y'). The direction and strength of the relation between X
and Y can be influenced by a moderator [46], the intervention of information technology (vari-
able 7). Figure 1.3 shows the interrelationships among these three variables. In this research,
the intervention of information technology refers to features in interactive systems. Behavior
changes refer to patterns about how users interact with system features over time, which can be
observed by analyzing the participation history from server log files or implementing built-in
metrics, such as website traffic trackers. Attitude changes refer to how psychological conditions
of citizens in a community evolve, which can be measured explicitly by using self-report surveys
or interviews. Evaluating community engagement has several advantages. On a narrower level,

11



Intervention of

Information Technology

Attitude
Changes

Behavior
Changes

Figure 1.3: This figure shows the interrelationships among the intervention of information technology (Z) and two
primary categories of community engagement metrics: observed behavior changes of citizens (X), and measured
attitude changes of a community (Y'). The intervention of information technology serves as the moderator [46] to
influence the strength or direction of the relationship between the other two variables: behavior and attitude changes.
It is possible to identify the corresponding behavior and attitude changes after deploying systems. However, the
causation links between behavior and attitude changes are unclear.

systems can distribute different types of tasks to suitable groups of users based on their partici-
pation level. On a broader level, communities, researchers, organizations, or governments need
quantitative or qualitative methodologies, techniques, and metrics to understand the impact of
community citizen science projects.

1.5 Contributions

This chapter has defined the scope of this research (community citizen science), described the de-
sign principle (agonism), and explained design challenges (data quality, science communication,
and evaluation metrics). Also, this chapter has framed the research question around initiating,
maintaining, and evaluating community engagement by using information technology with visu-
alization, crowdsourcing, and artificial intelligence techniques. The intervention of information
technology has the ultimate goal of empowering communities to advocate for their local issues.
To achieve this goal, it is essential to design and deploy such systems in real-world contexts, eval-
uate the impacts of such systems, and provide generalizable design methodologies and insights
for future researchers. This research aligns with large-scale sustainable HCI (Human-Computer
Interaction) [24, 37, 69, 71, 75, 158], which studies the intervention of information technology
for increasing the awareness of sustainability, changing user behaviors, and influencing attitudes
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of communities as a whole. This thesis makes the following methodological and empirical con-
tributions to sustainable HCI and community citizen science:

¢ Methodological contribution, including detailed case studies with applied methodologies
of information technology systems that are deployed in real-world contexts to support
community citizen science

¢ Empirical contribution, including generalizable empirical implications for developing
interactive systems that integrate multiple types of scientific data, such as sensor readings,
images, and crowdsourced content

1.6 Outline

This thesis is organized as follows. Chapter 2 reviews previous works related to the history
of public participation, the importance of integrating human-generated and machine-generated
data, and the approach of using computer vision and machine learning when analyzing data.
Chapter 3, 4, 5, and 6 present four deployed interactive systems. Two of these systems focus
on initiating community engagement, and the other two systems tackle the entire engagement
lifecycle. Chapter 7 concludes all experiences and findings into generalizable design implications
for future researchers to develop interactive systems that support community citizen science. The
appendix consists of surveys for evaluating these deployed systems.
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Chapter 2

Related Work

As mentioned in the introduction chapter, this research focuses on empowering local commu-
nities to collaboratively advocate for their local problems using scientific knowledge. Forming
and democratizing scientific knowledge at a broad spatial-temporal scale requires community
engagement in collecting, curating, visualizing, comparing, and making sense of data from het-
erogeneous sources. It is the power of modern interactive systems that make this data-driven
community engagement approach viable. Developing such systems to improve technological
fluency among citizens and foster public communication for participatory democracy is still an
ongoing research topic [27, 159]. This chapter reviews techniques that can support the devel-
opment of interactive systems, which involve crowdsourcing, visualization, and artificial intelli-
gence. First, I start by describing an early approach of engaging communities in environmental
epidemiology before the existence of the citizen science concept and modern information tech-
nology. Using historical examples, I highlight the significance of collecting and utilizing lay
knowledge when addressing community concerns. Next, thanks to the development of modern
information technology, citizens can now use environmental sensing devices, mobile computing
applications, and web-based tools to crowdsource multiple types of human and machine inputs.
These heterogeneous data sources, when being integrated together via visualization techniques,
can provide better contexts that reveal local problems. However, these noisy, high-dimensional,
and potentially correlated datasets are complex to analyze and interpret using traditional sta-
tistical methods. I then discuss approaches that apply artificial intelligence, including machine
learning and computer vision, for automating repetitive tasks, predicting future events, and ex-
tracting knowledge from citizen science data.

2.1 Community Engagement in Epidemiology

Citizen science strategies are particularly valuable for addressing large-scale public health issues
[58]. Historically, before the existence of the citizen science framework, community engagement
had been applied in epidemiological research, which studied connections between human health
and environmental factors. In a classic study of the cholera epidemic in London in 1854 [205],
Dr. John Snow wrote: “Within two hundred and fifty yards of the spot where Cambridge Street
joins Broad Street, there were upwards of five hundred fatal attacks of cholera in ten days.”
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Contrary to the then-popular belief that cholera was spread through the air, Snow argued that
sewage contamination caused the epidemic. To build this argument, Snow carefully documented
the locations of affected houses, examined death cases, and verified if those cases accessed the
contaminated water pump. Then, by plotting the location of water pumps and the death cases
geographically on a map, Snow was able to provide convincing evidence that cholera was spread
through contaminated drinking water. After presenting this evidence, the handle of the contami-
nated water pump was removed, and the outbreak quickly diminished.

Snow’s method for using citizen-contributed lay knowledge to inspect how cholera spread
in London has been widely adopted in epidemiology to identify the distribution of diseases and
understand factors that affect the distribution. Researchers further adapted this approach to pop-
ular epidemiology and community-based participatory research, where citizens directly en-
gage in gathering data and extracting scientific knowledge from these data for advocacy and
activism [33, 34, 35, 150]. In the study of childhood leukemia cases that were clustered near
contaminated water wells in Woburn, residents recruited epidemiologists to show the relation-
ship between the risk of childhood leukemia and the hazardous chemicals in their drinking water
[36]. The Woburn case led to the increase of national funding to clean up toxic waste sites and
study the connection between human health and toxic contamination.

These historical examples suggest that gathering local experimental community data, which
are often inaccessible to scientists, can link expert and lay knowledge to produce convincing
scientific evidence. This data-driven evidence, especially when integrated with community nar-
ratives, is essential for citizens to make sense of local environmental issues and take community
action [173]. This concept is especially beneficial when lay perspectives contradict professional
ones, and thus advocacy or activism is needed to inform policy-makers about the perceptions
and views of community concerns [34, 58]. This thesis research draws on popular epidemiology
by including lay knowledge to track and interpret the distribution of local environmental con-
cerns, but it is different in its use of computational tools to speed up the process and facilitate
communication.

2.2 Computational Tools for Community Engagement

Due to the advancement of modern information technology, citizens can now collect data with
computational tools to contextualize and express their concerns. There are typically two types of
community data, generated from either machine or human inputs. Each type of data provides
a small fragment of evidence. As discussed in the previous section, lay knowledge is vital to
the conversation about community concerns. However, using human-generated data alone is not
sufficient for producing convincing evidence in community citizen science. When it comes to
resolving and revealing community concerns, human-generated data can show how real-world
living experiences of residents are affected by local issues, but it is typically noisy, ambiguous,
and hard to quantify at a consistent scale. Machine-generated data can complement human-
generated data by providing temporally dense and reliable measurements that reflect the real
situations of the surroundings, but it fails to explain how community members perceive and
experience the environment. Most of the research effort has been concentrated on only one
type of data. Without integrating both types of data, it is difficult to understand the context of
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Figure 2.1: The bottom blue paths 1 and 2 depict a gap in integrating human-generated (subsection 2.2.1) and
machine-generated data (subsection 2.2.2). The top blue path 3 shows the approach of using computer vision to
support extracting patterns from image or video data. The top blue paths 4 and 5 show that there is a need to consider
both prediction (subsection 2.3.2) and inference (subsection 2.3.3) when analyzing community citizen science data.
The middle bold and red path demonstrates the approach that this thesis suggests for designing interactive systems
that support community citizen science.

local concerns. In the following subsections, I discuss a range of computational tools that are
designed to collect and visualize either human-generated or machine-generated data, as shown
in the bottom two separate blue paths in Figure 2.1.

2.2.1 Human-Generated Data

Human-generated data includes personal observations contributed by community members. Mod-
ern computational tools enable citizens to provide and share volunteered geographic information
as defined in [101]. Once this information is collected, the tools can aggregate these human-
generated data to produce scientific knowledge and collective intelligence [20, 29, 215]. For
example, Ushahidi is an open-source online platform that crowdsources crisis information via
text messages or its website to provide timely transparent information to a broader audience
[169]. The platform allowed citizens to share information that reflected real situations, such as
incidents of violence after an election or protest, when rumors and doubts were prevailing in the
mainstream news media. Another example is NoiseTude, a mobile application that empowered
citizens to report noise via their mobile phones and map urban noise pollution on a geographical
heatmap [76, 156]. The tool could be utilized for not only understanding the context of urban
noise pollution but also measuring short-term or long-term personal exposure, which might ben-
efit large-scale epidemiological research.

In addition to aggregating data, computational tools can facilitate community engagement,
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and community members can provide feedback for developers to refine the tools iteratively. For
instance, Creek Watch is a monitoring system which enabled citizens to report water flow and
trash data in creeks [127]. The system consisted of a mobile application for collecting user-
generated content (e.g., images) and a website for visualizing and sharing data by using a map
and a table. The iterative design process involved regulators. User studies showed that partic-
ipants were satisfied with the data quality and believed that the system would promote public
engagement and education in watershed health. Another instance is Sensr, a tool for creating
environmental data collection and management applications on mobile devices without program-
ming skills [129, 131]. Non-profit organizations were involved in the design iterations. Project
managers could use the framework to create a campaign website around a specific issue, such as
air quality. Community members could report data with geographic information, such as images,
via a mobile application. Case studies that created citizen science campaigns with this tool in-
dicated the need to control data quality, support both dense and sparse citizen participation, and
create data-driven narratives to facilitate communication.

Besides engaging local communities, computational tools also afford data collection at a vast
spacial-temporal scale. For instance, Encyclopedia of Life is a platform for curating species in-
formation that was crowdsourced from professionals and non-expert volunteers [192]. Curators
could comment and make “trust,” “untrust,” or “hide” decisions on the user-generated content.
Content providers could then improve the data based on this collaborative feedback. User stud-
ies were conducted by using grounded theory [212] to categorize key design recommendations,
which included establishing sub-communities based on user interests, endorsing the scientific
value of community-contributed data, distributing tasks to the right people, attributing the effort
of collecting data to users, and rewarding contributors. Another example, eBird, is a crowdsourc-
ing platform to engage birdwatchers, scientists, and policy-makers to collect and analyze bird
data collaboratively [213, 214]. The platform enabled users to submit birdwatching data, such as
dates, locations, and species. The data were visualized on a map to show frequency distributions
and seasonal migrations of birds. Researchers indicated that the balance between quantity and
quality, the accessibility, and the variety of data are key factors to make eBird successful.

The advancement of modern computational tools can support community members in con-
tributing and visualizing human-generated data. From the examples shown above, when devel-
oping these tools, it is essential to understand what data stakeholders need, how to validate data
quality, how to make data useful, and how to deliver data effectively. Researchers in these works
considered tools as an integrated system, which supported different levels of participation, rather
than individual and separate components. This insight pointed out the importance of considering
how a computational tool could support the entire lifecycle of community engagement.

2.2.2 Machine-Generated Data

Machine-generated data include environmental measurements quantified with sensing devices.
These sensors are often designed for citizens to run by themselves to monitor their surroundings
collaboratively with minimal to no assistance from experts. Several previous works focused on
gathering data from deployed sensing equipment. For example, Tian et al. implemented a low-
cost and calibrated wearable sensor, MyPart, to measure airborne particles [220]. These real-
time sensor readings were visualized on a mobile application for users to make sense of their air
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quality data. In a preliminary user study where participants took a specific route with the device,
the result showed that visualization could engage participants in interacting with and interpreting
air quality data. Another example is a fine particulate matter sensor, Speck, developed by Taylor
et al. [217, 218]. The sensor was calibrated for operating indoors. The screen on the device
enabled users to view the current estimated particle concentration as well as historical data. A
user study revealed that participants had better awareness about their indoor environment after
using Speck. The result also showed an increased level of confidence to mitigate the effect of
poor indoor air quality.

Traditionally, systems that collected machine-generated data were evaluated based on per-
formance and accuracy, but it is also critical to evaluate attitude and behavior changes in com-
munities during the design process. For instance, Kuznetsov et al. developed a monitoring
system which involved low-cost air quality sensors and a map-based visualization [138]. The
system was deployed in four different types of communities for supporting public engagement
and activism. User studies revealed that community members perceived the system as a tool for
expressing and understanding local public health concerns, such as traffic exhaust and industrial
air pollution. Another instance is an indoor air quality monitoring system implemented by Kim
et al. [130]. The system used Arduino to gather air quality data from commercial sensors. The
data were visualized together with other sensor data provided by AirNow [4]. User studies of
system deployment found increased awareness of indoor air pollution problems and changes of
habitual behaviors to improve indoor air quality, such as turning on a fan while cooking. Another
example is a low-tech and low-cost paper sensing system, developed by Kuznetsov et al., to trap
particulates in the air [139]. The system was deployed in a local air quality activist group. User
studies showed that the system allowed community activists to observe various pollutants and
understand how air pollution travels at local regions across different times of the day and week.

Insights from these previous works showed that sensing technology, especially accompanied
with visualizations, could provide context and evidence that might raise awareness and engage
local communities to participate in political activism. These works emphasized studying the in-
fluence of deploying systems in communities by analyzing changes in how users interact with
information technology over time. Similar to these works, this thesis evaluates interactive sys-
tems not only according to system performance and usability, but also its real-world impact on
communities regarding behavior and attitude changes.

2.3 Artificial Intelligence for Community Engagement

Modern computational tools, as discussed in the previous section, have enabled community
members to crowdsource and visualize a large quantity of human-generated or machine-generated
data. When the amount of data is small, visualization techniques are sufficient for community
members to search and document evidence. However, the quantity of data in citizen science is
often too large to be manually inspected through visualization. Multiple interrelated patterns may
exist in the data, which may not be revealed initially in the visualization. Identifying and docu-
menting all evidence from the visualization can take community members a considerable amount
of time and effort. Moreover, there is skepticism about whether lay people can contribute valid
and reliable data for scientific research, as mentioned in [27, 47, 58, 170]. Citizen science data

19



are typically high-dimensional, noisy, potentially correlated, and spatially or temporally sparse.
These characteristics make data validation and interpretation problematic when using traditional
statistical methods. To convince stakeholders, researchers and community members need to not
only automate the process of collecting evidence but also validate citizen science data when
producing scientific knowledge [226].

To automate the process of searching and validating evidence from “big data”, artificial intel-
ligence provides promising techniques, including computer vision [86, 102, 216] and machine
learning [23, 103, 119, 121, 162], to assist community members by identifying and document-
ing patterns in citizen science data. Computer vision enables extracting patterns from image and
video data automatically, which can assist community members in collecting scientific evidence.
Machine learning involves prediction and inference techniques [17, 22, 108, 201]. Prediction
focused on increasing the performance of forecasting future events with sophisticated models.
However, interpreting these models to identify patterns that are particularly relevant to local
concern could be challenging. Inference is specialized for explaining models. However, using
inference alone without considering prediction could over-interpret models due to overfitting the
data, and the result could be poorly generalizable for other similar contexts. Thus, there is a
need to integrate both approaches that complement each other when evaluating the impact of
interactive systems, as discussed in [108, 201]. The following subsections discuss how previous
works leveraged the power of computer vision, prediction, and inference, as shown in the top
blue separate paths in Figure 2.1.

2.3.1 Computer Vision

Computer vision enables computers to make sense of image or video data and also extract pat-
terns from them, which can augment human perception when completing certain tasks. Several
previous works used information crowdsourced from participants to complement or enhance the
computer vision algorithm. For example, Glance is a video coding system which asked crowd
workers on Mechanical Turk to label small clips in parallel [144]. The system aggregated the
labels from multiple workers based on their quality and levels of agreement. This crowdsourc-
ing approach enabled researchers to analyze behaviors that were hard to detect with existing
computer vision algorithms. Without searching the entire video, researchers could use the ag-
gregated crowdsourcing labels to identify events quickly. Another example is Zensors, a mobile
image recognition application that combined crowdsourcing and computer vision to answer user-
defined questions [143]. Initially, answers were provided by workers on Mechanical Turk. The
system then used these answers as labels to train a computer vision classifier, which could take
the image recognition task when its accuracy reached a threshold for a specified period. Another
instance, VizLens, is a mobile application that assisted visually impaired people on using various
interfaces [98]. A blind person was first instructed by crowd workers to take a picture of the in-
terface. Crowdworkers then labeled elements on the interface collaboratively. Next, a computer
vision algorithm, which was trained by using these labels, took over the image recognition task.
When the blind person touched an element on the interface, the application generated a spoken
response based on the image recognition result.

These works emphasized the idea that using other data sources to index real-time or archived
videos could help users in making sense of video content efficiently and reliably. This idea
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inspired this research to adopt computer vision to automate repetitive tasks, which made it easier
for community members to gather visual evidence from the data. Also, this idea strengthened
the approach, mentioned in the previous section, to blend multiple types of human-generated and
machine-generated data for comparison.

2.3.2 Prediction

Prediction aims to forecast the future based on previous observations of predictors and responses.
Several previous works used machine learning to predict air quality. For example, Zheng et al.
developed a framework to forecast air quality readings of a monitoring station over the next 48
hours based on meteorological data, weather forecasts, and sensor readings from other nearby
monitoring stations [229]. The framework consisted of linear regression and an artificial neural
network that modeled temporal and spatial trends respectively. Their predictions were weighted
according to weather conditions. Additionally, sudden changes of air quality were modeled
by using a separate rule-based model. Another work, conducted by Azid et al., used principal
component analysis and an artificial neural network to identify significant pollution sources and
predict air pollution respectively [14]. Donnelly et al. combined kernel regression and multi-
ple linear regression to forecast the concentrations of nitrogen dioxide over the next 24 and 48
hours [74]. Hsieh et al. utilized a graphical model to predict the air quality of a given location
grid based on data from sparse monitoring stations [111]. Nodes in the graph indicated loca-
tion grids at different spatial-temporal states, and edge weights represented correlations between
these states. The graph was constructed by optimizing a loss function that modeled the distance
between labeled and unlabeled distributions of air quality index.

The primary goal of applying machine learning in these studies was to increase the predictive
power of the data. These works applied prediction techniques to help citizens plan daily activities
and also inform regulators in controlling air pollution sources. This idea inspired this research
to not only visualize data in interactive systems but also provide informative predictions as a
way of demonstrating the perceived values of citizen-contributed data to encourage and maintain
community engagement.

2.3.3 Inference

Inference refers to mining and extracting knowledge about the interrelationships between pre-
dictors and responses. Understanding how changes of predictors affect responses is essential in
analyzing the impacts of environmental issues in the long-term [34, 58]. Several previous works
focused on using machine learning to increase the explanatory power and infer potential pat-
terns in the data. For instance, Gass et al. investigated the joint effects of outdoor air pollutants
on emergency department visits for pediatric asthma by applying Decision Tree learning [89].
Predictors (air pollutants) were simplified from continuous values into quartiles. The decision
trees, trained with the CART algorithm [149], were used as a supervised version of hierarchical
clustering for explaining patterns and generating hypothesis, rather than predicting the future.
The authors suggested using Decision Tree learning to hypothesize about potential joint effects
of predictors for further investigation. Another work, conducted by Stingone et al., trained de-
cision trees to identify possible interaction patterns between air pollutants and math test scores
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of kindergarten children [211]. The interaction terms were added to a linear regression model
for estimating the effect. With control for confounding factors, the result showed relationships
between isophorone exposure and math scores among children who lived in densely populated ur-
ban areas. Another study, conducted by Hochachka et al., fused traditional statistical techniques
with boosted regression trees to extract species distribution patterns from the data collected via
the eBird platform [107]. The results could be used to guide species conservation planning and
management.

Applying inference techniques to find associations among variables is not trivial. Typically,
selecting representative variables requires domain knowledge from experts or hypotheses gen-
erated when inspecting the visualization. These previous works utilized domain knowledge to
fit machine learning models with high explanatory powers on filtered citizen science data. Re-
sults showed that understanding the structure of machine learning models can inform decision-
making. These works inspired this research to extract knowledge from the data and study the
relationships between predictors and responses, rather than merely concentrating on evaluating
how well these models represent the data. The extracted knowledge can reveal local concerns
and serve as convincing evidence for communities in taking action.

2.4 Summary

This thesis shows that the approach of integrating human-generated and machine-generated data
can produce scientific evidence that lay people and experts can interpret. The interactive systems
can further be enhanced by combining interactive design with artificial intelligence. The middle
red path in Figure 2.1 demonstrates the concept of designing interactive systems for community
citizen science. In the following chapters, I present four computational tools that demonstrate
the value of integrating multiple types of data to provide narratives or evidence. Two of these
tools specifically utilize artificial intelligence techniques to reduce the workload of community
members, forecast future events to support personal decision-making, and interpret patterns of
local community concerns.
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Chapter 3

A Web-based Large-scale Timelapse Editor
for Creating and Sharing Guided Video
Tours and Interactive Slideshows

Scientists, journalists, and photographers have used advanced camera technology to capture ex-
tremely high-resolution timelapse and developed information visualization tools for data explo-
ration and analysis. However, it takes a great deal of effort for professionals to form and tell
stories after exploring data, since these tools usually provide little aid in creating visual elements.
This chapter presents a web-based timelapse editor to support the creation of guided video tours
and interactive slideshows from a collection of large-scale spatial and temporal images. Profes-
sionals can embed these two visual elements into web pages in conjunction with various forms
of digital media to tell multimodal and interactive stories. The editor provides technology affor-
dance for forming convincing scientific narratives that reveal critical landscape changes on the
Earth, such as deforestation, coral bleaching, and drying lakes. This work addresses the science
communication challenges (as mentioned in section 1.3) to initialize community engagement in
community-oriented citizen science. The main contribution of the work is to provide reusable
computational tools for forming and sharing scientific knowledge.

3.1 Preface

As camera technology proliferates, the quantity and resolution of digital images have increased
exponentially. Researchers have worked on creating tools for generating, exploring, and sharing
large-scale timelapses after capturing high quality images. For instance, Sargent et al. [193]
have developed an integrated solution to capture and stitch gigapixel timelapses, generate multi-
resolution video tiles, and visualize the results in an interactive web-based viewer. Professionals
have used the technology to document the entire context of a site, capture extreme details in
scenes, and share high resolution timelapses on the Internet. One example is the Google Annual
Earth Timelaspe [1] consisting of 29 cloud-free mosaics of the planet from Landsat satellite
imagery between 1984 and 2012, with each frame containing nearly 1 trillion explorable pixels.

Such visualization tools enable browsing large-scale images and provide powerful data ex-
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ploration experiences to professionals. However, most existing tools lack the capability for pro-
fessionals to create visual elements for data-driven storytelling through space and time, affording
the presentation of a sequence of related facts found during exploration. If professionals want to
create video tours, they need to import timelapses into video editing software. This process is
impractical and takes a huge amount of time as most software cannot handle large datasets that
do not fit into memory.

To address this problem, this work presents a web-based timelapse editor [77] operating
along large-scale space and time to assist professionals in creating visual elements based on facts
found during exploration. The editor allows the creation of guided video tours and interac-
tive slideshows to enhance different story structures described by Segel and Heer [197]. Guided
video tours present changes over time in author-driven stories, having linear visualization paths
and limited interactivity. Interactive slideshows store various interesting locations and facilitate
follow-up exploration for reader-driven stories, having little prescribed orderings and high in-
teractivity. Each tour or slideshow is a micro-story and can be integrated by professionals with
other types of media into a mega-story [118].

3.2 System

When scientists find interesting events while exploring the timelapse in the zoomable and pannable
viewer, they can use the editor attached at the bottom of the viewer (Figure 3.1) to create guided
video tours defined by sequences of keyframes containing the time, location, and scale of differ-
ent views. Users can use the functions provided on the main control bar to add keyframes. On
the left side of the viewer above the scale bar, there is a small box displaying the satellite image
quality relative to a resolution to assist scientists in choosing appropriate scales. If a keyframe
is unwanted or misplaced, users can select the keyframe and then delete it or drag it to a desired
place in the sequence. Each keyframe in the container has auxiliary functions for users to update
the keyframe to the current view, duplicate the keyframe, and add corresponding descriptions.
Users can click on the play button on the main control bar to preview the tour animated
by using a linear motion for each pair of keyframes using default transition settings. In the
keyframe container, users can specify transition parameters between two consecutive keyframes.
There are two main types of transitions: speed and duration. A speed transition uses the user-
defined playback rate relative to the original video rate and automatically computes the duration.
The editor uses 100% speed as the default transition setting. In contrast, a duration transition
calculates the speed accordingly from the user-defined duration. For short timelapses (e.g. less
than 100 frames), users can assign a desired looping parameter, the number of times to loop
through the entire timelapse video between two keyframes. While looping the entire video,
the editor introduces a 0.5 second dwelling time for a better transition effect, meaning that the
animation pauses at the very beginning and end of the timelapse for 0.5 second. By using the
animation logic described above, users can perform the following five different camera motions:

¢ Animate zooming, panning, and time simultaneously by adding two keyframes at different
locations and dates, and then setting speed or duration to a non-zero value.

¢ Pause zooming and panning but animate time by adding two keyframes at different dates
but the same location, and then setting speed or duration to a non-zero value.
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Figure 3.1: This figure shows the user interface of the timelapse editor. The top part is a viewer which shows a
timelapse imagery dataset. Users can navigate the dataset by zooming and panning the viewer. There is a toolbar at
the bottom of the viewer, which provides functions for editing a video tour or an interactive slideshow. The bottom
part of the interface shows a series of keyframes, which compose the narrative, and the transition parameters among
these keyframes.

¢ Pause time but animate zooming and panning by adding two keyframes at different loca-
tions but the same date, and then setting duration to a non-zero value.

¢ Pause zooming, panning, and time simultaneously by adding two keyframes cloned at the
same location and date, and then setting duration to a non-zero value.

¢ Jump immediately from the first keyframe to the second one by forcing duration to be zero.

When finished editing, users can click the share button to disseminate or embed the guided
video tour (Figure 3.2) encoded in an URL (uniform resource locator) into a storytelling web-
page. Descriptions associated with each keyframe show up as video captions. The tour interface
displays a time stamp, a scale bar, and a small Google map to provide contextual information. A
button at the top left of the interface allows users to stop the tour.

Professionals can also use the editor to create interactive slideshows (Figure 3.3) containing
a collection of locations. The workflow is similar to the one for creating video tours. The ed-
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Figure 3.2: This figure shows the user interface of a guided video tour. The tour animates automatically by following
a series of keyframes that are created in the editor.

itor turns keyframes into slides and omitting all transition parameters. Audiences first see an
overview and then can choose an interesting location to zoom in and to request detailed infor-
mation. When audiences hover a mouse onto a slide, a message box containing corresponding
descriptions fades into the interface. Clicking on a slide animates the viewer to a keyframe rep-
resenting an interesting location. Professionals can use interactive slideshows for storytelling in
a webpage or for visual exhibitions on hyperwalls in museums.

3.3 Discussion and Summary

After releasing the editor in 2012, journalists at TIME magazine used the editor to create video
tours for telling stories about extreme natural resources, global climate changes, and urban ex-
plosions on Earth. The tool rendered these tours into high-quality videos and then the journalist
integrated these videos with the timelapse viewer and other forms of digital media into a com-
pelling story [2]. Audiences first experienced a prescribed author-driven story with rich multi-
media containing space-time tours and then were free to explore the timelapse by themselves. In
addition, scientists in the Explorables team in Pittsburgh in 2014 created interactive slideshows
for telling a reader-driven story about landscape changes along Taiwan’s coastline over a two-
decade period [84]. In 2014, scientists at the Exploratorium museum in San Francisco installed
a visual exhibition showing an interactive slideshow on a hyperwall. These professionals were
able to create tours or slideshows by using the editor over approximately half an hour of training
and to use these visual elements in forming interesting stories. However, there are several open
research questions:
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Taipei Harbor is an artificial harbor built by land
reclamation and mainly used for operations of

large container ships.

Taipei Harbor is an artificial harbor built by land reclamation near Taiwan's capital city, Taipei. It is designed to be an auxiliary harbor of
the largest one, Keelung Harbor, in north Taiwan and will pessibly replace Keelung Harbor in the future. Ports on the harbor are mainly
used for operations of large container ships. The harbor shares cargo volume with Keelung Harbor and thus reduces the traffic load in
central Taipei area. The right two images above are retrieved from Taipei Port Office website and Wikipedia.

Figure 3.3: This figure shows the user interface of an interactive slideshow with other media.

e What is the efficiency of the editor? Can professionals use it easily without spending too
much effort?

¢ Do stories integrating custom guided tours and interactive slideshows encourage audiences
to explore the timelapse?

¢ Do custom guided tours and interactive slideshows help audiences gain insights from sto-
ries formed by professionals?

Developing tools to support the creation of visual elements for storytelling depends heavily
on the user needs from professionals. It is vital to collaborate with target users and keep them in
the design loop. Future works include conducting a medium to long term user evaluation [202] to
answer the research questions and analyzing the locations that users focused on by parsing server
log files (i.e. requests of images). The ultimate goal is that the editor can truly help professionals
focus more on the content of stories rather than time-consuming and laborious work.
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Chapter 4

Community-Empowered Air Quality
Monitoring System

Developing information technology to democratize scientific knowledge and support citizen em-
powerment is a challenging task. In our case, a local community suffered from air pollution
caused by industrial activity. The residents lacked the technological fluency to gather and curate
diverse scientific data to advocate for regulatory change. We collaborated with the community
in developing an air quality monitoring system which integrated heterogeneous data over a large
spatial and temporal scale. The system afforded strong scientific evidence by using animated
smoke images, air quality data, crowdsourced smell reports, and wind data. In our evaluation,
we report patterns of sharing smoke images among stakeholders. Our survey study shows that the
scientific knowledge provided by the system encourages agonistic discussions with regulators,
empowers the community to support policy making, and rebalances the power relationship be-
tween stakeholders. The system critically reveals the local air pollution problem of a community
and empowers citizens to advocate for themselves. This work addresses the data quality, science
communication, and evaluation metrics challenges (as mentioned in section 1.3) for initializing,
maintaining, and evaluating community engagement. The contributions of this work include the
methodology of curating and visualizing multiple types of scientific data, the concept of using
computer vision to support forming scientific knowledge, and the result of tracking behavior and
attitude changes.

4.1 Preface

Air pollution is a critical environmental issue for people who live near industrial sites. To address
this problem, it takes communities a great effort to gather scientific evidence at a large spatial and
temporal scale, which requires the assistance of information technology in collecting, curating,
and visualizing various types of data. In our case, 70,000 residents near Pittsburgh suffer from
air pollution caused by a coke (fuel) plant. Under some unusual situations, the coke plant leaks
hazardous smoke irregularly, known as fugitive emissions (see Figure 4.1), into the atmosphere.
The resulting toxic emissions with fine particulates pose risks to health and have negative impacts
to living quality [122, 177].
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Figure 4.1: This figure shows emissions with various lightings, appearance, and opacities.

To address air pollution, residents formed the ACCAN (Allegheny County Clean Air Now)
group. In several community meetings, residents mentioned that adults and children developed
respiratory problems because of exposure to coke oven gas. In addition, residents must close
windows at night because of irritating burning smells. They also said that the air quality was so
poor that they could not exercise outside. To pursue environmental justice, the community took a
series of actions, such as gathering evidence of violations and filing petitions to the government.
They envisioned that these actions could raise public awareness about air quality issues and
pressure the government to deal with air pollution problems.

To advocate for themselves in improving the local air quality, the community needed to
gather convincing evidence in communicating with stakeholders. Traditionally, the community
collected scientific data manually, which was time-consuming, error-prone, and offered limited
scientific validity. The community lacked technological fluency and required the assistance of ex-
perts in setting up an automatic system to collect and archive data from various sources. Starting
in January 2015, we aided the community to set up outdoor air quality sensors and live cameras
pointed at the coke oven where smoke usually occurred. We also created an electronic process for
capturing smell reports. To visualize hybrid data (sensor readings, smell reports, real-time high
resolution imagery, and wind information), we developed a web-based air quality monitoring
system. Community members could use the system to manually search for smoke in timelapse
videos and use a thumbnail generator to create animated images. But searching and documenting
all smoke emissions required manpower and took an impractical investment of time. Therefore,
we implemented a computer vision tool to detect smoke and produce corresponding animated
images (see Figure 4.5), which could then be curated in online documents and shared on so-
cial media. With the monitoring system, community members could tell stories with concrete
scientific evidence about what happened (using animated smoke images) and how these events
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Figure 4.2: This figure shows steam, shadow, and the mixture of steam and smoke.

affected the local neighborhood (using sensor readings, smell reports, and wind information).

To evaluate community engagement, we analyzed the server logs, which store HTTP requests
of thumbnails from August 2015 to July 2016. In addition, we conducted a survey study with the
research question: does interacting with the air quality monitoring system increase community
engagement in addressing air pollution concerns? We anticipated that the intervention of the
system increases awareness, self-efficacy [15, 41], and sense of community [160], which are the
three dependent variables in our survey study. Awareness means participants know a problem
exists and has impact on daily lives. Self-efficacy means the strength of participants’ belief in
their ability to successfully reach the community’s goal. Sense of community means participants
feel they have influence in the community and a sense of belonging. We form three corresponding
hypotheses: interacting with the system improves the ability to perceive air quality problems,
strengthens the belief that the ACCAN community can reach its goal of improving air quality, and
makes people think that they are influential and fit in the community. The independent variables
are involvement, age range, and education level. Involvement is the level of participation, such
as exploring, documenting, and sharing data from the system.

In this chapter, we explore the formation and use of scientific knowledge in citizen empower-
ment via the intervention of information technology. Our design principle is to stimulate critical
discussions and confront the current unbalanced power relation between stakeholders. We begin
by explaining the research scope and reviewing similar projects. Then, we describe the design
process and the implemented web-based air quality monitoring system. In addition, we discuss
the results of smoke image usage from server logs and survey study. Finally, we provide insights
in developing systems to empower data-driven community action and conclude with limitations.
Our contributions are:

¢ Detailed documentation of a worked example which used scientific data from heteroge-
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Figure 4.3: The user interface of the web-based air quality monitoring system. The top-left part is a zoomable and
pannable viewer which shows the timelapse video. The bottom-left charts visualize crowdsourced smell reports,
PM2.5 sensor readings, and automatic smoke detection results. The blue line shows readings from the sensor
operated by the local health department. The purple, green, and orange lines shows readings from six sensors
that we deployed in the community. The bottom-right map indicates wind speed (length of the blue arrow), wind
direction (orientation of the blue arrow), and sensor locations (bar charts). The colors and heights of bar charts on
the map correspond to the colors and readings on the line charts respectively.

neous sources to critically reveal, question, and challenge environmental conditions.

¢ Analysis of community behavior changes after the intervention of information technology
and participatory design.

¢ Analysis of how the community uses smoke images over a long-term participation period
(12 months).

¢ Insights for researchers to develop environmental monitoring systems that combine poli-
tics, community, and information technology.

4.2 Design Process and Challenges

We began by participating in monthly community meetings to understand the context of air
pollution issues. The community was taking a series of actions, such as reporting industrial
smells and filing petitions to the local health department and the EPA (Environmental Protection
Agency). Our roles were as supporters, which use information technology to assist the citizen-led
grassroots movement around local air quality issues, and as researchers, which study the effect
of the technological intervention.

The successfulness of the intervention of information technology is highly dependent on
community engagement [208], the involvement of citizens in local neighborhoods. During ini-
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tial discussions with the community, we found that the most significant gap in community en-
gagement is the lack of scientific evidence. For instance, it was difficult for residents to report
the exact time when an air quality violation occurred and its environmental impact to govern-
ment regulators. Therefore, we proposed building an air quality monitoring system, which could
afford exploring, archiving, presenting, and sharing scientific evidence among stakeholders.

The problem that the community dealt with is in nature wicked [50, 190]. One characteristic
of a wicked problem is that it cannot be fully observed, which means that solving a subset of
a wicked problem reveals new ones. Based on this idea, we argue that our work requires an
iterative design approach to handle and solve design challenges step by step. Thus, we adopt the
community-based participatory design approach [72]. It is iterative in the sense that citizens and
developers explore design options collaboratively.

We collaborated closely with the community and implemented system features based on iter-
ative feedback from community members. There were two major design challenges in setting up
the monitoring system. First, the community did not have sufficient technological fluency. Our
system had to curate and visualize data in a way that users could easily perceive and document
the seriousness of smoke emissions and their impacts to local neighborhoods. Second, this work
had a timing issue, where residents had to form and use strong scientific evidence to convince
regulators on a planned community meeting with the local health department and the EPA. These
challenges served as constraints that affected our design decisions.

4.3 System

We now explain system components together with three design iterations, which naturally emerged
during the design process. The number of iterations depends on the complexity of the wicked
problem [50, 190] that the community tackles. Each iteration contained system features which
were implemented based on the challenges revealed iteratively.

4.3.1 First Iteration:
Interactive Web-based Timelapse Viewer

Starting in January 2015, we installed a live camera which was oriented towards the coke plant
from a volunteer home. The live camera takes a high quality image every 5 seconds for a to-
tal of 17,000 each day. We streamed the time-series imagery to our servers and used an open
source tool developed by Sargent et al. [193] to process these images into multi-resolution video
tiles. The tool was implemented in JavaScript/HTML and provided an interactive web-based
timelapse viewer (top-left part of Figure 4.3) where users could search for fugitive emissions by
panning, zooming, and playing the video. The viewer loaded and showed the video tile corre-
sponding to the zoom and pan level. Users could share a particular view online with other people.
After we developed the web-based viewer, community members were excited and shared screen-
shots with each other via emails. At that time, the community pointed out two major challenges.
Static images such as screenshots could not represent the dynamics and persistent time quality of
smoke emissions. In addition, although smoke images indicated the source of air pollution, they
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did not show the impacts to local air quality. These challenges led to the next design iteration.

4.3.2 Second Iteration:
Thumbnail Generator and Sensor Data Visualization

To address the emergent challenges, we implemented a thumbnail generator, which allowed
community members to create, document, and share animated smoke images as visual evidence
(Figure 4.4). We also visualized PM, 5 (particle pollution) data from a sensor station operated
by the local health department. In addition, we visualized smell reports which were collected
via a Google Form, only available to community members. In the form, we asked community
members to rate the severity of the pollution odors from 1 to 5, with 5 being the worst. The
form was disseminated to the community via a Google Groups email and phone calls. The
visualization of air quality data and smell reports showed how smoke emissions affected the
living quality of the community. With these new features, residents could compare smoke images
together with sensor and crowdsourced data to identify correlations. We recorded a tutorial video
and taught residents how to use these features during community meetings. The community
was using the tool to find, generate, and share animated smoke images. However, searching
smoke emissions manually from a large amount of time-series imagery was laborious and time-
consuming. Moreover, the government-operated sensor station reported data only once per hour,
which had difficulties in identifying air quality changes over a shorter time period. Furthermore,
the lack of visualized wind data and sensor locations hindered the ability to determine how
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Figure 4.5: Clicking the image button on the line charts on the main user interface (see Figure 4.3) shows web links
and animated images produced by the smoke detection algorithm. Users can quickly select representative images
and insert them into an online document. Users can also click on a peak of a spike on the line chart to seek to a
video frame with fugitive emissions.

pollutants affected the air quality hyperlocally. These challenges again led to another design
iteration.

4.3.3 Third Iteration:
Citizen Sensors, Computer Vision Tool, and Map Visualization

To account for the challenges from the previous iteration, we deployed six commercial air qual-
ity sensors [206, 217] in local areas with finer time resolutions. These sensors reported PMs 5
data to our server via wireless Internet once per minute. The location of sensors and the Inter-
net services were provided by community volunteers. Furthermore, we developed a computer
vision tool based on a smoke detection algorithm (see the next section) for finding fugitive emis-
sions automatically. The algorithm identified the number of smoke pixels for each video frame
at daytime (bottom chart in Figure 4.5) and automatically produced corresponding sharable ani-
mated images (see Figure 4.5). We also added a map visualization for showing wind direction,
wind strength, and sensor locations (bottom-right part of Figure 4.3). All sensor data and smoke
detection results were plotted on multiple charts (bottom-left part of Figure 4.3). Users could
use the charts as indicators for finding unusual events such as fugitive emissions. Clicking on a
smell report or a peak of a spike on the chart jumped the video to the corresponding time. Users
could also click on the image button near the smoke detection chart to bring up a dialog box with
animated smoke images, which could be shared via social media or archived into a Google Doc.

The final design enabled community members to fully explore and compare data from het-
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erogeneous sources (animated smoke images, finer air quality data, crowdsourced smell reports,
and wind information). When residents noticed industrial smells like sulfur, they could use the
timelapse viewer to check if the coke plant emitted smoke at a specific time. They could then
compare sensor readings, smell reports, and wind data to verify if the emission came from the
coke plant and affected the local air quality. With the system, the community could form and
share convincing narratives grounded with scientific evidence aggregated from hybrid data.

4.4 Smoke Detection

There are three general approaches appearing in previous research for detecting the presence of
smoke emissions in a single image or across multiple frames: (1) color modeling; (2) change
detection; and (3) texture analysis.

Color modeling describes the characteristics of image intensity values. For instance, smoke is
grayish and has low saturation. Previous research used color models to identify smoke pixels [43]
or extract color histogram features [148].

Change detection [185] determines moving objects in an image, which provides candidate
regions containing smoke emissions for further analysis. One common technique is background
subtraction [45, 49] which estimates an image without moving objects from an image sequence,
subtracts the estimated image from the current one to get a residual image, and thresholds
the residual image to obtain a binary mask. In addition, there are background modeling ap-
proaches [88, 207] which learn a probabilistic model of each pixel using a mixture-of-Gaussians
and determine the background pixels according to the probability distribution. Other techniques
involve computing the entropy of the optical flow field [134] to identify smoke and checking
flickering pixels at the edge of candidate smoke regions [222].

Texture analysis measures texture energy in a single image or texture changes between mul-
tiple frames. One approach is to apply texture descriptors, such as a wavelet transform, on small
blocks in an image for obtaining feature vectors and train a classifier using these features [40, 96].

Each of these approaches has distinct strengths and weaknesses. Color modeling is straight-
forward, but suffers from situations where smoke and non-smoke objects have the same chromi-
nance (e.g. white smoke and steam, dark shadow and black smoke) or the background does
not contain plentiful color information due to various weather and lighting conditions (e.g. fog,
nighttime images). Background subtraction and background modeling do not distinguish smoke
from non-smoke regions since they find all moving objects including shadow, steam, and smoke.
Optical flow can determine smoke motions, but has high computational cost. It is difficult to
extract useful information from texture analysis if the background does not contain sufficient
texture information. Several research has integrated these methods into a system for better per-
formance. Toreyin et al. [222] combined background subtraction, edge flickering, and texture
analysis into a final result. Lee et al. [148] used change detection to extract candidate regions,
computed feature vectors based on color modeling and texture analysis, and trained a support
vector machine classifier using these features.

We are aware of other advanced machine learning approaches. For instance, Hohberg [109]
trains a convolutional neural network for recognizing wildfire smoke. Tian et al. [219] present a
physical based model and use sparse coding to extract reliable features for single image smoke
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detection. However, a simpler heuristic approach combining color modeling, change detection,
and texture analysis is sufficient for our current needs.

Inspired by prior method integration approaches, we have implemented a smoke detection
algorithm for detecting fugitive emissions during the daytime from a static camera. The algo-
rithm contains five steps: preprocessing, change detection, texture segmentation, region filtering,
and event detection. Change detection identifies moving pixels containing smoke, steam, and
shadow. Texture segmentation clusters pixels into several candidate regions based on texture
information. Region filtering iteratively evaluates each candidate region based on shape, color,
size, and the amount of change to determine if it matches the appearance and behavior of smoke.
Event Detection groups video frames with smoke together to identify the starting and ending
time of fugitive emissions.

4.4.1 Preprocessing

We apply the algorithm on 9700 daytime frames for each day and ignore nighttime. To reduce the
computational cost, we first scale the original image at time ¢ down to one-fourth of the original
size to obtain a downsampled image /;. Then we estimate the background image B; by taking
the median over the previous 60 images as shown in (4.1).

Bi(z,y) = median([t@, Y)y s Li—50(, y)) 4.1

where (z,y) indicates the position of a pixel. Finally we convert all RGB images with 8-bit
unsigned integer format to double precision ranging from O to 1.

4.4.2 Change Detection

Change detection finds moving pixels in video frames by computing changes in high frequency
signals (e.g. edges, textures) and image intensity values (e.g. colors).

High Frequency Change Detection

Smoke is semi-transparent with various opacities and occludes parts of the background upon
presence, which causes changes of high frequency signals across frames. First we compute the
difference of Gaussian (DoG) of I; and B, to obtain /4,, and Bg,, as shown in (4.3)

1 J/’Q +y2
Golw.y) = 5-zexp( = 5 ) (4.2)
]dog(zay) = <G01 (x,y) - Gaz(xyy» * It(xv y) (43)

Bdog(way) = (GUl(xvy)_G02<xvy>)*Bt(x7y)

where the asterisk sign * indicates the convolution operator and G, (x,y) is a Gaussian kernel
with variance o2 and mean zero. The DoG image contains high frequency information for the
current and the background images.
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Figure 4.6: This figure visualizes the steps of high frequency change detection. Refer to section 4.4.2 for detailed
explanation.
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Figure 4.7: This figure visualizes the steps of image intensity change detection. Refer to section 4.4.2 for detailed
explanation.
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Then we perform background subtraction on 1;,, and By, to obtain Sy,; = bgSub(1404, Baog)
as shown in (4.4).
[/ — B

bgSub(7, B) = max (] + B,O.l)

(4.4)

Dividing the background subtraction term in the nominator by max (I + B, 0.1) alleviates the
effect of illumination in images. The max function in the denominator in (4.4) prevents dividing
to an extremely small value or zero. One way to interpret the S;,, image is that it measures the
change of high frequency signals such as edges and texture between the current and background
image. Thresholding channels in Sy, yields a binary image. Computing the local entropy of
the 9-by-9 neighborhood centered around each pixel in the binary image gives an entropy image
Ej,4 as show in (4.5).

Eqo4 = entropyFilter (bgsub([dog7 Baog) > Tl) .5)

Finally we threshold the entropy image F4,, to obtain a binary image Fy,, > 75. Performing
morphological closing, removing noise using a median filter, and discarding small regions using
connected component algorithm on the binary image yields the smoothed image Mg, as shown
in (4.6).

Moy = smooth(Eyoy > T5) (4.6)

Figure 4.6 visualizes the steps of high frequency change detection. If the My, image contains
no regions (i.e. all pixel values are zero), the smoke detection algorithm terminates at this step
and outputs zero as the response.

Image Intensity Change Detection

Changes of pixel intensity values across frames indicate candidate regions containing smoke. We
first enhance the contrast of image I;, I; o, and B; by using CLAHE (contrast-limited adaptive
histogram equalization [231]) to obtain /., [ ,’wq, and B},.,. CLAHE limits the contrast to avoid
over-amplifying noise and operates on small local regions in the image. The desired shape of the
histogram in a local region is approximately flat and follows a uniform distribution. One reason
for performing contrast enhancement is that the color and saturation of smoke may be similar to
the background under some lighting conditions.

Next we perform background subtraction as shown in (4.4) on each channel of the two image
pairs (Ipeq, Bheg) and (Ipeq, I,’wq) to obtain Sy, = bgSub(lpeq, Bheq) and Fpe, = bgSub(1pe,, I,’wq),
which provides information about the change of image intensity values between the current
frame, background, and the previous frame. Smoothing the binary images S, > 73 and
Fheq > Ty by using the process described in section 4.4.2 yields My, and Mp,eqo.

Finally we combine M}, and Mj.4» by using an AND operator into the resulting image
Myeq as shown in (4.7). Figure 4.7 visualizes the steps of image intensity change detection.

Mpeqr = smooth (bgSub(Ineq, Breg) > 1)
Moy = SmOOth(ngUb(Iheqaj},zeq) > T4) S
Mheq = Mheql and Mhqu
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4.4.3 Texture Segmentation

Texture segmentation partitions images into regions based on their texture information. This step
computes filter responses by convolving an image with a filter bank, clusters the responses into
a set of textons [157], and partitions the image into separate regions by using these textons. We
first combine the results of change detection algorithms by performing an AND operation on
Mo4 and My, to obtain M. as shown in Figure 4.8. If all pixel values in image M., are zero,
the smoke detection algorithm stops at this step and outputs zero as the response.

Next we compute the filter bank using a variation of Laws’ texture energy measures [145] as
shown in (4.8).

L5 = [ 1 23 2 1] (Level)
E5 =] -1 20 2 1] (Edge)
S5 = [ -1 02 0-1] (Spot) 4.8)
Wsr =[] -1 20 -2 1 ] (Wave)
R5 =[] 1 46 -4 1 ] (Ripple)

The filter bank is a set of 5-by-5 convolution masks obtained by calculating the outer products of
pairs of texture vectors in (4.8). The L5, ES5, S5, W5, and RS vectors detects gray level, edges,
spots, waves, and ripples in the image respectively.

Then we take the contrast-enhanced image [j,,, subtract it with the mean value of /.4, and
convolve it with the filter bank for each RGB channel to obtain feature vectors. Each vector
represents the corresponding pixel in /., in the feature space and has 125 dimensions. Then the
algorithm performs Principal Component Analysis which preserves 98% of the energy (eigenval-
ues) on the feature vectors to reduce dimensions. Using the contrast-enhanced image alleviates
the problem that some weather circumstances such as fog cause a decrease in background texture
information.

Finally we perform an accelerated k-means++ algorithm [13, 81] which chooses better initial-
ized values (seed points) to cluster the feature vectors into textons and divide the current image
into various regions as shown in image R, in Figure 4.8. Smoothing the image I?; by discarding
small regions, removing noise by using a median filter, and performing morphological closing
yields Rgmnootn in Figure 4.8.

4.4.4 Region Filtering

Region filtering determines if a region matches the appearance and behavior of smoke by eval-
uating shape, color, size, and the amount of change. We first use the connected component
algorithm to find all separated regions and remove the ones which are thin and narrow. Mathe-
matically speaking, for each region, the ratio of width to height of its bounding box exceeds a
certain threshold. Or the ratio of the size of the region and its bounding box is smaller than a
threshold.

Next we adjust the contrast of each channel in I; to produce I,4; in Figure 4.8 by stretching
intensity values so that 1% of the data is saturated at low and high intensities of ;. We group
nearby white regions and black ones based on I,4; to reconstruct the shapes of objects. Since
the color of smoke is usually grayish or bluish, we can remove regions having non-grayish and
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Figure 4.8: This figure demonstrates the steps of texture segmentation and region filtering. See section 4.4.3 and
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Figure 4.9: Each small graph shows the probability density function of a smoke or shadow region’s corresponding
pixel values in S; (see Figure 4.8) using kernel density estimation. The x-axis represents the pixel values in S;. The
horizontal red line is the threshold for computing number of peaks. The vertical red line indicates the pixel value of
the highest peak.
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non-bluish colors described by (4.9)

’61—02‘ Z tl or |CQ—03| Z t2 or ‘61—63| Z t3 (4 9)
¢; = median(Ioqi(z,y, 7)) V(z,y) € R; '
where j indicates different channels in I,4;, [?; denotes the ith region, (x,y) means the location
of pixels, and {c; : j = 1, 2,3} are the median of corresponding pixel values in R; in the RGB
channels of /,4;. We also remove regions having light colors described by (4.10) because steam
is usually white.

c1 >ty and ¢ > t5 and c3 > tg (4.10)

Then we compute the size of each region and remove large or small ones which may be noise
and shadow respectively. Furthermore, we remove the " region R; if it does not have sufficient
amount of change by summing up the corresponding pixel values in M., by using (4.11)

> Me(w,y) <tz (4.11)

where (z,y) denotes the location of pixels in region R;.

Finally we remove regions which may contain shadow. The algorithm performs background
subtraction using (4.4) on [, and B, to obtain S; = bgSub(/;, B;) in Figure 4.8. Then we
compute the probability density function (PDF) of each region’s corresponding pixel values in
S; using kernel density estimation [203] with a Gaussian kernel.

n

1 1 - X;
p(z) = —Z %K<x ; ) where X; € S, (4.12)

Because the PDF of shadow and smoke regions have distinct characteristics (see Figure 4.9), we
can describe shadow regions by utilizing (4.13)

argmax p(x) >ty and Z Lip@>tey < tio (4.13)
r r,€X

where x indicates pixel values, p(x) is the probability density function, argmax, p(z) means the
pixel value of the highest peak, X is a set of pixel values of the corresponding peaks, 1,4 is the
indicator function of a set A, and »_ _y 1(,(z;)>t,} 18 the number of peaks having their heights
exceed a certain threshold.

Applying all the above region filtering steps on Rgo0tn Yields Ry, (see Figure 4.8). We
compute a mask M, which is a binary image based on Ry, and output the response at time ¢
as the sum of all pixel values in mask M.

4.4.5 Event Detection

Event Detection identifies the starting and ending time of fugitive emissions. We first select
daytime frames for each day and ignore nighttime ones because of lighting issues. Next, we apply
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Figure 4.11: Evaluation of the smoke detection algorithm on 12 randomly chosen days for each month in 2015.
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change detection, texture segmentation, and region filtering on these frames to obtain a time-
series signal (see the top chart in Figure 4.10). Each value in the time-series signal represents
the number of smoke pixels in a corresponding video frame. Then we compute segments in the
time-series signal by finding peaks and corresponding peak widths. Finally we merge nearby
segments into events (see the middle chart in Figure 4.10).

4.4.6 Experiment

We used MATLAB to develop the smoke detection algorithm and VLFeat [223] library to run the
accelerated k-means++ algorithm for clustering feature vectors during the texture segmentation
step. Each timelapse of a day consisted of 16838 frames. We ran the smoke detection algorithm
on a window with 496-by-528 pixels in the timelapse video for 21 days in 2015 during daytime.
The processing time was 30 minutes on average for a day by using all cores on a workstation
with two hex-core CPU (Intel Xeon X5670).

We manually labeled these 21 days to evaluate the performance of the algorithm. The bottom
graph of Figure 4.10 shows the ground truth labels on May 2. The middle and bottom graphs
demonstrate the response and the prediction of smoke emissions. Table 4.1 and 4.2 show the
results of evaluation from May Ist to 9th with and without the frames having steam. Table 4.3
shows the accuracy of twelve randomly picked days for each month in 2015.

We calculate true positives (TP), false positives (FP), false negatives (FN). Denote the boolean
array of ground truth labels G and predictions P which contains only true and false entries. We
first group the continuous true entries in G into a series of segments and apply the same process
on prediction P. Next, for each segment in P, denote the starting and ending frame indices m,,
and n,. We mark a segment as a true positive if 30% of the entries in the segment contains true
ground truth labels, which is described in (4.14). Otherwise, we mark the segment as a false

positive.
oGl
M > 0.3 (4.14)
ny, —m,+1

For each segment in (G, denote the starting and ending frame indices m, and n,. We mark a
segment as a false negative if Z?:gmg P(i) = 0, which means no entries in the segment contains
true predictions. Finally, we compute precision (PR), recall (RE), and F-score by using (4.15).

PR = TP/(TP + FP)
RE — TP/(TP + FN) (4.15)
F-score = 2x%PR*RE/(PR + RE)

4.5 Evaluation

Google Analytics evaluation of our website shows that from August 2015 to July 2016 there
were 542 unique users, which contributed 1480 sessions. The average session duration was three
minutes. We now discuss the image usage study for identifying how community members used
animated images. Then we present the results of the survey study.
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Table 4.1: The evaluation of all daytime frames for 9 days on May 2015.

Date TP | FP | FN | Precision | Recall | F-score
May1 | 15 | 36 | 4 0.2941 0.7895 | 0.4286
May?2 | 21 |29 |3 0.4200 0.8750 | 0.5676
May3 | 24 | 28 | 8 0.4615 0.7500 | 0.5714
May4 |25 |25 |5 0.5000 0.8333 | 0.6250
May5 |14 | 19 | 4 0.4242 0.7778 | 0.5490
May6 | 17 | 11 | 4 0.6071 0.8095 | 0.6939
May7 |26 | 16 |3 0.6190 0.8966 | 0.7324
May 8 | 22 |22 | 4 0.5000 0.8462 | 0.6286
May9 | 16 | 23 | 1 0.4103 09412 | 0.5714
Avg 0.4707 0.8355 | 0.5964

Table 4.2: The evaluation of all daytime frames (exclude frames containing steam) for 9 days on May 2015.

Date TP | FP | EN | Precision | Recall | F-score
May1l |13 |8 |4 0.6190 0.7647 | 0.6842
May?2 | 18 | 11 |3 0.6207 0.8571 | 0.7200
May3 |24 [ 19 | 6 0.5581 0.8000 | 0.6575
May4 (25 |17 | 4 0.5952 0.8621 | 0.7042
May5 |13 |9 |3 0.5909 0.8125 | 0.6842
May6 |15 |4 |4 0.7895 0.7895 | 0.7895
May7 |26 |6 |3 0.8125 0.8966 | 0.8525
May 8 |22 | 18 | 4 0.5500 0.8462 | 0.6667
May9 [ 14 | 17 | 1 0.4516 0.9333 | 0.6087
Avg 0.6209 0.8402 | 0.7075

Table 4.3: Evaluation of the smoke detection algorithm on 12 randomly chosen days for each month in 2015. TP,
FP, and FN indicates true positive, false positive, and false negative respectively.

Date TP | FP | FN | Precision | Recall | F-score
Dec22 |18 | 21 | 7 0.4615 | 0.7200 | 0.5625
Novl15 [ 18 | 6 1 0.7500 | 0.9474 | 0.8372
Oct 05 27 1231 0 0.5400 | 0.9643 | 0.6923
Sep 09 10 | 35 | 8 0.2222 | 0.5556 | 0.3175
Aug13 | 28 | 35| 2 0.4444 | 09333 | 0.6022
Jul 08 15135 9 0.3000 | 0.6250 | 0.4054
Jun 11 22 |14 | 4 0.6111 | 0.8462 | 0.7097
May28 | 24 | 17 | 3 0.5854 | 0.8889 | 0.7059
Apr02 | 15 | 28 | 10 | 0.3488 | 0.6000 | 0.4412
Mar 06 1 8 [ 15 | 0.1111 | 0.0625 | 0.0800
Feb 10 3 132] 10 | 0.0857 | 0.2308 | 0.1250
Jan 26 1 5 2 0.1667 | 0.3333 | 0.2222
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Figure 4.12: This figure shows a part of the collection of animated images generated by the timelapse viewer
according to the results of smoke detection. The local community can select desired images and drag them into a
Google Doc for documentation, presentation, and storytelling.

4.5.1 Image Usage Study

We evaluated the usage patterns of animated smoke images by parsing server logs. The logs
stored HTTP requests of images from our server over an 11-month period from August 2015
to July 2016. Each request contained the source IP address, requested date, image URL, and
browser type. Each image URL indicated its bounding box, size, time, and dataset. We first
excluded all IP addresses from our research institute. Then for each HTTP request, we subtracted
the requested date from the image taken date to get D, the difference in days, which indicated
how far back in time a user viewed an image compared to when the image was taken. Table
4.4 shows summary statistics of animated images and users. The number of views of algorithm-
generated images greatly exceeds the ones of human-generated images. Next we discuss two
sub-studies which focus on images and users.

Image-based Sub-study

For the image-based sub-study, we separated images into two sets: created by human or created
by the computer vision tool. Then for each set, we aggregated the number of images, views,
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viewed datasets, and users based on three criteria: viewing date (date that the image was viewed),
dataset date (date that the image was taken), and D (difference in days). We now present three
interesting findings.

First, while human-generated images were suitable for initiating community engagement,
algorithm-generated images were useful for maintaining community engagement. In Figure 4.13,
we aggregated number of views based on D, difference in days. The top graph in Figure 4.13
showed that a large portion of views of human-generated images had small D, which indicated
a short period between when a user viewed an image and when the image was taken. This
suggested that our users tended to create animated images manually by using the thumbnail
generator after a recent event (e.g. smoke emission), which showed the purpose of initiating
community engagement. However, most of the views of algorithm-generated images had high
D (see the bottom graph in Figure 4.13). This showed that community members tended to use
images generated automatically by the computer vision tool to review events occurring well
beforehand, which demonstrated the objective of maintaining community engagement.

Second, the computer vision tool encouraged community members to explore more datasets.
In Figure 4.14, we aggregated the number of views based on dataset date, the time that the
image was taken. The top and bottom graphs in Figure 4.14 show results for human-generated
and algorithm-generated images respectively. By comparing these graphs, the number of views
of algorithm-generated images were more distributed across datasets than the ones of human-
generated images, which were concentrated on specific days.

Third, the existence of the coke plant was significant in motivating the community to interact
with the monitoring system. In Figure 4.15, we aggregated the number of views based on viewing
date, the time that image was viewed. The figure shows that community members viewed much
less human-generated and algorithm-generated images after Jan 2016, which was the time that
the coke plant was closed.

# of unique and viewed HG images | 135
# of views of all HG images 477
# of unique and viewed AG images | 6745
# of views of all AG images 11043
# of total views 11520
# of users who created HG images 32
# of users who viewed HG images 85
# of users who viewed AG images 75
# of total users 141

Table 4.4: Summary statistics of animated smoke images and users. The “HG” and “AG” abbreviations mean
“human-generated” and “algorithm-generated” respectively. The “#” sign means “number of’. We can see that the
number of views of algorithm-generated images greatly exceeds the ones of human-generated images.
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Behavior of how far back in time a user viewed a
human-generated image compared to when it was taken
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Figure 4.13: Behavior of how far back in time a user viewed a human-generated or algorithm-generated image
compared to when it was taken. The x-axis is the difference in days (denote D) between the dates that an image was
viewed and taken. Image views with small or large D mean they are used for verifying if an event, such as fugitive
emissions happened (e.g. fugitive emission) or reviewing previous events respectively. While human-generated
images were often viewed in less than one day after events occur, algorithm-generated images were usually viewed
at least a week after the events.

User-based Sub-study

For the user-based sub-study, we aggregated the number of images, views, and viewed datasets
based on unique IP addresses to obtain a series of vectors. To find relationships, we com-
puted the correlation matrix of five vectors into the number of: created human-generated im-
ages, viewed human-generated images, viewed datasets in human-generated images, viewed
algorithm-generated images, and viewed datasets in algorithm-generated images. We now sum-
marize two findings.

First, there were strong correlations within the usage of human-generated images. Com-
munity members who created more images by using the thumbnail generator also viewed more
human-generated images (Pearson’s R Correlation = 0.91) and explored more datasets (Pearson’s
R Correlation = 0.89). Moreover, community members who viewed more human-generated im-
ages also explored more datasets (Pearson’s R Correlation = 0.8).
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Figure 4.14: Number of views of human-generated or algorithm-generated images which are aggregated by dataset
date. From these two graphs, we can see that the views of algorithm-generated images are more distributed across
datasets, which means that users tend to use algorithm-generated images to explore events in different dates.

Second, it appeared that there was no obvious relationship between the usage of human-
generated and algorithm-generated images. Community members who created or viewed more
human-generated images did not necessarily view more algorithm-generated images (Pearson’s
R Correlation = 0.13 and 0.07 respectively). Furthermore, there were no strong correlations
within the usage of algorithm-generated images. Community members who viewed more algorithm-
generated images did not necessarily explore more datasets (Pearson’s R Correlation = 0.35). The
rhetorically compelling power of human-generated data should not be underestimated.

4.5.2 Survey Study

We now discuss the survey study for evaluating changes in the community’s attitude after the
intervention of our system.
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Figure 4.15: Number of views of human-generated or algorithm-generated images which are aggregated by viewing
date. There is a significant decrease after January 2016, which was when the coke plant was closed.

Participants

ACCAN members were the primary users of the air quality monitoring system. Adult volunteers
(age 18 and older) were recruited from these users through a Google Groups email. The email
described the research purpose and included a link to an online survey. Paper surveys were
also provided at a community meeting. All responses were kept confidential and there was
no compensation. There was a brief consent script to review before taking the survey. We
received 24 responses in total from 83 community members on the Google Groups (29% response
rate). One invalid response which contained inconsistent answers and five incomplete ones were
discarded. Most of the participants had a high education level and were over the age of 35 (see
Table 4.5 for demographics).

Procedure and Materials

Participants filled out a survey. The survey was expected to take less than 30 minutes and con-
tained three question types. The first type measured participants’ involvement in the community
action, such as exploring, documenting, and sharing data on the system. The second type mea-
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18-24|25-34|35-44|45-54|55-64|64-74[75+|Sum
No degree| O 0 0 0 0 I 0] 1
Bachelor 1 1 1 0 2 2 0| 7
Master 0 0 2 2 2 3 09
Doctor 0 0 0 0 0 0 1] 1
Sum 1 1 3 2 4 6 1|18

Table 4.5: Age and education level for the participants of 18 valid survey responses. Participants have a high
education level in general.
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Figure 4.16: The boxplot of the participation level. We asked three multi-choice questions related to how users
explore, document, and share the data provided by the system (the x-axis). These three questions had 5, 3, and 4
choices respectively. We summed up the number of choices that were selected by participants in each question to
obtain participation levels (the y-axis). In general, the users had high participation levels.

sured community engagement, which included Likert scale questions related to the dependent
variables: awareness, self-efficacy [15, 41], and sense of community [160]. The third type asked
demographics, such as age range and education level. The range of the Likert scale was from 1
to 5, with 5 being the highest attitude.

Analysis

In the survey, participants answered three questions about how they explored, documented, or
shared data by using the system. These three questions contained 5, 3, and 4 choices respectively.
We summed up the number of choices that were selected by participants in each question to
obtain participation levels (see Figure 4.16). We also asked questions about the frequency (from
1 to 5, with 5 being the highest frequency) of browsing the data in the system after noticing bad
smells, number of people that a participant discussed the system with, and number of monthly
meetings (from O to 12) attended in 2015 (see Table. 4.6).
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Browsing (V}) | People discussed (V) | Meetings (V,,,)
plol 2.94/1.35 22.28/21.85 7.83|3.60

Table 4.6: The mean (x) and standard deviation (o) of other independent variables. V} is the frequency (from 1
to 5, with 5 being the highest) of browsing the data in the system after noticing bad smells. V; is the number of
people that a participant discussed the system with. V,,, is the number of monthly community meetings (from 0 to
12) attended in 2015. In general, participants were active in the community.
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Figure 4.17: The boxplots of the changes of mental states among all participants after interacting with the monitor-
ing system. The x-axis indicates dependent variables. The y-axis is the differences in Likert scale. Positive values
mean increases, and vice versa.

For a dependent variable, participants answered a question set twice based on the time before
(denote Sf?) and after (denote S{') they learned about the air quality monitoring system. Each
question set had two Likert scale questions. We then averaged the Likert scales in set S? and
S¢ to obtain a pair of scores. Figure 4.17 showed the difference of scores for each dependent
variable. Positive values indicated increases, and vice versa.

Our directional null hypotheses were that the community did not have significant increases
in awareness, self-efficacy, and sense of community. Since the differences of our paired samples
did not follow a normal distribution (see Figure 4.17), we performed a right-tailed Wilcoxon
signed-rank test, a nonparametric version of paired t-test. Table 4.7 showed the p-values and
confidence interval.

Results

According to the analysis (see Table 4.7), the result favored the alternative hypotheses, which
claimed there were significant increases (p < 0.05) in self-efficacy and sense of community
after interacting with the system. The average increases in these two dependent variables were
0.53 and 0.56 respectively in Likert scale. However, we retained the null hypothesis, which
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Awareness | Self-efficacy | Community sense
p-value | 0.2500 0.0042 0.0010
CI 0.08+0.15 | 0.53+0.40 0.561+0.38

Table 4.7: The p-value of right-tailed Wilcoxon signed-rank test and the confidence interval on the differences of
paired samples. CI indicates 95% confidence interval. Gray cells indicate statistical significance (p < 0.05) or the
confidence interval which does not contain zero.

stated there was no significant increase in awareness, since p > 0.05 and the confidence interval
contained zero.

Open-ended answers in surveys showed that the monitoring system could encourage agonistic
discussion with regulators and empower the community in supporting local policy making. With
the system, community members could report concrete scientific evidence of fugitive emissions
to the local health department, such as animated smoke images and the exact time of emissions,
instead of vague reports.

“I made screenshots of the [system name] dashboard at different times/days when
wind was strong and in the direction of my community. I inserted these screenshots
into Powerpoint slides. I shared printed versions of these slides with my Township
commissioner when asking for assistance in reducing emissions.”

“I continually spoke at regional meetings, City, County, Health Department, Clair-
ton, Lawrenceville, etc. Wrote numerous letters to the editor, most did get published,
not all.”

“I reported specific emissions from [coke plant name] to ACHD. I was able to pro-
vide specific times so that ACHD could review the exact episodes that I was report-

»

ing.
“I shared web links to the [system name] when I submitted complaints to the health
department”

“Confronted ACHD staffers repeatedly with uncomfortable info.”
“I e-mailed images to others, including regulators.”

Moreover, others mentioned that their confidence in taking action was significantly improved
after interacting with the system. One important reason was that integrating heterogeneous data
(smoke images, air quality data, smell reports, and wind information) formed strong scientific
evidence, which was powerful in communicating with regulators and thus changed the power
relationship between citizens and the government.

“I felt that the more information/proof that I made available might help justify my

concern and spur action. 1 felt that my concerns with what I was experiencing were
grounded in actual imagery, wind data and spatial data.”

“I believe that the [system name] was very important in helping us get the attention
of regulators (ACHD and EPA) and get them to take our concerns seriously.”

“The [system name] was one of the most important tools the community has in hold-
ing the plant accountable. I believe that images presented at the Nov. 2015 EPA
ACHD ACCAN meeting provided a tipping point for the plant’s shutdown.”

33



plo
The timelapse video 4.81|0.54
Zooming in and out of the video 4.50|0.73
Sharing a web link of a view and time 4.43|0.85
Smell reports 4.38/0.81
Line charts showing sensor readings 4.31]0.87
The map showing sensor values 4.4410.73
The thumbnail tool 4.19/0.83
The automatic smoke detection tool 4.31|0.70
Smoke images shown on the meeting with EPA |4.94|0.25

Table 4.8: The mean and standard deviation (u|o) of the importance rating of features on the air quality monitoring
system. In general, participants rated all features important.

“I believe that the [system name] images shown at the November 2015 community
meeting ’tipped the balance’ for the EPA and may have resulted directly in the clos-
ing of [coke plant name]. In fact, without those images, it may have taken years to
close the plant.”

In addition, several community members specifically identified the political and educational
values of the monitoring system. In addition, they showed a desire of reproducing the monitoring
system on other neighborhoods.

“Background as a environmental law paralegal.”
“Fantastic educational tool.”

“I would like to see similar monitoring of other pollution sites in Pittsburgh, ie. the
[other coke plant name] and others mentioned in the Toxic Ten listing.”

4.6 Discussion

The community that we collaborated with has fought for decades to resolve the air pollution
problem, which existed since 1999. The monitoring system was launched in Fall 2015. In
November 2015, the community held a meeting at their local church with government officials
from the ACHD (Allegheny County Health Department) and the EPA. During the meeting, as
information technology supporters, we demonstrated the system and the visualization. In addi-
tion, the community projected hundreds of animated smoke images generated by the system on
a large screen in front of ACHD and EPA regulators. Community members described how their
living quality was affected by the air pollution together with animated smoke images, air quality
sensors, crowdsourced smell reports, and wind data. The scientific knowlege demonstrated how
heavy air pollution flowed into the neighborhood. The community successfully combined per-
sonal experiences and scientific evidence into a story to convince regulators. The story showed
that the pollution source was the coke plant, and its fugitive emissions acturally affected the lo-
cal air quality. This forced regulators to respond to the air quality problem publicly. The acting
director of the EPA from the Region III Air Protection Division in Philadelphia pointed at the
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screen and said: ”But what I see in the video, is totally unacceptable.” In addition, the local air
quality problem became available for further debate and investigation. The administrator agreed
that the EPA would continue to review the coke works’ compliance with the 2012 federal consent
decree. Furthermore, on December 2015, the parent company of the coke works announced the
closure of the plant, which was the ultimate goal that the community had tried to achieve for
decades.

4.6.1 Insights

Based on the major community meeting described in the previous paragraph and the results
presented in the previous section, we now summarize our findings into three key insights and
offer suggestions to future researchers.

Use a Flexible and Iterative Design Process

We encourage using a flexible and iterative procedure instead of a single and prescribed one.
This practice is also mentioned by DiSalvo et al. [70] as community co-design [30], a process
which involves community members when designing a system that supports citizen empower-
ment. Often there are attempts to duplicate successful systems in another similar real-world con-
text. However, this is unlikely to succeed because the environmental problem that the community
deals with is wicked [50, 190]. Every wicked problem has no clear formulation, is unique, and
cannot be fully observed. Therefore, like the experience we describe in the design process and
system sections, we recommend scheduling multiple design phases to reveal unique challenges
and to apply specific solutions on these challenges iteratively. In the survey study, participants
rate the importance of features of the system (see Table 4.8). The rating scale is from O to 5, with
5 being the most important. The average ratings are all above 4, which verifies that the iterative
design process help develop altogether useful system features to the community.

Initiate and Maintain Community Engagement

It is critical to initiate and maintain community engagement via actual participation in using the
system. We recommend combining manual and automatic approaches, which are the thumbnail
generator and the computer vision tool respectively in this work, to serve two different purposes
in citizen participation. First, a manual approach can initiate citizen participation and lead to
follow-up interactions. The image usage study shows that community members use the thumb-
nail generator to manually create images after they notice unusual events (see Figure 4.13), such
as industrial smell or hazardous smoke. Correlation analysis of image usage indicates that users
who create more images also view more images and explore more datasets (see the User-based
Sub-study subsection). Second, an automatic approach can encourage community members to
participate in a long temporal horizon. Smoke images generated automatically by the computer
vision tool are used for reviewing fugitive emissions (see Figure 4.13). The computer vision
tool encourages community members to explore more datasets (see Figure 4.14). However, it
appears that there are no clear correlations between the manual and automatic approach (see the
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User-based Sub-study subsection). How to integrate these two approaches seamlessly to open up
and maintain citizen participation remains an important research question.

Enable the Formation of Scientific Knowledge via Hybrid Data

Data requires being interpreted into scientific knowledge to be impactful in changing unbalanced
power relations between citizens and governments. Besides collecting data, providing affordance
for citizens to make sense of the relationship among various types of data is key to generating
scientific knowledge. We suggest integrating image, sensor, and crowdsourced data from both
human and machines into such a system. Analysis in the survey study is limited by the small
sample size of total users, and this should be taken as a caveat in regards to analysis of statistical
significance. Nonetheless, Figure 4.17 shows the changes of participants’ attitudes and Table 4.7
includes statistical significance findings in self-efficacy and sense of community. Open responses
in the survey show that with scientific knowledge, citizens can present data in meaningful ways
to regulators who have the power to make policy changes. At the meeting in November 2015, the
community successfully influenced the attitude of the government after presenting the evidence.
Scientific knowledge gives citizens power to advocate for their living quality and to influence
other stakeholders.

4.6.2 Limitation

Measuring information and communication technology (ICT) interventions in community advo-
cacy is generally challenging. Community advocacy has the ultimate goal of policy change, yet
it is difficult to causally prove how critical to a successful policy change the communities’ ac-
tions have been. Such projects succeed not only when policy goals are achieved, but in how the
relationship between citizens, policy makers, and businesses evolves. This work shows that mak-
ing scientific data transparent to stakeholders can foster sustainable relationships among them.
It is sustainable in the sense that the system promotes a healthy and balanced power structure
for democracy in the long term. We believe patterns of scientific data usage and changes of
mental state among community members are useful proxies for evaluating the effectiveness of
such projects. To better understand usage patterns, we suggest tracking the usage of data in the
system. Future research about how to evaluate ICT interventions is still needed. For instance,
qualitative research, like in-depth interviews, will be needed to identify key factors for success-
ful collaboration between stakeholders and to understand changes of power dynamics among
citizens, scientists, developers, and regulators. Moreover, forming scientific knowledge about
the relationship between the smoke emissions and the severity of the air pollution by using the
monitoring system currently relies on human interpretation. Additional future research involves
enhancing the knowledge by analyzing the correlations between various types of data. The anal-
ysis can explain how these data reinforce or conflict with each other, which provides strong
statistical scientific evidence.

Another limitation is that the sample size of participants in the survey study is too small and
the statistical analysis conclusion (see subsection Results) is weak. Participants only represent a
fraction of the population in the neighborhood near the coke works. They have high education
(see Table 4.5) and involvement levels (see Table 4.6 and the left-most boxplot in Figure 4.16),
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which includes interacting with the system, discussing the system with others, and attending
monthly community meetings. Most of them have strong activation before learning about the
monitoring system, which causes the failure to reject the null hypothesis related to awareness
(see Table 4.7). The strong activation may also result in the high correlation between community
members who created and viewed smoke images (see subsection User-based Sub-study). Nev-
ertheless, one alternative explanation of this limitation is that without high awareness, it would
be impossible to support community advocacy with ICT interventions. In other words, high
awareness may be a necessary condition for successful citizen empowerment. How attitude may
change among people with low education or low involvement level after interacting with the air
quality monitoring system still remain an open research question.

Furthermore, the smoke detection algorithm used in the system is tuned to operate in our
settings. Currently, the algorithm uses a heuristic method and has too many tuning parameters,
which is not robust enough for similar contexts for other communities. One approach to gener-
alize the system is to collect crowdsourced labels via mobile or online platforms, which requires
deeper citizen participation. These labels can then be used to train a smoke image classifier
using machine learning. Moreover, it appears that the existence of the coke plant, which poses
personal risk, is the major source of motivation (see Figure 4.15). This crowdsourcing approach
may provide extra motivations to the community. Besides collecting labels, organizing the hy-
brid scientific data collected in the system into a comprehensive dataset can potentially assist
future academic research related to environmental problems.

4.7 Summary

This chapter presents a web-based air quality monitoring system which integrates image, sensor,
and crowdsourced data. It is an instance of adversarial design [66, 67] which critically reveals,
questions, and challenges a real-world environmental problem. The system provides techno-
logical affordance for forming strong scientific evidence. We discuss the iterative participatory
design process that leads to decisions of system features with the community. We describe our
evaluation, which includes an image usage study from server logs and a survey study. The sur-
vey study indicates statistically significant increases in self-efficacy and sense of community
among users after interacting with the system. Open responses in the study show that the system
promotes critical discussions with policy makers and empowers citizens to participate in commu-
nity actions. Based on the evaluation, we offer three key insights about using an iterative design
process, encouraging community engagement, and forming scientific knowledge. Finally, we
mention limitations and future research directions related to evaluating the intervention of infor-
mation technology, studying user behavior of community members with low participation level,
and generalizing the smoke detection algorithm by collecting crowdsourced labels. We hope that
this work can inspire other researchers to contribute towards developing innovative information
technology that supports citizen empowerment.
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Chapter 5

Visualization Tool for Environmental
Sensing and Public Health Data

To assist residents affected by oil and gas development, public health professionals in a non-profit
organization have collected community data, including symptoms, air quality, and personal sto-
ries. However, the organization was unable to aggregate and visualize these data computation-
ally. This chapter presents the Environmental Health Channel, an interactive web-based tool
for visualizing environmental sensing and public health data. The tool enables discussing and
disseminating scientific evidence to reveal local environmental and health impacts of industrial
activities. This work addresses the science communication and data quality challenges (as men-
tioned in section 1.3) to initialize community engagement in community-oriented citizen science.
The main contribution of the work is to provide reusable computational tools for forming and
sharing evidence related to environmental health.

5.1 Preface

Air quality and its impacts on public health are critical environmental issues for residents who
live near oil and gas development sites [48]. A vital step towards addressing these issues is
through the collection and dissemination of convincing scientific evidence of these impacts
[112, 113]. However, conveying this evidence, especially with multiple types of data at a large
temporal and geographic scale, requires the assistance of computational tools. In the pursuit of
developing a tool for this purpose, we collaborated with a local non-profit organization that is
working to study and assist communities that are potentially affected by oil and gas development.
Since 2014, the organization has collected data which includes (1) particulate measurements
from air quality sensors, (2) physical and psychosocial symptoms from surveys, and (3) personal
stories from interviews. These citizen-contributed data were stored across multiple incompatible
systems, which hindered retrieving information, visualizing trends, and disseminating findings.
Moreover, the organization lacked the resources to independently develop computational tools
for aggregating and visualizing data to facilitate user decision-making. Therefore, we collabo-
rated with health professionals from the non-profit organization to develop the Environmental
Health Channel (EHC), an interactive web-based data visualization tool (see Figure 5.1). The
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Figure 5.1: The user interface of the Environmental Health Channel, which visualizes the analysis of air quality
Sensors.

goals were to (1) make citizen-contributed data explorable through visualization, (2) enable users
to communicate and share air quality issues with scientific evidence, and (3) empower commu-
nity members to make evidence-supported decisions.

5.2 System

During system development, we collaborated with health professionals from the non-profit orga-
nization in implementing system features. We began the design process by investigating the data
types that the non-profit organization gathered from affected residents, as different data types
require distinct visualization affordances. There were three data types: air quality metrics, self-
reported health symptoms, and personal stories with images. Since 2014, the non-profit organi-
zation has provided portable air quality sensors [206, 217] to affected residents. After a month
of placing sensors indoors and outdoors, the organization collected the sensors, computed air
quality statistics from the raw sensor values, and presented these statistics to affected residents in
report form. Also, affected residents filled out a self-reporting health survey to indicate physical
and psychosocial symptoms that they experienced during the period when sensors were placed.
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Figure 5.2: When selecting health data by clicking on the top-left button in Figure 5.1, the bottom parallel coordinate
plot changes.

The organization interviewed several affected residents about their personal stories of living near
oil and gas drilling sites and collected photographs of their home environments. From these in-
terviews, the organization created a series of photos with narrative text. Integrating the sensor,
survey, and interview data into EHC posed privacy issues. To protect the privacy of participants,
we de-identified and aggregated data based on zip code boundaries. This approach addressed the
concern that confidentiality could be compromised by re-identification of data. EHC stored these
de-identified data in a Google Sheet, which enabled the stakeholders to work collaboratively on
adding more citizen-contributed data in the future with ease without programming skills. To au-
tomate the process of updating data, a Python script on the server periodically parsed the Google
Sheet data into suitable formats for each visualization.

EHC permits reviewing and comparing aggregated data among different regions simultane-
ously. To enable interpreting patterns and identifying key policy issues from multiple types of
data, we implemented a heatmap, a parallel coordinate plot, and a story slider in HTML and
JavaScript. The heatmap (see the top part of Figure 5.1) contains colored polygons to indicate
zip code regions which contain air quality sensor data. A color legend (see bottom-right of the
map part of Figure 5.1) displays the relative color scale from green, yellow, orange, to red, which
corresponds to -1, -0.5, 0.5, and 1 standard deviation away from the mean value respectively.
When users click on a colored zipcode, an information window shows up to provide summary
statistics of air quality data in the corresponding zip code region. The parallel coordinate plot
[114] (see the bottom part of Figure 5.1) displays the distribution of summary statistics describ-
ing air quality or health data. Each axis of the plot represents one statistic, such as the average
number of air quality peaks per day. This plot allows users to visually compare relative values
of a statistic across different zip code regions. For instance, when the number of peaks per day
is selected (see Figure 5.1), red-colored zip code regions on the map have a relatively higher
number of peaks per day than all other regions. Users can select a statistic by clicking on the
corresponding label on the axis. The story slider (see Figure 5.3) shows personal stories and
images collected from interviews. This combined visual and narrative presentation offers insight
into personal experiences with oil and gas exposures and their involvement with air monitoring.
Users can click on open-book icons on the heatmap to explore stories on the slider.
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The family has offered to serve as the central point of contact for a group of neighbors who want to join them in air
monitoring. They will distribute the monitors to at least three additional homes and collect the monitors at the end
of the 32-day testing period. As they discuss the plan, they share touching photos and stories of a beloved neighbor-
“like a grandfather”--who passed away.
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Figure 5.3: The image slider of personal stories from residents.

5.3 Evaluation

We conducted a 2-hour focus group study [136, 142, 187] and applied affinity diagramming
[16, 18, 110, 123, 154] to gain insights about: (1) potential issues about system features and (2)
affordances that EHC provided or would support in the future. Seven air quality experts were
invited to discuss EHC with a software developer and three health professionals. We found that
the discussion was centered around three themes found in previous research [68, 126, 127, 128,
137, 138]: exploration, investigation, and advocacy. First, exploration refers to supporting the
understanding of air quality variables, data sources, and visualizations. For instance, participants
mentioned the importance of providing instructions and explanations to users about the provided
sensor statistics and the health variables. Participants also suggest that the color red should
always indicate a qualitatively worse situation as it relates to potential health impacts, instead of
a numerically higher value. Second, investigation pertains to recognizing and comparing data
patterns, forming hypotheses, and building narratives with evidence. For example, providing
methods for simultaneously comparing health and air quality data is critical for allowing users
to investigate the hypotheses that interest them. Additionally, participants recommended adding
background variables, such as demographics, to provide more context and enhance scientific
evidence. Third, advocacy refers to validating data, taking actions with scientific evidence,
and advocating for social impact and political change. For instance, as stories are compelling
in evoking emotions and may leave users with the desire to take action, participants suggested
adding resources at the end of the story slider to encourage community engagement. Moreover,
participants pointed out that there is a need for abstracting data and visuals into concise and
convincing reports that can easily be shared with stakeholders and raise the awareness of air
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quality issues.

5.4 Discussion and Summary

EHC has been deployed in the local community affected by oil and gas development. Although
EHC is being iteratively improved, it enables and encourages health professionals in the non-
profit organization to add, visualize, and share incoming data interactively among stakeholders
and citizens without the assistance of computer scientists. With the help of air quality experts
and health professionals, we have conducted a focus group study to understand issues about
system features and determined possible future directions. The result supports the findings in
previous research conducted by DiSalvo [68], Kuznetsov [137, 138], and Kim [126, 127, 128].
As participants in this study were limited to experts, the result does not reflect the opinions
of users with other levels of participation and expertise, such as residents or the general public.
Future work will involve conducting more focus group studies to receive feedback from a broader
audience. Moreover, we have not evaluated the impact of EHC on experts nor residents. Future
research is needed to understand motivations of participation and evaluate attitude changes after
using EHC, such as changes in the awareness of air quality problems, confidence in reaching
goals, and sense of belonging in a community. We hope that this work will lay a foundation for
researchers who develop information technology that provides scientific evidence from multiple
perspectives to empowers citizens.
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Chapter 6

Smell Pittsburgh: A Crowdsourced Mobile
Application for Reporting and Visualizing
Pollution Odors

Urban air pollution can have a negative impact on human health. Citizens who suffer from
poor air quality mostly rely on experts to identify pollution sources due to the lack of accessible
computational tools. This chapter presents Smell Pittsburgh, a crowdsourced mobile application
that equips citizens with the capabilities to report pollution odors and track where these odors are
frequently concentrated. The smell reports are sent to the local health department and visualized
on a map along with fine particulate matter and wind data from the local federal monitoring
stations. The visualization provides a convincing overview of the urban air pollution landscape.
Additionally, Smell Pittsburgh applies machine learning methods to periodically generate push
notifications that inform citizens about the potential presence of pollution odors. This work also
assesses the validity of using citizen-contributed data in drawing meaningful insights to identify
air quality problems through statistical prediction and inference. In the evaluation, we conduct
qualitative and quantitative studies to measure changes in engagement and understand motivation
factors for submitting smell reports. The results reveal generalizable design implications for
developing and deploying similar tools in other real-world contexts. This work addresses the
data quality, science communication, and evaluation metrics challenges (as mentioned in section
1.3) for initializing, maintaining, and evaluating community engagement. The contributions of
this work include a methodology of crowdsourcing and visualizing smell reports on a city-wide
scale, a procedure of evaluating the value of citizen science data with machine learning, and a
study of identifying attitude changes and motivation factors.

6.1 Preface

Urban air pollution is of great concern due to its negative impact on human health and quality of
life [73, 122, 177, 181, 224]. Conventional techniques for addressing air pollution involve nego-
tiations between corporations and regulators, who in general hold power to improve air quality.
Although air quality policy significantly affects the health of citizens, they rarely participate in
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Figure 6.1: The user interface of Smell Pittsburgh. The left image shows the submission console for selecting and
describing smell characteristics, explaining symptoms, and providing notes for the local health department. The
middle image shows the setting menu for push notifications and personal identifiers when submitting smell reports.
The right image shows the visualization of smell reports, sensors, and wind directions.

policy-making directly, and their voices typically fail to persuade decision-makers. To influ-
ence policy, citizens often need to present reliable scientific evidence to support their argument
[170]. Forming such evidence requires collecting, processing, and interpreting multiple sources
of data over a large geographic area and an extended period. This task is challenging due to
the requirements of financial resources, organizational networks, and access to technology. As
a result, affected residents must rely on experts in governmental agencies, academic institutions,
or non-governmental organizations to analyze and track pollution sources.

Citizen science and crowdsourcing is a promising approach for citizens to pool resources
and efforts to gather scientific evidence for advocacy. However, crowdsourced data is often
held in low regard because the information can be unreliable or include errors during data entry.
Additionally, there may be insufficient citizen participation to validate the data. For instance, the
city involved in this study, Pittsburgh, is one of the ten most polluted cities in the United States
[5]. Currently, Pittsburgh citizens report air quality problems to the local health department via
its phone line or a textbox on its website. Nevertheless, the quality of gathered data is doubtful.
Citizens may not remember the exact time and location that pollution odors occurred. Asking
citizens to submit complaints retrospectively is hard for capturing accurate details and prone
to errors. Such errors can result in missing or incomplete data that can affect the outcome of
statistical analysis to identify pollution sources [60]. Furthermore, the reporting process is not
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transparent and does not encourage citizens to contribute data. There is no real-time feedback or
ways of sharing experiences to encourage citizen participation and forge a sense of community.
Without data that adequately represents the Pittsburgh community, it is difficult to know if an
air pollution problem is at a neighborhood or city-wide scale. This approach is inadequate for
gathering citizen data and hinders the participation in bringing air quality issues to the attention
of regulators and advocating for policy changes.

To improve the crowdsourced data quality and increase citizen engagement, we propose a
computational tool, Smell Pittsburgh. Citizens can use this mobile application to report pollution
odors to the local health department with accurate time and GPS location data via cellular net-
works, anywhere in the city. The application also visualizes these odor complaints in real-time,
which enables community members to confirm their personal experiences by viewing if others
also share similar experiences. Additionally, users receive push notifications whenever a predic-
tive model detects potential presence of pollution odors. Using Smell Pittsburgh data collected
over the past year and a half, we can assess the value of citizen-contributed data by applying
machine learning methods to identify connections between smell reports and air quality sensor
readings. In the evaluation section, we describe qualitative and quantitative studies designed to
understand changes in user engagement and motivation over time. Finally, we provide design
implications for developing systems to empower data-driven community action and conclude
with limitations. Overall, our contributions are:

¢ Detailed documentation of our approach to collecting and visualizing odor complaints at a

city-wide scale

e Evaluation of citizen-contributed data, and the value of crowdsourced information in iden-
tifying and revealing air quality concerns

¢ Analysis of citizen engagement and motivation factors

¢ Insights for developing information technology to empower citizens for environmental ad-
vocacy

6.2 Design Principles and Challenges

The ultimate goal is to develop an interactive system to (1) lower the barriers for citizens to
participate in scientific research and (2) democratize scientific knowledge for citizens to advocate
for better air quality. While our community is dedicated to identifying pollution sources, this is
challenging because air quality is affected by atmospheric conditions and may not always be
visible. To understand the impact of urban air pollution, we focus on crowdsourcing one specific
type of lay knowledge: smell. The human sense of smell is highly sensitive and can potentially
be a useful measurement of urban air pollution events, such as high concentration of volatile
organic compounds. The human olfactory system can distinguish more than one trillion odors
[39] and outperform sensitive measuring equipment in odor detection tasks [199]. Furthermore,
community members frequently use smell to indicate pollution events [170] and support decision
making in daily lives [168].

Prior works have applied a smell-walking approach to record and map the landscape of smell
experiences by recruiting participants to travel in cities [106, 182, 183]. Although Quercia et al.
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correlated air pollutants with odors obtained by using smell-walking, the goal of smell-walking
is to construct and validate a generalizable dictionary of smell types instead of revealing air
quality concerns [182]. There is a lack of research in understanding the potential of using smell
as an indicator of urban air pollution. Also, while data generated from smell-walking has a
dense temporal resolution, it poses high workloads for participants to be extremely involved in
completing tasks, and thus restricts the scale of the project. In our case, we intend to maximize
community engagement by minimizing the efforts for citizens to contribute smell data. This
tradeoff makes our data temporally sparse but grants the capability to engage a large number of
citizens on a city-wide scale.

Chapter 4 has shown promising results of utilizing cameras, air quality sensors, and smell
experiences to form and present scientific evidence about air pollution collaboratively. However,
its approach to collect smell reports via an online Google Form is not scalable. The scope of the
study in Chapter 4 is limited to a local community affected by one known and nearby pollution
source. In contrast, we are interested in revealing air quality concerns on a city-wide scale with
more than 300,000 affected residents over several years. In our case, there are multiple unde-
termined pollution sources within different distances from the impacted city [3]. Conducting
community citizen science over such large-scale becomes much more complicated. Smell Pitts-
burgh integrates both human-generated and machine-generated data, including air quality sensor
measurements and citizen-contributed smell reports, to provide a contextualized landscape of air
pollution in industrialized urban areas. To the best of our knowledge, Smell Pittsburgh is the first
system of its kind that can crowdsource and visualize smell experiences at such large scale to
form evidence about urban air quality issues.

To invite citizens to contribute data when launching Smell Pittsburgh, we made use of an
existing network of community advocacy groups, including ACCAN [6], GASP [8], Clean Air
Council [7], PennFuture [9], and PennEnvironment [3]. These groups were pivotal in shaping
the design of Smell Pittsburgh and providing insights into how to engage the broader Pittsburgh
community. To sustain participation, we visualized smell report data on a map and also engage
residents through push notifications. To add more weight to citizen-contributed pollution odor
report, we engineered the application to send smell reports directly to the Allegheny County
Health Department (ACHD). This strategy ensured that the local health department could access
high resolution citizen-generated pollution data to ascertain better and address potential pollution
sources in our region. We met and worked with staff in ACHD to determine how they hoped to
utilize smell report data and adjusted elements of the application to better suit their needs, such
as sending data directly to their database and using these data as evidence of air pollution. Based
on their feedback, the system submitted all smell reports to the health department, regardless of
the smell rating. This approach provided ACHD with a more comprehensive picture of the local
pollution landscape.

6.3 System

To initiate and sustain citizen participation, we developed Smell Pittsburgh, a mobile application
on 10S and Android devices to crowdsource and track pollution odors in industrialized urban
areas. We now describe two system features: (1) a mobile interface for submitting and visualizing
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odor complaints and (2) push notifications for predicting the potential presence of odor events.

6.3.1 Submitting and Visualizing Smell Reports

Users could report odor complaints via Smell Pittsburgh from their mobile devices via the sub-
mission console (the left-most image in Figure 6.1). To submit a report, users first selected a
smell rating from 1 to 5, with one being “just fine” and five being “about as bad as it gets.” These
ratings, their color, and the corresponding descriptions were designed by affected local commu-
nity members to mimic the US EPA Air Quality Index [82]. Also, users could fill out optional text
fields where they could describe the smell (e.g., industrial, rotten egg), their symptoms related
to the odor (e.g., headache, irritation), and their personal experiences. Once a user submitted a
smell report, the system sent it to the local health department and anonymously archived it on
our backend database. In the setting panel (the middle image in Figure 6.1), users could decide
if they were willing to provide their contact information to the health department. Regardless of
the setting, our database did not record the personal information.

Upon receiving smell reports, we visualized them on a map that also depicted fine particulate
matter and wind data from government-operated air quality monitoring stations (the right-most
image in Figure 6.1). All smell reports were anonymous, and their geographical locations were
skewed to preserve privacy. When clicking or tapping on the playback button, the application
animated 24 hours of data for the currently selected day, which served as convincing evidence
of air quality concerns. Triangular icons indicated crowdsourced smell reports with colors that
correspond to smell ratings. Users could click on a triangle to view details of the associated
report. Circular icons showed government-operated air quality sensor readings with colors based
on the Air Quality Index [82] to indicate the severity of particulate pollution. Blue arrows showed
wind directions measured from nearby monitoring stations. The timeline on the bottom of the
map represented the concentration of smell reports per day with grayscale squares. Users could
view data for a specific date by selecting the corresponding square.

6.3.2 Sending Push Notifications

Smell Pittsburgh sent two different types of smell event notifications to encourage citizen partic-
ipation: a crowdsourced notification and a predictive notification. When there were a sufficient
number of poor odor reports during the previous hour, the system sent a crowdsourced notifica-
tion: “Many residents are reporting poor odors in Pittsburgh. Were you affected by this smell
event? Be sure to submit a smell report!” The intention of sending this notification was to encour-
age users to check and report if they had similar odor experiences. Second, we applied machine
learning [23, 103, 119, 162] to model the relationships between crowdsourced smell reports and
air quality measurements from the past to predict the occurrence of abnormal odors in the future.
Each day, whenever the model predicted a smell event, the system sent a separate predictive
notification: “Local weather and pollution data indicates there may be a Pittsburgh smell event
in the next few hours. Keep a nose out and report smells you notice.” The goal of making the
prediction was to support users in planning daily activities and encourage community members
to pay attention to the air quality. To keep the smell prediction system updated, we computed a
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Figure 6.2: The distribution of submitted smell reports, Google Analytics events, and unique users over month.
Although our users grew over 11 months (red arrows) after the soft and official launch (purple bars), there was a
decrease in engagement recently (blue arrows).

new machine learning model every Sunday night based on the data collected previously. Details
of this prediction task will be discussed in section 6.4.2.

6.4 Evaluation

To evaluate citizen participation, we showed that using odor experience was practical and scal-
able for revealing urban air quality concerns. We now discuss three studies: (1) system usage pat-
terns of citizen-contributed smell reports and interaction events, (2) assessment of crowdsourced
data validity by using statistical prediction and inference, and (3) survey of attitude changes and
motivation factors.

6.4.1 System Usage Study

In this study, we evaluated the usage patterns on mobile devices by parsing server logs and
Google Analytics events. From our initial testing with the community on September 2016 to the
end of March 2018, we had 2,064 and 849 installations of Smell Pittsburgh on iOS and Android
devices respectively in the United States. We excluded data generated during the system stability
testing phase in September and October 2016. From our soft launch in November 2016 to the
end of March 2018 over 17 months, there were 2,858 unique anonymous users in the Pittsburgh
region. Our users contributed 11,700 smell reports, 383,767 alphanumeric characters in the
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Table 6.1: Statistics of different user groups

% of users % of smell % of characters % of events
reports in text field from Google Analytics
Enthusiasts 47% 91% 94% 76%
Contributors 12% 9% 6% N/A
Observers 41% N/A N/A 24%
Total 100% (N=2,858) 100% (N=11,700) 100% (N=383,767) 100% (N=114,899)

Table 6.2: Statistics and Mann-Whitney U test results of variables among user groups

Submitted reports  Interaction events Characters in text Hours between hit and
V user V user fields V report data timestamps V event
Enthusiasts ~ Mdn=3 (n=1,345) Mdn=20 (n=1,345) Mdn=14 (n=10,692) Mdn=11.5 (n=84,150)
Contributors Mdn=1 (n=343) N/A Mdn=10 (n=1,008) N/A
Observers N/A Mdn=9 (n=1,170) N/A Mdn=28.5 (n=25,718)
p<.001 p<.001 p<.001 p<.001
TestResult ;303 087) (U=1,032,434) (U=5,884,441) (U=851,002,633)

Abbreviations “Mdn” and “n” indicate median and sample size respectively. Symbol V represents “for each”.

submitted text fields, and 114,899 events of interacting with the visualization (e.g., clicking on
icons on the map). Among all smell reports, 75% of them had ratings larger or equal than three.

Data aggregated by month showed that our user engagement grew after a year following the
soft launch and decreased noticeably afterward, as shown in Figure 6.2. There were two spikes
of Google Analytics events in November 2016 and July 2017. These spikes corresponded to our
soft and official launches of Smell Pittsburgh, which received widespread media coverage. After
the soft launch, the number of our users grew four-fold over 11 months, from December 2016 to
October 2017. However, there was a decrease in citizen engagement recently, and the number of
users declined by more than half by November 2017, which was four months after the official
launch.

To investigate the distribution of smell reports and interaction events among our users, we di-
vided all users into three types: enthusiasts, contributors, and observers (Table 6.1). Contributors
were those who submitted smell reports but did not interact with the visualization. Observers
were those who interacted with the visualization but did not submit reports. Enthusiasts partic-
ipated in both submitting reports and interacting with the visualization. We were interested in
four variables with different distributions among user groups, which represented their charac-
teristics (Figure 6.3). First, for each user, we computed the number of submitted smell reports
and interaction events. Then, for each smell report, we calculated the number of alphanumeric
characters in the submitted text fields. Finally, for interaction events that involved investigating
previous data, we computed the time difference between hit timestamps and data timestamps.
These two timestamps represented when users interacted with the system and when the data
were archived in the system respectively. All variables differed from a normal distribution (nor-
mality test p<.001). Thus, to determine if there were significant differences among groups, we
applied two-tailed Mann-Whitney U test (a nonparametric test for two independently sampled
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Figure 6.4: The frequency of words in different text fields of all submitted smell reports. Most of the high frequency
words describe industrial pollution odors and related symptoms, especially hydrogen sulfide (rotten egg smell).

groups) and reported the results in Table 6.2.

From the user group study, we found that user contributions were highly skewed (Figure 6.3).
Approximately 34% of the users submitted only one report, and 50% of the users submitted less
than three reports, which aligned with the typical pattern in citizen science projects that many
volunteers participated for only a few times [194]. Moreover, these three user groups differed
regarding the type and amount of data they contributed. Table 6.1 shows that enthusiasts, corre-
sponding to less than half of the users, contributed 91% smell reports and 76% interaction events.
Table 6.2 indicates that all four variables were statistically significant among user groups. Enthu-
siasts tended to contribute more smell reports, the number of alphanumeric characters of reports,
and interaction events. Observers tended to browse data that were far away from the interaction
time. Also, by further investigating the enthusiast group, we found a moderate positive associa-
tion (Pearson correlation coefficient r=.51, n=1,345, p<.001) between the number of submitted
smell reports and the number of user interaction events.

To identify critical topics in citizen-contributed smell reports, we analyzed the frequency of
words in three text fields. Before counting words, we used python NLTK package [21] to remove
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Figure 6.5: To enable odor prediction, we used machine learning techniques to estimate a function that maps air
quality data (predictor matrix X) to smell events (response vector y).

stop words and group similar words with different forms (lemmatization). Figure 6.4 shows
that high-frequency words mostly described industrial pollution odors and related symptoms,
especially hydrogen sulfide that has rotten egg smell and can cause a headache, dizziness, eye
irritation, sore throat, cough, nausea, and shortness of breath [55, 97, 151, 186]. This finding
inspired us to examine how hydrogen sulfide affected urban odors in the next study.

6.4.2 Data Validity Study

The standardized regulatory procedure to assess air quality, which focuses on generating expert
knowledge about average concentrations over long periods, naturally tends to resist lay knowl-
edge that focuses on short-term events of sudden increases in air pollution readings [170]. In this
study, we applied machine learning to show that the short-term events identified from crowd-
sourced anonymous smell reports, when linked to air quality sensor measurements, could con-
tribute to drawing meaningful insights for local air pollution concerns. Mathematically, machine
learning involves a set of methods to approximate a function F' such that y = F'(X), where y
is the response vector and X is the predictor matrix. There are two main reasons for estimating
the function [: prediction and inference [119]. We framed the odor prediction and inference
tasks as a supervised learning problem to infer the function F' that mapped inputs to an output
based on pairs of previous observations. For the prediction problem of forecasting future smell
events, we treated the model as a black box and focused on increasing its performance. For
the inference problem of understanding the relationship between odor reports and environmental
measurements, we used a white box model with an exact form to explain its internal decision-
making process. The implementation in this study was based on python scikit-learn package
[175].
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Dataset

The input predictor matrix X had size n by m (Figure 6.5). The notation n meant the number
of observations and m meant the number of predictor variables, which was also called “fea-
tures”. The input predictor matrix X consisted of hourly-recorded time-series data collected
from government-operated air quality monitoring stations at different locations in Pittsburgh,
such as Lawrenceville, Liberty, Flag Plaza, Parkway East, Avalon, North Braddock, and Glass-
port. Rows of matrix X represented observations, which could be viewed as data points in a high
dimensional space formed by predictor variables. Columns of matrix X represented current and
previous p hours of sensor readings, such as particulate matters, sulfur dioxide, carbon monoxide,
nitrogen oxides, ozone, hydrogen sulfide, and wind information (direction, speed, and standard
deviation of direction). Wind directions were decomposed into cosine and sine components. We
considered p as a dataset parameter and set it to 3 by using cross-validation that will be described
later. To equalize the effect of predictors and stabilize the time-series data, we normalized each
column of matrix X to zero mean and unit variance. We also replaced missing values with mean
values of the corresponding predictors. Finally, we added days of the week, hours of the day, and
days of the month into the predictor matrix, which resulted in 195 features.

The output response vector y had size n by 1 (Figure 6.5), which was also called “labels”.
Vector y contained observations about whether a smell event would occur in the future ¢ hours
or not. The occurrence of events was represented by binary class labels 0 and 1, where 1 meant
“yes” and vice versa. The i'" observation of vector y corresponded to the i*" row of the predictor
matrix X. Because the pollution sources were undetermined, it was not feasible to obtain the
“ground truth” labels. Thus, smell events were defined by majority agreements of our users. We
specifically chose the geographic regions that have sufficient amount of data when computing
smell events, as shown in Figure 6.9. To obtain the binary class labels, we first aggregated smell
report data from the selected geographic regions of the coming ¢ hours into an odor value, which
was a weighted combination of smell reports with ratings greater than or equal to 3. For instance,
if there were 10 smell reports with rating 4 in the next ¢ hours, the odor value would be 40. In
this study, we assigned a fixed value 8 to ¢ for reducing parameters. Then, if the odor value
was larger than a threshold r, its binary class label of the occurrence of a smell event was “yes”,
and vice versa. We considered r as another dataset parameter and set it to 40 by using cross-
validation that will be discussed later. The dataset was highly imbalanced, where only 8% of the
labels were positive.

Predicting Smell Events

Figure 6.6 and 6.7 visualized the dataset by using Principal Component Analysis (PCA) [120]
and PCA with a radial basis function kernel [195] respectively. To model the relationships be-
tween the input predictor matrix X and output response vector y, we implemented two ensemble-
based models, Extremely Randomized Trees [91] and Random Forests [31]. These algorithms
build a collection of decision trees using the CART algorithm [149], where the leaves represent
the binary class label and the branches represent the logical conjunction of predictors. The en-
semble method [65] is effective in reducing model variance and sensitivity of overfitting, which
are both problematic for individual decision trees [31, 91, 103]. When splitting a tree node during
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PCA, eigenvalue =[0.243 0.189 0.124]
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Figure 6.6: Principal Component Analysis. Blue and red dots indicate negative (without smell event) and positive
labels (with smell event) respectively.

Kernel PCA, eigenvalue = [0.419 0.334 0.247]
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Figure 6.7: Principal Component Analysis with a radial basis function (RBF) kernel. Blue and red dots indicate
negative (without smell event) and positive labels (with smell event) respectively.
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Figure 6.8: We used ensemble-based models, a collection of Decision Trees, to predict smell events (y) by using
air quality data (X).
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the training process, Random Forests compute the optimal cut-point values from a subset of ran-
domly chosen predictors based on bootstrap samples [78], while Extremely Randomized Trees
use random cut-point values and the whole original samples. Also, our data contained highly
correlated features. The randomization process when splitting nodes makes the model robust to
correlated time-series predictor variables [87]. Finally, the prediction result is aggregated by a
majority vote of all trees. There were three tunable model parameters: the number of trees u in
the model, the number of features v to select randomly for splitting a tree node, and the minimum
number of samples w required to split a tree node. We reduced these parameters to only v and w
by always using 1,000 trees in both models.

Selecting Dataset and Model Parameters

To evaluate model performance, we used F-score [180], with its best value at 1 and worst value at
0. We first merged consecutive positive samples to compute the starting and ending time of smell
events. Then, if a predicted event overlapped with a crowdsourced event, we counted this event as
a true positive (TP). Otherwise, we counted a non-overlapped predicted event as a false positive
(FP). For crowdsourced events that had no overlapping predicted events, we counted them as
false negatives (FN). Figure 6.11 shows examples of TP, FP, and FN. Finally, we computed the
precision, recall, and F-score by using the following equations:

Precision = TP/(TP + FP)
Recall = TP/(TP + FN) (6.1)
F-score = 2 x Precision * Recall /(Precision + Recall)

When computing these metrics, we considered only daytime events because people rarely sub-
mitted smell reports during nighttime (Figure 6.10). We defined daytime from 5 am to 7 pm.
Because the model predicted if a smell event would occur in the next 8 hours, we only needed to
evaluate the prediction generated from 5 am to 11 am.

The method that we used for choosing parameters was time-series cross-validation [12, 133],
where the entire dataset was partitioned and rolled into several pairs of training and testing sub-
sets for evaluation (Figure 6.12). This method was different from the traditional cross-validation
for time-independent data. Because our predictors and responses were all time-dependent, we
used previous samples to train the models and evaluated them on future data. We first divided all
samples (from October 9th 2016 to April 15th 2018) into 79 folds, with each fold approximately
representing a week. Then, starting from fold 49, we took the previous 48 folds as training data
(about 8,000 samples) and the current fold as testing data (about 168 samples), which resulted
in 31 iterations for computing evaluation metrics. This procedure reflected the setting of the
deployed system, where we trained a new model from scratch on every Sunday night by using
previous 8,000-hour data.

We performed a two-stage grid search from a set of values with cross-validation to select
dataset parameters (p,r) and model parameters (v,w). During model selection, there was a
trade-off between precision and recall. We preferred the model that made fewer false predictions
instead of forecasting all possible events. Therefore, for parameter sets that had similar F-scores,
we selected the set that had the least number of false positives (highest precision). At the first
stage, we only searched dataset parameters (p, r) with fixed model parameters (v, w) = (y/m, 2)
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rarely submit smell reports at nighttime.
Crowdsourced event
yes
no
Predicted event
yes
no | |
5:00

positives, false positives, and false negatives respectively.

19:00
Figure 6.11: This figure shows the original and predicted smell events. The x-axis represents time. The blue and
red boxes indicate crowdsourced and predicted smell events respectively. Abbreviations TP, FP, and FN mean true
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All data: 79 weeks
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Figure 6.12: The entire dataset was partitioned and rolled into several pairs of training and testing subsets for
cross-validation.

Table 6.3: Cross-validation result of models for statistical prediction

TP FP FN Precision Recall F-score
ExtraTrees 28.65+048 399+0.72 1435+048 0.88+0.02 0.67+0.01 0.76+0.01
Random Forest 28.84 £0.60 5.86+0.68 14.16 £0.60 0.83+0.02 0.67+0.01 0.74 £0.01
Always Yes 43 170 0 0.20 1.00 0.34

The cell format is “mean =+ standard deviation”. We run this experiment on 31 weeks of testing data for 100 times.
Abbreviations “ExtraTrees”, “TP”, “FP”, and “FN” indicates Extremely Randomized Trees, true positives, false
positives, and false negatives respectively. The last model, “Always Yes”, indicates the baseline that always makes
positive predictions.

Table 6.4: Cross-validation result of models for statistical inference

TP FP FN Precision Recall F-score
Decision Tree 16.81 £1.32 6.63£1.55 4.18+1.52 0.72+0.05 0.80+0.07 0.76 £0.04

The cell format is “mean =+ standard deviation”. We run this experiment on 31 weeks of testing data for 100 times.
Abbreviations “TP”, “FP”, and “FN” indicates true positives, false positives, and false negatives respectively.

suggested by the Extremely Randomized Trees paper [91], where m was the number of features.
The dataset parameters with the best cross-validated F-score was (p,r) = (3,40). To verify if
these parameters were reasonable, we applied them to compute the dataset and plotted the time-
lagged point-biserial correlation coefficients between continuous predictors and binary responses
(Figure 6.13). All coefficients having more than 3-hour time lag were less than 0.3. Next, we
fixed the dataset parameters for searching better model parameters (v, w). The best parameters
for the Extremely Randomized Trees and Random Forests were (v, w) = (90, 32) and (v, w) =
(30,2) respectively. Table 6.3 reports the evaluation metrics after cross-validating these two
models for 100 times with various random seeds on 31-week testing data. The result showed
that the performance is better than the baseline, which is a model that always makes positive
predictions.
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Time-lagged point biserial correlation of predictors and response (smell events)

0.6

- EER B N N |
' H N N u || |
1 . .. -0.2
u ]

Time lag (hours)
3

6 5 4

Predictors (sensors from different monitoring stations)

Figure 6.13: The time-lagged point-biserial correlation of continuous predictors (sensor readings from different
monitoring stations) and binary response (smell events). Top five predictors with highest correlations are particulate
matter at Glassport (r=.47, n=13,264, p<.001) and Liberty (r=.40, n=13,264, p<.001), carbon monoxide at Flag
Plaza (r=.41, n=13,264, p<.001) and Lawrenceville (r=.40, n=13,264, p<.001), and hydrogen sulfide at Liberty
(r=.36, n=13,264, p<.001). None of the correlation coefficients exceed 0.5.

Interpreting Smell Events

While these two ensemble-based models enabled us to predict future events, they were typi-
cally considered as black box models and not suitable for statistical inference. Although these
two models provided feature importances, interpreting these weights could be problematic be-
cause several predictors in the dataset were highly correlated, which might appear less significant
than other uncorrelated counterparts. Inspired by several previous works related to extracting
knowledge from data [42, 89, 198], we utilized a white box model, Decision Tree, to explain a
representative subset of predictors and samples (Figure 6.14), which were selected by applying
feature selection [99] and cluster analysis. First, we used domain knowledge to manually select
features. Based on the knowledge obtained from several informal community meetings and the
result discovered in the text analysis of smell reports (Figure 6.4), we chose hydrogen sulfide,
wind direction, wind speed, and standard deviation of wind direction from all monitoring sta-
tions. The current and up to two-hour time lagged readings were all included. Also, we added
interaction terms of all predictors, such as hydrogen sulfide multiplied by the sine component of
wind direction. This manual feature selection procedure produced 781 features.

Next, we applied a clustering algorithm, DBSCAN [83], to choose a representative sub-
set of samples. The parameters for DBSCAN were minimum 30 samples within a 0.7 Eps-
neighborhood distance for a point to be defined as a core sample, which indicated the density of
a cluster. The distance matrix D for clustering was derived from a Random Forest fitted on the
manually selected features. The Random Forest parameters were (v, w) = (0.15 x m, 2), where
m was the number of features. For each pair of samples, we counted the number of times that
they appeared in the same leaf of all trees in the model. The results were assembled into a simi-
larity matrix .S and normalized to the range between 0 and 1. We converted the similarity matrix
into a distance matrix by using D = 1 — S. This procedure identified a cluster with about 25%
of the total 1,069 positive samples. The cluster represented about 50% of the total 46 events,
with each event indicating consecutive positive samples, as shown in Figure 6.11. To focus on
interpreting this cluster, we set all positive samples outside the cluster to negative samples.

Furthermore, we performed recursive feature elimination (RFE) by iteratively removing fea-
tures that had smaller weights [100]. These feature importance weights represented the mean
decrease impurity [153] of a Random Forest with parameters (v, w) = (y/m,2), where m was
the number of features. Parameters for RFE include eliminating 50 features for each iteration and
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Figure 6.14: We used a Decision Tree (white box model) to explain a subset of predictors and positive samples,
which was selected by applying community knowledge and cluster analysis.
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Figure 6.15: The right terrain map shows smell reports and sensor readings at 10:30 am on December 3rd, 2017.
Important predictors are marked on the map. The left graph shows a part of the Decision Tree model for interpreting
patterns with F-score 0.81. For simplification, only the first three depth levels of the tree are plotted. This model
explains the pattern of about 50% smell events, which contain the interactions of hydrogen sulfide and wind infor-
mation from different monitoring stations. The first two lines of a tree node shows the corresponding feature and
its threshold for splitting. The third line of a tree node indicates the ratio of the number of positive samples (with
smell event) and negative samples (no smell event). The most important predictor is the interaction between the sine
component of wind directions at Parkway East and the previous 2-hour hydrogen sulfide readings at Liberty (r=.62,
n=13,262, p<.001). The second most important predictor is the interaction between the cosine component of wind
directions at Lawrenceville and the hydrogen sulfide readings at Liberty (r=.45, n=13,262, p<.001). Notation “r”
means the point-biserial correlation of the predictor and smell events.
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Table 6.5: Demographics of participants (ages and education levels)

18-24 25-34  35-44 45-54 55-64 65-74 Total

Associate’s 0 0 1 0 0 0 1
Bachelor’s 2 2 2 0 1 1 8
Master’s 0 2 2 0 0 4 8
Doctoral 0 1 1 1 5 0 8
Total 2 5 6 1 6 5 25

Table 6.6: Frequency of system usage (sorted by percentage)

Count Percentage

Other (the open-response text field) 9 36%
At least once per month 7 28%
At least once per week 4 16%
3
2

At least once per day 12%
At least once per year 8%

Table 6.7: Choices for measuring participation level (sorted by percentage)

Count Percentage

I submitted smell reports. 22 88%
I checked other people’s smell reports on the map visualization. 22 88%
I opened Smell Pittsburgh when I noticed unusual smell. 22 88%
I discussed Smell Pittsburgh with other people. 21 84%
I provided my contact information when submitting smell reports. 14 56%
I paid attention to smell event alert notifications provided by Smell Pittsburgh. 13 52%
I shared Smell Pittsburgh publicly online (e.g. email, social media, news blog). 13 52%
I clicked on the playback button to view the animation of smell reports. 9 36%
I took screenshots of Smell Pittsburgh. 9 36%
I mentioned or presented Smell Pittsburgh to regulators. 6 24%
I downloaded smell reports data from the Smell Pittsburgh website. 4 16%

selecting 30 most important features at the final iteration. Finally, we trained a Decision Tree
using the CART algorithm [149] to interpret the cluster and the selected features. The parameters
for the Decision Tree model were minimum 5 samples for being a leaf node, minimum 20 sam-
ples for splitting a node, and maximum depth 8 of the tree. All parameters for data interpretation
(DBSCAN, Random Forest, RFE, and Decision Tree) were selected by using cross-validation.
Table 6.4 reports the evaluation metrics after cross-validating the model for 100 times with var-
ious random seeds on 31-week testing data. The result showed that the model was capable of
explaining the underlying pattern of about 50% of the smell events, which was a joint effect of
wind information and hydrogen sulfide readings (Figure 6.15).
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Figure 6.16: The box plots show distributions of self-efficacy changes, internal and external motivations, and
participation level for 25 valid survey responses. The red lines in the middle of the box indicate the median (Q2).
The red-filled diamonds represent the mean. The top and bottom edges of a box indicate 75% (@)3) and 25% (Q1)
quantiles respectively. The boxes represent inter-quantile ranges IQR = Q)3 — Q1. The top and bottom whiskers
show Q3 + 1.5 x IQR and Q1 + 1.5 x IQ R respectively. Black hollow circles show outliers that are beyond the
range of whiskers.

6.4.3 Survey Study

When developing computational tools to support citizen science, it is essential to evaluate attitude
changes or motivations to inform and reflect upon system design [113, 191]. Many crowdsourc-
ing or citizen science projects have found it informative to characterize the motivations of their
user bases [10, 11, 56, 184, 221, 230]. We developed a survey (described below) to measure the
motivations and self-efficacy of Smell Pittsburgh users. We define self-efficacy as beliefs about
how well an individual can achieve desired effects through actions [15].

Participants

We recruited adult participants via snowball sampling, as described by [19]. We delivered an
anonymous online survey via email to community advocacy groups and asked them to distribute
the survey to potential participants. Paper surveys were also provided. All responses were kept
confidential, and there was no compensation. We received 29 responses in total over one month
from March 20th to April 20th, 2018. Four responses were excluded due to incomplete questions
or no experiences in interacting with the system, which gave 25 valid survey responses. There
were 8 males, 16 females, and 1 person with undisclosed gender information. All but one partic-
ipant had a Bachelor’s degree at minimum. The demographics of the sample population (Table
6.5) were not typical for the region.

Procedures and Materials

We administered a single survey to people who had used Smell Pittsburgh since its release. The
survey had three sections: (1) Self-Efficacy Changes, (2) Motivation Factors, (3) System Usage
Information. These last two sections were also complemented by open-response text fields where
participants provided additional comments and messages.

For Self-Efficacy Changes, we measured changes to user confidence mitigating air quality
problems. This section was framed as a retrospective pre-post self-assessment. The items were

82



divided between pre-assessment, “BEFORE you knew about or used Smell Pittsburgh,” and post-
assessment, “AFTER you knew about or used Smell Pittsburgh.” For both assessments, we used
a scale developed by the Cornell Lab of Ornithology to measure self-efficacy in citizen science
projects [59, 179]. The scale was customized for air quality to suit our purpose. The scale
consisted of eight Likert-type items (from 1 “Strongly Disagree” to 5 “Strongly Agree”).

The Motivation Factors section was based on a scale developed by the Cornell Lab of Or-
nithology [59, 178] with 14 Likert-type items (from 1 “Strongly Disagree” to 5 “Strongly Agree”).
The scale was customized for air quality and measured both internal (7 items) and external fac-
tors (7 items). Internal factors involved enjoyment during participation and the desire to achieve
the goal of improving air quality. On the other hand, external factors involved obtaining rewards
and avoiding negative consequences if not taking actions. A text field with question “Are there
other reasons that you use Smell Pittsburgh?” was provided for open responses.

In the System Usage Information section, we collected individual experiences with Smell
Pittsburgh. We documented participation level through a multiple-choice and multiple-response
question, “How did you use Smell Pittsburgh?”’ as shown in Figure 6.16 (right). This question
allowed participants to select from a list of 11 activities. We identified the frequency of system
usage through a multiple-choice question, “How often do you use Smell Pittsburgh?” as shown
in Table 6.6. Text fields were provided for both of the above two questions.

Finally, we asked an open-response question “Do you have any other comments, questions,
or concerns?” at the end of the survey. Our analysis of these responses is presented below in
conjunction with each related question.

Analysis and Results

For Self-Efficacy Changes, we averaged the scale items to produce total self-efficacy pre score
(Mdn=3.50) and post score (Mdn=4.13) for each participant. A two-tailed Wilcoxon Signed-
Ranks test (a nonparametric version of a paired t-test) indicated a statistically significant differ-
ence (W=13.5,7=-3.79, p<.001), as shown in Figure 6.16 (left). This finding indicated that there
were increases in self-efficacy during participation.

For Motivation Factors, we computed the average score of internal (Mdn=4.29) and external
(Mdn=3.14) motivation scores for each participant. A two-tailed Wilcoxon Signed-Ranks test
indicated a statistically significant difference (W=0, Z=-4.29, p<.001), as shown in Figure 6.16
(middle). This result suggested that internal factors were primary motivations for our participants
rather than external factors. Open-ended answers showed that 12 participants (48%) were moti-
vated by the technical affordance provided by the system. Among them, nine participants (36%)
mentioned the affordance to contribute data as scientific evidence efficiently and intuitively, as
shown in the following selected quotes. Bold emphases were added by researchers to highlight
key user sentiments.

“I used to try to use the phone to call in complaints, but that was highly unsatisfac-
tory. I never knew if my complaints were even registered. With Smell Pittsburgh,
I feel that I’m contributing to taking data, as well as to complaining when it’s
awful. [...]”

“It’s seems to be the most effective way to report wood burning that can fill my
neighborhood with the smoke and emissions from wood burning.”
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“The Smell app quantifies observations in real time. Researchers can use this
qualitative information along quantitative data in real time. Added benefit is to have
[the health department] receive this information in real time without having to make
a phone call or send separate email. I have confidence that the recording of Smell
app data is quantified more accurately than [the health department]’s.”

“It is an evidence based way for a citizen to register what is going on with the air
where I live and work.”

“I believe in science and data and think this can help build a case. [...]”

Additionally, four participants (16%) indicated the affordance to validate personal experiences
based on the data provided by others. Selected quotes were shown below.

“I used to (and sometimes still do) call reports in to [the health department]. I love

how the map displays after I post a smell report. Wow! I’m not alone!”

“It validates my pollution experiences because others are reporting similar experi-
ences.”

“I like using it for a similar reason that I like checking the weather. It helps me
understand my environment and confirms my sense of what I’m seeing (or in this
case smelling).”

We also found that altruism, the concern about the welfare of others, was another motivation.
Six participants (24%) mentioned the desire to address climate changes, activate regulators, raise
awareness of others, expand air quality knowledge, influence policy-making, and build a sense
of community. Selected quotes were presented:

“Because climate change is one of our largest challenges, [...] Also, the ACHD isn’t

as active as they should be, and needs a nudge.”

“T use [Smell Pittsburgh] to demonstrate to others how they can raise their own
awareness. [’ve also pointed out to others that many who have grown up in this area
of Western PA have grown up with so much pollution, to them air pollution has
become normalized and many do not even smell the pollution any more. This is
extremely dangerous and disturbing.”

“I want to help expand the knowledge and education of air quality in Pittsburgh
and believe the visuals Smell Pittsburgh provides is the best way to do that.”

“I believe in the power of crowd-sourced data to influence policy decisions. I also
believe that the air quality activism community will find more willing participants
if there is a very easy way for non-activists to help support clean air, and the
app provides that mechanism. It is basically a very easy onramp for potential new
activists. The app also acts as a way for non-activists to see that they are not alone
in their concerns about stinky air, which I believe was a major problem for building
momentum in the air quality community prior to the app’s existence.”

For System Usage Information, we reported the counts for system usage frequency questions
(Table 6.7). The result showed that our users had a wide variety of system usage frequency.
Open-responses indicated that instead of using the system regularly, eight participants (32%)
only submitted reports whenever they experienced poor odors. To quantify participation levels,
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we counted the number of selected choices for each participant, as shown in Figure 6.16 (right).
We also counted the number of participants who selected each choice in the “How did you use
Smell Pittsburgh?” question (Table 6.6). We found that our participation levels were normally
distributed. In the open-response text field for this question, two participants (8%) mentioned
using personal resources to help promote the system.

“I ran a Google Adwords campaign to get people to install Smell Pittsburgh. It

turns out that about $6 of ad spending will induce someone to install the app.”

“I take and share so many screenshots! Those are awesome. [...] I also made two
large posters of the app screen— one on a very bad day, and one on a very good
day. I bring them around to public meetings and try to get county officials to look
at them.”

In the open-ended question to freely provide comments and concerns, two participants (8%)
were frustrated about the lack of responses from regulators and unclear values of using the data
to take action, as shown in the following quotes.

“After using this app for over a year, and making many dozens of reports, I haven’t
once heard from the [health department]. That is disappointing, and makes me
wonder, why bother? [...] Collecting this data is clever, but towards what end? I
sometimes don’t see the point in continuing to report.”

“It wasn’t clear when using the app that my submission was counted, so it made
me feel like the work I did was useless. I want to be able to see directly that my
smell reports are going somewhere and being used for something. [...]”

Also, five (20%) participants suggested augmenting the current system with new features and
offering this mobile computing tool to more cities. Such features involved reporting smell at
a different location and time, viewing personal submission records, and earlier predictive push
notifications about odor events. The followings showed several quotes.

“I get around mostly by bike, so it is difficult to report smells the same moment I

smell them. I wish I could report smells in a different location than where I am so

that I could report the smell once I reach my destination.”

“It would be nice to be able to add a retroactive report. We often get the strong

sulfur smells in Forest Hills in the middle of the night [...] but I strongly prefer to

not have to log in to my phone at 3 am to log the report as it makes it harder to

get back to sleep.”

“This app should let me see/download all of my data: how many times I reported
smells, what my symptoms and comments were and how many times the [health
department] didn’t respond [...]”

“[...], right now [the predictions] are a little sparse and often come without enough
warning time for me to plan my exercise around them.”

6.5 Discussion

We have shown that Smell Pittsburgh, as a modern mobile computing tool, can equip citizens
with the capability of collecting and visualizing a large amount of air quality data. The system
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collected 8,720 smell reports in 2017. This amount is 10-fold more than the 796 complaints
collected by the health department regulators in 2016. Furthermore, all smell reports in our
system had location data, while the location information was missing from 45% of the regulator-
collected complaints. In the survey study, participants mentioned that the system enables them
to contribute and communicate data-driven evidence for advocacy. Although the survey study
was limited by the small sample size of total users, the result showed a statistically significant
increase in self-efficacy after using the system. Several participants were even willing to use
their resources to encourage others to install the system and engage in reporting odor events.
These findings from the survey study, combined with the drastic increase in the amount of col-
lected data, suggest that Smell Pittsburgh can lower the barrier and reduce the workload for
citizens to participate in large-scale environmental epidemiology research. Although we showed
the increase in data quantity, scientists may criticize the reliability of studies involving these
crowdsourced data, since lay experiences may be prone to noise and exaggeration. For exagger-
ated smell reports, we view it as a significant sign of the need to expand environmental health
protection about air quality issues, rather than as an argument to exclude these data in scien-
tific research. We have demonstrated that using machine learning techniques to interpret these
noisy data, even when crowdsourced anonymously, can provide informative insights to reveal the
pattern of local environmental problems.

6.5.1 Implications

Based on our experiences in developing the system and the results presented in our evaluation
studies, we now summarize our findings into three design implications.

Use qualitative data and domain knowledge to inform or explain quantitative analysis

Qualitative data, when collected and combined with domain knowledge, can be instrumental in
informing or explaining quantitative analysis. In the system usage study, text analysis of the self-
reported symptoms and smell descriptions revealed that hydrogen sulfide might be the primary
source of odor events. This finding inspired us to choose hydrogen sulfide and wind information
from all of the other available predictors, which was critical for the data validity study. As there
were many highly correlated features, selecting a subset of features arbitrarily for interpreting
patterns in the data was impractical. Moreover, open-ended questions in the survey study pointed
out frustrations about lacking perceived values in using the collected data to advocate for policy
changes. This finding provided a possible explanation for the decrease of citizen engagement
discussed in the system usage study. Additionally, the system usage study identifies a moderate
correlation between contributing smell reports and interacting with the visualization. This finding
could be explained by the survey study that community members were motivated by the technical
affordance of viewing data provided by others to validate personal experiences.

Consider prediction and inference when evaluating values of citizen science data

We encourage applying both statistical prediction and inference techniques to evaluate the value
of citizen science data, which may not reveal meaningful information at first glance. Due to the
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nature of wicked problems in citizen science, the collected data may suffer from many types of
bias and error that sometimes can even be unavoidable [22, 38]. Making sense of such noisy data
has been a significant concern in citizen science research framework [165, 172], and machine
learning offers potential techniques to address this concern [22, 108]. In the data validity study,
we not only used ensemble-based black box models to predict the occurrence of odor events but
also used a white box model, Decision Tree, to interpret the patterns. This approach enabled
us to explain about 50% of the smell events, which was a joint effect of hydrogen sulfide and
wind information. Our goal was not to show causality or statistical significance, but to present
explainable insights about the impact of urban air quality problems that lay people and profes-
sionals would understand. The potential connections between predictors and responses, which
were found from the statistical inference, could serve as hypotheses for future epidemiological
studies.

Treat interactive systems for community citizen science as an ongoing infrastructure

To support environmental health advocacy, we believe that considering the entire community en-
gagement life cycle is critical in developing information technology infrastructure and estimating
how many resources are needed to accomplish goals. For initiating engagement, we developed
a mobile application for crowdsourcing odor data and invited citizens through news media and
our established network of advocacy groups. For maintaining engagement, we applied standard
user interface design to visualize smell reports and added more weights to the system by sending
these reports to the health department. Community members have utilized our publicly-released
data and the visualization as evidence for taking action. For evaluating engagement, we con-
ducted qualitative and quantitative studies to understand the impact of the system and patterns in
the collected data. These three steps form a cycle in the sense that we can iterate through those
steps multiple times to refine the system in response to user behavior changes.

6.5.2 Limitation

Maintaining citizen participation is not a trivial task. The push notification feature was designed
for this purpose. However, we deployed the predictive model recently, and the sample size was
insufficient for determining if push notifications were effective. Moreover, the system usage
study indicated that less than 50% of the users contributed most of the data, and there was a
decrease in engagement after the official launch of Smell Pittsburgh. Also, the survey study
showed that several participants were frustrated about the stagnation of using crowdsourced smell
data for advocacy. Future directions involve studying the effect of push notifications to engage
community groups, exploring methods to activate regulators in pursuing policy changes, and
establishing a feedback loop that shows efforts from both citizens and regulators.

We have explained the design, deployment, and evaluation of a mobile computing tool for
Pittsburgh communities to collect and visualize odor events. However, our sample size (n=25)
of total users (N=2,858) in the survey study was small, and the conclusion from the statistical
analysis was weak. Additionally, our community members might be unique in their character-
istics, such as the awareness of the air quality problem, the tenacity of advocacy, and the power
relationships with other stakeholders. Involving citizens to address urban air pollution collabo-
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ratively is a wicked problem, and thus attempts to replicate our approach may be doubtful. It
is possible that interactive systems like Smell Pittsburgh can only be practical for communities
with specific characteristics, such as high awareness [113]. Whether this research can be fully
replicated in other contexts is an open question. Future research is needed to study the impact
of deploying this system in other cities that have similar or distinct community characteristics
compared to Pittsburgh.

In the data validity study, there were still many odor events that the model was unable to pre-
dict (i.e., false negatives). Furthermore, 50% of the smell events remained unexplained. Recent
research has shown that deep neural networks [147] usually outperforms other models. However,
deep neural networks require a significant amount of data to make the performance compelling,
and the number of crowdsourced smell reports has not reached such level. Future work involves
adding more predictors (e.g., weather forecasts, air quality index), training deep neural networks
for prediction, and using generalizable data interpretation techniques that can explain any pre-
dictive model to identify more patterns [188].

6.6 Summary

This chapter explores the design and impact of the intervention of a mobile computing tool, Smell
Pittsburgh, that provides technological affordance to empower citizens in advocating for better
air quality. We applied crowdsourcing to gather odor experiences from citizens without the sup-
port of professionals. Moreover, we used data visualization to present the context of air quality
concerns from multiple perspectives as scientific evidence. In the evaluation, we identified the
distribution and trend of smell reports and interaction events among different types of users. By
adopting machine learning, we developed the push notification system feature and revealed pat-
terns within the crowdsourced data. Using a survey, we studied motivation factors for submitting
smell reports and measured user attitude changes after using the system. Based on the evalua-
tion, we summarized findings into three insights: using qualitative data to support quantitative
analysis, applying both statistical prediction and inference when evaluating data validity, and
considering the community engagement life cycle when developing similar systems. Finally, we
discussed limitations and future directions: studying the effect of push notifications, exploring
methods to engage more users, deploying the system in other cities, and using advanced tech-
niques for pattern recognition. We envision that this research can inspire engineers, designers,
and researchers to develop computational tools that support advocacy and citizen empowerment.
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Chapter 7

Conclusion

Community citizen science aims to representing community voices, addressing community con-
cerns, and influence policy-making by using scientific knowledge. However, it is challenging for
community members to collect and form reliable scientific knowledge due to the requirements of
financial resources, organizational networks, and access to technology. This thesis has explored
methods of using information technology to empower lay people in producing and sharing sci-
entific knowledge. When power relationships among citizens and stakeholders are unbalanced
and contradictory, community citizen science (as defined in chapter 1) plays a significant role
to mitigate this situation. Modern computational tools grant lay people the autonomy to crowd-
source, visualize, and share multiple types of human-generated and machine-generated data col-
laboratively. Moreover, computer vision and machine learning allow communities to extract
scientific knowledge and evidence from the data, which are essential for communities to express
their needs and concerns. Although crowdsourcing, visualization, and artificial intelligence tech-
niques have received extensive attention and been widely adopted in commercial products, we
are still at the beginning of integrating these techniques for common good. This dissertation be-
lieves that democratizing both computational tools and scientific knowledge is vital to empower
communities and promote the welfare of human beings. The core research question, “How can
we design interactive systems with visualization, crowdsourcing, and artificial intelligence
to support the engagement lifecycle in community citizen science?” is answered through the
design, deployment, and evaluation of four interactive systems. Each system makes methodolog-
ical and empirical contributions to sustainable HCI (discussed in section 1.5), as briefly reviewed
below.

¢ Chapter 3 introduced a timelapse editor for creating guided tours and interactive slideshows
from cloud-free annual mosaics of satellite imagery. The tool was designed to make global
imagery data transparent and meaningful through interactive visualization. By democra-
tizing data that were typically accessible to only domain experts, the video tours generated
from this tool enabled journalists to communicate critical global issues, such as climate
change and urban expansion.

¢ Chapter 4 described an air quality monitoring system to reveal the local air pollution con-
cern by integrating multiple types of data, which included images, smell reports, air quality
measurements, and wind direction. This tool utilized a computer vision algorithm to gen-
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erate video clips that displayed smoke emissions, which reduced the workload for commu-
nity members to collect evidence of poor air quality. A survey study indicated increases in
self-efficacy and sense of community after interacting with the system.

¢ Chapter 5 depicted a web-based tool for health professionals in a non-profit organization to
visualize geographically aggregated community data, including air quality measurements,
self-reported symptoms, and personal stories. The data were collected from residents who
believed that their living quality had been affected by local industrial activities. A focus
group study showed that it was essential to provide system features for understanding data,
comparing patterns, and advocating for social changes.

¢ Chapter 6 discussed a mobile computing system for crowdsourcing odor complaints sub-
mitted by residents. These complaints were visualized and animated with sensor measure-
ments from air quality monitoring stations. The visualization enabled community members
to track how pollution odors travel in the city. The system used a machine learning model
to predict the occurrence of poor odor events and send corresponding push notifications to
users. A data validation study revealed a prevailing pattern that half of the odor events were
related to a joint effect of hydrogen sulfide and wind directions. A survey study showed the
prevalence of internal motivations and the increase of self-efficacy after using the system.

7.1 Design Implications

These four computational tools presented in the previous chapters differ in their contexts, users,
scales, and goals. Despite their differences, these tools share similar design processes and prin-
ciples under the general theme of community citizen science. Based on the experiences of devel-
oping and deploying these computational tools, this section summarizes all findings into gener-
alizable implications for future researchers to design interactive systems that support community
citizen science.

7.1.1 Co-design Interactive Systems with Communities

Community citizen science addresses problems and concerns that are deeply grounded in local
regions. Community members have personal experiences and attachments to local concerns, and
thus it is essential to treat them as co-designers [30], which bring diverse expertise and knowl-
edge that researchers may not have. Designing computational tools to empower communities
is highly iterative and reflective. It is also a two-way communication and knowledge exchange
process between scientists and communities. This thesis adopts the value that scientists can think
and act as citizens to gain and understand experiences of local concerns when designing interac-
tive systems, as discussed in section 1.1.1. Understanding “What does the community actually
need?” is fundamentally different from “What does the researcher think the community needs?”
Similar to how architects and urban designers tackle wicked problems (discussed in section 1.3),
the designers present an artifact (concept or prototype) to a group (peers, seniors, and target-
ing communities) and describe the rationality of design principles. The design is then open to
constructive criticisms and questions to develop a shared understanding of how the artifact is
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embodied in its context. The entire design process is based on the engagement, discussion, and
critiques of communities and stakeholders.

The design process that this thesis embraces is similar to architecture or urban design studios,
where participants engage in developing ideas into artifacts or criticize the rationality of a pro-
posed artifact. For instance, chapter 4 described the iterative participatory design process with
community members. Researchers attended community meetings multiple times to present the
system prototypes and ask community members to test system features. Feedback from residents
was applied to refine the system design, and the community members were able to combine ev-
idence provided by the system with personal stories to convince regulators. Another example is
the focus group study described in chapter 5. Developers and stakeholders, who were involved
in the study, pointed out critical problems and suggested useful future improvements of system
features for another design iteration. Additionally, Smell Pittsburgh, mentioned in chapter 6,
included community members in designing the scales for measuring the severity of odors. Reg-
ulators were also involved in the design process to strengthen the weight of citizen-contributed
reports. Feedback from regulators and community members is essential for developing and de-
ploying the mobile computing tool to collect a large quantity of data, which made it possible to
study the relationships between pollutants and odor experiences.

7.1.2 Contextualize Scientific Evidence

From an epidemiological point of view, conducting causal inference studies in community citizen
science is not practical. For example, it is not ethical to perform randomized experiments on how
urban air pollution affects residents by manipulating emissions. Moreover, data generated from
human and machine inputs with modern computational tools can be very high-dimensional and
noisy, which makes it challenging to select important variables and control confounding factors
rigorously. This thesis suggests identifying joint effects among multiple types of data to provide
scientific evidence from various perspectives, which forms a context that lay people and experts
can understand. This context can serve as a clue and hypothesis for further epidemiological
studies to investigate the joint effects and adjust confounding factors. This section summarizes
general recommendations for contextualizing scientific evidence.

Integrate human-generated and machine-generated data

Human-generated and machine-generated data provide different perspectives of evidence, as dis-
cussed in section 2.2. Integrating these data can provide a better context for identifying underly-
ing patterns of community concerns. For instance, the monitoring system in chapter 4 visualized
camera inputs, air quality and wind information from sensors, and citizen-contributed smell re-
ports. The visualization enabled community members to tell a convincing story about when
the pollution happened, how smoke emissions affected the community, and how people experi-
enced the pollution. This data-driven story successfully changed the attitudes of regulars during
a community meeting with the Allegheny County Health Department and the Environmental
Protection Agency. Additionally, the visualization provided a clue that wind information was a
possible confounding factor when studying the relationships between smoke emissions and odor
complaints. Another example is the interactive tool in chapter 5, which discussed the importance
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of comparing air quality data with self-reported health symptoms to generate hypotheses. The fo-
cus group participants specifically mentioned the need to provide more background information,
such as demographics, that could further enhance the context.

Apply both prediction and inference in machine learning

Prediction and inference can complement each other by providing predictive and explanatory
powers, as mentioned in section 2.3. Applying both approaches can prevent over-interpreting
machine learning models and understand if their decision-making processes are reasonable. For
example, the mobile computing tool in chapter 6 trained ensemble-based models for predicting
the presence of poor odor events. Another tree-based model was constructed based on a subset
of filtered predictors and samples to explain a prevailing pattern among the data. Strategies for
selecting representative predictors included manual and automatic approaches. The manual ap-
proach used knowledge obtained from the text analysis of smell reports. The automatic approach
recursively removed variables that had lower importance weights. The pattern provided an ex-
planation about how pollution traveled to urban areas, which is a joint effect of hydrogen sulfide
and wind directions, as a reasonable hypothesis for future epidemiological studies.

Use artificial intelligence to support collecting evidence

Visualizations enable citizens and experts to explore patterns in the data interactively. However,
a single case may not be sufficient to explain a pattern, and it is difficult to examine all patterns
manually in the data to provide convincing evidence. Artificial intelligence techniques, such as
computer vision and machine learning, can reduce the workload by expediting and automating
the process of collecting data-driven evidence. The intention of applying this automatic approach
is not to replace the manual effort, but to augment human capabilities. For instance, the air quality
monitoring system in chapter 4 used a smoke detection algorithm to assist users in identifying
a large number of hazardous emissions and generating animated smoke images, which were
presented in a community meeting to influence the attitude of regulators. Another example is the
Decision Tree model for explaining the relationships between air quality data and smell events
in chapter 6. The model can be used to automatically extract and visualize all similar patterns
about how air pollutants affect odor experiences on different dates in the dataset.

7.1.3 Evaluate the Impact of Interactive Systems

This thesis emphasizes the importance of evaluating the impact of deploying interactive systems
on communities. Merely focusing on usability testing, such as measuring the time of completing
tasks, may restrict the perspective of system design [94]. To answer the core research question
(discussed in section 1.4), this thesis believes that instead of asking “Is the system useful?” it
is more appropriate to ask “Is the system influential?”” However, unlike observational studies,
community citizen science applies information technology to produce scientific knowledge and
influence community members simultaneously. If researchers frame this question of identifying
the causal relationships as an observational study, it is difficult to track and control confounding
factors that may influence their behaviors and attitudes, such as the effect of news and social
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media. One can treat the intervention of information technology as a randomized experiment.
But, it is not practical to randomly sample a control group with sufficient size from affected res-
idents, since the information can spread among communities. Even if there is a way to prevent
the control group from accessing the information about the deployed system, it is not ethical
and contradicts the value of democratizing scientific knowledge. One may consider a more eth-
ical way to compare the changes in the targeting community with another independent one that
shares similar concerns but does not have access to the tool at the beginning. Nevertheless, com-
munity citizen science is by nature not replicable since it addresses wicked problems (discussed
in section 1.3). Each community has distinct characteristics and power relationships, and the
results obtained by conducting the randomized experiment on two independent communities can
be misleading. In this sense, it is extremely difficult to statistically verify if the computational
tool truly empowers communities and causes attitude or behavior changes.

Measure attitude and behavior changes with qualitative and quantitative analysis

Although it is difficult to statistically and rigorously validate the impact of interactive systems
for community citizen science, understanding “How can the system be influential?”’ and “Does
the community think that the system is influential?” can benefit and inform system design,
especially at early stages of development [132]. These findings can provide insights about how
computational tools are used to support community citizen science. For instance, chapter 4 stud-
ied how community members used animated smoke images and found that both manual and
automatic approaches for generating images are essential during the engagement lifecycle. De-
spite the small sample size in the analysis of self-efficacy and sense of community, the survey
study explained that the capability of using data-driven evidence from multiple perspectives is
an important reason that the communities felt more confident after interacting with the system.
Moreover, applying both qualitative and quantitative analysis can further strengthen the evalu-
ation of impact. For instance, chapter 6 found that motivations for community members to use
Smell Pittsburgh came mainly from internal factors, including the desire of contributing data-
driven evidence, the concern about the welfare of others, and the capability of validating per-
sonal experiences using the visualization. This result of the qualitative analysis was reinforced
by the quantitative analysis of system usage, which identified a moderate association between
contributing data and interacting with the visualization.

7.2 Final Words

Community citizen science aims to empower everyday citizens and scientists to represent their
voices, reveal local concerns, and advocate for social changes by using scientific knowledge.
Collaboratively producing and exchanging scientific knowledge requires the intervention of in-
teractive systems. These systems provide technological affordance for community members to
collect, visualize, and make sense of data at an extensive spacial-temporal scale. When design-
ing these systems, it is essential to apply visualization, crowdsourcing, and artificial intelligence
techniques to initiate, maintain, and evaluate community engagement. Through developing and
deploying four computational tools during the entire community engagement lifecycle, this thesis
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offers generalizable implications: treating community members as co-designers, contextualizing
scientific evidence with multiple types of data, and measuring attitude and behavior changes af-
ter deploying systems. Although these four tools may not be entirely replicable, they serve as
concrete examples and case studies. This thesis is the beginning of designing interactive sys-
tems that support community citizen science, and I hope that its methodological and empirical
contributions can enlighten and inspire future researchers in this field.
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Chapter 8

Appendix
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The [System
Name] Survey

This survey is part of the [system name] research. The
purpose is to study how people use, share, and think about
the [system name]. The information will help develop similar
systems for supporting environmental justice. The survey is
completely anonymous and is expected to take less than 30
minutes.

Please answer each question carefully and to the best of your
ability. Thank you!
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Before you knew the [system name]

1. Please select the answer that shows how you feel about the statement.
(Answer this question based on the time before you knew the [system name])

Strongly Agree Nelthgr agree Disagree SFroneg
agree or disagree disagree
| was concerned about air quality. O O O O O

My involvement with ACCAN's actions was active.

| was confident when | discussed air quality issues
with other people.

| felt my actions were influential in improving the
local air quality with ACCAN.

| was comfortable with local air quality.

| was confident that | and ACCAN could achieve
the goal of improving the local air quality.

O O O O O
O O O O O
O O O O O
O O O O O
O O O O O

After you knew the [system name]

2. Please select the answer that shows how you feel about the statement.
(Answer this question based on the time after you knew the [system name])

Strongly Agree Nelthgr agree Disagree S.trongly
agree or disagree disagree
| was concerned about air quality. O O O O O

My involvement with ACCAN's actions was active.

| was confident when | discussed air quality issues
with other people.

| felt my actions were influential in improving the
local air quality with ACCAN.

| was comfortable with local air quality.

| was confident that | and ACCAN could achieve
the goal of improving the local air quality.

O O O O O
O O O O O
O O O O O
O O O O O
O O O O O



About how many people did you discuss the [system name] with?

About how many times did you go to the monthly ACCAN meetings in 20157

Did you visit or use the [system name]?
O Yes
O No [Skip question 4 and 5]

How did you explore data on the [system name]?

(Ignore this question if you did not explore data.)

[Please select all answers that apply]

| clicked on the video playback button to watch the video

| zoomed in and out of the video

| used the line charts showing air quality data

| clicked on the fast-forwarding button to jump to smoke emissions

| browsed the images produced by the automatic smoke detection tool
Other (please specify)

OO0OO0OO0OO0

How did you document data on the [system name]?

(Ignore this question if you did not document data.)

[Please select all answers that apply]

O | found smoke in the video and used the thumbnail tool to generate images. Then | collected
these smoke images in a document (e.g. Google Doc, Microsoft Word)

O | selected the images produced by the automatic smoke detection tool. Then | collected these
smoke images in a document (e.g. Google Doc, Microsoft Word)

O | wrote stories on online platforms (e.g. Facebook, Twitter, and Post-Gazette), and these stories
referred to the [system name].

Other (please specify)
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8.

10.

11.

How did you share data via email or online platforms?

(Data include images, web links, stories, etc. Online platforms include Facebook, Twitter, Post-
Gazette, etc. Ignore this question if you did not share data.)

[Please select all answers that apply]

O | shared smoke images produced on the [system name]

O | shared screenshots of the [system name]

O | shared web links to the [system name]

O | shared stories which refer to the [system name]

Other (please specify)

If you shared data, what were your motivations?

(Ignore this question if you did not share data.)

[Please select all answers that apply]

O | thought that the data is valuable. | shared to make people aware of air quality issues.
O I shared to show that | care about air quality problems

O | shared to stay close to people who also care about air quality problems

O | shared to get feedback from others. This made me feel | was a part of the community
O | shared to spread the word about the [system name]

Other (please specify)

How often did you browse the [system name] after you noted smoke or bad smells? (E.g. look for
evidence, check smell reports)

Every time Almost every time Sometimes Almost never Never

O O O O O

The [system name] shows and records air quality data. How likely do you think that browsing the
[system name] makes people care about air quality problems?

Neither likely nor
Extremely likely Likely unlikely Unlikely Extremely unlikely
O O O O O

12. There are published air quality stories which refer to the [system name]. How likely do you think

that reading these stories make people care about air quality problems?

Neither likely nor
Extremely likely Likely unlikely Unlikely Extremely unlikely
O O O O O
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[Images of the system]

13. Please rate the importance of the features on the [system name].

[Skip the ones that you do not know]

Short stories on the first page

The timelapse video

Zooming in and out of the video
Sharing a web link of a view and time
Smell reports

Line charts showing sensor readings
The line chart showing smoke detection
The map showing sensor values

The thumbnail tool that people can use to
manually generate smoke images

The automatic smoke detection tool which
produces smoke images

Smoke images which were shown during the
community meeting with the EPA

Extremely
important

O

O O O OO O0OO0OO0OO0OO0

100

Very
important

O

O O O OO O0OO0OO0OO0OO0

Moderately
important

O

O O O OO O0OO0OO0OO0OO0

Slightly
important

O

O O O OO OO0 OO0 O

Not at all
important

O

O O O OO O0OO0OO0OO0OO0



14. Do you have other comments?

15. What is your age?

O 18-24 O 55-64
O 25-34 O 65-74
O 35-44 O 75+
O 45-54
16. What is your education level
O No formal educational credential O Associate's degree
O High school diploma or equivalent O Bachelor's degree
O Some college, no degree O Master's degree
O Postsecondary nondegree award O Doctoral or professional degree

You have completed the survey. This survey is part of the [system name] research. Thank you very much for your
participation.
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Smell
Pittsburgh
Community
Empowerment
Survey

This survey is part of the Smell Pittsburgh project. The
information will help develop similar systems for
supporting environmental justice. The survey is
completely anonymous and is expected to take less

than 10 minutes.

Please answer each question carefully and to the best
of your ability. Thank you!
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1. Answer this question based on the time BEFORE you knew about or used Smell Pittsburgh.

Please indicate how much you DISAGREE or AGREE with each of the following statements about
your influence on local air quality. Please respond as you really felt, rather than how you think “most

people” would feel.

Strongly
disagree
| felt confident in my ability to help protect local o
air quality.
| was capable of making a positive impact on o
local air quality.
| was able to help take care of local air quality. (@)
| believed | could contribute to solutions to local o
pollution problems by my actions.
Compared to other people, | thought | could make o
a positive impact on local air quality.
| didn't think | could make any difference in o
solving local pollution problems.
| believed that | personally, working with others, o
could help solve local air issues.
It was hard for me to imagine myself helping to o

protect local air quality.
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2. Answer this question based on the time AFTER you knew about or used Smell Pittsburgh.

Please indicate how much you DISAGREE or AGREE with each of the following statements about

your influence on local air quality. Please respond as you really felt, rather than how you think “most

people” would feel.

| feel confident in my ability to help protect local
air quality.

| am capable of making a positive impact on local
air quality.

| am able to help take care of local air quality.

| believe | can contribute to solutions to local
pollution problems by my actions.

Compared to other people, | think | can make a
positive impact on local air quality.

| don’t think | can make any difference in solving
local pollution problems.

| believe that | personally, working with others,
can help solve local air issues.

It's hard for me to imagine myself helping to
protect local air quality.

Strongly
disagree

(@)
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3. Please indicate how much you DISAGREE or AGREE with each of the following statements. Please
respond as you really feel, rather than how you think “most people” feel.

Think about some of the ways you use Smell Pittsburgh to help solve local air pollution problems. Why
do you use Smell Pittsburgh?

Strongly Disagree Neutral Agree Strongly
disagree Agree
Because | think it's a good idea to do something
. . (@] (@) @] (@) (@)
for local air quality
Because | enjoy doing it @) O ©) (@) ©)
For the pleasure | experience while doing it (@) (@) (@) @) (@)
Because other people will be disappointed in me
. . O (@) @] O O
if | don't
B I' d about what Id h
ecause mconcerne- a oul wha cou. appen o o o o o
to people | care about if | don't do anything
Because | would feel guilty if | didn't do anything
. . O (@) @] O @]
for local air quality
B I' d about what Id h
ecause |I'm concerned about what could happen o o o o o

to me if | don't do anything
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4. Continued from the previous page...

Please indicate how much you DISAGREE or AGREE with each of the following statements. Please
respond as you really feel, rather than how you think “most people” feel.

Think about some of the ways you use Smell Pittsburgh to help solve local air pollution problems. Why
do you use Smell Pittsburgh?

Strongly Disagree Neutral Agree Strongly
disagree Agree
Because | think it's a good idea to protect local air
: o (@) O o O
quality
Because it's fun to do it @) @) e) @) @)
Because | think it's important to take care of local
. . o (@) O o O
air quality
Because I'm concerned about what could happen o o o o o
to local air quality if | don't do anything
Because people | look up to think it's a really
. o (@) O o o
good thing to do
For the recognition | get from others O (@) o O O
Because | want people to see me as a good
o (@) O o o

person

Are there other reasons that you use Smell Pittsburgh?

106



5. How often do you use Smell Pittsburgh?

O O O O O O

At least once per day

At least once per week

At least once per month

At least once per year
Never use Smell Pittsburgh
Other (please specify)

6. How did you use Smell Pittsburgh? [Please select all answers that apply]

O O O O 0O 0O O O O O O

| submitted smell reports.

| provided my contact information when submitting smell reports.

| checked other people's smell reports on the map visualization.

| clicked on the playback button to view the animation of smell reports.

| opened Smell Pittsburgh when | noticed unusual smell.

| paid attention to smell event alert notifications provided by Smell Pittsburgh.
| downloaded smell reports data from the Smell Pittsburgh website.

| discussed Smell Pittsburgh with other people.

I mentioned or presented Smell Pittsburgh to regulators.

| shared Smell Pittsburgh publicly online (e.g. email, social media, news blog).
| took screenshots of Smell Pittsburgh.

Other (please specify)
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7. Do you have other comments?

8. What is your age?

o 18-24 o 55-64

o 25-34 o 65-74

o 35-44 o 75+

o 45-54 o Prefer not to say

9. What is your education level

o No formal educational credential o Associate's degree

o High school diploma or equivalent o Bachelor's degree

o Some college, no degree o Master's degree

o Postsecondary nondegree award o Doctoral or professional degree
o Prefer not to say

10. What is your gender?
o Female
o Male
o Prefer not to say

You have completed the survey. This survey is part of the Smell Pittsburgh project. Thank you very much for your
participation.
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