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“Since the initial publication of the chart
of the electromagnetic spectrum,

humans have learned that
what they can touch, smell, see, and hear

is less than one-millionth of reality.”

— R. Buckminster Fuller





A B S T R AC T

Organisms experience acute and chronic mechanical forces. Acute me-
chanical stimulation in Drosophila induces the ectopic expression of de-
velopmental regulatory genes. Chronic exposure to microgravity and
hypergravity causes many changes in mRNA levels and cell behav-
ior. These transcriptional changes occur downstream of mechanical
transduction pathways yet to be identified. To investigate pathways of
mechanotransduction, this thesis developed tools to apply acute and
chronic mechanical stimulation in vivo with high-throughput:

• A mesofluidic device to automatic align, immobilize, compress,
image, and recover hundreds of live Drosophila embryos

• A custom centrifuge to apply hypergravity to hundreds of Drosophila
and zebrafish embryos

• A 3D-printed stamp to align zebrafish embryos for imaging

• A visual processing algorithm to segment Rohon-Beard neurons

• A series of macros to automate hyperstack and DIGE analysis

Using these methods, we:

• Show mechanical induction of twist in Drosophila

• Show gravitational induction of neurogenin in zebrafish

• Map and quantify the ectopic distribution of twist

• Measure Drosophila embryo stiffness

• Blueprint the development of future mesofluidic devices

• Run comparative proteomics across three mechanical modes, iden-
tifying 14 reciprocal changes between simulated microgravity and
hypergravity, 7 of which are shared with compression

Taken together, this thesis is a study in interdisciplinary collabora-
tion to create a pipeline of tools. The unifying theme is high-throughput
in vivo mechanotransduction. A ”mesomechanics” approach combines
the high-throughput automation and precision of microfluidics, auto-
mated image processing, and proteomics, with the biological relevance
of live embryos to examine mechanotransduction. The long-term goal
is to uncover and dissect pathways of mechanotransduction required
for normal cell function, development, and disease.
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P U B L I C A B S T R AC T

Life on Earth evolved under the influence of gravity. After gravity de-
privation, astronauts come back with health problems that look like
premature aging. It’s still unclear how living things sense gravity, partly
because our experiments have been limited. They’ve been limited to a
few animals at a time, or to simple groups of cells instead of a whole,
complex, living organism. In this thesis, I developed new tools across
several fields to study how living things sense mechanical force. In
other words, how does life turn the outside physical world into the
inside chemical world? And what does it do with that information?

Three projects delivered a mechanical intervention to many animals
at once, and then measured what happens. This involved building de-
vices to align and image embryonic flies and fish, building tools to care-
fully apply a force, and writing code to analyze the results. Using these
methods, I found intriguing responses we hadn’t seen before.

This matters because if we can figure out how living things sense me-
chanical force, eventually, we can develop new treatments for when
that goes wrong. For example, mechanical dysfunctions lead to age-
related diseases, and many cancers seem to have a mechanical compo-
nent. With a better understanding of how living things sense gravity,
we can improve the safety of long-term space travel.

But for me, the bigger picture is building tools across disciplines.
Tools change the questions we can ask. The microscope opened up an
entire world inside us all along. In my own small way, I’m trying to
find new ways to make visible the invisible.

I used to think of biology as chemical reactions. Now I see a web of
communication with mechanics – tension, compression, and gravity,
intimately bound together in a living dance.
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Part I

I N T RO D U C T I O N

Life exists in a mechanical context. Our understanding of
mechanical cues has expanded to recognize their direct im-
pact on gene expression in development, tissue maintenance,
and disease. While much is known about mechanotrans-
duction in specific sensory systems, little is known about
generalized mechanosensation, especially which proteins
transduce mechanics into biochemical signals. This section
reviews modes of mechanosensation, molecular pathways
involved in mechanotransduction, specifically acute mechan-
ics in Drosophila development, and chronic mechanics in
sensing gravity. A historical context discusses emerging tech-
niques to understand mechanotransduction.





1
M E C H A N O T R A N S D U C T I O N

Life exists in a mechanical context. Some mechanical forces are tran-
sient – the shear stresses on endothelial cells in vasculature [1] and kid-
neys [2], or the folding of developing tissue [3, 4]. Other mechanical
forces are chronic – compression on chondrocytes [5] and bones [6], the
stiffness of substrates [7], and the constant mechanical force exerted by
gravity [8].

The activation of biochemical signaling pathways in response to me-
chanical cues is known as mechanotransduction. Organisms across the
evolutionary spectrum show mechanosensitivity [9]. The ability to sense
and respond to mechanical cues is critical for many biological processes
such as development [10–12] and maintaining tissue integrity [13, 14].
Dysregulation of mechanotransduction cascades into a wide range of
pathologies [4, 15, 16], including muscular dystrophies [17], cardiomy-
opathies [18], osteoporosis [19], arteriosclerosis [20], polycystic kidney
disease [21], asthma [22], developmental disorders [11, 23, 24], and can-
cer [16, 25–28].

Early lines of evidence for mechanosensation came from specialized
neurosensory cells. For example, in hearing and balance, mechanical
force from soundwaves, pressure, and gravity deflect stereocilia in the
inner ear, which causes tension in extracellular filaments that link cilia
tips, pulling open ion channels to allow a rapid influx of calcium [29].
Adaptation to resting tension (persistent stimulation) is achieved by
contraction and relaxation of motor proteins in these linker filaments [30,
31]. A similar process occurs in sensing touch and proprioception in
Drosophila and C. elegans [32, 33].

Another form of mechanosensation is found in internal regulation,
such as muscle tension and blood pressure [34, 35]. In bone tissue, grav-
ity and compressive forces from movement create pressure gradients
that drive interstitial fluid flow through a network of connected cav-
ities, which is sensed by osteocytes [6]. A similar process occurs in
lungs [36]. In kidneys, shear stress from urine flow deflects primary
cilia to regulate morphogenesis [2, 37].

Understanding the molecular pathways involved in mechanosens-
ing is still in progress [3, 15, 38, 39]. Several mechanosensitive elements
have been identified:
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4 introduct ion

st r e tch -act i vat ed ion channel s Certain ion channels open
in response to strain in the plasma membrane, allowing influx of ions
such as calcium [40].

g lyco cal i x A layer of carbohydrate-rich proteins localized at the
surface of endothelial cells transduce fluid shear stress [15].

c e l l - c e l l j unct ion rece p tor s Cells sense mechanical changes
in their surrounding environment through cell-cell junction receptors [41].

e x t r acel lular matr i x prote in s Outside the cell, extracellular
matrix (ECM) proteins such as fibronectin unfold under force to initiate
mechanotransduction [39, 42].

c y to s ke l e ton Cytoskeletal elements undergo conformational changes
from intracellular strain [28].

p h ys i cal chem i st ry Mechanotransduction may occur through
changes in physical chemistry when compression of intracellular space
increases the effective concentration of signaling molecules.

nuc le u s Multiple mechanisms have been proposed by which the
nucleus itself integrates mechanical force [43–45]. Surprisingly, apply-
ing mechanical force can directly affect chromatin organization [46]
and stretching sufficient to express a reporter transgene [47]. Consid-
ering that the nucleus is functionally connected to the cytoskeleton
which transduces tension from outside the cell [48], one way to recon-
ceptualize the nucleus is as a spherical vertex of the ECM that happens
to be anchored within the cell [44].

For the initial mechanosensor, several models have been proposed:

• Transduction occurs at the plasma membrane via mechano-sensitive
ion channels, tyrosine kinase receptors, and G-proteins [49]

• Transduction occurs at the site of cell-cell junctions or cell-matrix
interactions via integrins, platelet/endothelial cell adhesion molecules,
or the VEGFR2-VE-cadherin-𝛽-catenin complex [50]

• Transduction is delocalized, transmitted from the cell surface via
the cytoskeleton to other locations, potentially the nucleus, where
it triggers transcription events [51]

As of this writing, it remains unclear which molecules function as ini-
tial mechanosensors, whether they act independently, or to what ex-
tent their pathways integrate [49].



2
AC U T E M E C H A N I C S : D E V E L O P M E N T

It is not birth, marriage or death, but gastrulation
which is truly the most important time in your life.

— Lewis Wolpert

A challenge in characterizing mechanical transduction pathways is that
many organ systems are affected and interconnected. Using whole or-
ganisms in vivo has the advantage of capturing the complexity of a mul-
ticellular systems, and using model organisms adds over a century of
knowledge. One model system in which to investigate mechanotrans-
duction is in the developing fruit fly, Drosophila melanogaster.

During Drosophila development, embryonic patterning is regulated
by developmental genes that operate anteroposteriorally [52] and dorso-
ventrally [53]. In embryogenesis, nuclei proliferate in a single cytoplas-
mic mass called a syncytium. After 13 synchronized mitotic cycles, nu-
clei desynchronize and form mitotic domains genetically patterned by
chemical gradients called morphogens [54].

2.1 v en tral furrow format ion in drosoph i l a

Developing embryos experience acute mechanical forces during gas-
trulation, the process by which a single-layered blastula folds into a
multi-layered structure (Fig. 2.1). In Drosophila, gastrulation begins with
ventral furrow formation (VFF), when a swath of ventral cells’ apical
membranes flatten stochastically [55, 56]. Then nuclei dislodge from
their apical position of the ventral cells, which is followed by apical
constriction, changing the cell shape from columnar to wedge (Fig. 2.2).
Coordinated shape change induces a bending force to collapse the ven-
tral furrow inwards, initiating mesoderm invagination [57].

The collective shape change during VFF is regulated by internal me-
chanical forces and the transcription factor Twist [10, 57, 58]. Twist in-
duces the expression of the secreted factor Folded Gastrulation (Fog) [58],
which activates the G-protein Concertina [59], leading to the reorgani-
zation of the actin cytoskeleton [59–61]. Without Twist, VFF does not
occur properly [53]; ventral cells release their nuclei but fail to constrict
their apical membranes.

The expression of Twist itself is regulated both by genetics and by
internal mechanical forces (Fig. 2.2). Genetically, twist is selectively
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Fig. 1. Four stages of gastrulation. (A) Diagrams of whole embyros indicating the regions of the mesodermal, endodermal and ectodermal primordia.
At the cellular blastoderm stage (~3 h of development at 25°C) the primordia lie at the surface of the embryo (top). Fifteen minutes later, the
prospective mesoderm has formed a furrow on the ventral side of the embryo (second embryo). A few minutes later, the posterior part of the
endoderm has invaginated and the germ band has begun to extend onto the dorsal side of the embryo (third embryo). Approximately 45 min after
the beginning of gastrulation the mesoderm is fully internalized and has begun to spread to form a single cell layer (bottom embryo). (B) Diagrams
of cross sections of embryos at the same stages as those shown in (A). Colours mark regions or cells in which events relevant for gastrulation occur.
Top: expression domains of Twist (red) and Snail (blue). Twist is shown as protein in the nucleus and Snail as RNA in the cytoplasm only to be able
to show both in one cell. Second embryo, orange: Fog and Concertina (and probably myosin and actin) activity in apical constrictions. Third
embryo, yellow: unknown activity in cell shortening. Last embryo, green: Cell division, and FGF-receptor activity in cell spreading. (C) Changes in
an individual mesodermal cell in the embryos shown on the left.
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Figure 2.1: Morphogenetic movement in Drosophila development. Gastru-
lation involves collective movement through selective expression of pattern-
ing genes. Cells expressing twist (green) are fated to become mesoderm. Twist
coordinates a collective change in cell shape (Fig. 2.2) to fold a group of cells
into the interior of the embryo.

A B C

Figure 2.2: Schematic of Twist-mediated coordination of VFF (A) Twist di-
rects transcription of fog which is secreted on the apical side to activate Snail-
mediated receptor Mist. (B) Fog signaling leads to apical concentration of
Myo-II, pulling adherens junctions to flatten the apical surface. (C) As the
adherens junctions are pulled together, the nucleus detaches and migrates
basally, allowing the apical side to constrict, changing its shape from colum-
nar to wedge. Collective shape change collapses the ventral furrow, bringing
those cells into the interior of the embryo.



2.2 mechan ical induct ion of t w i st and myo - i i 7

Twist

Mechano- 
transduction

Figure 2.3: Mechanogenetic network regulating VFF. The maternal Dorsal
gradient signals transcription of twist and snail. These transcription factors
lead to the selective expression of Fog and its receptor Mist, which coregulate
concentration of Myo-II, leading to to collective constriction (Fig. 2.2). Mechan-
ical induction of twist operates independently of Dorsal.

expressed in ventral furrow cells by a signaling cascade that activates
the transmembrane receptor protein Toll on the ventral side of the em-
bryo [62]. Toll signaling releases Dorsal (Drosophila NF𝜅B) from a cyto-
plasmic heterodimer Cactus, which translocates to the nucleus to tran-
scribe twist in ventral cells [63], priming shape change [64].

Mechanically, twist is amplified from endogenous morphogenetic
movements at gastrulation (namely germ-band extension) that com-
press stomodeal cells at the anterior pole [65]. When stomodeal com-
pression is prevented, either by mutants defective in germ-band exten-
sion, or by laser microsurgery, twist is no longer amplified in stomodeal
primordia. The endogenous mechanical induction of twist depends on
armadillo (arm, Drosophila 𝛽-catenin); in mutants where arm is not tran-
scribed, stomodeal twist remains attenuated [10, 65].

2.2 m e ch a n i ca l induct ion of t w i st and myo - i i

Surprisingly, both twist and VFF can also be regulated by the acute ap-
plication of exogenous mechanical force [4, 66]. Although twist is nor-
mally expressed in ventral cells [63], acute mechanical deformation just
before gastrulation leads to the expression of twist in all tissues, leading
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to a ventralized phenotype [65]. When twist expression is reduced by
mutations in upstream genes or laser microsurgery, exogenous com-
pression (indentation) with a blunt micro-needle recovers strong twist
expression [3, 10, 65, 67].

Further evidence for the mechanotransductive developmental path-
way comes from indentation of Snail-mutant (sna−) embryos. Tissue
morphogenesis is initiated when developmental patterning genes drive
the selective expression of an intracellular molecular motor Myosin-
2 (Myo-II). Twist-induced Fog is not sufficient to accumulate medioapi-
cal Myo-II; co-expression of Snail is also required [10, 67]. Snail, like
Twist, is established by the dorsal gradient, and acts through the Fog
receptor Mist [68]. Curiously, artificial ectopic expression of Fog accu-
mulates Myo-II in domains that do not express Snail [69]. This can be
explained by a mechanotransductive link between the Snail and Twist
pathway to co-regulate Myo-II [4, 10]. Specifically, Snail leads to the tran-
sient apical nucleation of Myo-II, which generates stochastic mechanical
constriction [70] which can activate Myo-II in absence of Snail. Indeed,
sna− embryos do not accumulate Myo-II and fail to undergo mesoderm
invagination, yet they can be rescued by mechanical indentation [10,
67]. These observations suggesting a feedback loop in which acute me-
chanical forces control gene expression to coordinate development.



3
C H RO N I C M E C H A N I C S : G R AV I T Y

Life on Earth evolved under the influence of gravity. Since the early
Russian and American space programs of the 1960’s, several biolog-
ical responses have been observed in the mechanical deprivation of
microgravity (𝜇𝑔) in space. Although some space-adaptation responses
are attributable to the increased exposure to radiation [71, 72], care-
fully controlled ground-based simulation has revealed responses exac-
erbated [73] or directly attributable to changes in gravity [37, 74, 75].

When considering biological responses to 𝜇𝑔, we would expect some
to be explainable by indirect effects of altered physics. In 𝜇𝑔, many fa-
miliar processes operate counter to our terrestrial intuition: rain does
not fall, water does not drain, fire burns in a sphere, and heat does not
dissipate. Gone are the gravity-driven flows of buoyancy, sedimenta-
tion, and convection. Likewise, many changes across many organ sys-
tems can be understood as consequences of fluid dysregulation [76],
lack of loading, or altered cues:

3.1 hu man s i n m i crograv i t y

mu sculo sk e l e tal Bone demineralization was first discovered by
accident; excess urinary calcium complexed with the sulfuric acid treat-
ment in the first international space station (ISS) toilet, precipitating
CaSO4 salts that were not accounted for in ground testing [77]. Since
then, rapid bone loss coupled with increased calcium in urine has been
consistently observed in astronauts [78, 79] in vivo models [80], and
osteoblast cultures [81, 82], though the mechanism of onset remains
incompletely understood [82]. Although osteoporosis risk is higher
for women, no such difference was seen in spaceflight [83]. Other ma-
jor findings include loss of lean body mass, muscle loss due to de-
creased protein synthesis [84], especially postural (gravity resisting)
muscles [85]. Some effects can be mitigated with resistance training
and pharmacological intervention [86].

n eu rove st i bul a r Neurovestibular systems show a constellation
of postural instability and disorientation, collectively called “space adap-
tation syndrome.” In early flight, crew struggle to maintain vertical
alignment by relying on touch and sight. In later flight, alignment be-
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10 ch ron ic mechan ic s : grav i t y

comes internal relative to the feet. Most people report motion sickness,
headache, fullness in the face and eyes [72].

r ena l In the renal system, the main concern was kidney stones due
to rapid demineralization of bones and subsequent hypercalciuria of
urine [87, 88]. Kidney stones are the most common complication that
does not reverse after return to Earth; one retrospective analysis found
14 cases among 12 astronauts [89]. These urinary effects may be indi-
rectly related to 𝜇𝑔, at least partially a consequence of dehydration and
limited movement because they are phenocopied in extended bedrest [90].

ca r d iovasculature Major findings include a shift of fluid towards
the head, reduced plasma volume, and difficulty standing [91, 92].

c i rcad ian clocks Altered circadian clocks are unsurprising given
the unusual zeitgebers of spaceflight [93–95].

As interest in 𝜇𝑔 grew, so too did methods for simulated microgravity
(s𝜇𝑔), discussed in section 4.1.

Microgravity as a model of aging

The effects of 𝜇𝑔 phenocopy those of aging in several ways: both see a
deterioration of muscle quantity and quality [96], a reduction in VO2
max [97], decreased bone mass [79], decreased immune function [98],
impaired wound healing [99], impaired balance and posture [100], im-
paired sleep pattern [101] and disrupted circadian cycles [94]. Drosophila
show accelerated aging as measured by mating [102] gravitaxis [103]
and lifespan [104–106]. One explanation is that the gravity deprivation
of space mimics the gravity withdrawal of sedentary aging; adaptation
to space and aging could therefore be approached as converging disci-
plines of mechanotransduction disorders [92, 107]. One benefit of pur-
suing this approach is that in 𝜇𝑔, the onset and time-course of many
deterioration processes are ten times faster than normal aging [92].

A powerful model organism to investigate human aging is Drosophila.
Since flies conserve many human disease genes, orthologues impli-
cated in human aging can be functionally analyzed [108–113]. This led
to Drosophila models for age-related disorders, including cardiovascu-
lar deterioration [114, 115] and Alzheimer’s disease [116–120]. By com-
bining an alternative simulation of aging through mechanical pertur-
bations with the well-established model of Drosophila, we can advance
the understanding and prevention of age-related disorders.
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3.2 mode l o rga n i sms in m icrograv i t y

In vivo responses to 𝜇𝑔 have been observed in many model organisms,
including Drosophila [75, 106, 121], zebrafish (Danio rerio) [37, 122], E.
coli [123], yeast [124], rodents [79, 125–128], and others [74, 126, 129–
132]. In vertebrate development, amphibians can ovulate, eggs develop,
but fail to transition past tadpoles [133]. Rats and birds fail to develop
motor skills for critical development [134].

Although gravity is usually considered negligible in cells, recent ev-
idence suggests that eukaryotic cells are constrained in size by grav-
itational effects on nuclei, requiring mechanical stabilization by the
F-actin scaffold [135]. Microgravity affects the function of many cell
types, including lymphocytes [136], epidermal cells [137], osteoblasts [81],
and tumor cells [138, 139]. Recent results show decreased counts in red
blood cells, along with metabolic and aging effects [140].

Bacteria

Since the 1960’s, bacteria have been known to grow differently in 𝜇𝑔.
This area received considerable attention because of the troubling im-
plications for space crews, such as increased virulence [141, 142], re-
sistance to antibiotics [143, 144], and more efficient genetic recombi-
nation [145]. Bacteria consistently show a shortened lag phase and in-
creased duration of exponential growth, resulting in a denser cell pop-
ulation of many microbes [146, 147] up to five-fold [148]. Biofilm for-
mation is thicker, more massive, more resilient to agitation [149], and
shows a novel column-and-canopy structure [150]. simulated micro-
gravity by clinorotation (4.1) shows similar results [151, 152].

An example of unusual 𝜇𝑔 effects that were ultimately explainable
can be seen from E. coli. Genetic analysis supports the model that bacte-
ria in space activate pathways associated with starvation conditions [123].
These include thiFGHS, a metabolic-stress response gene; dps, which
codes for a protein that protects DNA during starvation; carbon- and
nitrogen-starvation genes, and a broadened search for alternative sources
of carbon [123]. Although the bulk pH remained the same, almost all
genes associated with acid resistance were upregulated [123]. This led
to the hypothesis that the trigger for starvation pathways is the local
acidification of the area surrounding the bacterium due to a lack of sed-
imentation and buoyancy normally driven by gravity. This model of
altered extracellular transport also explains several other results [123],
and why motile cells, which can disrupt the local fluid environment,
do not show these effects in spaceflight [153].
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3.3 h ypergrav i t y

To understand how biological systems are influenced by chronic ubiq-
uitous mechanical force, it is essential to consider hypergravity. Some
responses to 𝜇𝑔 are not only absent in hypergravity, but also show a
converse response. For example, platelet aggregation is reduced after
exposure to s𝜇𝑔, but increased after exposure to hypergravity [154, 155].
In hypergravity, Drosophila overactivate a Toll-mediated immune re-
sponse to fungal infection, which they under-activate in spaceflight [75].
Immunological effects have also been observed in mice [156]. The exis-
tence of biological responses opposite under 𝜇𝑔 and hypergravity sup-
ports the hypothesis that some pathways measure gravity as chronic
baseline strain and response in a dose-dependent manner. One specu-
lated mechanism is through altering the relative positions of intracel-
lular elements of different densities, such as the nucleus and cytoskele-
ton [157], but the mechanism remains an open question.

Unlike s𝜇𝑔, hypergravity is not a simulation; acceleration is indistin-
guishable from gravity [158]. For theoretical considerations, see iii 6.5.

Some of the earliest observed responses to hypergravity were of in-
creased metabolic needs. Rats chronically accelerated at at 3𝑔 showed
reversible decreases in mass and increases in food intake [159] and glu-
cose use [160, 161]. In Drosophila, metabolic increase was indirectly in-
ferred from females laying fewer eggs and delaying fecundity [162], an
adaptation to withstand higher metabolic demand [163].

Longevity and senescence is an area of some conflict. Early reports
showed a minimal effect on longevity in flies, with no effect up to
4𝑔 [164], then a small effect (reduction to 45 and 40 days) at 5𝑔 and
7𝑔 [162]. One hypothesis was that longevity may remain similar, but
organisms age faster. Evidence for flies aging faster in hypergravity
comes from dose-dependent declines in wall climbing [165] and reduc-
tion in spontaneous locomotor activity [166]. Subsequent observations
complicated this interpretation: the detection threshold to sucrose in-
creases with age but was unaffected by hypergravity [167] nor was
memory and learning, as measured by conditioned suppression of pro-
boscis extension response [168]. The authors concluded that hypergrav-
ity as an accelerator of aging is too simple.

A subsequent hypothesis was that hypergravity is a stress to which
an organism develops an adaptive response. Hypergravity as a stressor
led to two testable implications, and both showed restricted results:

First, acclimation, whereby exposure to stress increases resistance to
other stresses [169]. Hypergravity acclimation was not observed for
starvation, desiccation, or cold exposure [170, 171], but was observed
in resistance to heat, as measured by survival time at 37 °C [170]. The
mechanism of action remains unknown, especially since hypergravity
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was later shown not to modulate major heat shock proteins [172]. Fur-
ther evidence against the stress-acclimation model comes from obser-
vations of sensitization to 𝜇𝑔 [173].

A second implication of hypergravity as a stressor was anti-fragility,
whereby a short exposure to a stressor increases longevity [174, 175].
Anti-fragility has been observed in flies with low doses of radiation [176]
and heat [177]. Again, results were restricted: flies showed a hypergrav-
ity anti-fragile effect in males, but not females, only in virgins, and only
for exposure that was continuous, greater than 2 weeks, and less than 3
weeks [170, 178]. The authors concluded that hypergravity as a stressor
is also too simple.

This led to the hormetic hypothesis: hypergravity shows a positive
effect at low exposure, but a negative effect at higher exposures [179].
This follows observations of a critical period in zebrafish cardiovascu-
lature in s𝜇𝑔 [180].

A critical period for developing mechanosensation follows the devel-
opment of other sensory systems that show vulnerability during a crit-
ical period of development. For example, postnatal visual deprivation
causes morphological and electrophysiological abnormalities in the lat-
eral geniculate bodies [181] and visual cortex [182]. Permanent mor-
phological abnormalities and functional deficits have been observed
in the tactile system after tactile deprivation [183]. So too in gravity
deprivation, zebrafish show critical periods of sensitivity for both the
vestibular system [184] and vascular development [180]. Depriving the
zebrafish heart of shear flow during a critical period of development
results in abnormalities similar to congenital heart disease [185].

3.4 gen e ex p r e s s i on in alt er ed grav i t y

Despite responses to gravity across organisms and organ systems, iden-
tifying gravity-responsive genes has been inconclusive. Many genes
show widespread sub-threshold changes [186–188] or contradictory re-
sults [189, 190], even across closely related studies.

The most extensive study of gravity-induced changes in gene expres-
sion is of renal cells [191]. Hammond and colleagues grew primary cul-
tures of human renal cortical cells for 6 days on the space shuttle, in
a ground-based s𝜇𝑔 (by rotating wall vessel (RWV)), 2𝑔, and ground-
based control (non-adhered bag culture). Cells were fixed in space to
avoid confounds from transport. The resulting RNA was extracted and
measured by automated array for the expression of 10,000 genes for
> 3.0-fold change in space. In 𝜇𝑔, 1,632 genes were found that were
not known to be shear stress response elements or heat shock proteins.
In RWV, 914 genes changed, in hypergravity only 5. Notably, gene ex-
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pression in 𝜇𝑔 showed random overlap with RWV, not just an extension
from s𝜇𝑔.

In Drosophila, an integrative analysis of microarray data found subtle
effects on the transcriptome in 𝜇𝑔, with subtle opposite effects under
hypergravity [187]. Specifically, 𝜇𝑔 and s𝜇𝑔 for 4 days had dramatic
effects on gene expression in Drosophila larvae only when combined
with the constraints of spaceflight [187]. In s𝜇𝑔 without environmental
stressors, only five genes showed a > 2-fold change; in 10𝑔, no genesCG17298, CG6503,

upregulated;
Eig71Eb, cg13050
downregulated, all

protein-coding genes
of unknown function

cleared this threshold. Strikingly, the subthreshold pattern obtained
in s𝜇𝑔 appears inverted in hypergravity [187]. This relationship was
not present between s𝜇𝑔 and 𝜇𝑔 transcriptomes. This result suggests
that the Drosophila transcriptome is finely tuned to changes in gravity.
Although a small group of gravity-responsive genes have been found
in unicellular Salmonella [192], the results from Herranz 2010 refute a
gene-specific response for a genome-scale response in Drosophila. Later
analysis of Drosophila pupae in 3𝑔 by RNA-Seq and qRT-PCR showed
significant changes in 1,513 genes affecting ion transport, redox home-
ostasis, immune response, proteolysis, and cuticle development [193].
This showed some overlap with Herranz et al. on cuticle proteins, but
not on other responses.

A commonality among these studies is their focus on either mRNA
or mean protein expression; they do not address protein variation di-
rectly. Transcriptomic analysis does not account for translational or
post-translational regulation. Transcriptomics necessitates choosing a
gene assumed to be invariant; this assumption is problematic when
𝜇𝑔 has been shown to affect expression of the housekeeping gene 𝛽-
actin [8, 184, 194].

Overall, several explanations have been put forward on the lack of con-
sensus on gravity-responsive genes:

1. Limited data, specifically a small pool of test subjects, lack of lon-
gitudinal studies, high variability in flight duration, age, nutri-
tion, and exercise [79]

2. In ISS experiments, confounding suboptimal conditions [187]

3. In s𝜇𝑔 experiments, variations in RWV usage [195–197], confound-
ing effects from magnetic levitation [188]

4. Biological responses to altered gravity will ultimately be explain-
able as indirect gravitational effects such as changes in convective
mixing that cascade into complex stress responses [123]

5. A narrow critical period of sensitivity to exposure [179, 184]

6. Gravity-responsive genes only exist in unicellular organisms [192]
while Drosophila and more complex organisms show a genome-
scale response [187]
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7. Part of the response to gravity is gene expression stochasticity [8]

8. Responses to changes in gravity are primarily post-transcriptional,
and most approaches have been transcriptional [190, 198]

Taken together, biological responses to 𝜇𝑔 are myriad, sometimes
surprising. Many are ultimately understandable as a consequence of
the many ways physical processes and fluid flow evolved under the as-
sumption of gravity. These are critical to the medical community and
for long-term space exploration. As with mechanotransduction, it is
unclear how gravitational force is first transduced into a biological sig-
nal, or which proteins propagate that signal [34, 130, 198].

Nevertheless, there remain a set of biological responses to changes
in gravity that are harder to explain. Almost all astronauts experience
some form of immunodefficiency [85, 127, 136] and higher rates of
cataracts than can be explained by radiation alone [72]. In hematopoi-
etic stem cells, DNA damage repair appears impaired [73] and in renal
cells, the activation of sodium-retaining systems in 𝜇𝑔 suggests that not
all changes can be explained by fluid distribution alone [76]. Some an-
tibiotic resistance is mediated genetically through an upregulation of
antibiotic-resistant efflux pumps in 𝜇𝑔 [199].

Whether these effects are ultimately explainable as indirect conse-
quences of altered gravity remains to be seen. Another possibility is
the existance of a cellular-level strain gauge that experiences gravity
as a chronic baseline, and becomes disrupted and adapts when that
chronic baseline is altered.





4
T E C H N I Q U E S T O S T U DY
M E C H A N O T R A N S D U C T I O N

4.1 s im u l at ing m icrograv i t y w i th a cl inostat

As interest grew in studying microgravity, the cost and logistics of ex-
periments in low Earth orbit (LEO) limited sample size and depth of
consideration, necessitating the use of ground-based simulated micro-
gravity (s𝜇𝑔). The most common s𝜇𝑔 technique is the clinostat, a cham-
ber that slowly rotates around an axis orthogonal to the plumb line
(Fig. 4.1). Clinostats reduce time-averaged gravity vectors close to zero
in any fixed direction [200–202] but equally in all directions [203]. The
magnitude experienced is typically 0.01𝑔 to 0.001𝑔 [204, 205]. A com-
mon implementation of clinostats with liquid medium is the rotating
wall vessel (RWV) (Fig. 6.2). An extension of the clinostat is the random-
position machine, also called a “3D-clinostat,” in which two frames in-
dependently rotate.

An alternative method for s𝜇𝑔 is diamagnetic levitation by a super-
conducting magnet. However, a careful comparison to s𝜇𝑔 by RWV shows
many effects on gene expression due to the 16.5 Tesla magnet itself [186,
188], highlighting the need for caution when interpreting these results.

Simulating microgravity by RWV has several limitations [202, 205].
Gravitational loading still occurs, just not in any fixed direction [197,
201]. Clinostats generate particle oscillations, and greater convective
mixing than true weightlessness [206]. Hydrostatic pressure remains,
though it operates independently of the direction of gravity. Even in
optimized RWV, cell cultures experience increasing shear stresses as
their size increases, eventually ripping apart aggregates and limiting
their size [191].

Despite these limitations, clinostats produce results comparable to
true 𝜇𝑔 [128, 139, 196, 207, 208]. Clinostats have simulated 𝜇𝑔 for over 50
years [208] empirically validated against true 𝜇𝑔 in many systems [196,
201, 208], including Drosophila [75, 196].

Simulating microgravity has the added benefit of eliminating con-
founding environmental stresses. Specifically, in Drosophila, genome-
wide transcriptional profiling in s𝜇𝑔 shows more subtle effects on gene
expression compared to true 𝜇𝑔 on the ISS [187]. However, the prepara-
tion for space travel and logistical constraints of spaceflight introduce
hypergravity and vibration during launch, limited oxygen in sealed
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A B

Figure 4.1: Principle of simulated microgravity (s𝜇𝑔) by clinorotation in a
rotating wall vessel (RWV). (A) As samples rotate, they continuously fall in
different directions. (B) From the sample’s frame of reference, the vector av-
erage is approximately equal in all directions. If the gravity vector changes
faster than the biological integration of the signal, the clinostat compensates
chronic loading to simulate microgravity.

containers, increased radiation, lack of temperature control, and trans-
portation considerations when the landing site is only known approxi-
mately. When environmental stressors are applied to s𝜇𝑔 on the ground,
the resulting transcriptome reproduces 79% of differentially expressed
genes on the ISS not seen in s𝜇𝑔 [187]. This suggests many transcrip-
tomic changes in 𝜇𝑔 may be due to environmental stressors, and high-
lights the importance of ground-based simulations to isolate gravity
responses from stress responses.

Overall, ground-based s𝜇𝑔 enables deeper consideration on more
model organisms to interrogate biological responses to gravity. Clinos-
tats are an essential platform to rapidly test hypotheses that would be
expensive or impractical in space.

4.2 m icrof lu id i c s

A significant area of growth in biological techniques has been microscale
systems. Microscale systems offer increasing functionality, operate at
low volume to reduce consumption of reagents, scale physically to cel-
lular manipulation, and scale in samples handled for increased through-
put [209]. Microscale systems have led to new methods to interrogate
cell properties, such as morphology, motility, behavior, biochemical in-
teractions, and biomechanics [210, 211]. These methods have provided
new insights into cell behavior and function, and enabled researchers
to ask new questions otherwise impossible.
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Despite this potential, collaboration has remained limited between
engineers and biologists [209]. Researchers are incentivized to choose
conventional and proven techniques, and face additional skepticism
during grant applications, publication, and presentation. Even within
collaborations, researchers face cultural divides between approaches
of their discipline.

It’s helpful to remember that when cell culture was first demonstrated
by Ross Harrison in 1907 [212], it was also regarded with guarded skep-
ticism [213]. Over the following decades, cell culture techniques were
optimized and eventually standardized in the 1950s by what is now
the Society for In Vitro Biology [213], and in vitro publications grew
exponentially [209].

Given the relatively recent advancement in microfluidics and rarity
of theses on its development in biological sciences, this work may ben-
efit from a brief contextualization.

Historical perspective

Microfluidics is relatively younger than cell culture, with the technical
groundwork laid in the 1970s with the development of soft lithography
at Bell Laboratories [214]. In the 1990’s, there emerged the idea of a “lab
on a chip” – a miniaturized platform of laboratory equipment [215].
Research began with microscale chemistry and physics [216, 217] with
few applications towards biology [218]. Much of this limitation was
due to the materials: silicon and glass were popular because microfab-
rication techniques were first established in building circuits.

The turning point in applying microfluidics to biology was due to an
advancement in materials: the development of soft lithography with
Polydimethylsiloxane (PDMS) by the Whiteside lab [219]. PDMS allowed
for the rapid prototyping of microscale devices that were cheap and
reproducible. Accessibility and ease of use helped to rapidly expand
cell-based microfluidics [209].

PDMS has several properties that facilitate biological application. Em-
bryo manipulation is facilitated by high oxygen-permeability [220]. Low
autofluorescence coupled with transparency in the visible spectrum
enable high-resolution fluorescence microscopy. Deformation and elas-
ticity help in the manufacturing process in removal from master molds
and help in the biological process to orient and trap cells [221], measure
traction forces [222] and actively stretch cells [223, 224].

PDMS also has some undesirable properties. Diffusion of oxygen in
bulk PDMS is similar to bulk media, which may produce a hyperoxic mi-
croenvironment and cell stress [225]. PDMS is extremely permeable to
water vapor [226] which can lead to evaporation that shifts media con-
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centration and disrupts chemical gradients [227]. PDMS is permeable,
prone to bulk absorption of hydrophobic compounds [228]. This prop-
erty has been demonstrated to disrupt estrogen in culture media [229]
and Prozac in human embryonic kidney cells [230]. PDMS can leach
uncured oligomers into the membranes of culture cells [229]. Some
mitigations have been developed for these effects [231–233] and future
work will determine the biological ramifications. As with all experi-
mental methods, awareness and careful controls are essential.

Overall, PDMS remains the best material available for patterning, bond-
ing, prototyping, surface modification, optics, and gas permeability [209].
Care must be taken to mitigate the inherent limitations regarding bio-
intertness and evaporation. With creative collaboration and a willing-
ness to take risk, microfluidics has a unique ability to open new doors
of inquiry into understanding the behavior of biological systems.

Towards high-throughput in vivo biomechanics

Microfluidic approaches have led to semi-automated tools for embryo
manipulation. Current designs can sort [234], align [221, 235], immobi-
lize [236, 237], image [238], and recover processed embryos with min-
imal intervention.

Microfluidic approaches also provide high spatiotemporal precision
in several kinds of perturbation, including thermal [239], chemical [240],
acoustic [241–243], geometric shape [244, 245], and RNAi [246, 247].
Mechanical interventions are mainly limited to smaller cellular sys-
tems [248, 249], and those that examine multicellular embryos have
limited functionality [250, 251], especially in combining immobiliza-
tion, alignment, and scalability [237, 252]. A microfluidic platform to
perform all of these functions while mechanically compressing many
embryos has been elusive [250]. The primary challenge is the variance
in embryo size [253]. Consequently, embryo compression is performed
by microaspiration [254], microindentation [255, 256], or moving a cov-
erslip with a piezoelectric motor [65]. These methods can only process
a few embryos at a time, and are labor intensive, requiring manual
alignment, handling, processing, and calibration.

4.3 proteom ic s

When the Human Genome Project began in 1990, there was a sense
that we were reaching the finish line in understanding human com-
plexity [257]. Watson wrote, ”It will explain, at the chemical level, the
role of genetic factors in cancer, Alzheimer’s disease, and schizophre-
nia” [258]. Francis Collins predicted that within a decade we’ll have
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individualized medicine [259]. There was also a healthy dose of hu-
man superiority: we would be the most complex creatures with the
most genes, the apex of evolution, by orders of magnitude [260].

Reading the final publication, I sense some confusion at how much
remains unexplained by ”this relatively modest set of about 30,000
genes” [261]:

“Between humans and chimpanzees, the gene number, gene structures
and functions, chromosomal and genomic organizations,

and cell types and neuroanatomies
are almost indistinguishable…

The number of genes or genome size
does not account for differences in complexity.”

— J. Craig Venter et al.

Complexity is not in our genes, they conclude, but in regulation:

“Rather, it is the interactions within and among these
that result in such great variation…

Now we know what we have to explain.”

Genomics and transcriptomics have indeed transformed our under-
standing of the molecular basis of disease, including human hetero-
geneity [262, 263], developmental signaling pathway coordination [264,
265] and the discovery of non-coding genes [266, 267].

Yet genomic approaches are also fundamentally limited. Some of
these limitations can be addressed by considering the more direct af-
fectors of cell behavior: proteins. Proteins are critical because gene tran-
scription correlates poorly with gene translation [268, 269]; transcripts
encode multiple proteins through alternative splicing, and proteins ex-
ist in multiple isoforms through post-translational modification (PTM).
The study of large-scale protein networks is called proteomics, and
aims to bridge the gaps from transcriptomic approaches to understand-
ing cell behavior.

The goals of proteomics as a field include identifying protein differ-
ences between healthy and diseased states in cells, tissues, and organ-
isms. Protein differences can become targets of diagnostics and ther-
apeutics. Specifically, protein differences predict complications in di-
abetes [270], heart disease [271], infectious disease [272], Parkinson’s
disease [273], Alzheimer’s disease [274], and several cancers, such as
colorectal [275], gastric [276], bladder [277], and prostate [278]. Pro-
tein differences are also used to screen for drug discovery and develop-
ment [279, 280] with notable success in Alzheimer’s [274], alcohol de-
pendence [281], sepsis [282], and disorders of the immune system [283].
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DIGE

A powerful technique in proteomics is the separation of proteomes
by isoelectric point through isoelectric focusing (IEF) and molecular
weight through SDS-PAGE, together called two-dimensional electrophore-
sis (2DE). 2DE was first described b yseveral groups simultaneously in
1975 for E. coli [284], guinea pig exocrine [285], and mouse tissue [286],
foreshadowing the robustness of this technique. In 1988, isoelectric sep-
aration was improved with immobilized pH gradients [287]. Still, com-
parison between gels remained a challenge. Comparing spots was ap-
proached computationally, with limited success [288, 289].

In 1997, the Minden lab published a method of comparative 2DE
called difference gel electrophoresis (DIGE) [290]. By labeling two sam-Video S1:

Explanation of DIGE
through dance

https://youtu.
be/TvsyMFFBUYE

ples with two fluorescent dyes, two proteomes can electrophorese to-
gether on the same gel, dramatically improving reproducibility. Shared
proteins appear superimposed, while differences in abundance appear
as a change in relative color. Since proteins remain intact throughout
the detection process, DIGE allows the detection of specific changes in
isoform, alternative splicing, and other PTM [290]. Differences in size or
charge appear as vertical or horizontal separation. Co-electrophoresis
is possible using a pair of cyanine dyes that are pH insensitive, have
the same mass within 2 daltons, amine reactive, and maintain protein
charge by replacing the positive charge of lysine [290, 291].

DIGE dynamic range and detection limits

DIGE detects 15% changes in abundance, responds linearly over a 10,000-
fold concentration range, and is sensitive to 0.2 fmol of protein [290,
292]. By selectively masking high-abundance proteins, this range was
increased to 1,000,000-fold with detection down to 10 picograms of
protein [293]. Other improvements include increased protein retention
by in-gel equilibration when transfering between first-dimension IEF
and second-dimension SDS-PAGE [294, 295], and combination with im-
munoprecipitation [296, 297].

DIGE has been used to identify protein changes in many types of
cells, tissues, and model organisms [291, 298], with notable results in-
vestigating prostate cancer [278], Drosophila VFF [64, 299], Wnt signal-
ing [300], and microbiome-induced changes in fly behavior [301]. DIGE’s
properties create a unique opportunity for exploration of biological re-
sponses to mechanical forces at the proteomic level.

https://youtu.be/TvsyMFFBUYE
https://youtu.be/TvsyMFFBUYE
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Figure 4.2: Overview of 2d-difference gel electrophoresis (DIGE). (A) Lysate
from ≈300 Drosophila embryos is labeled with either Cy3 (green) or Cy5 (red)
dye. (B) Proteomes are separated horizontally by isoelectric point, and then
vertically by molecular weight. Shared proteins co-migrate and overlap in
yellow. Difference proteins separate into red or green spots. In this example,
the red spot on the right is enriched in 0𝑔, and the green spot on the left is
depleted in 0𝑔 compared to 1𝑔 controls. (C) Detail of the difference proteins
under reciprocal labeling. A technical replicate swaps the labeling scheme to
control for dye-dependent changes. The resulting swapped spots confirm that
the right spot is enriched in 0𝑔 and the left spot is depleted in 0𝑔 compared to
1𝑔 controls. Representative gel in Fig. 7.2 with reciprocal changes in Fig. 7.3.





Part II

H I G H -T H RO U G H P U T
M E C H A N O T R A N S D U C T I O N I N D RO S O P H I L A

E M B RYO S W I T H M E S O F LU I D I C S

Developing embryos create complexity by expressing genes
to coordinate movement, which generates mechanical force.
An emerging theory is that mechanical force can also serve
as an input signal to regulate developmental gene expres-
sion. Experimental methods to apply mechanical force to
whole embryos have been limited, mainly to aspiration, in-
dentation, or moving a coverslip; these approaches stimu-
late only a few embryos at a time and require manual align-
ment. A powerful approach for automation is microfluidic
devices, which can precisely manipulate hundreds of sam-
ples. However, using microfluidics to apply mechanical in-
tervention has been limited to small cellular systems, with
fewer applications for larger scale whole embryos. We de-
veloped a mesofluidic device that applies the precision and
automation of microfluidics to the Drosophila embryo: au-
tomatic alignment, immobilization, compression, imaging,
and recovery of hundreds of live embryos. We then show
using twist:eGFP embryos that the mechanical induction of
twist depends on the dose and duration of compression.
This device allows us to quantify responses to compression,
map the distribution of ectopic twist, and measure embryo
stiffness. For building mesofluidic devices, we use ultra-thick
photolithography, derive an analytical model that predicts
the deflection of sidewalls, and analyze parametric optimiza-
tion. This “mesomechanics” approach combines the high-
throughput automation and precision of microfluidics with
the biological relevance of live embryos to examine mechan-
otransduction. These analytical models facilitate the design
of future devices to process multicellular organisms such as
larvae, organoids, and meso-scale tissue.
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An emerging theory in embryonic development is that gene expres-
sion and mechanical force coordinate development in a reciprocal in-
terplay [3, 4, 302]. It is well established that certain developmental
genes generate mechanical forces that lead to tissue-specific morpho-
genetic movement. For example, in Drosophila, the transcription factor
Twist controls a sequence of events that lead to the apical constriction
of ventral cells, changing their shape from columnar to wedge, which
collapses the ventral furrow inwards and initiates mesoderm invagi-
nation [57, 58]. The ventral furrow does not form properly in embryos
mutant in twist [53].

Growing evidence suggests that exogenous mechanical force can be
sufficient to directly activate certain genes [3, 41]. For example, although
twist is normally expressed specifically in ventral cells of the Drosophila
embryo, mechanical compression has been sufficient to trigger ectopic
expression of twist [65]. The direct mechanical induction of twist has
been observed by coverslip actuation with piezoelectrics [65], femtosec-
ond laser pulses [303], magnetic tweezers [304], and needle indenta-
tion [67, 255]. The Drosophila twist pathway could be a powerful sys-
tem to determine the mechanism of mechanotransduction, but these
approaches are labor intensive, require manual alignment, and process
only a few embryos at a time, precluding many biological assays.

One promising approach for manipulating hundreds of embryos
simultaneously is microfluidics. Microfluidic approaches have led to
semi-automated tools to sort [234], align [221, 235], immobilize [236,
237], image [238], and recover processed embryos with minimal inter-
vention. In particular, fabrication using PDMS has many advantages:
elasticity and high oxygen-permeability facilitate embryo manipula-
tion, and low autofluorescence coupled with transparency in the visi-
ble spectrum enable high-resolution fluorescence microscopy. Microflu-
idic systems have provided spatiotemporal precision for many whole-
embryo interventions, including thermal [239], chemical [240], acous-
tic [241–243], geometric shape [244, 245], and RNAi [246, 247]. Mi-
crofluidics could be a powerful approach to study mechanotransduc-
tion at scale, but mechanical interventions are mainly limited to smaller
cellular systems [248, 249], and those that examine multicellular em-
bryos have limited functionality [250, 251], especially in combining im-
mobilization, alignment, and scalability [237, 252].
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Here, we describe a mesofluidic device to apply the automation and
precision of microfluidics to whole-embryo mechanotransduction (Fig. 5.1).
This device can automatically align, immobilize, and compress hun-
dreds of Drosophila embryos. It precisely applies a controlled uniaxial
strain using pneumatically actuated flexible sidewalls. This flexibility
compensates for the variation in size among embryos, creating a cus-
tom width that applies a consistent strain. Fabrication on a coverslip
allows for live imaging during and after mechanical intervention, and
embryos can be recovered for post-analysis. We describe a method for
ultra-thick photolithography, derive an analytical model that predicts
sidewall deflection, and discuss parametric optimization to construct
future mesofluidic devices. We show this device maintains embryo de-
velopment, does not induce anoxia, and can apply mechanical strain
at a high-throughput scale with micrometer accuracy. Using this me-
somechanics approach, we map and quantify the dose-dependent and
time-dependent mechanical induction of twist during early Drosophila
development.
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M E T H O D S

5.1 me so f lu i d i c de v i c e fabr i cat ion

High aspect-ratio structures remain a fabrication challenge in microflu-
idic photolithography [305]. This challenge is exacerbated for continu-
ous microscale features that cover a mesoscale footprint, such as PDMS
sidewalls tens of 𝜇m thin, over 200 𝜇m high, and 20,000 𝜇m long. These
thin, deep, and trench-like features lead to nonuniform developer ex-
posure across the pattern, and small errors in geometry result in fail-
ure of fabrication. We fabricated devices using photolithography and
PDMS replica molding (Fig. 5.2) [306] with adaptations for thick struc-
tures (film height > 100 𝜇m) with high aspect ratio (A.R. > 5) features.

Pouring ultra-thick photoresist

Prior to spin coating, silicon wafers were cleaned with acetone, isopropyl
alcohol (IPA), and deionized water, followed by a dehydration bake at
200 °C for 2 hours. Prior to pouring, ultra-thick photoresist (SU8-2100,
MicroChem, MA, USA) was preheated to 60 °C to reduce the viscosity
to cover the entire wafer. After the dehydration bake, the silicon wafer
was transferred to a 60 °C hot plate. Preheated photoresist (PR) was
poured slowly onto the silicon wafer to avoid bubble formation. The
PR-coated wafer was covered and left on the hot plate for 5 minutes
until the PR evenly coated the entire surface.

Spin coating

Excess PR was removed by a spin coater (WS-400B-6NPP/LITE, Lau-
rell, USA). Pre-spin was at 250 revolutions per minute (RPM) for 30 sec,
followed by 400 RPM for 15 sec (acceleration = 85 RPM/sec). PR hanging
over the wafer edge was removed with an acetone-soaked cloth. Spin
coating was at 500 RPM for 15 sec (85 RPM/sec) followed by 1,250 RPM
for 30 sec (340 RPM/sec).

Acetone dispersion

Surface flaws are common after spin coating a thick layer of highly
viscous PR. Surface flaws create uneven contact with the transparency
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Silicon Wafer
Photo Resist

Spincoat photoresist Casting in PDMS  
replicates pattern

UV exposure 
creates pattern

Silicon Wafer
Photo ResistHardened 

Mask

Silicon Wafer
PDMS

A B C

D E

Figure 5.2: Overview of photolithography and PDMS replica molding. Pho-
toography is a method to write micron-scale patterns with light. (A) A light-
sensitive photoresist is spun onto a silicon wafer to create an even layer. (B)
A mask allows selective exposure to UV light, which selectively hardens pho-
toresist. Unexposed photoresist is washed away. (C) The resulting negative
template mold can be used hundreds of times to create PDMS microfluidic
devices. (D) Photograph of Silicon wafer with negative template mold of an
early version of the channel (E) Positive PDMS replica.

mask during exposure, creating inconsistent features, and small vari-
ations in height create large variations in deflection. To homogenize
the PR layer, we sprayed acetone on the PR-coated wafer preheated to
50 °C on a leveled hotplate. The sprayed wafer was covered for about
15 minutes until the acetone evaporated. Acetone dispersion lowers
the viscosity of PR, removes tiny bubbles and surface divots, increases
the uniformity of the PR film, and eliminates the edge bead to provide
even contact with the pattern mask. This provides the same benefits of
overnight edge bead remover [307] in a few minutes.

Soft bake

The wafer was heated to 95 °C (3 °C/min) on a hot plate and baked for
60 minutes, followed by a slow cool down to room temperature.

Exposure

The wafer was exposed to 365 nm ultraviolet light (5 mW/cm2) for 75
seconds in mask aligner (MA65, Karl-Suss, Germany) through a 20,000
DPI (dots per inch) transparency mask (CADArt, CA, USA).
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2

4

Clamp

3

1

Figure 5.3: Post-bake setup for curing PDMS. Photograph of the mesofluidic
device during post-bake. A polycarbonate sheet (1) was used to cover the
PDMS-glass assembly (2, 3). The assembly was held between two thick glass
slides (4) and clamped to ensure physical contact between PDMS and the cov-
erslip throughout the curing process. Marks are cm.

Post-exposure bake

The exposed wafer was heated to 80 °C (3 °C/min) on a hot plate and
baked for 20 minutes, followed by a slow cool down for 15 minutes.
This longer post-exposure bake at a lower temperature reduces the
thermal stress and risk of delamination for thick PR.

Development

The wafer was developed in SU-8 developer (MicroChem, MA, USA)
for 20 minutes, then rinsed with fresh developer, IPA, and dried un-
der nitrogen gas. The patterned wafer was coated with Tridecafluoro-
1,1,2,2-tetrahydrooctyl-1-trichlorosilane (TFOCS T2492, United Chem-
ical Technology, PA, USA) for 2 hours in a desiccator.

PDMS replica molding

Replica molding followed standard procedures [308]. Sylgard 184 PDMS
(Dow Corning, Midland, Michigan, USA), was mixed with curing agent
at a 10:1 mass ratio and degassed. Degassed PDMS was poured onto
the silicon wafer mold and degassed again, then baked in a convec-
tion oven at 60 °C for 90 minutes. Cured PDMS was cooled, cut to size,
and separated from the mold. Holes were punched for the embryo inlet
(4 mm diameter biopsy punch, Integra Miltex, Pennsylvania, PSA), gas
inlet (14G blunt needle), and liquid outlets (19G). The patterned sur-
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face was cleaned with Scotch tape. The channel was covalently bonded
to a 24 x 60 mm #2 coverglass (Warner Instruments, Cincinnati, USA)
using oxygen plasma (Harrick Plasma Cleaner, 1 min, 18 W). The as-
sembled device was sandwiched between two thick glass slides sep-
arated from the PDMS with thin polycarbonate film (McMaster-Carr,
Illinois, USA). A binder clamp ensured physical contact throughout
the PDMS-glass interface (Fig. 5.3). An optional post-bake increased the
rigidity of PDMS sidewalls using a pre-heated oven at 150 °C (Isotemp
Oven, Fischer Scientific, New Hampshire, USA).

5.2 an imal s

twist:eGFP flies (w[1118]; Dr[Mio]/TM3, Pw[+mC]=GAL4-twi.G2.3, PUAS-
2xEGFPAH2.3, Sb[1] Ser[1]) were a gift from Emily Furbee, University
of Pittsburgh. Oregon-R and H2A-RFP; moeGFP/TM6Tb flies were a
gift from Brooke McCartney, Carnegie Mellon University. Flies were
kept at room temperature in plastic bottles filled with standard Drosophila
breeding medium. For embryo collection, flies were transferred to 100
mL tri-corner beakers and capped with 60 mm Petri dishes (Fisher Sci-
entific, Pittsburgh, USA) partially filled with a solution containing 1.5%
agarose, 2.5% sucrose, 25% apple juice, and 0.15% p-hydroxybenzoic
acid methyl ester (methyl paraben to inhibit mold growth) and allowed
to gel. A dab of yeast paste (1:2 parts dry yeast to water) was added to
each plate. Embryos were collected for three hours, dechorionated for
90 seconds in fresh 50% bleach, washed with distilled water, collected
with a cell strainer (Bellco glass), and suspended in egg wash (0.7%
NaCl and 0.4% Triton-X 100 in distilled water, 0.2 𝜇m-filtered, light-
protected). Embryos were selected under stereoscope to collect those
at early cellularization (Stage 5, 2-3 hours after laying) [309] so com-
pression would occur before gastrulation.

5.3 numer i cal s imulat ion

To predict the shape of the channel wrapping around an embryo, we
constructed a 3D CAD model of thin PDMS sidewalls and an embryo
in SolidWorks 2016 (Dassault Systèmes, Vélizy-Villacoublay, France),
and modeled them in Abaqus (Dassault Systèmes, Vélizy-Villacoublay,
France) as fully elastic and isotropic materials with quadratic tetrahe-
dral elements. First, the elastic sidewall deflection was simulated with-
out embryos. Parametric studies determined the Young’s modulus of
PDMS sidewalls based on experimental results. Then, Drosophila em-
bryos were added to the simulation. A similar parametric study used
the known Young’s modulus of PDMS sidewalls to estimate the Young’s
modulus of Drosophila embryos. Simulations of embryo compression
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proceeded in two steps. First, embryos received passive compression
by a microchannel with a smaller width, which was simulated by dis-
placing the wall towards the fixed embryo. In the second step, embryos
received active compression, which was simulated by applying pres-
sure to the deformable PDMS sidewall. Poisson’s ratio for PDMS [310]
and Drosophila was set to 0.4999 to avoid numerical divergence.

5.4 ex p er i me ntal s e tup

Pneumatic connections were made with Tygon 3350 Silicone tubing
with 1/32” inner diameter (Saint-Gobain, France) and fittings of the
appropriate size. Consistent pressure was applied by outfitting a com-
pressed air tank with a custom-made fine Bourdon tube pressure gauge
with 0.1 pounds per square inch (PSI) resolution. Consistent vacuum
was applied either by running water through a Venturi trap, or by us-
ing our in-house vacuum. Embryo wash solution was passed through
0.2 𝜇m syringe filters to avoid clogging the microchannels. As a control
for manipulation in the chamber, embryos were mounted on a cov-
erslip glass fixed to the bottom of a plastic Petri dish. Embryos were
adhered to the coverslip with a thin layer of glue prepared by dissolv-
ing the adhesive from double-sided Scotch tape in heptane. Adhered
embryos were covered with a drop of halocarbon oil (series 700; Halo-
carbon Products, Hackensack, NJ). To apply 50% hypoxia (10% oxy-
gen), the dish setup was placed into a stage-top environmental cham-
ber (Live Cell; Pathology Devices, Westminster, MD) connected to an
equal-pressure mixture of argon and air using a T-fitting. To apply
anoxia, the dish setup was first evacuated for 10 minutes, then was
placed into the environmental chamber connected only to argon.

5.5 im ag e acqu i s i t i on and proce s s ing

Images were acquired on a spinning disk confocal microscope (Nikon
Eclipse Ti, running Andor iQ 3.5 software and fitted with an iXon X3
camera). 3D-image stacks were acquired with a 10x objective at 10 𝜇m
optical sections for a total depth of 200 𝜇m. The liquid inlet of the
mesofluidic device was sealed with a coverslip to prevent evaporation
during extended imaging. Time-lapse DIC and fluorescent images were
acquired with a 250 mW 488 nm laser with identical settings for power,
exposure, and gain. Each time-lapse session comprised multi-position
recordings of 60-120 embryos with 3D-image stacks captured every
hour for 4 hours. The resulting hyperstacks were manually marked
with an elliptical region of interest (ROI), and a custom macro recorded
mean pixel values for each slice and frame in Fiji [311].
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5.6 analy t i ca l m odel for wall de f l ec t ion

We developed an analytical model to describe the deflection of two
sidewalls under pressure:

Assumptions

1. Fully elastic material

2. Isotropic material

3. Uniform pressure distribution

4. Fixed at both ends

Definitions

𝑡 = Thickness of the sidewall (50 × 10−6 𝑚)
ℎ = Height of the sidewall (271.6 × 10−6 𝑚)
𝐿 = Length of the sidewall, i.e. width (2 × 10−2 𝑚)
𝑃 = Pressure (5 PSI = 34473.8 𝑁/𝑚2)
𝜔 = Force per unit length (𝑁/𝑚)
𝑢(𝑥) = Wall deflection (𝑚)
𝐸 = Young’s modulus (𝑁/𝑚2)
𝐼 = Second moment of area (𝑚4)

For beams with rectangular cross-section, 𝐼 = 𝐿 ⋅ 𝑡3

12

𝜈 = Poisson’s ratio: −
𝑑𝜖𝑦
𝑑𝜖𝑥

, unitless. For PDMS [310], 𝜈 = 0.5
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Figure 5.4: Schematic of deformable sidewalls as a uniformly loaded fixed-
fixed beam. This nomenclature is somewhat counterintuitive because we’re
considering a sidewall as a beam. In a beam, the region between two fixed
points is the length; in a sidewall, this x-dimension is the height. Likewise,
the width of a beam corresponds to the length of the channel (y), and the
thickness of a beam corresponds to the width of the channel (z).
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Uniformly loaded fixed-fixed beams

The deflection of a beam of uniform thickness and loading fixed at both
ends is described by the Euler-Bernoulli beam equation:

𝑢(𝑥) = 𝜔
24𝐸𝐼 (𝑥4 − 2ℎ𝑥3 + ℎ2𝑥2) (5.1)

Shear deformation

If the aspect ratio of the sidewall (ℎ/𝑡) is less than 10, the contribution of
shear deformation cannot be ignored. Timoshenko’s beam theory [312]
includes a secondary term for the contribution of shear deformation:

𝑢(𝑥) = 𝜔
24𝐸𝐼 (𝑥4 − 2ℎ𝑥3 + ℎ2𝑥2)⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

Pure bending

+ 𝜔
2𝜅𝐺𝐴(ℎ𝑥 − 𝑥2)⏟⏟⏟⏟⏟⏟⏟

Contribution of shear

(5.2)

Where:

𝐴 = cross-section area of the beam (𝑡 × 𝐿)
𝜅 = shear coefficient
𝐺 = shear modulus

𝑢𝑚𝑎𝑥 at 𝑥 = ℎ/2 can be calculated with the following conversions:

𝜔 = 𝑃 ⋅ 𝐿

𝐼 = 𝐿 ⋅ 𝑡3

12 for rectangular cross-section

𝜅 = 10(1 + 𝜈)
12 + 11𝜈 for rectangular cross-section [313]

𝐺 = 𝐸
2(1 + 𝜈) assuming elastic and isotropic material

Yielding:

𝑢𝑚𝑎𝑥 = 𝑃ℎ4

32𝐸𝑡3 + 𝑃ℎ2(12 + 11𝜈)
40𝐸𝑡 (5.3)

𝑢𝑚𝑎𝑥 = 𝑃ℎ4

32𝐸𝑡3 ⋅ (1 + 4𝑡2(12 + 11𝜈)
5ℎ2 ) (5.4)



40 re su lt s & d i scu s s ion

Prevention of lateral deformation

Relatively wide beams behave more rigidly because they resist lateral
deformation from fiber stresses [314]. This stiffening can be considered
with a corrected term for the elastic modulus of the beam, which ap-
proaches 𝐸/(1 − 𝜈2) as width approaches infinity [315]. In our system,
sidewalls are modeled as vertical beams (Fig. 5.4), so the beam width
corresponds to microchannel length 𝐿, and the width-to-thickness ra-
tio (𝐿/𝑡) is large. Therefore, the limit value is more accurate for ap-
proximating the effective elastic modulus [315, 316], yielding the final
equation for deflection:

𝑢𝑚𝑎𝑥 = 𝑃ℎ4(1 − 𝜈2)
32𝐸𝑡3⏟⏟⏟⏟⏟⏟⏟
Bending

⋅
⎛⎜⎜⎜⎜⎜
⎝

1 + 4𝑡2(12 + 11𝜈)
5ℎ2⏟⏟⏟⏟⏟⏟⏟
Shear

⎞⎟⎟⎟⎟⎟
⎠

(5.5)

Extension to two deformable walls

There are two deformable walls on either side of the channel, which
leads to the formula of the effective channel width as a function of the
applied pressure:

𝑊′ = 𝑊 − 𝑃ℎ4(1 − 𝜈2)
16𝐸𝑡3 ⋅ (1 + 4𝑡2(12 + 11𝜈)

5ℎ2 ) (5.6)

Where 𝑊 is the initial channel width and 𝑊′ is the effective channel
width after applying pressure to deflect two sidewalls.

Experimental measurements

Based on experimental measurements of deflection, the channel width
starts at 165 𝜇m, and decreases to 125.08 𝜇m at 5 PSI. From this we
calculate the Young’s modulus of PDMS walls that were post-cured at
150∘C for 2.5 hours to be 2.6 MPa.

5.7 d e s i gn and operat ion of the me sof lu id i c dev i c e

Our mesofluidic device compresses hundreds of Drosophila embryos
by aligning them between two walls and deflecting those walls with
pressure (Fig. 5.1). The device consists of two interlaced compartments:
a liquid compartment introduces and aligns embryos (Fig. 5.1a, b, 5.5).
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A gas compartment uses microchannels with a closed end to create
pneumatic actuation on either side of the liquid compartment, which
controls the effective width of the liquid channels to load or compress
embryos (Fig. 5.1e). This configuration was parallelized into three com-
pression channels to triple the throughput of the system. When pres-
surization bends the sidewalls, it also creates a normal force on the roof
of the gas channels, which pushes the thin sidewalls away from the
glass slide, which can create leaks. To prevent such leaks, each parallel
configuration was separated by a 1.5 mm region of PDMS which pro-
vides a large surface area of contact with the glass slide, functioning as
a buttress (Fig. 5.5). The channels were constructed entirely from PDMS,
which is optically transparent and oxygen-permeant [209]. The PDMS
structure was bonded to a #2 coverglass, enabling high-resolution flu-
orescence microscopy.

Embryos were loaded into the device by pipetting them into the
large inlet of the liquid compartment (Fig. 5.1a, supplementary video).
A narrowing atrium aligned embryos into a single file (Fig. 5.1b, left).
The section with deformable sidewalls was designed with a narrower
width than the embryos (Fig. 5.7b), preventing embryo entry. When
vacuum was applied, the PDMS sidewalls deflected outwards (Fig. 5.1c),
increasing the effective width of the channels, allowing embryo entry.
Tilting the device caused embryos to sediment into three parallel com-
pression channels (Fig. 5.1f). Compression channels terminated in a
bottleneck 90 𝜇m wide (Fig. 5.1b), which allowed fluid flow while re-
taining embryos.

After the embryos were loaded into the compression channel, the
vacuum was removed and the sidewalls recoiled, immobilizing the
embryos due to PDMS elasticity (Fig. 5.1d). Higher compression was
achieved by applying pressure to the gas compartment, which deformed
the sidewalls inwards (Fig. 5.1e). Therefore, this system operates in
two modes: without external pressure (0 PSI), for immobilization and
mild passive compression, and with external pressure (1-5 PSI), to ap-
ply an active compressive strain. For post-analysis, embryos were re-
covered by opening the sidewalls under vacuum, tilting the channel,
and collecting embryos from the inlet. Each mesofluidic device accom-
modated up to 120 embryos in a single run: compression channels were
20 mm long, Drosophila embryos were ≈ 500 𝜇m long, and the device
operated three channels in parallel. For larger sample size, we devel-
oped 40 mm channels that can accommodate 240 embryos (Fig. 5.5c).

5.8 d e s i gn op t im i zat ion

Compression can be precisely regulated by optimizing five parame-
ters: the width and height of the compression channel, the thickness
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and the rigidity of the deformable sidewalls, and the applied pres-
sure (Fig. 5.7a). The final design optimized for Drosophila compression
had a channel width of 165 𝜇m (Fig. 5.7b), channel height of 251.8 𝜇m
(Fig. 5.7c, 5.9a), wall thickness of 50 𝜇m (Fig. 5.7d, e, 5.8), and a post-
bake of 2.5 hours (Fig. 5.7f, g, 5.10). This resulted in a compression that
could be tuned between 0–22% (Fig. 5.7h, Table 5.6) with a standard
deviation less than 2.4% (Fig. 5.14, Table 5.4). Omitting the post-bake,
the channel applies < 1% compression at 0 PSI to immobilize samples
for timelapse imaging (Fig. 5.7g).

Vacuum 0 PSI 1 PSI 2 PSI 3 PSI 4 PSI 5 PSI (5 PSI)
0% 7% 10% 13% 16% 19% 22% 22%

Figure 5.6: DIC micrographs of compressed embryos in the optimized device.
Simulated embryo compression matches experimental results.

Channel width

We want a compression channel that is narrower than the embryo width
to immobilize them passively. However, the channel must also be wide
enough under vacuum to allow the biggest embryo to enter without
clogging the channel. We measured the width of 140 Stage-5 Oregon-R
embryos and found a normal distribution with a mean of 179.6 ± 1 𝜇m
(95% confidence interval, 𝜎 = 6 𝜇m, SEM = 0.5 𝜇m, max = 194.7 𝜇m,
Fig. 5.7b). Based on this distribution, a channel width of 165 𝜇m can
immobilize > 99% of embryos passively. When vacuum is applied,
the sidewalls deflected outwards to create an effective width of about
205 𝜇m, allowing the widest embryo to enter (Fig. 5.7b).

Applied pressure

Pressure is limited by the bond strength between the thin PDMS side-
walls and the glass slide. Any point-sized separation across any 20 mm
sidewall causes a leak and failure of the entire channel. Although high
pressure increases sample compression range, we found that increas-
ing the pressure past 5 PSI led to unreliable function, and therefore used
5 PSI as an upper limit throughout this study.
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Figure 5.7: Optimization of five parameters for a mesofluidic device. (A)
Overview: The effective width of a channel under pressure (𝑊′) is described
by equation 5.5 with five parameters. Three were defined before fabrication
(blue) and two were determined afterwards (orange). The goal was to maxi-
mize compression while limiting pressure to 5 PSI for reliable function. (B) Ini-
tial channel width was determined by measuring the width distribution of
stage-5 Oregon R embryos (N=140). A channel width of 165 𝜇m immobilizes
> 99% of embryos at rest (0 PSI) while expanding under vacuum to accommo-
date the widest embryo. (C) Channel height: Theoretical prediction of PSI re-
quired to sufficiently deflect a wall of varying height. Height was maximized
at 250 𝜇m to enable compression at 5 PSI. Wall height has the greatest influ-
ence over deflection, as indicated by the polynomial degree of the governing
equation. (D) Wall thickness: Deflection under pressure was calculated the-
oretically (solid line) and by numerical simulation (dotted line). Simulation
shows < 5% difference from analytical equation (Table 5.1). (E) Simulated de-
flection of sidewalls at 5 PSI in a range of thickness with and without embryos
(side view cross-section). 50 𝜇m walls (shaded) were selected for the greatest
range of compression with the least wrapping around the embryo. (F) Wall
rigidity: Longer post-cure baking results in stiffer walls (higher Young’s Mod-
ulus) that deflect less under pressure. Continuous theoretical results with the
discrete experimental measurements from 1 PSI increments (95% CI bars). (G)
Embryo width between walls with a range of rigidity (95% CI bars). 2.5 hours
post-cure bake showed the best optimization of compression. (H) Uniaxial
compressive strain (normalized change in embryo width) in the final chan-
nel after design optimization (95% CI bars).
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Channel height

A key challenge in adapting microfluidics to mesomechanics is maxi-
mizing height, which has the strongest influence over deflection (Eq. 5.5).
Maximizing height creates a fabrication challenge in photolithography
because the maximum aspect ratio (AR) is limited due to diffraction [317],
absorption of light [318], chemical diffusion of cross-linking agents [319],
which deform the final geometry and increase the risk of photoresist
delaminating from the silicon wafer during curing [320]. Height must
be at least greater than the largest embryo (195 𝜇m) to prevent clogging,
with some additional allowance for vertical expansion during lateral
compression. Height must be at least 250 𝜇m to reasonably deflect at
5 PSI, based on theoretical calculations to displace a 50 𝜇m PDMS wall
by 15 𝜇m (Fig. 5.7c). Based on this target height, we used the methods
described to fabricate SU-8 molds with an average height of 251.8 𝜇m
with uniformity > 95% (Fig. 5.9a) as measured by Zygo NewView 7200
3D Optical Surface Profiler (Zygo Corporation, Middlefield, Connecti-
cut, USA).

Wall thickness

To maximize deflection under limited pressure, we also want to mini-
mize wall thickness, which has an inverse-cube influence over deflec-
tion (Eq. 5.5). However, reducing wall thickness reduces their surface
area contact with the glass slide, which increases the chance of leak-
ing under pressure. To optimize wall thickness, we used finite element
analysis to simulate the deflection of PDMS sidewalls of 35, 50, 90, and
130 𝜇m thickness from 0 to 5 PSI, first by themselves and then around
an embryo (Fig. 5.7e, 5.8). Simulation results were compared to analyt-
ical predictions from Eq. 5.5 (Fig. 5.7d). Although maximal displace-
ment occured with 35 𝜇m side walls, such thin walls wrap around the
embryo (Fig. 5.9c, 5.8), which decreased the surface area exposed to
media and could increase the risk of hypoxia. Additionally, these high
aspect ratio (ℎ/𝑡) sidewalls create significant difficulty in fabrication
for a modest gain in displacement. Walls 90 and 130 𝜇m thick are too
stiff to provide adequate compression range (Fig. 5.7e, 5.8, Table 5.1) so
we chose 50 𝜇m for the thickness of the deformable sidewalls. At 5 PSI,
50 𝜇m walls decrease the effective width of the channel by 57%, creat-
ing a 22.4% compressive strain on embryos. Over 0-5 PSI, this provides
a large dynamic range of embryo compression (Fig. 5.7h, Table 5.6)
within a tractable aspect ratio for fabrication.
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35 μm 50 μm 90 μm 130 μmA
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D

Figure 5.8: Simulation results of uniaxial node displacement at 5 PSI with
variable wall thickness. (A, B) Empty channel, top view and side section.
35 𝜇m walls close completely. (C, D) Channel with embryo, top view and
side section. 35 𝜇m walls showed heavy wrapping around the embryo, while
90 𝜇m walls walls showed low displacement resulting in low compression.
50 𝜇m walls (shaded) were selected.
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Figure 5.9: Mesofluidic optimization, continued. (A) Profilometry measure-
ments of channel height show a mean of 251.8 𝜇m with uniformity > 95%.
(B) Young’s modulus of 50 𝜇m sidewalls with differential post-cure baking.
Deflection was measured at 10 points and calculated by Eq. 5.6. SEM bars. (C)
Plot of compression efficiency over 5 PSI for channels with a range of post-bake
durations. In the no-bake condition (0 hours), sidewalls are deflected with
minimal embryo compression. As the rigidity of the walls increases, com-
pression efficiency increases. Simulation results in Fig. 5.10. (D) Illustration of
compression efficiency, the ratio of embryo deflection to wall deflection. This
quantifies a deformable wall’s tendency to compress instead of wrap.
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wall th i ckne s s (𝜇m) : 130 90 50 35

Young’s Modulus (MPa): 1.18 1.18 1.18 1.18
Aspect Ratio: 1.94 2.80 5.04 7.19

Embryo strain: 13.1% 15.9% 22.4% 23.9%
Simulation error: 10.6% 4.2% 0.3% 3.3%

Table 5.1: Simulated embryo strain at 5 PSI with varying wall thickness

Sidewall rigidity

Embryo compression requires optimizing wall rigidity. Rigid walls de-
flect less under pressure, but compress the embryo to a greater extent
of that deflection. Conversely, soft walls deflect more, but are less com-
pressive, instead wrapping around the embryo (Fig. 5.8). To optimize
rigidity for the greatest dynamic range of compression, we added an
oven bake after plasma-bond for 0, 2.5, 6, or 15 hours at 150 °C to in-
crease the rigidity (Young’s modulus) of the crosslinked PDMS (Fig. 5.9,
5.10) [321]. Deflection of differentially baked channels were simulated
numerically (Fig. 5.10) and measured experimentally (Fig. 5.7f, g). As
expected, longer baking time resulted in walls with an increased Young’s
modulus (Fig. 5.9b) that deflected less under pressure (Fig. 5.7f).

To quantify sidewall wrapping, we calculated the ratio of embryo
deflection to wall deflection, which we call ”compression efficiency”
(Fig. 5.9d). Rigid walls have higher compression efficiency, but lower
compression overall because of the decreased wall displacement. The
2.5 hour bake showed the greatest linear range of compression from
7% up to 22% at 5 PSI (Fig. 5.7h, Table 5.2).

bak ing t ime (hours ) : 0 2.5 6 15

Young’s Modulus (MPa): 1.18 1.88 2.69 3.32
Aspect ratio: 5.04 5.04 5.04 5.04

Embryo strain: 22.4% 22.0% 17.4% 15.5%
Simulation Error: 0.3% 0.2% 0.2% 0.2%

Table 5.2: Experimental embryo strain at 5 PSI with varying rigidity

5.9 de t erm in ing young ’ s modulus of pdm s and drosoph i l a

The Young’s modulus of cross-linked PDMS is highly variable, ranging
3 kPa to 3.7 MPa [322] depending on curing agent ratio, curing tem-
perature, duration, size [323], and age [324]. The analytical model was
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used to estimate the Young’s modulus of PDMS to be 1.88 MPa, compa-
rable to values reported elsewhere [321]. Simulations of embryo com-
pression determined the Young’s Modulus of Drosophila embryos to
be 160 kPa, comparable to results from alternative approaches [325].
To determine simulation error, the experimentally observed deflection
was used to calculate Young’s modulus (Eq. 5.6) which was then used
to run a simulation of deflection. The resulting simulated displacement
was compared to the experimentally observed displacement. This pro-
cess showed the simulation and analytical model to describe deflection
within 0.3% across all rigidities (Table 5.2).

5.10 em bryo de v elopment

To test whether PDMS channels and compression affect viability, Oregon-
R embryos were compressed by 7% or 22% for either 10 minutes (n =
34, 64 respectively) or 4 hours (n = 38, 100, Fig. 5.11). As a control for
compression, embryos were loaded into the PDMS channel and never
compressed; the walls were held open under vacuum (“vacuum con-
trol,” n=68). As a control for exposure to the device, embryos were cul-
tured in a glass dish (n=111). Embryos were recovered from the device
to glass dishes and observed under a brightfield stereoscope at 24 and
48 hours, and staged as first-instar larvae, dead, or developing.

Vacuum controls showed no developmental difference from dish con-
trols, with 75% reaching larval stage by 48 hours (Fig. 5.11b vs a) sug-
gesting that exposure to PDMS channels alone does not affect develop-
ment or survival. Surprisingly, 7% compression for 10 minutes and
4 hours showed greater survival rates compared to controls (> 90%,
Fig. 5.11c, e vs a, b). One explanation is that the stiff chorion membrane
mechanically constrains Drosophila embryos, and the standard practice
of removing it decreases survival, which is recovered by mild com-
pression. Embryos compressed by 22% for 10 minutes initially showed
developmental delay at 24 hours, but ultimately reached first instar
by 48 hours at rates greater than controls (Fig. 5.11d vs a). Extending
22% compression to 4 hours reduced survival to 37%; embryos that
appeared alive and delayed at 24 hours did not recover (Fig. 5.11f).

To examine early development in greater detail, we took differential
interference contrast microscopy (DIC) images of embryos in the chan-
nel every hour for 4 hours (Fig. 5.12). Embryos are observed at Stage
5 inside the channel (top row). Embryos compressed by 7% appear to
proceed through germ-band extension, similar to uncompressed em-
bryos. A minority of embryos compressed by 22% for 4 hours appeared
to show no movement for one hour, but then proceeded through germ-
band extension (Fig. 5.12e). These results contradict Farge’s reports of
a ventralized phenotype that fails to extend the germ band after com-
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0 hr 2.5 hr 15 hr6 hrPost-cure bake:

Young’s Modulus: 1.18 MPa 1.88 MPa 2.69 MPa 3.32 MPa

A
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Figure 5.10: Simulation results and micrographs of embryo compression
at 5 PSI with variable wall rigidity. 50 𝜇m thick walls were given a range
of Young’s modulus as a result of variable post-bake curing times (Fig 5.9b).
(A, B) Empty channel, top view and side section. (C) Channel with embryo,
top view (side section in Fig. 5.7e). Less rigid walls showed greater wrapping
around the embryo. (D) Micrographs from experimental results. 2.5 hour
post-cure bake (shaded) was selected.
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Figure 5.11: Survival in the channel. Percentage of wildtype embryos that
reached first instar larva (blue), were still developing (yellow), or dead (grey),
24 and 48 hours after compression. Vacuum controls were loaded into the
channel but never compressed. Embryos compressed at 7% showed greater
survival rates than controls. Embyros compressed at 22% for 10 minutes show
developmental delays; 22% compression for 4 hours led to low survival.

pression [65]. This difference in developmental milestones could be
from several factors: (1) Farge observed embryos up to 50 minutes and
concluded the phenotype was stable; observing over 4 hours shows
recovery is possible (Fig. 5.12e); (2) There might be effects from the dif-
ferences in genetic background in fly stocks used in these experiments;
(3) There might be effects that stem from different methods of compres-
sion that result in variations in strain magnitude and consistency.

Comparison of compression methods

To compare our compression approaches in greater detail, we simu-
lated the approach of Farge 2003 [65]. Two major differences in Farge’s
approach are that (1) compression was applied vertically and observed
indirectly by 10% lateral expansion, orthogonal to the direction of move-
ment; (2) compression was applied by rigid glass. We simulated em-
bryo deformation by a rigid plate sufficient to create a 10% lateral ex-
pansion (Fig. 5.13). The resulting compression was 25–34%(Table 5.3).
Lateral expansion corresponds to larger uniaxial compression because
shape change begins vertically; height decreases substantially before
significant lateral expansion occurs. This larger compression may ex-
plain observed differences in developmental arrest.

Based on numerical simulations, compression by glass is more vari-
able than compression by PDMS (Fig. 5.14). When compressed by a rigid
substrate, the channel width is fixed, so wider embryos are compressed
more (Fig. 5.14a). In contrast, PDMS sidewalls are flexible, so wider
embryos resist wall displacement, creating a wider effective channel
width unique to each embryo (Fig. 5.14b). As a result, despite the vari-
ation in embryo width, the compressive strain remains similar under
flexible PDMS walls. This variation can be quantified by simulating com-
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Figure 5.13: Simulation results of embryo compression between two rigid
walls such that lateral expansion is 10%. Before width expands, height de-
creases (red). As a result, the inferred compression is substantially larger than
10% (Table 5.3).

em bryo w idth compr e s s i on

195 𝜇m 25.2%
180 𝜇m 27.5%
160 𝜇m 34.1%

STD 4.6
CoV 16.0%

Table 5.3: Inference of uniaxial compression by 10% lateral shape change

pression of embryos with mean width (180 𝜇m), maximum width (195 𝜇m)
and minimum width (160 𝜇m) in the same channel. Under glass, em-
bryos are compressed with a 39% Coefficient of Variation (CoV) (Ta-
ble 5.4). Compression inferred by 10% lateral shape change resulted in CoV is standard

deviation as a
percentage of the
mean: 𝜎

𝜇 × 100%

16% CoV (Table 5.3). Compression by PDMS was the most consistent at
11% CoV (Table 5.4).

Overall, the channel itself neither delays nor destroys Drosophila em-
bryos. Compression appears to switch from beneficial to harmful above
a threshold of magnitude and time. These extended observations high-
light the importance of long-term analysis, as developmental outcomes
can drastically diverge days after mechanostimulation. Flexible PDMS
sidewalls apply compression that is more consistent and directly mea-
surable, which helps compare results across multiple studies.
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Embryo width Max: 195 µm Mean: 180 µm Min: 160 µm

Glass

PDMS

A

B

Figure 5.14: Flexible walls are more consistent than rigid glass when com-
pressing a distribution of widths. Simulation of embryos of maximum, me-
dian, and minimum width at Stage 5. (A) When compressed by rigid glass, the
channel width is consistent, applying more compression to wider embryos.
(B) When compressed by flexible PDMS, the channel width is unique to each
embryo, which resists deformation as a function of width. This results in a
more consistant compression.

embryo w idth PDMS glas s

195 𝜇m 23.7% 28.1%
180 𝜇m 22.2% 22.2%
160 𝜇m 19.1% 12.4%

STD 2.4 7.9
CoV 11.0% 38.9%

Table 5.4: Consistency of uniaxial compression methods. Compression of
max, mean, and min embryo widths by PDMS at 5 PSI and simulation of com-
pression by rigid glass such that the mean compression is the same.

Anoxia

To examine whether developmental delay at 5 PSI was due to compres-
sion or could be explained by side-effects of confinement, we tested em-
bryos for anoxia (Fig. 5.15). Anoxia produces a rapid developmental ar-
rest during which interphase chromosomes prematurely condense [326].
A convenient way to visualize this process is by histone H2A fused to
RFP (H2A-RFP). Anoxia was induced by placing H2A-RFP embryos
under vacuum for 10 minutes, then under a continuous flow of argon
in a stage-top environmental chamber. As expected, anoxic embryos
showed developmental arrest and chromatin condensation; no change
in nuclear position indicated that development had ceased (Fig. 5.15a
and c). In contrast, embryos in the PDMS compression chamber showed
typical nuclear division cycles with normal chromatin condensation,
mitosis, and decondensation (Fig. 5.15b). Large-scale morphogenetic
movements occurred even in 22% compression when argon was used
for pneumatic actuation (Fig. 5.15d). These results suggest that responses
to compression cannot be explained by anoxia.
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5.11 mechan ical induct ion of t w i st

Mechanical induction of twist was first described by Farge 2003 [65].
To examine whether mesofluidic compression also induces twist ex-
pression, we monitored fluorescence from the twist promotor driving
enhanced green fluorescent protein (eGFP) every hour for 4 hours (Fig. 5.16).
In unconstrained embryos, twist:eGFP localized to a stripe of ventral fur-
row cells, indicating normal expression (Fig. 5.16a). Constrained em-
bryos showed widespread expression that was brighter and ectopic
(Fig. 5.16b–e). This is consistent with the hypothesis that twist expres-
sion is coordinated by mechanical force – during normal development,
twist is selectively expressed in ventral furrow cells that experience in-
ternal mechanical forces due to morphogenetic movement. When the
entire embryo is compressed, the whole organism experiences mechan-
ical force, which is sufficient to induce ectopic expression of twist.

To quantify the increase in twist:eGFP fluorescence, we measured mean
fluorescence pixel intensity. As a control for compression, embryos
were introduced into the chamber with the walls held open by vacuum,
and all significance tests were made relative to this vacuum control.
As a control for handling embryos in the channel, embryos were ob-
served under halocarbon oil on a coverslip (dish control). Four hours
after compression, all embryos showed an increase in twist:eGFP flu-
orescence (Fig. 5.17a). Embryos compressed for 10 minutes showed
a significant dose-dependent increase in twist:eGFP when compressed
by 7% (𝑝 < 0.01) and 22% (𝑝 < 0.0001; ordinary one-way ANOVA
to vacuum control, Fig. 5.17). Embryos also showed a time-dependent
increase in twist:eGFP when 7% compression was extended to 4 hours
(𝑝 < 0.0001). In the 22% 4-hour condition, twist:eGFP fluorescence was
not significantly different from vacuum controls in magnitude. Yet the
distribution of that expression remained ectopic (Fig. 5.16e vs a). This
is consistent with the idea that both the amount and the duration of
compression are biologically relevant. One explanation for this lower
magnitude is that embryos in this condition are already committed to
die within 48 hours (Fig. 5.11f). Another interpretation is that embryos
could be experiencing a mild hypoxia that interferes with the twist:eGFP
reporter.

Hypoxia

Embryo confinement could induce a hypoxic response that would com-
plicate the interpretation of twist:eGFP expression in two opposing ways:
hypoxia reduces cellular eGFP fluorescence [327], and also upregulates
twist mRNA and protein levels through hypoxia-inducible factor (HIF-
1𝛼) binding to a hypoxia-responsive element in the proximal promoter
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Figure 5.17: Mechanical induction of twist expression. (A) twist:eGFP fluo-
rescence was measured every hour over 4 hours after compression. Embryos
show a significant increase in mean fluorescence when compressed for 10
minutes by 7% (0 PSI, 𝑝 < 0.01) and 22% (5 PSI, 𝑝 < 0.0001; Ordinary one-way
ANOVA to vacuum control, SEM bars). Vacuum controls were introduced
into the channel with the walls held open; dish controls remained outside
the channel. Hypoxia (50% O2) decreased twist:eGFP expression (𝑝 < 0.0001).
(B) Summary of twist:eGFP fluorescence after 4 hours. Embryos were exposed
to three compression levels for either 10 minutes or 4 hours (SEM bars, ordi-
nary one-way ANOVA to vacuum control).

of the twist gene [328, 329]. This pathway was demonstrated in tumor
cell lines and in C. elegans mutant for the twist homolog (hlh-8), but re-
mains unconfirmed in Drosophila [329]. To determine whether hypoxia
could explain changes in twist:eGFP fluorescence, we intentionally in-
duced an oxygen shortage in twist:eGFP embryos by flowing through
50% normoxia using equal pressures of compressed air and argon. Em-
bryos continued to develop (Fig. 5.18), and the resulting twist:eGFP flu-
orescence after 4 hours was reduced compared to normoxia controls
(𝑝 < 0.0001, Fig. 5.17, 5.18). This suggests that a decrease in twist:eGFP
expression could be explained by hypoxic suppression of eGFP, and the
indirect twist:eGFP system might underestimate the true value of twist
expression. Therefore, we cannot exclude that hypoxia may underlie at
least some of the observed decrease in fluorescence after 22% compres-
sion for 4 hours. Future work with this device using recovered embryos
could resolve this issue.

The significant increase in vacuum control compared to dish control
was unexpected (Fig. 5.17). One explanation is that when embryos in
the dish crowd, they compete for oxygen, which inhibits eGFP [327].
Consistent with this hypothesis, we observed that embryos in the dish
with high surface-area contact occasionally failed to develop. Embryos
in the mesofluidic device did not show this effect, and may experience
less hypoxia due to the surrounding oxygen-permeant PDMS sidewalls.
While we cannot exclude the possibility that the chamber itself induces
twist expression, a more likely explanation is that while switching tub-
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Figure 5.18: Timelapse microscopy of embryos under 50% normoxia. DIC
and twist:eGFP fluorescence images taken every hour for 4 hours. Pixel value
settings are the same as Fig. 5.16 except for bottom inset (white border) to
show patterning. Fluorescence was quantified in Fig. 5.17.

ing for microscopy, the vacuum was discontinuous for approximately
one minute, causing a brief flexing of the sidewalls, which triggered
a twist response. Consistent with this hypothesis, vacuum controls in
survival experiments that did not require switching tubing also did
not show an intermediate response between dish control and compres-
sion. Taken together, the potential for rapid induction of twist expres-
sion highlights the need for precise temporal control when studying
mechanotransduction. At compression less than 22% for 4 hours, the
mesofluidic device provides greater access to oxygen and rates of sur-
vival than dish controls.

co nclu s i o ns

We developed a novel mesofluidic device that can automatically align
and immobilize hundreds of Drosophila embryos without an external
force. This device precisely compresses hundreds of embryos using
pressure-actuated deformable sidewalls, allows for live imaging, and
the retrieval of live embryos for post-analysis. We describe a method
for consistent ultra-thick photolithography, derive an analytical model
that describes sidewall deflection within 0.3%, and discuss the opti-
mization of five parameters critical to the design of mesofluidic devices.
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The device itself does not affect survival or development, and does not
induce anoxic arrest. Using this device, we measure the Young’s modu-
lus of PDMS sidewalls and Drosophila embryos. Compressing embryos
is sufficient to trigger the mechanical induction of twist that is time-
dependent and dose-dependent.

Taken together, this mesomechanics approaches facilitates the de-
sign of future devices for high-throughput mechanotransduction and
imaging of larvae, embryos, oocytes, organoids, or adults such as Danio
rerio or C. elegans. By tuning the rigidity of PDMS, the device can oper-
ate without a pressure tank to apply a specific and consistent amount
of force, including < 1% compression to immobilize samples for time-
lapse imaging while maintaining access to oxygen. The bottleneck con-
striction at the end of the compression channels allows for the fast
exchange of media around immobilized samples, enabling chemical
stimulation and on-chip staining inside the microchannel. The ability
to process many whole-tissue samples and precisely apply mechanical
intervention makes it possible not only to interrogate the induction of
twist, but also to map out novel mechanosensitive pathways in meso-
scale organisms.



Part III

A H I G H -T H RO U G H P U T M E T H O D F O R
E X P O S I N G Z E B R A F I S H T O A LT E R E D G R AV I T Y,
A L I G N I N G F O R I M AG I N G , A N D S E G M E N T I N G

R O H O N - B E A R D N E U RO N S

Biological responses to gravity are challenging to identify
because they show high variance. To examine single-cell
variation in -3.1 neurogenin 1 (ngn3.1) expression, we devel-
oped methods to quantify green fluorescent protein (GFP)
reporter fluorescence among thousands of individual cells
in the developing zebrafish. A ngn3.1:GFP reporter selectively
labels a population of Rohon-Beard neurons (RBN) during
a period of sensitivity to changes in gravity. Transgenic ze-
brafish embryos were exposed to simulated microgravity
(s𝜇𝑔) for 24 hours using a nasa-designed clinostat, or to hy-
pergravity using a custom-built centrifuge. We developed
two methods to process dozens of embryos simultaneously
at low cost: dorsal alignment using a 3D-printed channel-
forming stamp, and segmentation using a human-in-the-loop
visual processing algorithm. Using these methods, we mea-
sured fluorescence from over 6,000 neurons, and observed
a significant decrease in mean fluorescence after exposure
to s𝜇𝑔, and a reciprocal increase after exposure to hyper-
gravity. Stochastic distribution of ngn3.1:GFP increased with
gravity, as measured by mean squared error. These meth-
ods of alignment and segmentation balance automation with
flexibility to measure stochastic protein expression.





6
BAC KG R O U N D

Life on Earth evolved under the influence of gravity. The gravity depri-
vation of space has been shown to affect the function of many cell types,
including lymphocytes [136], epidermal cells [137], osteoblasts [81], and
tumor cells [138, 139]. In vivo responses to microgravity (𝜇𝑔) have been
observed in E. coli [123], yeast [124], Drosophila [75, 330], zebrafish [37,
122], rodents [331], and other model organisms [126, 131]. Although
some biological responses to space are attributable to the increased ex-
posure to radiation [71, 72], carefully controlled ground-based simula-
tion has revealed biological responses that are exacerbated or directly
attributable to changes in gravity [37, 74, 75].

Despite the abundance of biological responses to gravity across or-
ganisms and organ systems, identifying gravity-responsive genes has
been inconclusive. Many genes show widespread sub-threshold changes
[186–188], or contradictory results [189, 190], even across closely related
studies. A commonality among these studies is their focus on either
mRNA or mean protein expression; they do not address protein varia-
tion directly.

Transcriptomic analysis does not account for translational or post-
translational regulation; proteins are more direct affecters of cell behav-
ior. Furthermore, transcriptomics necessitates choosing a gene that is
assumed to be invariant; this assumption is problematic when 𝜇𝑔 has
been shown to affect expression of the housekeeping gene 𝛽-actin [8,
184, 194].

A limitation in measuring mean protein expression is the loss of
information about stochastic variation. Single-cell variation has been
observed in 1,855 proteins, about 15% of the human proteome [332].
Changes in stochastic gene expression and have been implicated in
𝜇𝑔 [8, 37, 122] as well as circadian rhythms [333, 334], which may ex-
plain the disruption of circadian rhythms in 𝜇𝑔 [93, 94, 335]. Measur-
ing mean expression dilutes changes in small organ systems; in 𝜇𝑔,
sub-threshold changes in whole embryo studies [187] belied significant
changes for those same genes in the small hypochord [194]. These ob-
servations highlight the need for approaches that can measure single-
cell variation at the level of proteins, especially for studying gravita-
tional effects.

Single-cell stochastic protein approaches require a tractable system
of cells and a method to quantify expression of gene products. There
are several advantages to zebrafish Rohon-Beard neurons (RBN) [8]. Ze-
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brafish are conducive to imaging because they are transparent during
development. Zebrafish undergo a period of maximal sensitivity to
𝜇𝑔 between 24 and 72 hours post-fertilization [194], which coincides
with the peak expression of RBN [336]. RBN are mechanosensory neu-
rons that situate above the notochord just under the ventral skin in
two parallel tracts [337]. RBN can be distinctly visualized because the
transcription factor -3.1 neurogenin 1 (ngn3.1) localizes almost exclu-
sively to RBN [338]. A transgenic zebrafish with GFP driven by a cis-
regulatory element from the ngn3.1 gene Tg(-3.1neurog1:GFP)sb2 has
been described [8, 338, 339]. RBN are particularly easy to track because
they do not divide. RBN have a consistent circular shape and size of
about 14 𝜇m, which reduces heterogeneity in total fluorescence due
to size [340], enabling more sensitive detection of the underlying tran-
scriptional noise. RBN are first detectable as early as 9 hours post-fertilization
(hpf) at late gastrulation [336, 341]; the RBN population peaks at about
190 cells at 34 hpf [336], after which they undergo apoptosis. RBN de-
crease at about 5 cells/hour until 48 hpf, after which they slow down to
an hourly death, with most lost by 84 hpf. Taken together, at 32 hpf we
expect zebrafish RBN to be abundant, sensitive to changes in gravity,
and a good candidate for computational segmentation.

Previous attempts at this system were only able to measure from six
embryos at a time [8]. The two primary challenges were high-throughput
dorsal alignment of zebrafish, and segmentation of RBN. Here, we aligned
zebrafish with a 3D-printed channel-forming stamp; the resulting im-
ages of neurons were more tractable to segment by a human-in-the-
loop visual processing algorithm specific to RBN. An overview of this
method can be seen in Fig. 6.1.
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M E T H O D S

6.1 an i mal s

Adult zebrafish (Danio rerio) were maintained according to standard
husbandry protocols [342, 343] and experiments were performed in ac-
cordance with NIH guidelines. Embryos were generated by pairwise
crossing to reduce genetic variation due to heterozygosity. Embryos
were grown at 28°C in 30% Danieau buffer [17 mM NaCl, 2 mM KCl,
0.12 mM MgSO4, 1.8 mM Ca(NO3)2, 1.5 mM HEPES] with a 14:10 h
light/dark cycle. For imaging, embryo medium was supplemented with
0.003% PTU (phenylthiourea: Sigma) to prevent melanin synthesis for
clearer imaging, and anesthetized with 160 𝜇g/mL (micrograms) tri-
caine (3-amino benzoic acidethylester: Sigma). The transgenic line Tg(-
3.1neurog1:GFP)sb2 [339] was a gift from Dr. Mary Halloran at the Uni-
versity of Wisconsin. Genotype was validated by PCR amplification of
GFP in fin clips as described [344].

6.2 co nfo ca l mult i - photon imag ing

Fluorescence imaging was performed using a Leica TCS SP5 multi-
photon/ confocal microscope (Leica Microsystems, Wetzlar, Germany)
with an APO L 20×/1.00 water immersion objective, or an HCX IRAPO
L 25×/0.95 water-immersion objective, non-descanned detectors, and
spectral detectors. GFP was excited with a Mai Tai DeepSee Ti:Sapphire
laser (Newport/Spectra Physics, Santa Clara, CA, USA) at 900 nm. Scan-
ning was performed with a resonant scanner (8000 Hz) with 16× line
averaging. Images were taken in 12 bit for greater dynamic range. We
took care to adjust the gain to maximize fluorescence without satu-
rating pixels, which would lose data due to stack overflow. Absence
of saturated pixels was verified with a LUT display. Sum projections
were generated using MetaMorph 7.7, with the entire dataset multi-
plied by 0.65, empirically found to prevent stack overflow during sum-
projection.

6.3 stat i s t i c s

Mean fluorescence was calculated for each neuron by MetaMorph. Av-
erage fluorescence for each fish and ordinary ANOVA comparisons
were calculated by Prism version 7.0c for Mac, GraphPad Software, La
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68 m etho ds

Figure 6.2: Photograph of RWV clinostat. Embryos are loaded into a clear
Lexan cylinder filled with buffer and rotated around the teflon core. A vari-
able motor keeps the eggs in circular orbit such that the gravity vector is con-
stantly changing, resulting in time-averaged gravity compensation, a simula-
tion of microgravity.

Jolla California USA, www.graphpad.com. Variation was calculated as
mean squared error (MSE) to the best fit linear equation.

6.4 s imulated m icrograv i t y

Zebrafish embryos were exposed to s𝜇𝑔 using a bioreactor designed by
nasa (Synthecon, Houston, TX) as previously described [345]. Briefly,
a clear Lexan cylinder 10-cm in diameter was filled with zebrafish eggs
in 30% Danieau buffer. The cylinder was rotated around the x-axis so
that the wall of water rotates around a Teflon core. A variable speed mo-
tor was adjusted to keep eggs in a circular orbit (15–20 RPM) which in-
dicates a net force vector that constantly changes direction while main-
taining the same magnitude, resulting in time-averaged mechanical de-
privation [345]. Control and experimental conditions were both in a
28°C room with a 14:10 h light/dark cycle.
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R E S U LT S & D I S C U S S I O N

6.5 co nst ruct i on of a custom cent r i fuge

To expose zebrafish embryos to hypergravity, we constructed a custom
low-speed centrifuge. A ceiling fan was affixed upside-down to a plank
of wood and coated with a waterproof polyurethane spray (Miniwax,
Upper Saddle River, NJ). We created an adapter to hold the blades par-
allel to the ground (Fig. 6.5) using a TL-1 CNC toolroom lathe (HAAS,
Warrendale, PA). On the blades, we mounted 15-mL round-bottom tubes
(Thermo Fisher Scientific) perpendicular to the axis of rotation. Each
embryo was directly against the wall of the tube, which applied a net
force equally to each embryo. This allowed us to apply custom forces
and avoids the accumulation of embryos pressing against each other
at the bottom of the tube, which would occur in a conventional cen-
trifuge. The number of embryos per tube was controlled to be less than
25; crowding precipitated morphological deformation. The speed of
the centrifuge was adjusted by a variac (3PN1210B, Staco Energy) and
verified with a laser tachometer (Omega). At 100 RPM, we applied 2g
at a radius of 15.5 cm, and 3g at a radius of 25.3 cm.

Theoretical considerations

Unlike 𝜇𝑔, hypergravity is not a simulation; acceleration is indistin-
guishable from gravity [158]. In our centrifuge, a rotating object ex-
periences Earth’s 1g and a perpendicular RCF. Both forces combine by
vector addition to generate a net force:

𝐹𝑛𝑒𝑡 = √(1𝑔)2 + (RCF)2 (6.1)

To apply a given net force, we choose an RCF such that

RCF = √(𝐹𝑛𝑒𝑡)2 − 1 (6.2)

For example, to apply a net force of 3g, we want to apply an RCF of

RCF = √(3𝑔)2 − (1𝑔)2 = √8𝑔 (6.3)
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Figure 6.5: A custom centrifuge to expose embryos to hypergravity. To ap-
ply a net force of 2g, we apply a RCF that combines with Earth’s 1g such that
√(RCF)2 + (1𝑔)2 = 2𝑔. (A) To apply a given RCF, we choose a rotation speed
and radius to satisfy this equation. To apply multiple conditions in parallel,
we maintained the same RPM while varying the rotational radius, resulting
in (B) two positions for holding embryos on the centrifuge. A delrin adapter,
shown in black, holds the fan blade horizontally.

The RCF experienced by an object is a function of rotational radius 𝑟
and angular velocity 𝜔 in radian per second, relative to Earth’s gravi-
tational acceleration 𝑔:

RCF = 𝑟𝜔2

𝑔 (6.4)

This can be rewritten in terms of RPM and centimeters:

RCF = (𝑟𝑐𝑚 × 10−2) (2𝜋
60 RPM2) (𝑔−1) (6.5)

Which can also be combined along with Earth’s 𝑔:

RCF = (1.118 × 10−5)(𝑟𝑐𝑚)(RPM2) (6.6)
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Application of RCF

To apply a given RCF, we can choose a rotation radius and RPM that
satisfies (6.2). The solutions for 𝐹𝑛𝑒𝑡 = 2𝑔 are in Fig. 6.5a. To increase
hypergravity for 3𝑔, we could increase rotation speed. But a more con-
venient approach is to maintain the same RPM while varying rotational
radius, resulting in Fig. 6.5b: two positions for holding embryos on the
fan blade to apply 2g and 3g at the same time.

Generally, we can set (6.6) equal to (6.2) to say that we can apply a
desired net force by choosing RPM such that

RPM = √ √𝐹𝑛𝑒𝑡
1.118 × 10−5(𝑟𝑐𝑚)

(6.7)

6.6 d o r sal al ig nment by 3d - pr in t ed stamp

There are several benefits to rapid dorsal alignment of zebrafish em-
bryos (Fig. 6.6). Rapid alignment allows for dozens of embryos to be
prepared and imaged, and avoids having to search for embryos, or ac-
cidentally image the same one twice. Dorsal imaging preserves a con-
sistent minimal distance between objective and RBN, which is signif-
icant because light attenuates in confocal scanning microscopy [346,
347]. RBN situate 25 𝜇m under the dorsal surface, a value that is con-
sistent within 5 𝜇m (Fig. 6.6a, Fig. 6.7a). In contrast, lateral variance
varies by 45 𝜇m across the width of the embryo (Fig. 6.7b). Maintaining
minimal distance preserves accuracy, while maintaining consistent dis-
tance preserves precision (Fig. 6.6b). Dorsal imaging also reduces over-
lap of neurons (Fig. 6.6c) allowing automated segmentation (Fig. 6.9).

Despite the advantages to dorsal imaging, conventional orientation
methods are labor intensive, involving manually positioning embryos
individually in random directions while agarose sets. So we created
a 3D-printed stamp to form consistent 500 𝜇m channels in agarose
(Fig. 6.8). This allowed us to rapidly image and segment thousands
of RBN.

Creating agarose channels: 2% SeaKem LE agarose in 30% Danieau
was microwaved until liquid but not boiling. A small amount was poured
into a petri dish such that the base was barely covered. This volume
was further reduced by suctioning off liquid agarose with a pasteur
pipette to leave behind a minimal continuous layer about 1 mm high.
The 3D-printed mold was positioned on top (Fig. 6.8b), and the agarose
was allowed to solidify for 5 minutes at room temperature. The mold
was removed and the channels were flooded with buffer. Zebrafish em-
bryos were added and pushed into the channels with a whisker eyelash
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Figure 6.6: Fluorescent images of Rohon-Beard neuron with neurogenin:GFP.
When quantifying Rohon-Beard fluorescence, two systematic biases in lateral
imaging are addressed in dorsal imaging. (A) Lateral overview of a ngn3.1:GFP
zebrafish embryo. GFP expresses selectively in Rohon-Beard neurons, just be-
low the dorsal surface. (B) One lateral bias is the distance from the objective.
Neurons distribute between longitudinal fasciculi. Like stars, more distant
neurons (magenta arrows) appear dimmer when further away. Lateral imag-
ing (top) conflates absolute magnitude and apparent magnitude; the magenta
arrow appears coplanar with the white arrow, but is revealed to be further
from the objective when imaged from the dorsal perspective (bottom). Imag-
ing top-down preserves distance, isolating changes in absolute magnitude.
(C) A second lateral bias is overlapping neurons, which are hard to differ-
entiate laterally (top) but easily segmentable resolved when imaged dorsally
(bottom).

(Fig. 6.8c). For long-term timelapse imaging, the buffer can be replaced
with 0.6% agarose with Tricaine to seal the channels.

6.7 computat ional image analys i s

High-throughput analysis requires not only the consistent orientation
of zebrafish, but also a method of segmentation to extract morpholog-
ical features (Fig. 6.9). Segmentation is the process of identifying and
separating image regions that have different properties or are delini-
ated by edges. In the biological context, segmentation consists of sep-
arating RBN from longitudinal fasciculi and background. This is some-
what imprecise; fluorescent sources often have unclear boundaries, both
on the image and even physically. Segmentation is especially impor-
tant when quantifying the gene transcription activity among cells; be-
cause zebrafish are transparent, transgenic reporter genes can show
tissue-specific activity efficiently and rapidly [194, 348, 349]. Yet fluo-
rescent reporter methods are limited by the lack of tools for automated
segmentation. Manual segmentation by circling cells does not scale
well to studies involving thousands of cell nuclei; the labor cost is high,
and the output is slow.
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Figure 6.7: Anatomy of Rohon-Beard neurons (RBN). (A) Lateral view shows
Rohon-Beard neuron are consistently below the dorsal surface. Therefore top-
down imaging maintains a consistent and minimal distance between the ob-
jective and fluorescence source. (B) Dorsal view shows Rohon-Beard neuron
distribute laterally between the longitudinal fasciculi, varying distance from
the objective by as much as 45 𝜇m; this implies lateral imaging could con-
tribute to apparent variation in fluorescence.

Algorithmic segmentation is faster and more efficient once set up,
but less accurate in specific situations such as determining objects in
clusters [350]. There are several approaches to segmentation:

• Thersholding techniques assume adjacent pixels with values in
a range belong to the same category [351]. However, thresholding
is difficult in images that blur at object boundaries [352].

• Boundary-based techniques assume that pixels change rapidly
at boundaries, however, they usually require post-processing to
obtain a closed curve [353].

• Region-based techniques assume that adjacent pixels with sim-
ilar values belong together, including split and merge[354, 355]
and seed region growing [356], however, automated selection of
seeds is still required. We also found that watershed segmenta-
tion alone miscounted the longitudinal fasciculi as neurons, and
merged objects that touched.

Several fully automated pipelines exist that are more sophisticated,
including warping experimental embryos onto a 2D reference shape[357],
elastically deformable contours based on ellipsoidal centers[358], and
supervised classification[359]. In practice, these techniques were opti-
mized for the more typical lateral orientation, rather than dorsal views.
Like many groups, we found it necessary to design custom algorithms
and molds at the same time [357, 360] coupled with pre-processing



76 re su lt s & d i scu s s ion

Figure
6.8:A

3D
-printed

stam
p

forrapid
dorsalalignm

entofem
bryos.(A

)3D
-printed

stam
p

(B)is
placed

on
top

ofa
petridish

w
hile

agarose
sets.

(C
)This

approach
creates

reproducible
500

𝜇m
channels

thatspatially
align

em
bryos

head
to

tailforrapid
im

aging.Em
bryos

are
placed

into
position

by
an

eyelash
brush

(blue).(D
)Im

age
ofem

bryo
in

dorsalorientation,w
hich

allow
sforsegm

entation
of

RBN
(E)captured

through
fluorescentim

aging
of

ngn3.1:G
FP.



6.8 b io log i cal re sult s 77

modifications [350, 357, 359]. Our procedure is a compromise that makes
use of some human input:

Crop Z-stack to layers of interest, create a sum projection (Fig. 6.9.1),
threshold the background and clip to 0, draw a line through the dorsal
longitudinal fasciculi (Fig. 6.9.2). Metamorph does not support erasing,
but a workaround is to generate boxes centered around a line and copy
0’s into the boxes. With the fasciculi erased, the remaining objects can
be morphometrically segmented by three parameters:

1. Circularity: RBN have a form factor of 4𝜋𝑎
𝑝2 > 0.87

2. Size: RBN are 12 ± 3𝜇m in diameter and:

3. Difference over background.

Using a for-loop, we generated 10 interpretations of segmentation by
iterating through Metamorph’s Integrated Morphometric Analysis pa-
rameters (Fig. 6.9.3) from which the user selects the best interpretation,
which updates the morphometric parameters. We found these param-
eters to be region specific, and had to be optimized for each fish in the
dataset. This process was conducted manually to provide added flexi-
bility in processing this dataset; more automated methods are possible.
Finally, the program generates a binary mask, which is multiplied by
the original image, and finally segments the image (Fig. 6.9.4) and out-
puts mean intensity.

6.8 b i o lo g i cal r e sult s

Using these methods, we were able to collect data from 47 fish con-
currently, measuring over 6,000 neurons (Fig. 6.10). This allowed us to
analyze several phenomena that would otherwise be hard to observe.
Compared to 1g controls, 0g fish show decreased ngn3.1 fluorescence
expression, and 2g and 3g fish showed increased ngn3.1 expression by
an ordinary one-way ANOVA with Dunnett’s multiple comparisons
test adjusted P value of 𝑝 < 0.0001 for each condition, 𝑛 > 1, 200 neu-
rons per condition (Fig. 6.10a). There was no significant difference be-
tween 2g and 3g. Gravity also affected stochastic distribution of neu-
rons around their mean: 0g fish were more consistent, and hypergrav-
ity fish were less consistant compared to 1g controls (Fig. 6.10c). For
additional statistical descriptions of the dataset, see Table 6.1.



78 re su lt s & d i scu s s ion

Figure
6.9:Pipeline

ofim
age

processing
forsegm

entation.To
quantify

ngn3.1expression,RBN
m

ustbe
segm

ented
into

regions
ofinterest.(1)Z-stack

ofdorsalim
ages

are
sum

-projected.Som
e

variation
in

brightness
can

be
seen

by
eye.(2)The

userdraw
s

a
line

through
the

longitudinalfasciculi,and
the

program
deletes

around
it.(3)M

orphom
etric

analysis
excludes

objects
based

on
size,shape,and

difference
from

background.A
for-loop

iterates
through

these
param

eters,generating
m

ultiple
attem

ptsatsegm
enting

the
sam

e
region.N

ote
how

the
program

initially
over-splitsone

neuron
(bottom

red
box).In

theprocessofcorrectly
segm

enting
thatneuron

(nextpanel,bottom
green

box)a
new

problem
isgenerated:thetop

tw
o

neuronsarem
erged.

A
lthough

m
oresophisticated

algorithm
scould

solvethis,w
eused

hum
an-com

putercollaboration
to

find
a

good
com

prom
iseforthatregion

(lastpanel).
(4)Segm

ented
im

agesare
used

to
m

easure
fluorescence

ofregionsofinterestin
the

originalim
age.



6.8 b io log i cal re sult s 79

Fi
gu

re
6.

10
:G

ra
vi

ty
-in

du
ce

d
ch

an
ge

s
in

ng
n3

.1
ex

pr
es

si
on

.(
A

)n
gn

3.
1:G

FP
m

ea
n

flu
or

es
ce

nc
e

de
cr

ea
se

d
af

te
re

xp
os

ur
e

to
s𝜇

𝑔
co

m
pa

re
d

to
1g

co
nt

ro
ls

(A
N

O
VA

𝑝
<

0.
00

01
)a

nd
in

cr
ea

se
d

af
te

re
xp

os
ur

e
to

hy
pe

rg
ra

vi
ty

in
bo

th
2g

an
d

3g
(A

N
O

VA
𝑝

<
0.

00
01

).
Th

es
e

m
et

ho
ds

al
lo

w
m

ea
su

re
m

en
tf

ro
m

47
fis

h
an

d
ov

er
6,

00
0

ne
ur

on
s;

𝑛
>

1,
20

0
ne

ur
on

s
pe

rc
on

di
tio

n.
G

ra
vi

ty
al

so
aff

ec
te

d
st

oc
ha

st
ic

di
st

rib
ut

io
n

of
in

di
vi

du
al

ce
lls

ar
ou

nd
th

e
co

lle
ct

iv
e

m
ea

n
in

(A
),

an
d

(C
)a

sa
hi

st
og

ra
m

,a
nd

qu
an

tifi
ed

by
(B

) M
SE

.(
A

N
O

VA
0g

𝑝
<

0.
01

;2
g,

3g
𝑝

<
0.

00
01

;9
5%

C
Ib

ar
s.)



80 conclus ions

0g 1g 2g 3g

Fish 13 11 11 12
Neurons 1,538 1,286 1,524 1,683
Fluorescence Mean 8,194 10,380 14,840 14,740
Std. Deviation 1,933 3,516 3,348 3,491
Std. Error of Mean 49 99 86 85
Lower 95% CI of mean 8,097 10,186 14,670 14,572
Upper 95% CI of mean 8,291 10,573 15,009 14,907
Skewness 0.42 0.48 0.32 0.62
Kurtosis 0.19 -0.24 0.01 0.42
Mean Square Error (×106) 5.1 7.2 13.9 13.7

Table 6.1: Descriptive statistics of Rohon-Beard neurons

Descriptive statistics

co nc lus ions

Using a 3D-printed stamp to align zebrafish embryos is easy to imple-
ment at low cost. High-throughput dorsal imaging makes segmenta-
tion significantly more tractable, which enables measurement among
thousands of individual Rohon-Beard cells, which enables the mea-
surement of stochastic variation in an organ system.

The methods described here attempt to isolate variation in gene ex-
pression that is due to gravity by eliminating other sources of vari-
ation. Variation due to heterozygosity is reduced by generating em-
bryos through pairwise crossing. Variation in apparent magnitude is
reduced by imaging dorsally, which preserves a minimal and equal dis-
tance between the objective and each neuron (Fig. 6.6b). Dorsal imag-
ing also resolves neurons that would overlap when imaged laterally
(Fig. 6.6c). Variation due to off-target fluorescence is reduced by imag-
ing with two-photon confocal microscopy: out-of-focus objects are re-
jected because excitation is restricted to a femtoliter focal volume; tis-
sue is better penetrated because the excitation photos are near-IR, which
reduces scattering and absorption by endogenous chromophores [361];
and scattered excitation photons are too dilute to cause appreciable flu-
orescence [362]. Taken together, these methods control for many of the
most significant sources of gene expression variance, and allow future
studies to detect changes in variation.

These methods also attempt to increase the tractable sample size of
analysis without the burden of establishing full-scale automation. A
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3D-printed channel-forming stamp rapidly orients many embryos dor-
sally, and a semi-supervised visual processing algorithm segments re-
gions of interest in thousands of neurons. Taken together, these meth-
ods increase the statistical power of gene expression analysis by fluo-
rescent reporters.





Part IV

M E C H A N O P RO T E O M I C S : CO M PA R AT I V E
P R O T E O M I C A NA LY S I S O F

M E C H A N O T R A N S D U C T I O N I N
C O M P R E S S I O N, H Y P E RG R AV I T Y, A N D

S I M U L AT E D M I C RO G R AV I T Y

Even small mechanical perturbations can have large effects
on organismal health and disease. Here we consider three
contexts of mechanical perturbation in Drosophila develop-
ment: compression, hypergravity, and simulated micrograv-
ity (s𝜇𝑔). Each shows behavioral and transcriptomic responses,
yet there is little agreement on mechanoresponsive path-
ways. One explanation is that mechanotransduction occurs
primarily on the level of proteins and post-translational mod-
ification, which are more direct affectors of cell behavior,
and not detectable by transcriptomic approaches. However,
”mechanoproteomic” approaches have been limited by sam-
ple size – compression requires manual alignment of indi-
vidual embryos. We developed a mesofluidic device to ap-
ply a precise uniaxial compressive strain to hundreds of em-
bryos simultaneously. We also built a custom centrifuge to
apply hypergravity, and use a nasa-designed clinostat to
simulate microgravity. This enabled rapid mechanostimu-
lation and recovery of hundreds of living embryos, which
enabled a proteomic screen using difference gel electrophore-
sis (DIGE). The resulting protein differences show 14 recip-
rocal changes between s𝜇𝑔 and hypergravity, and 7 overlap-
ing proteins with compression, suggesting that mechanosen-
sation in disparate contexts share a common proteomic link.





7
BAC KG R O U N D

Mechanical forces profoundly impact living things. While much is known
about mechanotransduction in specific sensory systems, little is known
about generalized mechanosensation. A major barrier to understand-
ing biomechanics is that the proteins involved in initially transducing
general mechanical perturbation are not fully understood. A proteomic
approach can help resolve conflicting theories of mechanotransduc-
tion. By understanding proteomic responses to mechanics, we can gen-
erate new approaches to understanding age-related disorders [139].

7.1 gr av i t y cau s e s d i v er s e b io log i cal re s ponse s

in vivo responses to microgravity (𝜇𝑔) and simulated microgravity (s𝜇𝑔)
have been observed in many model organisms, including Drosophila [75,
106, 121], zebrafish (Danio rerio) [37, 122], E. coli [123], yeast [124], ro-
dents [79, 125–128], and others [74, 126, 129–132]. In vertebrate devel-
opment, amphibians can ovulate, eggs develop, but fail to transition
past tadpoles [133]. Rats and birds fail to develop motor skills for criti-
cal development [134].

In Drosophila, an integrative analysis of microarray data found subtle
effects on the transcriptome in 𝜇𝑔, with subtle opposite effects under
hypergravity [187]. Specifically, 𝜇𝑔 and s𝜇𝑔 for 4 days had dramatic
effects on gene expression in Drosophila larvae only when combined
with the constraints of spaceflight [187]. In s𝜇𝑔 without environmental
stressors, only five genes showed a > 2-fold change; in 10𝑔, no genes
cleared this threshold. Strikingly, the subthreshold pattern obtained in
s𝜇𝑔 appears inverted in hypergravity [187]. This relationship was not
present between s𝜇𝑔 and 𝜇𝑔 transcriptomes. This result suggests that
the Drosophila transcriptome is finely tuned to changes in gravity.

A fundamental understanding of gravity’s mechanism of transduc-
tion is still lacking. Despite responses to gravity across organisms and
organ systems, the analysis of gravity-responsive genes has been incon-
clusive, with contradictory results, and limited commonality [189, 190].
While some proteomic work has been done in Drosophila adults [186],
many effects were found to be from the magnetic levitation itself. Many
genes show widespread sub-threshold changes [186–188]. It is also un-
clear how gravitational force is first transduced into a biological signal,
or which proteins propagate that signal [34, 130, 198].
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7.2 deve lopmental mechan ical de format ion

Developing embryos experience acute mechanical forces during gas-
trulation, the process by which a single-layered blastula folds into a
multi-layered structure. In Drosophila, gastrulation begins with ventral
furrow formation (VFF) when coordinated shape change induces a bend-
ing force to collapse the ventral furrow inwards, initiating mesoderm
invagination [57]. The collective shape change during VFF is regulated
by internal mechanical forces and the transcription factor Twist [57, 58].
Twist induces the expression of the secreted factor Fog [58], which ac-
tivates the G-protein Concertina [59], leading to the reorganization of
the actin cytoskeleton [59–61].

Surprisingly, both twist and VFF can also be regulated by the acute ap-
plication of exogenous mechanical force [4, 66]. Although twist is nor-
mally expressed in ventral cells [63], acute mechanical deformation just
before gastrulation leads to the expression of twist in all tissues, leading
to a ventralized phenotype [65]. When twist expression is reduced by
mutations in upstream genes or laser microsurgery, exogenous com-
pression (indentation) with a blunt micro-needle recovers strong twist
expression [3, 65, 67].

Although many mechanically responsive genes have been identified,
the mechanisms behind transducing mechanical forces into biochem-
ical signals have remained elusive [3, 10]. It remains unclear which
molecules function as mechanosensors, whether they act independently,
or to what extent their pathways integrate (76). A major limitation has
been the manipulation of only one Drosophila embryo at a time, mak-
ing proteomic techniques intractable. A mechanoproteomic approach
can help resolve conflicting theories of mechanotransduction.

7.3 h igh -throughput proteom ic approache s

The literature on determining the biological effects of microgravity has
a significant gap - it focuses on changes in transcription, without di-
rectly measuring changes in the proteins they encode [124, 190, 191]
Proteins are likely the initial sensors of gravity, which they then trans-
duce to affect gene expression. Proteins mediate cell behavior more di-
rectly, and proteome abundance does not correlate with mRNA abun-
dance [268]. A proteomic perspective will allow a more direct exam-
ination of how cells initially sense and respond to ubiquitous gravity
deprivation.

A challenge in characterizing mechanical transduction pathways is
that many organ systems are affected and interconnected. Using whole
developing organisms in vivo has the advantage of capturing the com-
plexity of a multicellular systems.
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A challenge in characterizing mechanotransductive pathways in vivo
is the manipulation of only one embryo at a time, making proteomic
techniques intractable. We developed a novel mesofluidic device that
can automatically align and immobilize hundreds of Drosophila em-
bryos (Part ii). This device precisely compresses hundreds of embryos
using pressure-actuated deformable sidewalls, allows for live imaging,
and the retrieval of live embryos for post-analysis. The device itself
does not affect survival or development, and does not induce anoxic
arrest. Compressing embryos 7% for 4 hours or 22% for 10 minutes is
sufficient to trigger the mechanical induction of twist (Chapter 5.5).

We have also developed and validated methods to apply s𝜇𝑔 and hy-
pergravity to meso-scale zebrafish embryos (Part iii Chapter 6.4). The
principles behind s𝜇𝑔 and hypergravity are discussed in 4.1 and 6.5.
Here, we optimized these approaches for Drosophila embryos.

A powerful technique for discovering proteomic changes is DIGE.
DIGE involves labeling proteins with pairs of differently colored fluo-
rescent cyanine dyes that preserve protein charge, and have the same
charge and mass. These properties allow two protein samples to be run
together on the same gel under the same conditions, revealing differ-
ences in abundance, alternative splicing, and post-translational modi-
fication of all cellular proteins [290, 293].

In this context, DIGE provides several benefits over the more com-
mon liquid chromatography-mass spectrometry (LC-MS). Since proteins
remain intact throughout the detection process, DIGE allows the de-
tection of specific changes in the post-translational modification [290].
DIGE is more affordable [363, 364] allowing multiple biological and
technical replicates to be run to a degree not possible with LC-MS. These
properties create a unique opportunity for unbiased exploration of bi-
ological responses to mechanical forces at the proteomic level.





M E T H O D S

7.4 a n i mal s

Oregon-R flies were a gift from Brooke McCartney, Carnegie Mellon
University. Flies were kept at room temperature in plastic bottles filled
with standard Drosophila breeding medium. For embryo collection, flies
were transferred to 100 mL tri-corner beakers and capped with 60 mm
Petri dishes (Fisher Scientific, Pittsburgh, USA) partially filled with a
solution containing 1.5% agarose, 2.5% sucrose, 25% apple juice, and
0.15% p-hydroxybenzoic acid methyl ester (methyl paraben to inhibit
mold growth) and allowed to gel. A dab of yeast paste (1:2 parts dry
yeast to water) was added to each plate. Embryos were collected for
three hours, dechorionated for 90 seconds in fresh 50% bleach, washed
with distilled water, collected with a cell strainer (Bellco glass), and
suspended in egg wash (0.7% NaCl and 0.4% Triton-X 100 in distilled
water, 0.2 𝜇m-filtered, light-protected). Embryos were selected under
stereoscope to collect those at early cellularization (Stage 5, 2-3 hours
after laying) [309] so compression would occur before gastrulation.

7.5 a pp l i cat ion of mechan ical force

Compression

Construction of a mesofluidic device has been described (Chapter 5).
Stage 5 Drosophila embryos were sorted by stereoscope and loaded in
batches of 130 into the mesofluidic device, which took approximately
10 minutes. Embryos were compressed by 22% for 10 minutes (5 PSI)
and recovered, then lysed after 4 hours.

Simulated microgravity

Stage 5 Drosophila embryos were exposed to s𝜇𝑔 using a bioreactor (Syn-
thecon, Houston, TX) as described (Chapter 6.4, Fig. 6.2). A 10-cm di-
ameter cylinder was filled with Drosophila eggs in embryo egg wash
solution. The cylinder was rotated around the x-axis so that the wall
of water rotates around a Teflon core. A variable speed motor was ad-
justed to keep embryos in a circular orbit (15 RPM). After 4 hours, em-
bryos were recovered and lysed.
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Figure 7.1: Custom centrifuge adapted to Drosophila. Fan blades were re-
placed by delrin adapters (Fig. 6.4). 50 mL centrifuge tubes accommodate
embryos in 15 mL round-bottom tubes or adults in vials. A rheostat (upper
right) controlled electrical power to customize the centrifuge speed.

Hypergravity

Stage 5 Drosophila embryos were placed in batches of 50 into 15-mL
tubes filled with egg wash and sealed with parafilm. These were af-
fixed to 50-mL centrifuge tubes zip-tied to the delrin fan blades de-
scribed in Chapter 6.4. The fan was controlled by a rheostat, and speed
was verified by tachometer, resulting in a net force of 3𝑔 for 4 hours.
Control vials were placed horizontally near the centrifuge. After 4 hours,
embryos were recovered and lysed.
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Adult Drosophila

Drosophila were maintained as described in Chapter 5. Newly eclosed
virgin adults were collected and sexed. 20 adults were placed in vials
with molasses medium and loaded into 50-mL centrifuge tube por-
tion of the custom centrifuge. The fan was spun for 9 days at 165 RPM
resulting in a net force of 6𝑔. The entire apparatus was placed in an
empty dark room and undisturbed for 9 days. Control vials were posi-
tioned horizontally next to the centrifuge. After 9 days, flies were anaes-
thetized by CO2 and decapitated by forceps. Heads and bodies were
lysed separately.

7.6 lys i s

Embryos were collected in a microfuge tube on ice. Egg wash was re-
placed three times with 0.01% DIGE wash buffer (diluted from 10x stock:
50 mg CHAPS, 250 𝜇L 1M Hepes 8.0 pH, DI water to 50 mL). This so-
lution was replaced twice with lysis buffer (7 M urea, 2 M thiourea,
4% CHAPS, 10 mM DTT and 10 mM Na-Hepes pH 8.0). Tissue was
homogenized with a fitted pestle and adjusted to 2 mg/mL protein
concentration with lysis buffer as measured by Bradford assay.

7.7 d i g e

For an overview of 2d-difference gel electrophoresis (DIGE), see Fig. 4.2.
Briefly, 100 𝜇g (micrograms) of protein were labeled with 2 𝜇L of ei-
ther 1mM propyl-Cy3-NHS or 0.83 mM methyl-Cy5-NHS (CyDye DIGE
Fluors; GE Healthcare) [292]. Reciprocal labeling was performed con-
currently to control for dye-dependent changes and for technical repli-
cation. After 2DE [294], gels were fixed overnight in destain (40% methanol,
10% acetic acid). Fixed gels were imaged in a custom Structured Illu-
mination Gel Imager [293].

The resulting image files were assigned a LUT of green (Cy3) or red
(Cy5) and combined in Fiji (ImageJ) by converting to RGB color and
adding. The resulting images were digitally morphed to a consensus
image by overlaying them in Keynote (Apple Inc., Cupertino CA, USA),
adjusting transparency, and aligning fiduciary markers (Fig. 7.7).





R E S U LT S & D I S C U S S I O N

Groups of ≈ 300 Drosophila stage 5 embryos were subjected to 3𝑔 hy-
pergravity, s𝜇𝑔, or 22% compression (5 PSI) in a mesofluidic device. Em-
bryos were lysed, concentration measured by Bradford as described,
diluted to 2 mg/mL, and analyzed by DIGE with reciprocal labeling.

The resulting proteomes showed subsets of 35 differences that re-
peated across technical and biological replicates. An overview of DIGE
results are in Fig. 7.2. Spots were labeled with an arbitrary number fol-
lowing ”A” for above the yolk – the large yellow streak at the center of
gels – or ”B” for below the yolk. Spot changes across all conditions are
summarized in Table 7.1. Hypergravity showed 29 potential difference-
proteins, s𝜇𝑔 showed 22. Compression gels resolved poorly, but with
careful alignment, 12 potential differences were identified (Table 7.1).
Two biological replicates for hypergravity and one for s𝜇𝑔 showed sim-
ilar results. The process of identifying replicating spots has been de-
scribed, with an example in Fig. 7.3.

7.8 m ic rograv i t y and hypergrav i t y r ec i p rocate

Strikingly, 14 proteins showed reciprocal changes in simulated micro-
gravity (s𝜇𝑔) and hypergravity. In s𝜇𝑔 compared to 1𝑔 controls, 9 enrich-
ments and 5 depletions were also identified in hypergravity compared
to 1𝑔 controls, where they showed the opposite response (Table 7.1).

The relationship between overlapping difference-proteins are visu-
alized in Fig. 7.4. Differences in s𝜇𝑔 compared to 1𝑔 controls are repre-
sented by the X-axis, with depletion to the left and enrichment to the
right. Differences in hypergravity compared to 1𝑔 controls are repre-
sented on the Y-axis, with no change on the X-intercept, enrichment
above, and depletion below. For example, spots in quadrant IV (lower
right) increased in s𝜇𝑔 and decreased in hypergravity.

Positions within a quadrant are arbitrary, except B6, A7, and B9,
which showed a more extreme change, which was also reciprocated:
the protein most highly enriched in hypergravity was also the protein
most highly depleted in microgravity (Table 7.1). This result is prelim-
inary and qualitative, and must be confirmed by photometric analysis.
Nevertheless, the consistency across gels is intriguing, five of which
can be seen in Fig. 7.2 along with a detail of the dotted box in Fig 7.3.

Notably, only one difference-protein increased slightly in both con-
ditions compared to controls (A11), suggesting that these differences
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Figure 7.2: Representative DIGE comparing proteomes of ≈ 300 Drosophila
embryos exposed to hypergravity (Cy5 red) or 1𝑔 control (Cy3 green). Two
differentially labeled proteomes separate horizontally by IEF and vertically by
SDS-PAGE. Proteins equally expressed appear yellow, proteins differentially ex-
pressed appear enriched in that color. Changes are confirmed by reciprocal
labeling (dotted box detailed in Fig. 7.3) and summarized in Table 7.1. Uncir-
cled differences were not sufficiently replicated and may be dye-dependent.
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3g Cy3 1g Cy5 3g Cy5 1g Cy3

0g Cy5 1g Cy3 0g Cy3 1g Cy5
Figure 7.3: Reciprocal labeling confirms changes are not dye-dependent.
Detail of dotted box in Fig. 7.2 from a biological replicate. Top row: proteins
enriched 3𝑔 Cy3 appear reciprocally enriched in 3𝑔 Cy5. Bottom row: posi-
tioning and shape provides visual evidence that these same proteins differ in
s𝜇𝑔 compared to 1𝑔 controls, which can be confirmed by LC-MS. Intriguingly,
these proteins appear to change reciprocally between 3𝑔 and s𝜇𝑔.
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Figure 7.4: Visualization of relative protein changes across mechanical con-
texts. X-axis represents differences in s𝜇𝑔 compared to 1𝑔 controls, with deple-
tion to the left and enrichment to the right of the Y-intercept. Y-axis represents
differences is hypergravity compared to 1𝑔 controls. Protein differences also
found in compression appear in up-green triangles (enriched) or down-red
triangles (depleted). For example, spot names in quadrant IV (lower right)
were enriched in s𝜇𝑔 and depleted in hypergravity, with B6 depleted after
compression. Clustering in quadrants IV and II indicate reciprocal changes
between s𝜇𝑔 and hypergravity (Table 7.1).
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are not a generalized stress-response. Three differences appear unique
to s𝜇𝑔 that were also identified in hypergravity, where they did not
change compared to 1𝑔 controls. Ideally, all protein changes should be
resolvable in both conditions, and may be informative. For example,
two reciprocal differences in hypergravity – depleted A12 and enriched
A13 – were not found in microgravity, but one enriched spot was found
in its place, labeled A12.5. This potentially represents a PTM in hyper-
gravity. Other potential PTM include A5/A4 and B11/B12, which could
be confirmed by LC-MS.

If these shared differences across two disparate mechanical contexts
are identified to be the same proteins by LC-MS, this presents proteomic
evidence for a gravity-sensing pathway.

7.9 compre s s i on follows hypergrav i t y

Protein differences in compression are represented in Fig. 7.4 with
an up-green triangle for enrichment or a down-red triangle for deple-
tion. Twelve difference-proteins were identified after 10 minutes of 22%
compression that were also found in s𝜇𝑔 or hypergravity (Fig. 7.5, Ta-
ble 7.1). Of these, 83% (10/12) followed hypergravity: A1, B2, B4, B5, B6,
B12, B13 decreased in both hypergravity and compression compared
to controls; A19, B9, B11 increased in both hypergravity and compres-
sion compared to controls. Two compression differences opposed hy-
pergravity and followed s𝜇𝑔: A0 and B8 were enriched in compression
and s𝜇𝑔 but depleted in hypergravity. In contrast to reciprocation of
changes between hypergravity and microgravity, protein differences
in compression correlate with those in hypergravity (Fig. 7.5).

Notably, 7 proteins were found in all three conditions, with B6 and
B9 showing the most extreme changes (Fig. 7.4). These present a tar-
get for future study to potentially link gravity-sensing pathways with
compression-sensing pathways on the protein level.

7.10 proteom ic compar i son in adult drosoph i l a

To test for hypergravity responses in adult Drosophila, 20 adult virgin
males were spun in vials with food at 165 RPM (6𝑔) for 9 days in dark-
ness. Control vials were placed nearby, oriented horizontally to match
the centrifuge, and match temperature, humidity, vibrational or mag-
netic effects. After 9 days, all flies showed 100% survival, and were de-
capitated. Separating heads eliminates confounding proteins that can
be found due to eating. The bodies were lysed as described, and pro-
teomes separated by DIGE as described. Representative gels are shown
in Fig. 7.6. Six spots were consistently enriched in hypergravity com-
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Figure 7.5: Shared protein differences in 3𝑔 and 22% compression. Visual-
ization of results in Table 7.1. Alignment in quadrants I and III indicate strong
correlation in difference proteins, suggesting that hypergravity and compres-
sion appear to share proteomic differences.
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Figure 7.6: Representative pairs of reciprocally labeled DIGE from bodies of
adult male Drosophila spun for 9 days at 6𝑔 compared to 1𝑔 controls. Spots
identified by LC-MS in Table 7.2.

pared to 1𝑔 controls. These were cut from the gel and identified by
LC-MS in Table 7.2.

Three of the six proteins identified match Hosamani 2016 [186], and
three were novel, validating the approach of DIGE to find mechanopro-
teomic differences. No differences wese found between sexes.

co nclus ion s

We report preliminary proteomic results from three modes of mechan-
ical stimulation analyzed by DIGE for the first time.

In Drosophila stage-5 embryos, 35 differences were found, of which 14
showed reciprocal changes between s𝜇𝑔 and 3𝑔. Three proteins showed
a more extreme enrichment/depletion, which was also reciprocated
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in extremity in the opposite condition. Of these, 7 proteins were also
found in compression. If confirmed by LC-MS, these may represent a
shared proteomic link between disparate contexts of mechanotrans-
duction. Proteins that are not shared may indicate unique responses
to different modes of mechanostimulation.

In Drosophila adults, six proteins were enriched after exposure to 6𝑔
hypergravity for 9 days, and identified by LC-MS. The resulting proteins
consistent with the literature on known changes in Drosophila under
altered gravity.

This relatively small set of proteins contradicts the thousands of can-
didates seen by transcriptomic approaches, isobaric tagging LC-MS [186]
and DIGE approaches in Daphnia magna [365]. With regards to DIGE in
Daphnia, the resulting gels show almost no overlap between conditions,
which is inconsistent with results the Minden lab has observed over
decades in DIGE. Critically, no reciprocal control was reported, which
validates that protein differences are due to conditions themselves and
not dye-dependent.

However, this small set of changes is consistent, at least in order of
magnitude, with the most carefully controlled studies in Drosophila [187].
By carefully controlling conditions, eliminating dye-dependent changes,
working on the proteomic level, and using the sensitive power of DIGE,
we can identify true changes in cell behavior due to altered gravity,
and resolve some conflict from transcriptomic approaches.

The next critical hurdle for these difference-candidates is identifica-
tion by LC-MS, especially for proteins that appear to be shared between
conditions, to quantify changes in magnitude among gels, to resolve
additional biological replicates of compression, and to validate these
changes by RNAi knockdown to reverse the DIGE phenotype.

Just as DIGE aided comparison between varying 2DE gels, so too does
DIGE itself require aids in comparison between variations in biological
replicates (Fig. 7.7). Digitally morphing gels was extremely helpful in
this regard, allowing rapid comparison between four gels at a time to
identify differences in subtle proteomic shifts. It is my hope that this
practice becomes standardized, and eventually automated. A similar
principle has been demonstrated in zebrafish [357].

These results are incomplete, but the overlap between disparate modes
of mechanostimulation is intriguing. A Drosophila – DIGE mechanopro-
teomic approach appears to be a powerful system to test the hypothe-
sis that mechanosensation in disparate contexts shares a common pro-
teomic link.
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Figure 7.7: Example of digitally morphing DIGE gels to facilitate comparison.
(A) Section of unmorphed gels from adult flies after 6𝑔. (B) Morphing creates
consistent alignment which facilitates identification of spots.



100 conclus ions

s pot 3𝑔 Cy3 3𝑔 Cy5 s𝜇g Cy3 s𝜇g Cy5 22% Cy3

A0 ↓ ↓ ↑ ↑ ↑
1 ↓ ↓ ↑ ↓
2 ↓ ↓
3 ↓ ↓ ↑ ↑
4 ↑ ↑ ↓ ↓
5 ↓ ↓ ↑ ↑
6 ↑ ↑ ↓ ↓
7 ⇊ ⇊ ⇈ ⇈
9 ↓ ↓

11 ↑ ↑ ↑ ↑
12 ↓ ↓

12.5 ↑ ↑
13 ↑ ↑
14 ↑ ↑
15 ⇊ ↓ ↑ ↑
16 ↓ ↓
18 ↓ ↓
19 ↑ ↑ ↑
21 ↓ ↓
22 ↓ ↓
23 = = ↓ ↓
24 = = ↑ ↑
25 ↑ ↑
26 ↑ ↑

B2 ↓ ↓ ↓
3 ↑ ↑ ↓ ↓
4 ↓ ↓ ↑ ↑ ↓
5 ↓ ↓ ↓
6 ⇊ ⇊ ↑ ⇈ ↓
7 = = ↑ ↑
8 ↓ ↓ ↑ ↑ ↑
9 ⇈ ⇈ ⇊ ⇊ ↑

11 ↑ ↑ ↓ ↑
12 ↓ ↓ ↓
13 ↓ ↓ ↓

Table 7.1: Summary of DIGE difference-proteins in Fig. 7.2 across three con-
ditions. Each column is a technical replicate. Spots above midline are ”A:”
Above the yolk. Spots below: ”B:” Below yolk. Color indicates spot color, ar-
row indicates change in abundance compared to control.
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s pot prot e in funct ion novel

1 Upheld muscle related *
2 NADH dehydrogenase metabolic *
3 Isocitrate dehydrogenase metabolic †
4 Serpine immune activity †
5 Actin muscle related †
6 Z-band protein muscle related *

Table 7.2: LC-MS identification of proteins enriched in adult Drosophila bodies
after 9 days at 6𝑔 (Fig. 7.6). Proteins matching Hosamani 2016 [186] marked *
novel proteins marked †.
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T H E H OW A N D T H E W H Y

In her 2011 play The How and the Why, Sarah Treem writes that science
consists of two essential questions. Although we spend most of our
time answering how something happens, at some point we must step
back to consider why it happens – of what benefit is this to an organ-
ism? That question certainly comes up in mechanotransduction: why
do Drosophila have this alternative mechanical signaling pathway at all?
Even more confounding is sensing gravity: why would an organism
contain a response to something it never experienced over evolution-
ary history?

One answer in development is that mechanics are a form of long-
range signaling. Developing tissue far away can synchronize and coor-
dinate without waiting for chemical diffusion. This may be particularly
useful in development when the signaling machinery is still develop-
ing. Another answer is that mechanics serve as a checkpoint: mechani-
cal regulation of Myo-II ensures constriction is occurring before the em-
bryo commits to mesoderm invagination.

Lately I’ve wondered if the entire distinction between biochemical
and biomechanical signaling is a reductive model that holds us back.
These categories seem increasingly permeable and tightly interwoven:
cell apoptosis is well understood chemically, but also affects cell de-
formation and crowding. Substrate stiffness and buckling drive differ-
entiation, which loops back to affect tension and stiffness. Perhaps the
entire approach of explaining the cell through chemical signaling path-
ways is part of our intellectual heritage in Descartes – it’s a form of
mind-body dualism in which we desire to ignore, and thereby escape,
the physical world.

As for sensing gravity, I’ve thought of this like a fish discovering wa-
ter – it is only when we left Earth that we realized it mattered. Ten years
ago I had some wild speculation on how gravitational signals could
benefit an organism as a conserved circadian signal [8]; alas, some of
those ideas are refuted by the results in Part iii, and the rest I was un-
able to investigate.

I found the result of 14 reciprocal proteins in gravity truly surpris-
ing. One of my biggest regrets is not getting to that point sooner to
pursue that question through protein identification. So much of this
work has involved getting stuck, sometimes for months, and several
times I’ve made the mistake of persisting in the same approach when I
should have tried something different. I was troubleshooting imaging
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for months until I realized I had contaminated the colony and lost the
GFP line; I ran DIGE on 19-hour gravity exposures for almost a year
before trying a 4-hour exposure at gastrulation, which immediately
delivered results. These loops of persistence without results were de-
moralizing, instilled a habit of doubting every result, and made this
process harder than it needed to be.

One of my best decisions was investing a little time in algorithmic
thinking. Coding is unreasonably useful; I am constantly amazed at
what I can do with almost zero knowledge.

This is a moment I’ve been looking forward to for about 20 years. It’s
easy for me to focus on what could have been better, what I wish I had
done differently. At the same time, I am grateful for the unusual path
this has taken, the persistance I’ve learned, and the study of inderdisci-
plinary collaboration. I see this degree as the art of creating knowledge,
which is both more messy and more sacred than I had imagined.
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Our knowledge is so weak that no philosopher
will ever be able to completely explore the nature of even a fly⋯
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